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SUMH.L\,RY

A numerical method f0Y solving two-point boun~~~y
value prob lems as S oeie..ted w i':h sf s tem~ 0 f fir st -orde r

nonlinear ordinary differen~ial equations is described.
Jt needs three funct ion 8v.'11 ua t i cn~; for each sub-
interval and is 0foro e 1 O(tJ), where 11 is the S!lace chop.
Resul'cs of c.::;mr'utational experiments comDaring '.:ilis

meth~d 1.lith other known methods are given.

INTRODUCTION

Accurate and fast numerical solution of tv.o-point

b0undary value rrobJcms is necessary ih many important

applic'lti)n areas, e.f>, boundary layer theory, the stt:dy

of .:it: C II a Tin t e -: i (' 1 S;l con t r 0 1 and 01) t i TJli z at ion the 0 I' It .,. ,

c>.nd ::'J 0'.1 r.et',iOr\s 111 bi.o) "gy.

In thjs rapcr a n2W method for the soJuticn of t \,/0)-

point bo~ndaTY value problems for non]i~eEr first-or0er

-:lifL::'cntial equ,1.tions is illtroc1ucec1. This method leaJs

to a !ligher orier accuracy than the presentlyknown @ethodst

without a corresponding increase in computation time. The

metho~ was tested numerically on the set ot eight problems

that \.'cre used in P.cfercncc 1, and. in a] 1 CCtses led to

Sir,IlificlI'tly bet::<::r results.
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We consider the numerical solution of the system of

differential equations

r'(x)-i(x,r(x)) = 0, (1)

with the two-point boundary conditions

£(y(O),r(l)) = 0, (2)

where Y, i and &. are functions with values in Rm, and 0::;x~ 1.

Let us subdivide the x range [0,1] into n equal parts,

such that h = lln and x. = ih, i = 0, 1,...,n. If we integrate1

the pth equation of the system (1) in the interval

[x. l,x.] and denote the resulting quantity by ~ . (y) then
1- I pl-

\'1ehave

x.

~pi(r) = Ypi-Yp,i-l-J I fp(x,r(x))dx = 0,x. 11-

(3)

~here Ypi=Yp(xi) and p = 1,2,...,m; i= 1,2,... ,no The

integral in (3) can be evaluated by the various numerical

schemes. Let f. = f (x. ,y(x.)) andp1 p I - I

f . 1 = f ( X'-~2 ' y(x.-~)); Y is now a vector with thep,1-~ p I - I ~ - -

components Y . and the superscipts on f will denote itsp1

derivatives. In this paper we describe an O(h7) scheme

that requires f . 1, f . l' f. and only the first
p,1- - p,I-~ pI

derivaties £1. l and fl. to approximate the integral in
p,l- pI

(3). This is in contrast to the scheme described earlier

by us in Reference 1, (viz.
1

not only f . 1, f ., f . 1p,l- pI p,l-

d . . f2 d f2erIvat1ves . 1 an .
p,1- p,1

equation(1.4)), which needs

1and £ . but also the second
p,1

to ac~ieve O(h7) accuracy.

(2)



THE 0 (h 7) METHOD

Theo'rem: If

Y . 1 == (y . 1 + y . )1Z + (Sh/ 32) (f . 1~ f .) +p,l-~ p,l- p,1 p,l- pI

(112/64) (f~, i-I +
fl.) + R
pI (4)

and

,x.

f ] fp(x,r) dx = (h/30)[7(fp,i-l + fp,i) + 16 fp,i-~ +x. 11- <C'

h 1 1
J

" ,
~ (f . 1 - f .) + E,
L. p,l,- p,l (5)

where

fp , i - ~ = fp (x i - t- , r (x i -, ~
)) + s (6)

and y6, £5 and all elements of the vectorp p

then E is O(h7) ~

of
P- are bounded

oy

Proof: We make use of Taylor's expansion to express all

the q~antities on the right hand side of (4) about the

point i - ~ , then after routine algebraic manipulations

it follows th~t R is O(h6), since y6
p

and f5 are bounded.
p

6£
Since ;1]1 the clements of the vector -~-

or
are bounded, from (4) and (6) it follow that S is also

ou/» . Consequently, the use of (6) in (5) will contribute

at most an crror of
7

order O(h ).

(3 )



We have to show now that integration formula (5) itself

has 7
an error O(h ). If we determine the quintic polynomial

which uses the six' points2

k k (k) -(x. 1 f. l ),(x.,£'),(x. 1,f. 1 ), k - 0,1
1-, 1- 1 1 1-"2 1-"2

and then integrate it between x. l and x., then we get (5).1- 1

Since a symmetric fifth degree polynomial was integrated the

error 1S 0 (h 7) . .
Now,in view of the above theorem, we write (3) as

~pi(r)=Ypi-yp,i-1-(7hj30)(fp,i-l+fpi)-(8h/lS)fp,i-~ -

(h2/60)(fl . ] -f10) + O(h7) (7)
p,l-, pI

where (4) and (6) \vith R afid S replaced by zeros are used

to compute f p 1°-k, 2.
The derivatives fl.

l and fl. ..which
p,l- p1 .

are needed in (4) and (7),are computed as follows.

Since

From now on let us denote by ~ and g the vectors with

the components ~pi and gp respectively. Then

the O( h7) term equation (7) can be writtei1as

neglect ~_.1g

<P(y) = 0 (8)

and (2) as
g(y) = O. (9)

(4)

f1 = afp
af cSr--E. .ax +
ar.

--
p ox

and using (1) we have

f1 afp + dfp .f
p = ax dl.



Cl ] ~ Rmn
ertY.f, 'I' E , Y E Rm(n+l) and gERm. It 15 worth Il0ting

that in (8), m components of Y CQn be elimindted ~irectly

by expressing them as linear functions of the rest of the

components by using (9), provided that g(y) 1S a linear

function of y. We will assume that g(y) is linear and the

necessary elimination of y components has been done so that

"Jf;; only have to solve (8).

COMPUTATIONAL RESULTS

Ne\vt on I s method and a spars e 1 ine aT equa t ion solver He re

used to solve (8) for the set of problems used by us in

Reference 1. All computations were done in double precision on

UNIVAC 1100. The computational results are given in Table 1,

where WE' have listed under each method the absolute value of

the maxili\Um error between the exact solution and the computed

solution for each problem for the relevant values of n.

Problem 2 leads to poor results because the higher derivatives

of £2i have large values. For example, f~i have the factor

400TI6~3.9x 105. It is pointed out in [3] that for this

problem an 0(h2) finite difference method required 210 mesh

points for 10-6 accuracy, and the deferred correction method

needed 65 mesh points with 7 corrections. Problems 6 and 7

have discontinuities in f, and therefore, one sided

derivatives are used. The starting solution used for all

problems was a vector of all ones and convergence was obtained

in at mcst s ev(~ n iterations (the average number was 3.5).

It is ~vident from Table 1 that the present method

~~elds ex~c~lcnt results.
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Table 1. Maximum errors in the solutions.

Method used

J l

'

Problem n 0 (h 7) in Ref.1. Present Method

10 3.0(-6) 1.3(-8)

1 20 3.0(-8) 2.1(-10)

40 3.8(-10) 3.3(-12)

10 2.8(-1) 4.0(-3)

2 20 2.0(-2) 7.6(-5)

40 5.6(-4) 1. 2(-6)

10 7.0(-8) 3.1(.;11)

3 20 1. 2(-9) 5.7(-13)

40 2.0(-11) 4.0(-14)

10 3.0(-6) 4.4(-9)

4 20 3.2(-8) 7.0(-11)

40 3.6(-10) 1.4(-12). -_.._.----_._-

10 9.7(-6) 1.8(-7)

5 20 8.3(-7) 3.7(-9)

40 ----- 5.6(-11)

10 - - - - 8.8(-11)

6 20 0 2.2(-11)

40 ----- 5.5(-12)---- . -- --- .....----..-.....--..-..-
10 ----- 9.5(-10)

7- 20 4.8(-8) 1.6(-11)

40 7.9(-10) 3.3(-12)------.-.
10 1.7(-7) 3.2(-10)

8 20 2.1(-9) 4.9(-12)

40 3.0(-11) 7.7(-14)--'-- --

(6)


