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Abstract

[n this paper, a load sharing problem involving the optimal load allocation of divisible jobs in a distributed
computing system consisting of N processors interconnected through a bus oriented network is investigated. For
a divisible job the workload is infinitely divisible sq that each fraction of the workload can be distributed and
independently computed on each processor. For the first.time in divisible job theory, an analysis is provided in
the case when the processor speed and the channel speed are time-varying due to background jobs submitted to
the distributed system with non-negligible communication delays. A numerical method to calculate the average
of the time-varying processor speed and the channel speed and an algorithm to find the optimal allocation of
the workload to minimize the total solution finish time are proposed via a deterministic analysis. A stochastic
analysis which makes use of Markovian queueing theory is introduced for the case when arrival and departure

times of the background jobs are not known.
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[. INTRODUCTION

[n recent vears. there has been of great deal of interest in parallel and distributed computing svstems
because it is a realistic approach for implementing high performance computer systems. Optimal and
very efficient load sharing and allocation is essential for achieving minimal processing times. There
are many possible ways to classify the load sharing problem. One of them is the classification by the
tvpe of job submitted to the system. This leads to indivisible job theory and divisible job theorv.
An indivisible job is a job that cannot be divided into more than one fragment so that the job must
be processed by one processor. There has been an intensive work on this indivisible job theory by
many parallel and distributed system researchers {1 - 13]. Only recently has there been interest in
multiprocessor scheduling with jobs that need to be assigned to more than one processor [14 - 16]. A
divisible job is a job that can be arbitrarily partitioned in a linear fashion and can be distributed to
more than one processor to achieve a faster solution time. [t is particularly suited to the processing
of very long linear data files such as occurs in signal and image processing and Kalman filtering.

The load sharing problem in divisible job theory is not trivial as one must take into account the
number of processors, the speed of each processor and communication link, and load origination and
the network architecture. One important issue for the load sharing problem is a trade-off between
the communication time and the computation time. This problem is less important when the size of
data file to be transmitted is very small or the communication link speed is very fast so that the time
to transmit a typical job can be negligible. However, one must consider the relationship between the
communication time and the computation time to achieve the best performance in the load sharing and
scheduling problem when the size of data file to be transmitted is very large or the communication link
speed is very slow so that the time to transmit a typical job is not negligible. Even though there has
been a great deal of work solely on communication and solely on computation, there has not been that
much work which deals with both problems. This paper presents a theory for the optimal divisible job
load sharing problem which considers both non-negligible communication time and the computation
time together.

The study of divisible job theory started from the consideration of intelligent sensor networks hyv
Cheng and Robertazzi [17]. An intelligent sensor is a single processor based unit which can make
measurements, compute and communicate with other intelligent sensors. The concept of the intelligent
sensor network can be extended to the case of a multiprocessor environment. The main problem in
this research is to determine the optimal fraction of the workload to assign to each processors. That
is, the decision when a network receives a burst of measurement data of what portion of the entire

workload should be kept by the distributing processor and what portion of the entire workload should



be distribuzed to each processor in order to minimize the total processing time becomes an impor:ant
problem.

In [17]. recursive expressions for calculating the optimal load allocation for linear daisy chains of
processors were presented. This is based on the simplifying premise that for an optimal allocation of
load, all processors must stop processing at the same time. Intuitively, this is because otherwise some
processors would be idle while others were still busy. Analogous solutions have been developed for
tree networks [18] and bus networks [19], {20]. Asymptotic solutions for systems with large or even an
infinite number of processors and limitations in performance when adding processors appear in ;21].
[29]. Closed form solutions were presented in [22] for bus and tree architectures where processor and
link speeds are homogeneous. In [23], the concept of an equivalent processor that behaves identically
to a collection of processors in the context of a linear daisy chain of processors and a proof that. for a
linear daisy chain of processors load sharing a divisible job, the optimal solution involves all processors
stopping at the same time are introduced. An analytic proof for bus networks that for a minimal
solution time all processors must finish computing at the same time is shown in (24], {25]. Previous
proofs were heuristic. In {26], a more sophisticated load sharing strategy is proposed for bus networks
that exploits the special structure of divisible job theory to yield a smaller solution time when series
of jobs are submitted to the network. The equivalence of first distributing load either to the left or 10
the right from a point in the interior of a linear daisy chain is demonstrated in [28]. Optimal sequences
of load distribution in tree networks are described in [27], [30]. A new load distribution strategy for
tree networks [31] and linear daisy chains [32] is also discussed.

All the previous works investigated divisible job theory under the assumption that a processor can
compute only a single job at a time. Under this assumption, the next job can be served only after the
processor finishes the computation of the currently running job. However, most practical time-sharing
computer systems can handle more than one job at a time. It is therefore natural that a study of
divisible job theory in multiprogrammed and multiprocessor environments is necessary. Another keyv
differenct; with respect to previous works is that the processor speed and the channel speed will be
considered to vary with time while they remain constant in the previous works. The processors. in
this paper, are assumed to be multiprogrammed so that there are a number of jobs running in the
background in addition to the divisible job of interest. These background jobs consume processor and
link resources so that the divisible job of interest may see time-varying processor and link speed. It
is immaterial for the purposes of this paper whether the background jobs are divisible are indivisible.
The processor speed and the channel speed depend on the number of jobs which is currently served

under a processor or transmitted through a channel. When there are a large number of jobs runuiny



in a processor. the processor speed for a specific job of :nterest becomes slower than when ir nas fewer
jobs. The channel speed also becomes slower when there are a large number of background job related
transmissions passing through a link than when there are fewer transmissions using the links.

The purpose of this work is to determine the optimal fraction of the entire workload to be distributed
to each processor to achieve the minimal solution time when the processor speed and the channel speed
are time-varying variables. To determine the optimal fraction of the workload deterministically. the
processor speed and the channel speed over the duration of the divisible job computation must be known
in advance before the load originating processor starts distributing the workload to each processor. If
the exact arrival time and departure time of the background jobs are known, one can determine the
exact time-varying processor speed and the channel speed. This is suitable for production jobs that
are performed in a system repeatedly for a known period. If the arrival and the departure times of
the background jobs are not known, but the stochastic arrival process and the stochastic departure
process of the jobs are known to be Markovian, the optimal fraction of the workload can still be found
by a stochastic analysis which makes use of well known Markovian queueing theory. In this paper.
an optimal load sharing algorithm and a numerical method to find the optimal fraction of the entire
workload for the minimal solution time is presented by deterministic analysis when the background
jobs’ arrival and departure times are known and by stochastic analysis when the background jobs’
arrival and departure times are not known.

This paper is organized as follows: The load sharing algorithm for the determination of the optimal
load allocation for three types of time-varying cases — time-varying processor speed while the channel
speed remains constant, time-varying channel speed while the processor speed is constant. and time-
varying processor speed and channel speed - are presented in section [I, II[ and [V, respectively.
In section V. a different load sharing algorithm to find the optimal fraction of the workload via a
stochastic analysis when the background jobs’ arrival and departure times are not known is proposed.

Performance evaluation results appear in section VI. Finally, this paper concludes with section VII.

II. TIME-VARYING PROCESSOR SPEED

The network model to be considered here consists of a control processor for distributing the workload
and N processors attached to a linear bus as in Fig. 1. New arriving measurement data is distributed
to each processor under the supervision of the control processor. The control processor distributes 1l
workload among the N processors interconnected through a bus type communication medium in order
to obtain the benefits of parallel processing. Note that the control processor is a network processor

which does no processing itself and only distributes the workload. Each processor is a multiprogramici



processor that can simultaneously process multiple jobs. Thus the processor speed varies with rime

and it depends on the amount of workload. The processor speed and the channel speed varv nnder

the following processor sharing rule: The processor (the channel) devotes all its computational power

(transmission power) evenly to each job. That is, if there are m jobs run under a certain processor.

each job receives :1n~ of the full computational power of the processor. It is assumed here that there is

no limitation of the number of jobs to be simultaneously processed in a single processor, even though

the processor speed for one particular job will be very slow if there are a large number of jobs running

simultaneously under the processor. The main problem in this paper is to find the optimal fraction

of a divisible job workload which is distributed to each of N processors to minimize the total solution

finish time when the communication delay is nonnegligible. .

The following notations will be used throughout this paper:

an:  The fraction of the entire processing load that is assigned to the nth processor.

wn:  The inverse of the maximum computing speed of the nth processor.

wn(t): The inverse of the computing speed of the nth processor seen by the divisible job of interest
when the computing speed is time-varying.

Z: The inverse of the maximum channel speed of the bus.

Z(t): The inverse of the channel speed of the bus seen by the divisible job of interest when the channel
speed is time-varying.

T.,:  The computational load of the workload in time, i.e., the time that it takes for the nth processor

to process (compute) the entire load when w, = 1.

T.n: The communication load of the workload in time, i.e., the time that it takes to transmit the
entire set of data over the channel when Z = 1.
T,:  The time for the nth processor to complete the receiving of the corresponding fraction of load

from the distributing processor.

T;:  The finish time of the entire processing load, assuming that the load is delivered to the origi-

nation processor at time zero.

The timing diagram for the bus network with load origination at a control processor is depicted
in Fig. 2. In this timing diagram, communication time appears above the axis and computation
time appears below the axis. In this section, the channel speed is assumed to be a constant wiiie
the computing speed of each processor is assumed to be a time-varying. The channel speed will v
time-varying in the later sections.

At any time the processor effort available for the divisible jobs of interest varies because of b



ground jobs which consume processor effort. These background jobs can arrive at or terminate on rhe
processors at any time during the computation of the divisible job that the control processor is going
to distribute. The arrival and departure times of the background jobs over interval during which the
divisible job is processed, however, should be exactly known. This is the reason that this section and
section [II and IV represent deterministic models of the load sharing problem. When the arrival and
departure times are unknown and the statistics of the arrival and departure process of the jobs are
known to be Markovian, then this load sharing problem can be stochastically analyzed as in section V.

At time t = 0, the originating processor (the control processor in this case) transmits the first
fraction of the workload to the first processor in time oy ZT,,,. The control processor then transmits
the second fraction of the workload to the second processor in time a9 Z7T..., and so on. After the
first processor completes receiving its workload from the control processor (an amount of a; of the
entire load), the first processor can start computing immediately and it will take a time of Ty ~ T;
to finish. Here T} = oy ZT,,. The second proceséor also completes receiving the workload from the
control processor at time Ty = (o + a2)Z T and it will start computing for a duration of Ty — T, of
time. This procedure continues until the last processor. For optimality, all the processors must finish
computing at the same time. Intuitively, this is because otherwise the solution time could be improved
by transferring the load from busy processors to idle ones. An analytical proof of this appears in [24].

Now let us represent those intervals of the computation time Ty — 17, Ty — T3,... . Ty — T. carefully.
The interval Ty — T, for the nth processor to compute the nth fraction of the entire load can be

expressed as

T; — Th = 0, Wa(t) T n=12.....¥% (1)

where W,(t) is defined as the time average of the computing speed of the nth processor in the interval
(Tw,Ty). Since wn(t) is defined as the inverse of the computing speed, to calculate the time average
of w,(t) one must invert w,(t) first to make it proportional to the actual computing speed and take

the time average, and then invert it again. That is,

i (el

T, - T,

RN 2
| —at
Ta Wa(t)

The diagrams for the computing speed of the nth processor are depicted Fig. 3(a), (b) and ().

Consider Fig. 3(a), (b) and (c) in reverse order. Fig. 3(c) shows the process which is proportional
to the computing speed of the nth processor. When the processor is idle in the interval (¢5.¢;). the

job that is delivered from the control processor will receive the full computational power of the w1l



processor. I herefore. the computing speed of the nth processor in the interval (£o.t,) for the job from
the control processor is Tulj{ where w, is the inverse of the maximum computational power of the -}
processor. When there is one background job running in the processor in the interval (¢,.¢,) due 1y
the arrival of one background job at time ¢ = ¢,. the computational power of the nth processor i«
equally divided by two so that each job, one background job and the job from the control processor.
can receive half of the full computational power of the nth processor. That is, the computing speed of
the nth processor in the interval (¢;, t;) for each job is %El': Likewise, when there are two background
jobs running in the processor in the interval (,,¢3) due to the additional arrival of a background job
at time t = ¢, the computational power of the nth processor is equally divided by three so that each
job, two background jobs and the job from the control processor, can receive one third of the full
computational power of the nth ProCessor. The computing speed of the nth processor in the interval
(tg,t3) for each job is Zl)‘i';: When the processor finishes the computation of one of the background
jobs at time ¢ = ¢3, the computing speed of the nth processor for each job (at this time, there are two
jobs running in the processor, one a background job and the other a divisible job fragment from the
control processor) speeds up back to %—J}:

Fig. 3(b) shows the process which is inversely proportional to the computing speed of the nth
processor. In other words, Fig. 3(b) is just the inverse of Fig. 3(c). Fig. 3(a) is the derivative of
Fig. 3(b). This represents the arrival and departure time of the background jobs. The upright impulses
(ro,m,T2,75.7¢) represent the arrival of each background job and the upside down impulses (rs.ry.r:)
represent the departure or service completion of each background job. What is deterministic in this
section is that the time of each arrival and departure of the background jobs is deterministically known.
That is, the time to, ¢y, 3,. . ., etc. should be all known at time ¢t = 0. The height of the each impulse
is +w, for the ones which corresponds to the arrivals and ~w, for the ones which corresponds to the
departure of the background job. This is because one arrival of a background job causes the computing
speed to change from %w#n to Fn—lq-—l'ﬁll: in Fig. 3(c) so the speed changes from mw, to (m + 1)u, in
Fig. 3(b) for any integer m. The same explanation can applied to the departure of background jobs.

Let us now find the expressions for Fig. 3(a), (b) and (c). The expression for Fig. 3(a) is

d o0
—wn(t) = Y rib(t — te)wn (3
dt k=0
where
+1, for arrival
T =

—1, for departure



The following equation represents Fig. 3(b).
wn(t)=2rku(t—tk)wn 4
k=0

Here u(t) is the unit step function. A little thought yields an expression for Fig. 3(c):

0 k -1
wl(t) =Z (er) [u(t——tk)—u(t—tk.,_l)]—u%- (3)

n

The next step is to find the time average of w,(t) in the interval (T, Ty). To find W,(t), it is necessary

T, 1
to find [rn wn(t)dt from Eq.(2).
Ty 1 Tf Tn il ( 1 1 )
dt = — — — t 6
/n wn(t) wa(Ty)  wa(TR) k=§+1 Wn(te)  wn(te-1) ¢ (6]
See Appendix A for details. Therefore,
Ty - T,

Wa(t) =

T _ Tn B s ( 1 _ 1 )
wa(Ty)  wa(TH) 2 Wa(t)  wn(tr-1) b

k=zn+1

From Eq.(1), one can also find the expression for o,.

Tj"Tn = anwn(t)TCP

Ty —T, .
nlop—r—— 3)
v[r,, wn(t)dt
Thus,
T
= T, I wa(t)
1 Tf T, i ( 1 1 ) :
= & - - - t (9)
TCP [w‘"(Tf) wﬂ(Tﬂ) k:;zn.ﬂ w'n(tk) wn(tk—l) :

Note that Eq.(6), (T) and (9) are functions of T,, and Ty. That is, if T,, and Ty are known, the fraction
of the workload for the nth processor as well as the integral and the average of the computing speed
of the nth processor in the interval (7,,,Ty) can be found. This problem can be solved by a simple
recursive method that can express every a, as a function of Ty. Let us introduce an algorithm to find
the optimal fraction of workload that the control processor must calculate before distributing the load
to each processor.

i. Express an as a function of T, from

1 /T 1
o= —ﬁ;'/T.V w;\/(t)dt



Since Ty =(ay +ay+ - +ay)ZT., = ZT.... T\ is known.
ii. Express ay- as a function of Ty from

[ 1

- —_—dt
Tcp Ty w.\'—l(t)

ayv-1 =

Since Ty_1 = (1 ~ an)ZT.m, Tn-1 is function of ay and is also function of T.
iii. Express ay_, as a function of Ty from

1 /Ty 1

e ——dt
Tcp Tn-2 w‘V—Z(t)

aAN-2 =

Since Ty_2 = (1 — an — an-1)ZTem, Tn-2 is function of ay and an_,, and is also function
of Tf.
iv. This procedure can be continued up to ;. Then, one can express every a, as a function of
N

T;. Finally, by using the normalization equation which states that Zan = 1, all of the a,.
n=1
as well as the actual Ty, can be found.

III. TIME-VARYING CHANNEL SPEED

This section will consider the opposite situation to that of the previous section. That is, the channel
speed is now time-varying while the processor speed is constant. This is the case when the channel
is shared with other networks. When the channel is idle, the control processor can transmit the
measurement data to each processor with the full channel speed. When there is a transmission in the
channel from another network, the measurement data transmitted by the control processor will share
this channel and it will receive half the speed of the maximum channel capacity. Thus, the channel
speed in this section is time-varying by the number of transmissions through this channel in a channel
(processor-like) sharing manner. Each processor is assumed not to be multiprogrammed. That is. a
processor can handle only a single job at a time.

Fig. 4 shows the timing diagram for the case of the time-varying channel speed. At the time origin.
the channel may or may not be idle depending on the other networks using the channel. At time ¢t = 0.
the control processor starts transmitting the first fraction of the workload to the first processor in time
Ty. Next the control processor continues to transmit the second fraction of the workload to the secund
processor and it takes a time T3 — 77, and so on. Then after the first processor completes receiving it~
workload from the control processor at time 77, the first processor can start computing immediatels
and it will take a time of Ty — T to finish. The second processor also completes receiving the workiou|
from the control processor at time 717 and it will start computing for a duration of Ty — T, of time
This procedure continues until the last processor. Again, all the processors must finish comput:tv

simultaneously to produce a solution in an optimal amount of time.



| he expressions tor the computing time tor each processor which are the intervals Iy-T1,.T: -
T,..... T; — Tx. are more tractable than in the previous section since the computing speed of each

processor is not time-varying now. They are
Ty - T, = anw.Te, n=12,....N§ (10)

On the other hands, the expressions for the transmission time during which the control processor
distributes each fraction of workload to each processor is not as simple since the channel speed is

time-varying. The transmitting time for each processor from the control processor is
Tn—Tocr =z () Tem n=12,....N (11)

where Z.._,(t) is defined as the time average of the channel speed in the interval (T, T}). Again. since
Z(t) is defined as the inverse of the channel speed, to calculate the time average of Z(t) one must

invert Z(t) first to make it proportional to the actual channel speed and take the time average, and

Zoa(t) = (E { ;_llm})-l

then invert it again. That is,

e )
/Tn 1 &t -
Toy Z(1)

The diagrams for the channel speed are depicted Fig. 5(a), (b) and (c). A similar explanation as in

(
Fig. 3 can be applied to Fig. 5. The expression for Fig. 5(a) is
d >
—-Z(t):ZskéS(t—tk)Z Ry
dt k=0

where

+1, for arrival
Sk =
—1, for departure

The following equations represent Fig. 5(b) and (c).

Z@) = Y spu(t—t)Z (14
k=0

k=0

J=

Ll 5 () - et -
Z(t) O.SJ Uil — ) —u ""Ic+l)Z (RN

Then, the area of the channel speed in the interval (T,-;.T,) is

Tn 1 T, Tnoq In 1 1 ‘
/T 0% 7T "I T) L (Z(tk) - Z(tk_l)) b

k=1'n—l +1



See Appendix B for details. Therefore.
Tﬁ. - Tn—l

Tn Tn—l > l L e
T 7)o (Z(tk) Z(tk-n)“‘

k=zrn.1+1

From Eq.(11). ore can also find the expression for a,.

Tn_Tn—l = anz_l(t)Tm
T _Tn 1

n
= anTcm T,

n

/T"_l-z%t—)dt

—
o

Thus,
R
W= T Z0)
1 T, T.., & ( 1 1 )
= - - - t 19
Tem [Z(Tn) Z(Tn—l) k:xg_:ml Z(tk) Z(tk-l) k} (19)
Also,
n 1 i Ty T Ta 1
;= —— —dt
?::a Tem /o * T o Ty Z(t) }
_ Ly
T Ta.do Z(1)
1 [ T In 1 1 )
- I - t (20
Tem |2(Tn) g(Z(tk) Z(tk—l)) k] =0

Note that Eq.(16), (17) and (19) are functions of T,,_; and T,. That is, if T,_; and T}, are known., the
fraction of the workload for the nth processor as well as the integral and the average of the channel
speed in the interval (T, Ty) can be found. Similar to the previous section, this problem can be solved
by a simple recursive method that can express every «, as a function of ay. Let us introduce an
algorithm to find the optimal fraction of workload that the control processor must calculate before

distributing the load to each processor.

1. Find Ty from
1 1

. 1 T dt
Sa=l=g [T

=1

ii. Express Tv_; as a function of an from

= ' T Jo Z(t)
iii. Express an_; as a function of ay from

In — Ty = anyywy Ty — avwn Ty



since Ty was found in Step t and Tv_; is also function of ay.
iv. Express Tv-, as a function of ay from

N-2 1 1 /T.V—Z l
= -_— N — a‘ _ = — ———dt
; a av-aNa =Tl o

since ay—1 is a function of ay.

v. Express ay.; as a function of ay from
Inoy =Ty = aN—sz_zTcp - OlN—le—chp

since Ty_1, Tn—2 and apn_, are function of ay.
vi. This procedure can be continued up to a;. Then, one can express every a, as a function of

ay. Finally, by using the normalization equation, all of the a,, and Ty can be found.

IV. TIME-VARYING PROCESSOR SPEED AND CHANNEL SPEED

In the two previous sections, the recursive algorithms to find the optimal fraction of workload and
the numerical method to calculate the integrals of the computing speed and the channel speed were
introduced in the case of time-varying processor speed and in the case of time-varying channel speed.
It is natural at this point to ask if both the computing speed and the channel speed can be time-
varying. Fig. 6 depicts the timing diagram for the bus network with time-varying processor speed and
channel speed. In this case each processor is a multiprogrammed processor that can handle more than
one job at a time and the channel is shared with other networks. Alternately one may assume that
background jobs create communication demands that load the links. To solve the problem in the case
of time-varving processor speed and channel speed, the results in the two previous sections will be

used. Those are

1 /Ty 1
ay = =
Tr_-p Tn wﬂ. ( t )
i 1 (LI

Ea; = i—m- A -Z(—t)dt

The numerical methods to calculate the above two equations are the same as in Appendix A and
Appendix B. The following is the recursive solution to find the optimal fraction of workload for each

processor. It will be shown that all the fractions (¢,) can be expressed as a function of ay.

1. Find Ty from
3 p= 2 [ L g
2oai=1= TonJo  Z(1)

1=1




i. Express Iy as a tunction of ay from

since Ty was found in Step i.

iii. Express Tw_y as a function of an from

1 1 Tvor | d
=1 = / —dl
* o Tcm Y Z(t)

N-

=1
iv. Express ay_; as a function of ay from

| 1 it
aN-y = = —
Tcp TN—l w,\/_l(t)
since Ty and Ty, are also function of ay.
v. Express Tn_, as a function of ay from

IS 1 Y K
;01— _aN_aN_l_E/o Z(t)

since an_; is also function of ay.

vi. Express ay_; as a function of ay from

1 (T 1 it
aN-3 = = —
TCP TNn-2 wN—2(t)
since Ty and Ty, are also function of ay.
vii. This procedure can be continued up to ;. Then, one can express every a, as a function of

ay. Finally, by using the normalization equation, all of the a, and Ty can be found.

V. STOCHASTIC ANALYSIS OF THE TIME-VARYING SYSTEMS

[t seems that the deterministic analysis of the previous sections are not as realistic as possible
because of the constraint that it is applicable only to the case where the exact arrival times and
the departure times of the background jobs must be known. It is therefore interesting to pursue a
more general analysis that is applicable to practical multiprogrammed and multiprocessor computer
systems. A stochastic analysis that will be introduced here will make feasible the determination of
the optimal fraction of workload for each processor in more general situations. The exact arrival and
departure times of the background jobs submitted to the system in this stochastic analysis are not
known. The only necessary knowledge concerning the jobs, entering and leaving the network. is the
stochastic arrival process and the stochastic departure process in this analysis. If the arrival process i~

Poisson distributed and the departure process is exponentially distributed, one can adapt well known



Markovian queueing theory to this divisible job problem. \We wiil assume that jobs arrival times follow
a Poisson process. This is a reasonable first case assumption. The service times will be assumed to be
either negative exponentially distributed or to follow a general distribution. Thus in the following. two
cases of stochastic analysis involving time-varying both the processor speed and the channel speed will

be presented. one with a M/M/1 queueing model and the other one with a M/G/1 queueing model.

A. M/M/1 Queueing Model

This section starts with the determination of the average computing speed of the nth processor and
the average speed of the shared channel. As in typical queueing models, the arrival rate is defined
as Ay, and Az, and the service rate is defined as p,, and uz for the nth processor and the shared
channel, respectively. The service rate u,, (¢z) is proportional to the computing speed of the nth

processor (channel speed) since our server is a linear server. That is, one can write

1
/"‘wn = Cwn - ( 2

n

t
—
~—

1 ‘ ,
vz = Cz5 (.

| SN
[
~—

where C,,, and Cz are constants that are justified in Eq.(27) and (28) below. Recall that w, and Z
are defined as the inverse speed of the maximum of the nth processor and channel, respectively. Let
us define 71, and 7z as the average number of background jobs in the nth processor and the average
number of transmissions passing through the shared channel, respectively. These are the same as the

average number of customers in the queueing system with a single queue and is written as

- _ Pu,

= Lt 23]

Wn 1—pwn ! !

ny = Pz (24
1-pz

where p,,, and pz are the utilization and are

Awn  _ AuWn -
= = {29
pwn ﬂwn Cw,,
Az A2 -
VA = -— o e— 20
P Kz Cz

Note that since 0 < py,., pz < 1, Cy, and Cz should be chosen to satisfy the following inequalities.

0< Aown < Co.

0< XZ <(Cg PN



Now. one can define the average computing speed of the nth processor and the average speed of the

shared channel as follows.

wn(t) = (ﬁwn+l)wn l'_)!)l

Z(t) = (Az+1)Z (301

One way of explaining these equations is as follows. Suppose that there is no job present in a certain pro-
cessor at the time when a new divisible job of interest enters the network and is going to be distributed
to the processors. Let’s consider processor n. Then, the processor n can give all its computational
power to the divisible job which has just arrived. That is, 7, = 0 and W,(at that time) = (0 + 1 )w,.
Now, suppose a new background job arrives while the job that was distributed previously is still in
progress in processor n. Then, this newly arrived job will receive half of the full computational power
in the processor n. Tha.t is, My, = 1 and W,(at this time) = (1 + 1)w,. A similar explanation can be

applied to the case of the average speed of the shared channel. Therefore, if one substitutes Eq.(23)
and Eq.(25) (Eq.(24) and Eq.(26)) into Eq.(29) (Eq.(30)), one can write

_ Cu,wn .
Wa(t) = o o (31)
- CzZ

= — 32

Then, the optimal fraction of workload for each processor that minimize the total solution time can
be calculated by just replacing the constant computing speed of the nth processor and the constant
channel speed with the above average speed, Eq.(31) and Eq.(32), into the solution found in [241. The

longer the time interval considered, the more accurate this solution will be.

B. M/G/1 Queueing Model

If the computational load of the submitted job is not exponentially distributed and has a general
distribution, then the service rate will also be generally distributed. The previous analysis used in the
M/M/1 queueing model should be modified to that of a M/G/1 queueing model. The average number
of jobs in the nth processor and the average number of jobs passing through the shared channel when

the computation load is generally distributed can be written as follows from M/G/1 queueing theory.

L N Pin + A%, 00 »
Nw, = Puwn ‘2(1—pwn) (IBBN
2 2 .2
— pZ+’\ZU:
Rz = pz+ 22 T
2= T =p2)

Here, o2 is the variance of the service time, and p,,, and pz have the same definitions as in the case 1

M/M/1 queueing model. Therefore, the average computing speed of the nth processor and the aver.z.



speed of the shared channel are now

205, AL g —0}Ch )
T T2 Con = Agwn) A9
2C% - M2 - 02CE)
- 202(Cz —Az2)

Z(t) =([mz+1)Z z (36)

Then, the optimal fraction of workload for each processor that minimizes the total solution time can
be calculated by just replacing the constant computing speed of the nth processor and the constant
channel speed with the above average speed, i.e., Eq.(33) and Eq.(36), to the solution found in [24]. To
do this, let us write the modified solution that the control processor must calculate before distributing

the workload to each processor in order to minimize the total solution time in the time-varying system.

. wz(t)Tcp . -
. k,‘ t) = 1<: <N - :
l Q t)Tem + Wis1 ()T ='= : (37)
-1
i oo = [1 + Z (Hk )] (38)
n=1 \i=1
iii. o, = H ki(t) -« 2<n<N (39)

=1
Note that, the longer the time interval of the divisible job is, the more accurate this substitution

will be.

VI. PERFORMANCE EVALUATIONS

Based on the previous results, a number of performance evaluation results were obtained. A simula-
tion was performed in the case where there are three processors connected through the bus (.\V = 3).
The simulated run time is from ¢t = 0 to ¢ = 10. During the 10 units of time, there are 40 randomlyv
generated background arrivals and departures combined. The 10 units of time are sliced into 1000
time slots for the simulation so that each time slot is L unit of time. In the following subsections.
the simulation results will be shown in the cases of time-varying processor speed, time-varying channel

speed, time-varying processor and channel speed, and the queueing theory stochastic analysis.

A. Time-Varying Processor Speed

In this subsection, the computing speeds of the three processors are time-varying while the channel
speed is constant. The computing speeds of the processors are random variables due to randomlv
generated job arrivals and departures. The channel speed is set to one and the communication load
of the divisible job that will be distributed by the control processor is also set to one, and the com-
putational load of the divisible job is set to four (Z = 1,Tem = 1, T, = 4). Fig. 7 is obtained from

the algorithm in section II. The bottom three curves in Fig. 7 represent a;, a; and «3, and the most



upper curve represents the sum of these a’s in the run time t = 0 to ¢ = 10. The true job finish rime
occurs when the sum of these a's is equal to one by the normalization equation which is in this case

between t = 3.090 and ¢t = 3.100. Table 1 shows the results of the algorithm in section II.

Table 1.

3
Tf (631 Qo Qa3 E (o 2%
n=]

3.090 | 0.3992 | 0.4124 | 0.1863 | 0.9979
3.100 | 0.4023 | 0.4135 | 0.1875 | 1.0033

Those two results are the closest ones obtained from the algorithm in section II. One can choose either
one as a solution and normalize it for implementation. Then, the job computation will be finished no
later than Ty = 3.100. Alternatively, one can average the two solutions. Note that the true job finish
time cannot occur before Ty = ZT,, = 1. Thus, there is no data between ¢ = 0 and ¢ = I in Fig. 7.
To check if this simulation and the algorithm is accurate, two methods were used. The first one is

an exhaustive grid search in the solution space. Table 2 shows the results of the exhaustive search.

Table 2.

Grid density Ty ay as as
100 x 100 x 100 | 3.150 | 0.400 | 0.410 | 0.190
200 x 200 x 200 | 3.130 | 0.400 | 0.415 | 0.185
500 x 500 x 500 | 3.106 | 0.402 | 0.412 | 0.186

The exhaustive search cannot find the better results even with 500 grid intervals in terms of the job
finish time than the one from the algorithm.

The second method is a comparison with true results: Create a set of data such that the processor
speed is constant at all times and run the algorithm with this constant processor speed and compare
the result with the one from the solution of the non-time-varying system found in [24]. Table 3 shows
the results from the algorithm when all of the processor speed are one (w;(t) = w,(t) = w3(t) = 1) in

the time-varying system and Table 4 shows the true results according to the solution in [24].
Table 3.

3
Ty o ay as Z a,

n=1

2.04 | 0.4062 { 0.3250 | 0.2600 | 0.9912
2.05 [ 0.4102 | 0.3281 | 0.2625 | 1.0008




Table 4.

Tj' (e 3] ) Qg x

2.049180 | 0.409336 | 0.327869 | 0.262295

All of the true results (Tf,0n, a7 and a3) lie between the two closest results from the algorithm

in Table 3. If one chooses T; = 2.05 in Table 3 as a solution of the algorithm, the accuracy is

2.05 — 2.049180
- 1 ~ 99.96%.
(- g ) * 100% = 99.96%

B. Time-Varying Channel Speed

The simulation data set in this subsection is the same as in the previous subsection except that
the channel speed is now a random variable due to the randomly generated job transmission from
other networks and all the processor speeds are constant which are equal to one (w; = w, = w3 = 1.
Tem = 1,T,, =4). Fig. 8 is obtained from the algorithm in section III. Again the bottom three curves
represent o, a2 and a3, and the upper curve represents the sum of a’s during the run time ¢t = 0
to t = 6. The true job finish time occurs when the sum of a’s is equal to one, which is between
t = 3.180 and ¢t = 3.184. It cannot occur before Ty which can be calculated from /OTN _Z%tjdt =T,
and is approximately 2.544 for the given data set here. Table 5 shows the results from the algorithm

in section III and Table 6 shows the results from an exhaustive grid search in the solution space.

Table 5.

3
Tf e 3] Qg Qa3 Z [0 7
n=1

3.180 | 0.5500 | 0.2850 | 0.1600 | 0.9950
3.184 | 0.5535 | 0.2860 | 0.1610 | 1.0005

Table 6.

Grid density Ty ay o a3
100 x 100 x 100 { 3.204 | 0.550 | 0.290 | 0.160
200 x 200 x 200 | 3.195 | 0.545 | 0.290 | 0.165
500 x 500 x 500 | 3.188 | 0.556 | 0.292 | 0.162

Again, the results from the algorithm has the smaller job finish time (T = 3.184) than the one from
the exhaustive search (Ty = 3.188).

As in the previous subsection, a constant data set was created such that the channel speed is constant
at all times (Z(t) = 1), and the algorithm was run with this constant channel speed. A comparison

was made between these results from the algorithm and the one from [24]. Table 7 shows the result-



from the algorithm with constant channel speed and Table 3 shows the true results via 24’

Table 7.
3
T o Qs Qs E an
) n=1
2.044 | 0.4085 | 0.3265 | 0.2620 | 0.9970
2.050 | 0.4125 | 0.3285 | 0.2630 | 1.0040
Table 8.
Tf a Qo (0%}
2.049180 | 0.409836 | 0.327869 | 0.262295

All the true results (T, oy, a2 and a3) lie between the two closest results from the algorithm in Table 7.

The accuracy is the same as in the previous subsection and is approximately 99.96%.

C. Time-Varying Processor and Channel Speed

This subsection will briefly explain the results from a simulation. Both the processor speed and

the channel speed are random variables here. It is simulated when T, = 1 and T,, = 2. Fig. 9 is

obtained from the algorithm in section V. Table 9 shows the results from the algorithm in section [V

and Table 10 shows the results from the exhaustive search.

Table 9.
3
Tf aq Q9 ag Z (o %
n=1
3.228 | 0.6368 | 0.2347 | 0.1233 | 0.9948
3.234 | 0.6408 | 0.2387 0:1243 1.0038
Table 10.

Grid density Ty a Qs az
100 x 100 x 100 | 3.250 | 0.620 { 0.250 | 0.130
200 x 200 x 200 | 3.245 | 0.635 | 0.240 | 0.125
500 x 500 x 500 | 3.238 | 0.640 | 0.236 | 0.124

‘The results from the algorithm has the smaller job finish time (Ty = 3.234) than the one from the

exhaustive search (7} = 3.238).

Table 11 shows the results from the algorithm with constant processor speed and channel speed

(wr(t) = we(t) = ws(t) = Z(t) = 1) and Table 12 shows the true results from [24].



Table 11.

Tf (03] (09)] Q3 Z (0 2%

n=1

1.416 { 0.471 | 0.315 | 0.210 | 0.996
1.422 | 0.477 | 0.318 | 0.213 | 1.008

Table 12.

Ty ay a2 a3

1.421053 | 0.473684 | 0.315789 | 0.210527

All the results (Ty, a1, a2 and a3) lie between the two closest results from the algorithm in Table 11.

If one chooses Ty = 1.422 in Table 11 as a solution of the algorithm, the accuracy is approximately

99.93%.

D. Stochastic Model

Two plots are obtained from the simulation in the stochastic analysis, Fig. 10 and Fig. 11. Both the
processor speed and the channel speed are time-varying and there are 3 processors in the system. and
Z=1w =Tw,=5w; =3,C, =10 and C,,, = 10 for all n. The variance of the service time o7 is
equal to zero in the M/D/1 queueing model and equal to one in the M/G/1 queueing model. In rhe
two plots, the optimal fraction of the workload (a’s) and the job finish time (T;) are drawn against
the job arrival rate. The range of the job arrival rate (Az and \,,) are from zero to one. In Fig. 10
and Fig. 11, the legend is ordered in the order of the curves, i.e., the upper most curve represents «
for M/M/1 and the second upper most curve represents a3 for M/G/1 in Fig. 10. It is found that the
optimal fractions of the workload (a’s) are not sensitive to the choice of queueing models. but thev
are sensitive with respect to the arrival rates (Fig. 10). In Fig. 11, it is shown that the job finish time
in the M/M/1 queueing model takes longer than that in the M/D/1 queueing model and shorter than
that in the M/G/1 queueing model.

VII. CONCLUSIONS

In this paper, a numerical method to calculate the average processor speed and the average share!
channel speed when these speeds are time-varying was found. The algorithm to find the optimul
fraction of the workload to minimize the total job computing finish time was also discussed in i
deterministic analysis. It was found that the results from the algorithm are accurate. The accura
was greater than 99.9%.

A simple stochastic analysis using Markovian queueing theory that can handle a more general -:* .



ation in a time-varying multiprogrammed and multiprocessor environment was introduced here.
Further areas for research would be an extension of the stochastic analysis that can handle a more

complicated situations, for instance, a job arrival rate that is other than Poisson distributed. an analvsis

for the service times that might be expressed in terms of the computational load of the job (T.,). and

networks other than the bus network, e.g., tree network and hypercube network, etc.

Appendix A
One can calculate the area of the computing speed of the nth processor in the interval (T,.T;) as
follows:
T o 1
'
= E—tg) —u(t—1 —_
/n wn(t)dt /Tn kX_: (ZU) [t — te) — u( k+1)]wndt
-1
iy Ty
= — t—ty)dt — t—1 dt
w0, lg (273) [/Tn u( k) /n u(t — tis1) } (40)
But,

) (T, - T, ifty < T,
/’u(t—tk)dt = { Ty—ty ifTn<te<Ty

0, otherwise

{

Ty ~Tn, it <To
Ty
/ u(t - tk.H)dt = ﬁ Tf — Lkt1s T, < tev1 < Tf

0, otherwise

\
Let us define new variables z, and z;.

Definition I: The integer z, is the value of k which satisfies

th S Th < tegy
Definition 2: The integer z; is the value of k which satisfies

th S Ty < tig
For example, in Fig. 3(c), zn =2 since t; < T, < t3 and z; = 6 since tg < Ty < t7. Then,

/? wnl(t)dt W Z (Z r’) (Tr - Z, (Z’H) (Ty — t&)

k=0 k Tn+l
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1=0 k=zn
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Note that (w,1 Z T'j) is the computing speed of the nth processor at time ¢t = Ty. That is.

| U —
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Appendix B

One can calculate the area of the channel speed in the interval (T,_,,7},) as follows:
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=1 k=0 \j=0
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. Bus network with load origination at a control processor.

2. Timing diagram for the bus network with load origination at a control processor in the
single-job scheme.

3. (a) The derivative of the timing process which is inversely proportional to the computing
speed (b) The timing process which is inversely proportional to the computing speed (c) The

timing process which is proportional to the computing speed.

4. Timing diagram for the bus network with time-varying channel speed.

ot

(a) The derivative of the timing process which is inversely proportional to the channel speed
(b) The timing process which is inversely proportional to the channel speed (c) The timing

process which is proportional to the channel speed.

Timing diagram for the bus network with time-varying processor speed and channel speed.
Job computing finish time for time-varying processor speed.

Job computing finish time for time-varying channel speed.
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Job computing finish time for time-varying processor speed and channel speed.
10. The optimal fraction of the workload (a’s) vs. arrival rate in the stochastic analysis.

11. Job computing finish time in the stochastic analysis.
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Fig. 9. Job computing finish time for time-varying processor speed and channel speed.
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