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Abstract

Optimal data scheduling strategies in a clustered hierarchical wireless sensor net-
work are investigated. Data aggregation scheme in clusterheads are considered.
Information utility, a newly introduced parameter is used for the situation of sens-
ing data with a certain ratio of data accuracy in the context of the measurement
data. A mathematical scheduling technique for multi-cluster wireless sensor net-
work topology is examined by collapsing single clusters into equivalent intelli-
gent sensor nodes which form a flat tree network. Using the optimal solution for
the amount of data obtained by divisible load theory, an analysis of the energy
dissipation is carried out with speed parameters and information utility constant.
Aerospace based wireless sensor networks have application including tracking,
environmental monitoring, and avionics sensing and control.



Chapter 1

Introduction

In recent years, wireless sensor networks (WSNs) have been a dynamically grow-
ing and promising research area due to the great technological progress in the
field of wireless communication protocols [1]. Miniaturized low power wireless
sensor devices have been used in various potential applications such as for mil-
itary / aerospace communications and tracking, environmental monitoring, and
avionics controls, etc. These sensors, capable of sensing, processing (aggregating)
data, and short range communication, form WSNss to report aggregated data across
platforms on or above geographically diverse terrain with highly constrained re-
sources.

The applications of sensors in aerospace applications are quite diverse such as
pressure sensors, speed sensors, surface temperature sensors, proximity sensors
and remote sensors, etc. Such sensor applications operate as a network with vari-
ous sized independent sensor clusters feeding information to a sink. In sensing, it
is inevitable to obtain redundant information such as overlapped data and nonin-
formative data. Considering that an extremely fast response is generally required
in aerospace applications, data aggregation in the clusterhead is highly desired for
reducing unnecessary load under data communication and computation.

As a WSN configuration, a WSN can be flat or hierarchical [2]. In flat networks,
every sensor has the same functionality. On the other hand, in hierarchical net-
works, there are two types of sensor: a cluster head and a non clusterhead sensor.
The clusterhead is usually an optimally elected high energy sensor which has a
larger role than other sensors [3]. Clusterheads play an important role in data ag-
gregation (data fusion) [4].

As compared with earlier work when most deployed WSNs involved relatively
small numbers of sensors, nowadays, WSNs are considered as large scale ran-



domly and densely distributed sensor networks, which do not need infrastructure.
Due to the nature of distributed sensing, it is expected that Divisible Load Theory
(DLT) could play an important role in providing an optimal solution for load dis-
tribution under WSN environments, especially those having various energy and
computational constraints. Considerable research has been focus at DLT since
1988 [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. A
key feature of this divisible load scheduling theory (DLT) is that it uses a lin-
ear mathematical model. This is a powerful concept for the performance analysis
of networks of processors and links. In divisible load scheduling theory it is as-
sumed that computation and communication loads can be arbitrarily partitioned
into small fractions and distributed among processors and links in the network.
There are no precedence relations among the loads. A recursive deterministic
mathematical formulation is used.

Recently, studies about DLT based WSN scheduling for data reporting have been
published [20, 21]. To our knowledge, the naive data collected by clusterhead
from non-clusterhead nodes would not contain the most critical information. For
this reason, we introduce a parameter, the information utility constant, showing
the accuracy of the collected data from each sensor. From a mathematical point
of view, the information utility constant is required to be a deterministic a priori
known variable to be applied to DLT. This is feasible by using a technique of in-
formation accuracy estimation [6] with a crucial assumption that the clusterhead
has an accurate knowledge of position of each sensor nodes in the cluster [S]. By
eliminating the noninformative part of the collected data, unexpected communi-
cation and processing delays can be reduced. We assume that the aggregation
scheme perfectly filters the most critical information so that a clusterhead reports
the most critical information to the sink.

The remainder of this paper is organized as follows. Chapter 2 present the types of
notations and analytic background. In chapter 3, four different single cluster WSN
scheduling models are analyzed. Muti-cluster WSN scheduling scheme is exam-
ined in chapter 4. Chapter 5 presents performance evaluation curves. Chapter 6 is
a conclusion and a discussion of open questions.



Chapter 2

Problem Formulation and
Preliminary Remarks

In a hierarchical WSN, the network sensor nodes are partitioned into groups called
clusters. A cluster is composed of a single clusterhead and sensor nodes (non-
clusterhead nodes) in the lowest tier as shown in Fig. 2.1(a). Once a cluster is
created, the clusterhead distributes measurement instructions to the sensor nodes
deployed in its cluster region. Sensory data from each sensor node is reported to
the clusterhead in the higher tier for data aggregation (data fusion). The idea of
data aggregation is to gather the data reported from different sensor nodes while
eliminating redundancy, minimizing the amount of reporting, and thus achieving
energy efficiency [4]. The aggregated data is then transmitted to the high power
sink (Base Station, BS) in the highest tier. The BS usually routes the received data
via wired infrastructure connected to Internet-based user applications. However,
the networking via the wired interface between the BS and end-user is beyond our
scope. Thus, the structure of WSN topology discussed in this paper is a three tier
hierarchical WSN.

In this paper, we ignore the capability of sensing of clusterheads in spite of the
fact that a clusterhead is an optimally elected sensor in the cluster region as we
mentioned before. Here, there is no direct communication between sensor nodes.
In other words, sensor nodes can communicates only through the clusterhead. We
will not discuss the case of communication between node sensors in this paper.
However, this important point gives us an idea that the network topology of a
cluster can be considered as a centralized single level tree (star) network as shown
in Fig. 2.1(a). The communication delay caused by the initial deployment of
the measurement instruction from the sink to the clusterhead is ignored in the
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Figure 2.1: Three tier hierarchical wireless sensor network topology.

analysis in this paper. This is the based on the assumption that channel speed
between sink and clusterhead is much faster than channel speed in the cluster
and also the amount of instruction data is much smaller compared to the amount
of sensory data. In this paper, we ignore possible limitations subject to various
sources of unreliability and other issues related with wireless data transmission
such as channel noise and interference during wireless transmission, etc.
The following notation is used in this paper.

t : Constant time for the instruction assignment from clusterhead to sensor nodes.
as; : The sensory load fraction that the i** sensor node collects.
ay; - The informative load fraction (which is the critical data in response to the
instruction) in the sensory load fraction that the i** sensor node collects.
p; : The information utility constant of the 7*" sensor node: p; = z* , the transmit
to sense ratio. The parameter shows the accuracy of the data provided by the i
Sensor.
y; : The inverse sensing speed of the i*" sensor node.
z; : The inverse communication (reporting) speed of the link (channel) between
the i*" sensor node and the clusterhead. We use index 0 for the clusterhead.
wy : The inverse computing speed of the clusterhead.
Tio(cp,em) : Sensing operation intensity (Computing intensity, Communication in-
tensity) constant. The entire load can be sensed (processed, transmitted) over the
i'" channel in time y; Tso (WoTep, 2iTom).
w§ : The inverse computing (data aggregation) speed of the k' clusterhead (where

= 1,2,...,n). Note that we use wy for analyzing a single cluster topology in
this paper.




zg : The inverse communication (reporting) speed of the link (channel) between
the k'" clusterhead and a sink. Note that we use z, for analyzing a single cluster
topology in this paper.

T; : The total time that elapses between the beginning of the process at ¢ = 0 and
the time when the i** sensor node completes the report of its own sensing data to
the clusterhead (where ¢ = 1,2, ...,n). We use index 0 for the clusterhead.

T, : The round time. Time at which the clusterhead for n sensors finishes trans-
mitting the aggregated data to the sink (=7j).

T, : The round time. Time at which the clusterhead in a cluster with a single
sensor node finishes transmitting the aggregated data to the sink.

We will distinguish in the following sections between different channel charac-
teristic (Single, Multi) and whether either is equipped with front-end processor
(Stmultaneous reporting) or not (Sequential reporting). There are thus four
scheduling scenarios with these two sets of possible features.



Chapter 3

Single Cluster based hierarchical
WSN scheduling

3.1 Single Channel with no front-end processor, SCnP

Consider a single channel cluster composed of single clusterhead and n sensor
nodes in the wireless network (star topology). This is a simple network scenario
where the n sensor nodes 57, S5, . . ., S,, can report their own sensory data directly
to the clusterhead, Sy via a single channel. Conversely, the clusterhead can as-
sign measurement instructions directly to the n sensor nodes via a single channel.
Since all of the data flows through the single channel, sensing instruction assign-
ment and reporting are performed sequentially as shown in Fig. 3.1. In this sec-
tion, the clusterhead and sensor nodes are not equipped with front-end processors
for communication off-loading. That is, nodes can either communicate (report) or
sense but not do both at the same time (i.e., staggered start). In the same manner,
the data aggregation is performed only after the last report from the sensors ter-
minates, and the data aggregation and its reporting to the sink are also performed
sequentially. Each sensor node has a capability to start sensing as soon as the sen-
sor receives its sensing instructions from the sink node. The placement of nodes
So, 51,52, .. .,and S, is unconstrained. Initially, we consider that the position of
the clusterhead is optimized.

From the timing diagram (Fig. 3.1), one can set up the following corresponding
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Figure 3.1: Timing diagram for single channel hierarchical wireless sensor net-
work with no front-end processors.

recursive load distribution equations

asiyiTso =t+ Olgit1 (yi+1Tso + Zi+1Tcm)

1=1,2,...,n—1 (3.1)

Rewriting the above set of equations as
Ogitq :fiasi_gi 7= 1,2,...,71,— 1 (32)

where
yiTso t
fi= y Gi =
yi—i-lTso + zi—}—chm yi+1Tso + Zi+1Tcm

1=1,2,...,n—1 (3.3)



These equations can be solved as follows:

Qo = flOésl — 01
53 = foase — g2 = fifoas1 — g1fo — 92
gy = faogz — g3 = fifafsast — gifafs — g2fs — g3

Osgp = fn—lasn—l — gn-1

= fifo- Sfo1@sr — grfof3. o Ju1 — G2 f3 1

T oees T gn72fn71 — Gn—1 (34)
alternatively,
i—1 i—1 g i1
avi=aa [[H-D F[[H i=23...n (3.5)
k=1 k=1 Jr 1=k

or by definition of the information utility constant

Aty = Pi0g;
i—1

i—1 i—1
—Oéslpink—PiZ%Hfl 1=2,3,...,n (3.6)
k=1 =1 7k 1=k

Since the fractions of total informative data, a;s should sum to one (normaliza-
tion),

1= ZO&Z‘ = Z/%‘Oési

i=1 =1

= Q51 (01 + Zpi

i—1 n i—1 i—1

fk) N> ?—’; I1 (3.7)
1 = =

i=2 k= =2 k=1"7% =k
Therefore,
14+ C4
Qi1 = P10s1 = P1 o+ Cy (3.8)
where
n -1 i1 no -1
Olzzpi(z%nfl>702zzpi Jr (3.9)
i=2 k=1 7% 1=k =2 k=1



From the (3.6) and (3.8), the optimal values of «;’s, which is certain fraction of
informative data collected during measurement time can be obtained. Here, we
say that the network completes a round when the clusterhead finishes reporting
the aggregated data to the sink node. Referring the Fig. 3.1, the minimum round
time of the network can be achieved using (3.5) as follows

Tr,n = TO

= T1 —+ Z asiw()Tcp +1- Z()Tcm

i=1

=t+ (0751 (leso + Zchm)+
n i-1 n o i1 i—1
{ (1 0y ka) Sy Hfl}wow
=2 k=1 =2 k=1 7% 1=k
201 e, (3.10)
From (3.8), 7T} ,, can be rewritten as follow
1+C
Tr,n =t+ : (leso + Zchm) + C3w0Tcp + ZOTcm (311)
p1+ Co
Here,
1+C)(1+C, :
03:( + )1 +C) —C (3.12)
p1+ Co
where,
n 1—1 g i—1 n i—1
/ k ’
Cy = 7L 6= => 1] % (3.13)
i=2 k=1 7% 1= i=2 k=1

As a special case, consider the situation of a homogeneous cluster where all sensor
nodes have same inverse sensing speed and inverse communication speed (i.e.,

yi =y, z; = zforv = 1,2,...,n). Note here that the inverse communication
speed of the clusterhead, zy can be different. Consequently,
Y150 t
= = 3.14
I T+ T O YT+ T G149
Here, 0 < f < 1. Then, the (3.9) can be modified as
sz (1= f71, Co= Zplfl : (3.15)



Hence, under the homogeneous condition, 7. ,, can be obtained as follow

14+C
Trn:t+ !

’ P + C <yTSO + ZTCm) + C3w0TCp + ZOTCm (316)
1 2

Here, (5 is identical form with (3.12), where

n —1 n i—
=g (TI) =T
=2 N k=1 I=k i=2 k=1
g J—=r"
- {015
n 1—1 n—1 f . fn
G=STlr=3r-= ( ) (3.17)
’ i=2 k=1 i=1 1-f

For the further simplification, here we add another special condition, p; = p for
i = 1,2,...,n, the homogeneous information utility constant. Since C; = pC,,
Cy = pC’é (G.e., C3 = /l) from (3.12)) under the special case of the homogeneous
(fully homogeneous, i.e. y; =y, 2; = 2, ps = pand p;, = pfori =1,2,...,n)
condition one can solve for o as

ik (3.18)
N '
Hence, T ,, can be obtained as follow
T, —t—l—%—i_CiT +%—12T —l—le + 20T, (3.19)
r,n 1+ Cé?/ so 1 + Cé cm P 0+Lep 0Lcem .

From the above equation, under the fully homogeneous condition, we can readily
see the minimum round time can be achieved when information utility constant
equals to unity which is an ideal case. This makes intuitive sense as no redundant
data is generated, time delays for sensing, reporting, and data aggregation can be
reduced.

Since the minimum round time on a single sensor node under the homogeneous
condition is

1 1 1
Tr,l =1+ _yTso + —2Tem + _wOTcp + 20Tem (3.20)
p p p

10



the speedup is then

t+ lyj“’so + lZq“’cm + leTcp + ZOTcm

24+C;
14+C5 Yy

Speedup = (3.21)

1

2 Tso + ; C/ ZTcm + wOTp + ZOTcm
Under the fully homogeneous condition, the condition for a feasible instruction
assignment time, ¢ can be described. From the Fig. 2, under the case of the
sequential distribution under the single channel scenario, it can be possible some
sensors cannot be assigned the instruction under the certain condition that the
instruction assignment time is large. Referring to (3.5), the upper bound of a
feasible instruction assignment time constant can be obtained according to the
intuitive condition as

O<agy <1 1=2,3,.

< Oéslfi_l — %(f—fll> <1

f
1 / -
24+ () — i1
< p—/lfzfl _ g(i) <1
1 7 .
C . 1 f—fit
i— 1 1 i—1
— + t<1 3.22
where, O] = C;/t (refer to (3.17)).
Thus, we have
O<m+yt<l1 1=2,3,...,n (3.23)
where,
1
P i—1
=TT C;f
C” 1 L (f=f1
i = - 3.24
T 1+Cf yTso( 1—f 529
Since, n; > 0, if 7; < 0, the (3.23) can be rewritten as follows
0<t< (3.25)
Yk

11



Here, £ is the index of the sensor node number where v; < 0. If ; > 0, the (3.23)
can be rewritten as follows
L—mn

"

0<t<

(3.26)

Here, [ is the index of the sensor node number where v; > 0. From the (3.25)
and (3.26), the condition for the feasible instruction assignment time, ? ¢.,s can be
written as

1—
0 <tfeas < min(@, 771)

Tk n

(3.27)

Here, if one let n — 0o, we can superficially recognize that 7}.,, — oo, which is
not reasonable since the factor, C’; is a the first order function of n (see (3.17)).
However, as referring the bound for feasible ¢ (see (3.25) and (3.26)), we would
also see t — 0 (i.e., C|{ — 0o or 7; — 00) as one is adding more sensor nodes in
the cluster.

Hence, using the fact C;, — 0 and C;, —
minimum round time, 7, . as

yTso
2Tem’

one can obtain the asymptotic

o o 1
Tr,oo = —yTso + —ZTcm + _wOTc + ZOTcm
plo+1) plo+1) p 7
1 1
= =21 + —wolep + 20Tem (3.28)
p p
2Tem

where 0 = T
From (3.21), we can obtain asymptotic speedup as follows

YT

Speedup, oo =1 3.29
peedup * ZTcm + wOTcp =+ pZUTcm ( )

3.2 Multi Channel with no front-end processor, MCnP

The network model that is discussed in this subsection is similar to that discussed
in the previous one except for the fact that the communication between the clus-
terhead and sensor nodes takes place under multiple independent channels. There-
fore, multiple access to the clusterhead from the sensor nodes can take place at the

12
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Figure 3.2: Timing diagram for multi channel hierarchical wireless sensor net-
work with no front-end processors.

same time. Conversely, concurrent instruction assignment is feasible as described
in Fig. 3.2. As a reminder, the single channel case gives rises to considerable
idle time for almost all of the sensor nodes due to the sequential communica-
tion (instruction assignment and reporting) involved in communicating data from
each sensor node to the clusterhead. On the other hand, communication delay
is reduced through simultaneous instruction assignment and mainly simultaneous
reporting termination over all sensor nodes through multiple channels. It has been
known on a intuitive basis that network elements should be kept constantly busy
for good performance [16, 17]. Thus it can be expected that multi channel com-
munication contributes to better performance than the single channel scenario in
that each sensor finish the reporting simultaneously.

The timing diagram of the network is plotted in Fig. 3.2. The fundamental recur-
sive equation of the network can be formulated as follows

t+ Qg (yiTso + ZzTcm) =1+ Olgit1 (yi-l—lTso + Zi—l—chm)
=12, . .n—1 (3.30)

Rewriting the above set of equations as

Algit1 :fiasi 1= 1,2,...,77,—1 (331)



where

yiTso + ZiTcm

P = 1=1,2,...,n—1 (3.32)
f yi+1Tso + Zi+1Tcm
These equations can be solved as follows
i—1
ai=aa [ i=23....n (3.33)
k=1

Alternatively, by definition of information the utility constant

i—1
At = Pi0g; = Q5104 H fk P = 27 37 R (3.34)
k=1

As mentioned earlier, the fractions of the total informative data should sum to one

n n n 1—1
1= Z = Z Pills; = Qg1 (Pl + Z pi fk) (3.35)
i1 i1 k=1

1=2
Therefore,

1
1P1 +

Q1 = P10s1 = P (3.36)

where

n i—

1
C=> pi]] # (3.37)
=2 k=1

From (3.34) and (3.36), the optimal values of «;’s, which is the fraction of infor-
mative data collected during measurement time can be obtained.
Knowing the optimal value of a;, the minimum round time can be calculated as

Tr,n = TO
= Tl + Z asinTcp +1- ZOTcm
=1

=t+ Oésl(leso + Zchm)+

n 1—1

Q51 (1 + Z H fk) wOTcp + ZOTcm (338)

=2 k=1

14



From o = er;Cl (see (3.36)), 1, ,, can be rewritten as follow

Trn =t+ (leso + Zchm) + C13/wOT’cp + ZOTcm (339)

’ p1+Cy
where
n i—1 /
p 14 C}
C, = , O3 = 3.40
1 ;2 kl:[lfk o) (3.40)

As a special case, consider the situation of a homogeneous cluster where all sensor
nodes have same inverse sensing speed and inverse communication speed (i.e.,
yi =y, z; = zforv = 1,2,...,n). Note here that the inverse communication
speed of the clusterhead, z; can be different. Consequently, f = 1 (i.e., C; =
S, piand C) =n — 1).

In this case, one can solve for o, as

1

Qg = —=7—— (3.41)
Zi:l Pi
The minimum round time is then given by
1
Ton=t+ =5 (yTso + 2T + nwoTr,) + 20T em (3.42)

Zi:l Pi

For further simplification, consider the situation of a fully homogeneous network
(e vy, =9y, 2 = z,and p; = pfort = 1,2,...,n). Consequently, f =1 (i.e.,
Ci=pn—1)and C; =n — 1).

In this case, one can solve for o, as

Qg = L (3.43)
pn

Intuitively, the equal amount of informative (sensed) data (i.e., %) is reasonable
due to the simultaneous measurement start time and reporting finish time under
the fully homogeneous condition.

The minimum round time is then given by

1 1 1
Tr,n =t+ _yTso + _ZTcm + _wOTcp + ZOTcm (344)
pn pn p

15



From the above equation, under the fully homogeneous condition, we can also
see the minimum round time can be achieved when information utility constant
equals to unity which is an ideal case. This also follows intuition as no redundant
data is generated, time delays for sensing, reporting, and data aggregation can be
reduced.

Since the minimum round time on a single sensor node under the homogeneous
condition is

1 1 1
Tog=t+ —yTso + —2Tem + —wolep + 201em (3.45)
P P P

the speedup is then

t+ %yTso + %ZTcm + %wOTcp + ZOTcm

Speedup = 3.46
b b t+ anyTso + anZTcm + %wOTcp + ZOTcm ( )
The asymptotic minimum round time, 7, o, can be simply written as
1
Troo =t + —wolep + 2010 (3.47)
p
The asymptotic speedup can be obtain as follows
TSO Tcm
Speedupyoo = 1 + —220 17 (3.48)

pt + wOTcp + pZOTcm

3.3 Single Channel with front-end processor, SCP

The network model that is discussed in this subsection is similar to that discussed
in subsection 3.1 except for the fact that each of n sensor nodes and clusterhead
are equipped with a front-end processor for communicating off-loading. That is,
the sensor nodes can communicate (report) and sense at the same time. The clus-
terhead can perform the data aggregation as it gathers sensory data from each
sensor node. We assume here, the data aggregation is started immediately after
the first sensory data is reported as shown in Fig. 3.3. Intuitively, the reporting
time lasts at least when sensing operation terminates. In this subsection, we as-
sume that z;7.,, < y;Ts,, so that reporting of sensory data at each sensor node
can end with sensing operation at the same instant even though the i*" reporting

16
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Figure 3.3: Timing diagram for single channel hierarchical wireless sensor net-
work with front-end processors.

starts when the (i + 1) sensor nodes terminates its own reporting (Fig. 3.3).
Surely, each report can be started only after the sensing operation is started. For
the clusterhead, we can conjecture Y . | agiwoTep — 20Tem < D iy siziTem tO
meet the minimum round time. Here, we can see that the conjecture also implies
201 e < ZLI ag;wole, so that reporting to sink (BS) and data aggregation end
at the same time.

According to Fig. 3.3, the fundamental recursive equation of the network can be
obtained as follows:

asiyiTso =t+ asi+1yi+1Tso + asiziTcm
i=1,2,... 01 (3.49)

One can rewriting the above set of equations as
Agitr1 = fiasi — g; 1= 1, 2, Lo, — 1 (350)

Here, the above equation has the same formation with (3.2), but

yiTso - ZiTcm t
= y i =
yi—i—lTso yi+1Tso
i=1,2,....n—1 (3.51)

fi

17



As we mentioned previously, 2,71, < vy;Ts,. That is, communication speed must
be faster than sensing speed. The optimal values of a;s can be obtained using eq
(3.6) and (3.8).

Referring the Fig. 3.3, the minimum round time, 7., can be then obtained as
follows

Tr,n = mZTL(To) = T1 -+ Z()Tcm
=t+ Oéslleso + ZOTcm (352)
Note that min (1) is derived according to the condition, Y " | as;woTep—20Tem =

Yo asiziTey, as we mentioned previously.
Using eq (3.8) and (3.9), T;.,, can be rewritten as follow

1+,
p1+ Oy

Tr,n =t+ leso + ZOTcm (353)
As a special case, consider the situation of a fully homogeneous network (i.e.
vi = Y, 2 = 2,and p; = pfori = 1,2,...,n). Note here that the inverse
communication speed of the clusterhead, z; can be different.
Consequently,
21, t
=1- = 3.54

A (354
Here, yT,, > 2T,,,. Thus 0 < f < 1.
Also, under the fully homogeneous condition the initial two conjectures we men-
tioned previously,
Z?:l asinTcp - ZOTcm S Z?zl CYsiziTvcm and ZOTcm § Z?zl CYSZ'UJOJﬂ’cp’ can be
combined as follows

T. 2T
p < ZO“ P <p+ o (3.55)

The above inequality gives an information of the feasible range of the ratio of
Z)OT% to meet the minimum round time.

Following similar procedures showed previous subsections, a; can be obtained
as a identical form with (3.18).

The minimum round time is then given by
1 C’

T —=t+ 2T+ 2T 3.56
, 1+C’2y 20 ( )

18



From the above equation, under a fully homogeneous condition, we can also see
the minimum round time can be achieved when information utility constant equals
to unity which is an ideal case.

Under the fully homogeneous condition, a closed form of the condition for a feasi-
ble instruction assignment time, ¢ .5 can be derived as the similar manner shown
in subsection 3.1.

1 _
0 < tpoas < min(-5, =—M) (3.57)
Yk M
where,
1
P i—1
T C;f
Cl i1 1 f—f!
- i 3.58
" 1+02f _'_yTso_ZTcm( 1_f ( )

Here, k and [ are the index of the sensor node number where +; < 0 and v; > 0,
respectively. From the above equation, under fully homogeneous condition, we
can also see the minimum round time can be achieved when information utility
constant equals to unity which is an ideal case.

Since the minimum round time on a single sensor node under the fully homoge-
neous condition is

1
Tr,l =1+ _yTso + 20T em (3.59)
p

the speedup is then
t+ %yTSO + ZOTcm

Speedup = e (3.60)
L, 10
t + 1+Cé yTso + ZOTcm

From the (3.56), using the fact, C’i — 0 (i.e., t — 0) and C; — Yo 1 a5

2Tem
n — 00, the asymptotic minimum round time, 7. . can be simply written as

1
Tr,oo = zyT‘so + ZOTcm - _ZTcm + ZOTcm (361)
p p

2Tem

Here, 0 = T
The asymptotic speedup can be then obtained as follows

yTso + pZOTcm
Speedup, oo = Tt pal,

(3.62)
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Figure 3.4: Timing diagram for multi channel hierarchical wireless sensor net-
work with front-end processors.

3.4 Multi Channel with front-end processor, MCP

This subsection is similar to the previous one except for the fact that now the
communication between sink node and sensor nodes takes place under multiple
independent channels as described in subsection 3.2, so that simultaneous report-
ing is possible. It was shown that the simultaneous sensing operation start and si-
multaneous reporting termination over all sensor nodes provided through multiple
independent channels contribute improved performance in subsection 3.2. Fur-
thermore, more improvement in performance would be achieved from the simulta-
neous reporting termination over all nodes include the clusterhead with front-end
processor. The timing diagram of the network is plotted in Fig. 3.4. We assume
here that z;7.,, > v;1T%,, so that the speed of sensing operation is faster than the
speed of reporting. In other words, by intuitive sense, the sensing operation is
required to be ceased before or exactly when the reporting terminates. For the
clusterhead, we can conjecture Z?:l g Wolep < g2, to meet the minimum
round time from in Fig. 3.4. Also, we can conjecture that zy7,, < Z?zl g wol ey
so that reporting to sink (BS) and data aggregation end at the same time. From the
conjecture, we can expect that the minimum 7{ can be obtained under a certain
condition, 1" | agiwoTey = si2i Tem.

The fundamental recursive equation which is independent of the information util-
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ity, p can be formulated as follows:

Qg ZiTcm = Ogit1 Zi—i—chm
i=1.2,.  n—1 (3.63)

One can rewriting the above set of equations as
Qsir1 = fiog 1=1,2,...,n—1 (3.64)

Here, the above equation has the same formation with (3.31), but

24 Tcm

Zi4+1 Tcm

£ = i=1,2....n—1 (3.65)

Thus, the optimal values of ;s can be obtained as (3.34) using the identical equa-
tion, (3.36).
Referring Fig. 3.4, the minimum round time, 7;.,, can be obtained as follows

Tr,n = m’m(To) = T1 =t+ asllecm (366)

Using the (3.36), 7, ,, can be rewritten as follow

1
Trn:t_l'

Tem 3.67
' P1—|‘C1Z1 ( )

As a special case, consider the situation of a fully homogeneous network (i.e.

vi =19,2 = z,and p; = pforv =1,2,...,n). Note here that the inverse commu-
nication speed of the clusterhead, 2, can be different.

Since f = 1 (i.e., C1 = p(n — 1)), as can be obtained as the equal amount of
sensed data shown as (3.43).

From the two initial conjecture, Y .| oiwoTpp < ;2 Tem and 2oLy, < Y1 asiwoTep,
the following combined inequality can be obtained

,0< wOTcp < ZTcm

(3.68)

20Tem =~ nzoTyy

The above inequality shows that as the number of sensor nodes increases the re-

quired upper bound of the ratio ;”Oi reduced. Also, from the condition, p <

oTe
Tf’%, we can see that minimum required value of the ratio ZOT;J" is the number

of sensor nodes in the cluster, n. This is expected as all the sensing operations of
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sensor nodes are performed simultaneously and are also the corresponding report-
ing performed simultaneously, for the effective data aggregation at clusterhead,
the processing speed is needed increased. The minimum round time is then given
by

1
Tpp =t + —2Tom, (3.69)
pn

Since the minimum round time on a single sensor node under the fully homoge-
neous condition is

1
T =t+ =21, (3.70)
P
the speedup is then
Speed L 7 3.71
peedup = % (3.71)

Note that if one consider the case that the instruction assignment time, ¢ is negli-
gible (i.e., ¢ — 0), speedup can be achieved as n, which is a linear function to the
number of sensor nodes, that is speedup is scalable in this case.

From (3.69) and (3.71), the asymptotic minimum round time and the asymptotic
speedup are given respectively as

1
T oo =t, Speedupp_oo =1+ _tZTcm (3.72)
P
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Chapter 4

Multi-Cluster based hierarchical
wireless sensor network scheduling

In this section, we will discuss multi-cluster three tier hierarchical WSN model
based on the four scenarios we analyzed in the previous section (see Fig. 2.1(b)).
The homogeneous network (i.e.,25 = 29, wl = wy, and p; = pfori =1,2,...,n)
is assumed for finding a closed form equation. The methodology used to analyze
the multi-cluster model is to collapse a group of nodes (a clusterhead + sensor
nodes ) composing a cluster into a single equivalent sensor node. This methodol-
ogy is similar with the one applied in several previous studies [22, 23, 24]. Based
on the equivalent node element, we can collapse a cluster into a single “intelli-
gent” sensor node. The terminology, intelligent” is used for denoting a sensor
node which performs its own data aggregation, a significant role of clusterhead.
Hence, the final equivalent WSN topology would be flat, not hierarchical as shown

Sink (Base Station,BS)

. Intelligent
Seq2 Seqs *..." Sensor node, Seqi~n

Figure 4.1: The equivalent flat wireless sensor network topology with intelligent
sensor nodes
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Figure 4.2: Timing diagram for single channel flat wireless sensor network with
homogeneous intelligent sensors with no front-end processors.

in Fig. 4.1. As we mentioned previously, the four scenarios we will discuss in this
section is similar to that analyzed in the previous one except for the fact that all
sensors equally participate in the sensing operation.

4.1 Single Channel with no front-end processor

On the way of collapsing, n clusters will be replaced by n equivalent intelligent
sensor nodes. Referring (3.20), the round time on a single equivalent intelligent
sensor node can be written as follows

1 1 1
1+ ;yeqTSO + EZTcm + ;oncp + ZOTcm (41)

By equating the above equation and (3.19), we can obtain y., as

1 |14 pC, 1+ pC,
- T )., 42
Yeq Tso{1+C’2y "\ : (4.2)

where, C and C, are as described in (3.17).
The timing diagram of the flat WSN with the n homogeneous intelligent sensor
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nodes is illustrated in Fig. 4.2. From the timing diagram (Fig. 4.2), one can set up
the following corresponding recursive load distribution equations

Qg (yequo + wOTcp) =
t + asi—l—l(yequo + wOTcp) + ati+IZOTcm
i=1,2,....n—1 (4.3)

The above set of equations can be further expressed using the information utility
constant, p as

Vsi(YeqTso + woTep) =
t+ i1 (YegTso + wWoTep) + ptsiv12oTem
=1t + sit1(YegTso + wo Tty + p20Tem)
1=1,2,...,n—1 4.4)

Rewriting the above set of equations as

asi+1:fasi_g i:1,2,...,n—1 (45)
where
f _ yequo + wOTcp
yequo + wOTcp + pZOTcm
t
g=

B yequo + wOTcp + pZOTcm
(4.6)
From the derivational similarity with subsection 3.1, we can solve for oy as
(3.18). Hence, the minimum round time using n homogeneous intelligent sen-
sor nodes, 7T, ,, can be achieved as follows
T’r,n =T
=t+ Qg1 (yequo + wOTcp + pZOTcm)

1 /

1
=1 p—/ eqd s0 T Tem 4.7
+1+O2(yq +woTep + pzoTem) 4.7)

Since the minimum round time on a single intelligent sensor node is

1
Tr,l =t+ ;(yeqTSO + wOTcp + pZOTcm) (48)
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Figure 4.3: Timing diagram for multi channel flat wireless sensor network with
homogeneous intelligent sensors with no front-end processor.

the speedup is then

T. t+ L(yegTso + woTep + p2Tem
Speedup = L= p< : S Ton) 4.9)

r,n 51C
’ t+ iJr_Cél(yequo + wOTcp + pZOTcm)

4.2 Multi Channel with no front-end processor
On the way of collapsing, n clusters will be replaced by n equivalent intelligent

sensor nodes as we showed in the previous subsection. Referring (3.45), the round
time on a single equivalent intelligent sensor node can be written as follows

1 1 1
1+ _yequo + _ZTcm + _wOTcp + ZOTcm (410)
P P p

By equating the above equation and (3.44), we can obtain y., as

1 ]1 1
Yeq = T {ﬁyTso + (ﬁ - 1) ZTcm} (411)

The timing diagram of the flat WSN with the n homogeneous intelligent sensor
nodes is illustrated in Fig. 4.3. From the timing diagram (Fig. 4.3), one can set up
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the following corresponding recursive load distribution equations

t+ Olg; (yequa + wOTcp) + atiZOTcm -
t+ OésiJrl(yeqjﬂlso + wOTcp> + O41‘/L'+1ZO]jcm
i=1,2,...,n—1 (4.12)

The above set of equations can be further expressed using the information utility
constant, p as

b+ g (yequo + wOTcp + pZOTcm) =
t + Qlgit1 (yequo + wOTcp + pZOTcm)
i=1,2.. . .n—1 (4.13)

Rewriting the above set of equations simply as
Qgit1 = Qg 1=1,2,...,n—1 (4.14)

From the intuitive similarity with /1] — B, we can solve for o as (3.43).
Hence, the minimum round time using n homogeneous intelligent sensor nodes,
T, can be achieved as follows

Tr,n =T
=t+agqa (yequo + wOTcp + pZOTcm)

1
=t+ p_n(yequo + wOTcp + pZOTcm) (415)
Since the minimum round time on a single intelligent sensor node is
1
Tr,l =t+ ;(yequo + wOTcp + pZOTcm) (416)

the speedup is then

Tr,l t + %(yequo + wOTcp + pZoTcm)
Speedup = = 2
Tr " t+ P_n(yequo + wOTCp + pZOTcm)

)

4.17)
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Figure 4.4: Timing diagram for single channel flat wireless sensor network with
homogeneous intelligent sensors with front-end processor.

4.3 Single Channel with front-end processor

By following a similar step of collapsing showed in the previous subsections,
referring (3.59), the round time on a single equivalent intelligent sensor node can
be written as follows

1
L+ _yequo + ZOTcm (418)
P

By equating the above equation and (3.56), we can obtain y., as

1 (1+pC]
e - / Tso 4.19
Yea no(1+(g Y “4.19)

The timing diagram of the flat WSN with the n homogeneous intelligent sensor
nodes is illustrated in Fig. 4.4. Here, we assume that 2y7,,, < wy7'cp so that
reporting of sensory data at each sensor node can end with own data aggregation
at the same instant even though the i*" reporting starts when the (i+1)""* equivalent
intelligent sensor nodes terminates its own reporting (Fig. 4.4). From the timing
diagram (Fig. 4.4), one can set up the following corresponding recursive load
distribution equations

asiyequo =t+ asi+1yequo + atiZOTcm
i=1,2,....n—1 (4.20)
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The above set of equations can be further expressed using the information utility
constant, p as

asi(yequo - pZOTcm) =1+ asi+1yequo

1=1,2,...,n—1 (4.21)
Rewriting the above set of equations as
asiv1 = fag —g 1=1,2,...,n—1 4.22)
where
f o yequo - pZOTcm o t
yequo 7 yequo
(4.23)

Here, yeqTso > p2oTem.

From the derivational similarity with I/ — A, we can solve for ag; as (3.18).
Hence, the minimum round time using n homogeneous intelligent sensor nodes,
T, can be achieved as follows

Tr,n =T

1
=1+ aslyequa =t+ i+—c,/1yequo (424)
2

Since the minimum round time on a single intelligent sensor node is
1
Toh =1t 4+ —YegTso (4.25)
p

the speedup is then

Tr 1+ lye Tso
Speedup = = 0 p ,q (4.26)
T n iy 1+ T
1+C; yeq so
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Figure 4.5: Timing diagram for multi channel flat wireless sensor network with
homogeneous intelligent sensors with front-end processor.

4.4 Multi Channel with front-end processor

The timing diagram of the flat WSN with the n homogeneous intelligent sensor
nodes is illustrated in Fig. 4.5. We assume here that z¢7.,, > wyTs,, so that the
speed data aggregation is faster than the speed of reporting. In other words, by
intuitive sense, the data aggregation is needed to be ceased before or exactly when
the reporting terminates. From the timing diagram (Fig. 4.5), one can set up the
following corresponding recursive load distribution equations without considering
the equivalent sensing speed, y¢,.

OétiZ(]Tcm = OétiJrlZOTcm 1= 1, 2, e, — 1 (427)

From the intuitive similarity with subsection 3.4, we can solve for oy as %
Hence, the minimum round time using n homogeneous intelligent sensor nodes,
T, can be achieved as follows

1
Ton=T =t+ —zT1,m (4.28)
n
Since the minimum round time on a single intelligent sensor node is
Toa=t+ 201 (4.29)
the speedup is then
i+ ZOTcm
Speedup = —————— 4.30
peedup rom %ZOTcm (4.30)
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Chapter 5

Performance evaluation

5.1 Feasible measurement instruction assignment time

Now we demonstrate the usage of the condition for the feasible measurement
instruction assignment time constant by means of an illustrative example. We
consider the scenario of SCnP with parameters, n = 10, p = 1.0, T, = 1.0,
T = 1.0, and T;, = 1.0. The speed parameters are set as y = 1.0, z = 1.0,
zo = 0.1, and wy = 0.1. Based on the (3.24), n; and v; for ¢ = 2,3,...,10
are given as TABLE 5.1. From the polarity of v;,, £ = 4,5,...,10 and [ = 2, 3.
According to the condition (see (3.27)), the minimum value over the fourth and
fifth rows of the TABLE 5.1 is given as 0.00099. Thus, the condition for the
feasible measurement instruction assignment time constant is 0 < ¢ < 0.00099.
For the check of feasibility of ¢, the sixth row of the TABLE 5.1 shows the optimal
values of a; fori = 2,3,...,10 when ¢t = 0.0009 sec, which is the feasible time
value in the boundary. On the other hand, o is given as a negative value which
is obviously not a reasonable value for the a; when ¢ = 0.001 sec, which is an
infeasible time value for the upper bound, 0.00099.

Index 2 3 4 5 6 7 8 9 10
7, 0.25024 | 0.12512 | 0.06256 | 0.03128 | 0.01564 | 0.00782 | 0.00391 | 0.00195 | 0.00098
V. 150240 | 0.25122 | -0.37439 | ~0.68719 | —0.84360 | —0.92180 | ~0.96090 | ~0.98045 | —0.99022
.1y, . . 0.16710 | 0.04552 | 0.01854 | 0.00848 | 0.00407 | 0.00199 | 0.00099
(1-1,)/ ;| 0.49902 | 3.48250 - - - - - - -
Oy | 0-25160 | 0.12535 | 0.06222 | 0.03066 | 0.01488 | 0.00699 | 0.00305 | 0.00107 | 0.00009
Qs | 0.25175 | 0.12537 | 0.06219 | 0.03059 | 0.01480 | 0.00690 | 0.00295 | 0.00098 |-0.00001

Table 5.1: Example of the condition for the feasible measurement instruction as-
signment time.
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Figure 5.2: Total round time versus the number of sensor nodes for the fully
homogeneous cluster with variable z.
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5.2 Minimum round time

With common parameters t = 0, Ty, = 1.0, T, = 1.0, and 7., = 1.0, the
minimum total round time of the four scenarios of SCnP, MCnP, SCP, and MCP
are plotted against the number of sensor nodes in the fully homogeneous clus-
ter for different sensing speeds, y, for different communication speeds, z, and
for different information utility constants, p, using the speed parameters shown
in the TABLE 5.2. Speed parameters for the scenarios of SCP and MCP are set
according to the assumptions perviously mentioned for the minimum round time,
2o < YT, (3.55) and 2T,,, > yTs,, (3.68) respectively. In Fig. 5.1, the five
performance curves are obtained with y = 0.2, 0.4, 0.6, 0.8, and 1.0, respectively
for the 4 scenarios. As shown in the subfigures, the longer the sensing delay, the
longer the total round time, and the round time for the five cases saturates and
converges to the value, 7. . which is independent of the sensing speed parameter,
y as the number of sensor nodes increases. But the reduction is not too significant
after just a few sensor nodes. Several similar intuitive curves have been shown in
[20, 21]. Specifically, for the MCP scenario, the round time curves for 5 different
values of sensing speed are exactly identical since round time is given as a function
independent to the sensing speed parameter as shown (3.69). Similarly, in Fig.
5.2, the minimum total round time of the each scenario with z = 0.2,0.4, 0.6, 0.8,
and 1.0, is plotted respectively except MCP scenario with z = 2.2,2.4,2.6, 2.8,
and 3.0. The subfigures show better total round time is obtained as the communi-
cation speed increases. The subfigures show better total round time is obtained as
the communication speed increases. For all of the scenarios, the saturation of the
total round time with respect to different values of z is shown as the number of
sensor nodes increases. The convergence of the total round time for five different
communication speeds is shown in Fig. 5.2(b) and Fig. 5.2(d) since 7, , is inde-
pendent to the communication speed parameter, z ((3.47) and (3.72)).

In Fig. 5.3, the five performance curves are obtained with p = 0.2,0.4,0.6,0.8,
and 1.0, respectively for each scenario. In all subgraphs in Fig. 5.3, we can also
see that the saturation of the total round time for five different information utility
constants, p, as the number of sensor nodes increases. As we expect intuitively
when the information utility gets higher (i.e., p — 1), the total round time re-
duces. This is expected as the higher information utility constant decreases not
only the sensing and reporting time at sensor nodes but also the data aggregation
and reporting time at the clusterhead.
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5.3 Speedup

In Fig. 5.4 and 5.5, the speedup of the the 4 scenarios (SCnP, MCnP, SCP,and
MCP) are described against the number of sensor nodes and the information util-
ity constant in the fully homogeneous cluster for different sensing speeds, y and
communication speeds, z, respectively. The same speed parameters used in pre-
vious subsection are applied. A better speedup characteristic can be seen as a
result of the multiple channel comparing Fig. 5.4(a) to (b) (Fig. 5.5(a) to (b)) and
Fig. 5.4(c) to (d) (Fig. 5.5(c) to (d)). It also can be seen that the front-end proces-
sors contribute to the better speedup comparing Fig. 5.4(a) to (c) (Fig. 5.5(a) to
(c)) and Fig. 5.4(b) to (d) (Fig. 5.5(b) to (d)). All of the plots except for the MCP
scenario show the speedup saturation as the number of sensor nodes increases.
Especially, Fig. 5.4(d) and Fig. 5.5(d) show speedup given as a linearly increasing
curve of first order n. As we previously mentioned, in the case that the instruc-
tion assignment time, ¢ is negligible, speedup is achieved as a scalable function
by n, which is independent of the speed parameter y and z (see (3.71)). As a
reminder, the value of speedup saturation of the 4 scenarios are given as (3.29),
(3.48), (3.62), and (3.72). Interestingly, a smaller increment in the speedup ac-
cording to the variation of the information utility is shown relative to the case of
the variation of the number of sensor nodes. The smaller sensitivity of the in-
formation utility constant in the speedup can be mathematically analyzed in that
the information utility constant, p appearing in both numerator and denominator
seems to largely cancel out. A modestly better speedup characteristic as infor-
mation utility decreases implies that relatively more performance enhancement
in round time can be achieved by additional sensor nodes when the accuracy of
collected data is low.

5.4 Energy Dissipation

Power usage in wireless sensor nodes has been studied for finite amounts of non
renewable energy in sensor networks. A radio model has been developed to model
the energy dissipated by a sensor node when transmitting and receiving data [25].
To transmit a k bit data a distance d, the energy dissipated is

Ei(k,d) = Evjee - k + Eamp + b - d° (5.1)
and to receive the £ bit data, the radio expends
Erzv(k) = Fetec - k (5.2)
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Figure 5.6: Energy dissipation versus sensor id number for the fully homogeneous
cluster with variable y.
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Figure 5.7: Energy dissipation versus sensor id number for the fully homogeneous
cluster with variable z.
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Here, the parameter, £ can be substituted with the normalized fraction of data, as,
computed by DLT. The DLT based analysis of the wireless sensor energy dissi-
pation has been studied using the first order radio model [20]. For this work, we
assume that the radio model also follows the first order radio model. Also, we
consider an energy dissipation other than the radio, mainly in the processors in
the sensor nodes. It is well known that the radio energy dissipation overwhelms
the other losses such as processing energy dissipation. However, energy dissipa-
tion in processing and data aggregation at the clusterhead seems important to be
considered in the meaning of DLT since clusterhead deals with relatively large
amount of collected data from each sensor node.

The following notation and the corresponding value are used for our simulation.
d : distance from each sensor node to clusterhead 50m. (distance from clusterhead
to sink, 100m).

Eeiec : 50 nJ/b.

Eamp : 100 pJ/b/m?. For the analysis of the processing energy dissipation, we
use the experimental parameters used in [26]. From [26] a Mica2 sensor mote is
specified as a 38.4 Kbps radio that operates at 3V (2xAA Batteries), or 27n.J/b
(27W - s/b) processing cost.

Based on the first order radio model and the computed processing energy dissipa-
tion by using Mica2 specifications, the total energy dissipation of the 4 scenarios
(SCnP, MCnP, SCP, and MCP) are plotted in Fig. 5.6 against 10 sensors includ-
ing the clusterhead in the homogeneous cluster for different sensing speeds, v,
with the same values of the parameters used in the previous simulation for the
total round time for different sensing speeds. As shown in Fig. 5.6(a) and 5.6(c),
the energy dissipation at each sensor node unevenly decreases as the sensor node
number increase. It is because the energy dissipation is mainly related to the
amount of collected and reported data. As the sensing speed is faster, the first few
sensor nodes would have more data to be processed so that more energy dissipa-
tion is highly concentrated on the first few sensor nodes as shown in Fig. 5.6(a)
and 5.6(c). The energy dissipation at a clusterhead is computed as an identical
amount, 1077nJ for the four scenarios. This is expected as the clusterhead pro-
cesses all the reported data which depends on only the information utility constant
and reports the perfectly aggregated data (unit amount) to a sink. Specially, for
the MCnP and MCP scenario, the energy dissipation curves for 5 different val-
ues of sensing speed are exactly identical to a constant value since the total data
is equally distributed to each sensor node due to the simultaneous sensing and

reporting enabled by muti-channels under the fully homogeneous cluster case as
shown (3.43).
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Figure 5.8: Energy dissipation versus sensor id number for the fully homogeneous
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Similarly, in Fig. 5.7, the total energy dissipation of the 4 scenarios is plotted
against the number of sensor nodes in the homogeneous cluster for different com-
munication speeds, z, with the values of the parameters used in the previous sim-
ulation for the total round time for different z. The plots show intuitively similar
results with the result in the case of different sensing speed. In Fig. 5.8, the
total energy dissipation of the 4 scenarios are plotted against the number of sen-
sor nodes in the homogeneous cluster for different information utility constant,
p with the values of the parameters used in the previous simulation for the total
round time for different p. Here, sensor number O denotes the clusterhead. Intu-
itively, the smaller the information utility constant (that is more redundant data),
the more energy dissipation as shown in Fig. 5.8. As we mentioned before, the
clusterhead processes all the reported data which depends on the information util-
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Figure 5.9: MCnP scheduling for 3D Cluster model

ity constant so that the energy dissipation at the clusterhead varies according to
the information utility constant.

5.5 3D Cluster Model

Simulation is carried out to illustrate the relationship between different informa-
tion utility constants according to the variation of a target location model involv-
ing the minimum round time. We consider a three dimensional tetrahedron cluster
with 50m edges, three sensor nodes (57,55, and S3) positioned on the vertices of a
base triangle and a clusterhead (S) positioned on the other vertice as illustrated in
Fig. 5.9(a). The three sensor nodes could be ground based sensing stations and the
clusterhead is airborne. The target location can be varied on the 2D square target
space as shown in Fig. 5.9(a). In this simulation, we use the estimation technique
introduce in [6] so that each sensor node has a value of information utility con-
stant, 0.7, especially when the target lies at the center of the base triangle. That is
the heterogeneous information utility constants are generated as the target location
varies. Here, the multi channel with no front end processor (MCnP) scheduling
scenario is applied for the simulation with the same values of the speed parame-
ters used in the previous simulation for the total round time for different p. The
information utility constant is illustrated when the target is moving in the square
2D target space as shown in Fig. 5.9(b), 5.9(c), and 5.9(d). As we expect, the
figures show a convex peak at the location of the each sensor. In other words, the
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corresponding information utility constant increases as the target moves toward
each of the sensor nodes as expected.

As we derived in (3.42), the minimum round time for MCnP scheduling scenario
inversely depends on the value of the summation of the information utility con-
stants of each sensor node. Fig. 5.9(e) shows the convex distribution of the value
of Z?Zl p; over the region of the target space. As we expect, a concave result for
the minimum round time is shown in Fig. 5.9(f) as a vertical flipped version of
Fig. 5.9(e).

Fig. 5.10 shows the energy dissipation of each sensor (Sy, Sy, S2, and S3) over the
region of the target space. From Fig. 5.10 we can recognize all plots are depicted
as a similar shape by each other with Fig. 5.9(f). This is because the amount of
reported data from each sensor node and total amount of the collected data at clus-
terhead also inversely depends on the sum of the information utility constants of
each sensor node (see (3.41)). Similarly, in MCnP scenario, we can also expect
identical result for the energy dissipation at the sensor nodes, Sy, Ss, and S3 as
shown in Fig. 5.9.
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Chapter 6

Conclusion and Open Questions

In this paper, closed form solutions for the minimum round time for several sce-
narios of single cluster wireless sensor networks are derived. The performance of
these scenarios are examined according to different sensing speeds, communica-
tion speeds, and information utility constants. The condition for feasible measure-
ment instruction assignment time is derived and a numerical example is presented
to describe the importance of DLT feasibility by demonstrating the operation of
the condition. The special bounds for the ratio of speed parameters for the main-
tenance of the minimum round time are also derived. By using an equivalent
speed parameter, it is shown that a multi-cluster based WSN can be analyzed as a
flat wireless sensor network without clusters. The performance of clustered WSN
networks is shown by using a deterministic analysis method, divisible load theory.
By direct deterministic approaches, our work gives a general idea of the perfor-
mance of WSN.

For extensions to our work, the analysis of a multi-cluster WSN topology would
be interesting. A more comprehensive study concerning the relationship between
the speed parameters and the information utility constant and the corresponding
performance including speedup and asymptotic performance is worth addressing
for future work. As for the more rigorous analytic results, the study of the follow-
ing issues are also expected to extend our study:

e The analytical model for a WSN with direct communication between sensor
nodes (Ad hoc WSN).

e The analysis of performance variation according to the quality of data aggrega-
tion.

e The effect of the heterogeneous speed parameters including the information util-

1ty.
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e The analysis of special bounds for the related parameters (i.e., speed parameters,
instruction assignment time, and information utility) under a heterogenous WSN.
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