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The photoluminescence (PL) spectroscopy of
quantum wells with modulated doping (where both
types of charge carriers are spatially bounded) is an
efficient method for studying optical transitions
involving subbands of two-dimensional electron gas
(2DEG) [1–4]. The PL provides information on the
widths of 2D quantum subbands, their splitting, band
filling, and overlap of wave functions. In contrast to
galvanomagnetic measurements, these data can be
obtained not only at sufficiently low temperatures
(<10 K), but at T > 77 K as well.

Additional information on the behavior of 2D elec-
tron gas in quantum wells with modulated doping can
be gained from the analysis of the effect produced on
the PL spectra by the electric field F applied across the
surface barrier. The field F acts only upon mobile
charge carriers; therefore, the main effects manifesting
themselves in this case are those related to electrons
bounded due to the action of the self-consistent poten-
tial formed by the electrons themselves. Here, the com-
ponent related to their spatial bounding by the heter-
obarriers does not change. From the viewpoint of appli-
cations, such studies provide useful data on the
behavior of electron subbands in the channel of a high
electron mobility transistor (HEMT) device as a func-
tion of the voltage across the transistor gate, i.e., of its
operation mode.

In this paper, we study the electric field effect on the
PL spectra of N-AlGaAs/GaAs/AlGaAs quantum wells
with modulated doping.

The heterostructure samples under study were
grown by molecular-beam epitaxy onto semi-insulating
GaAs (001) substrates at 610°C. The samples con-
tained a buffer layer of undoped GaAs 0.1 µm thick.
The following layers were subsequently grown onto the
buffer layer: a 0.5-µm-thick contact layer of silicon-
doped n+(7 × 1017 cm–3) GaAs, a 0.1-µm-thick lower het-
erobarrier layer of undoped Al0.25Ga0.75As, a 20-nm-
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thick quantum well layer of undoped GaAs (in which
the 2D electron gas was formed), a 10-nm-thick heter-
obarrier spacer layer of undoped Al0.25Ga0.75As,
a 10-nm-thick silicon doped n+(3 × 1018 cm–3) heter-
obarrier layer of Al0.25Ga0.75As (serving as an electron
source), a 13-nm-thick heterobarrier layer of undoped
Al0.25Ga0.75As, and, finally, a thin (5 nm) protective
layer of undoped GaAs. The cross section of the hetero-
structure is shown in Fig. 1.

To apply an electric field across the sample, two
contacts were formed: a barrier contact on the outer
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Fig. 1. Cross section of the N-AlGaAs/GaAs/AlGaAs/n+GaAs
quantum well for PL measurements in the electric field:
(1) semitransparent (10 nm) gold layer; (2) thick (0.3 µm)
contact gold layer; (3) ohmic Au/Ge/Ni contacts.
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surface of the sample and an ohmic contact at the bur-
ied n+ GaAs layer (Fig. 1). For the latter, a mesa region
was etched off using optical lithography down to the n+

GaAs layer. At the latter layer, Au/Ge/Ni ohmic contact
was produced by sputtering and subsequent thermal
annealing. The barrier contact was formed by the dep-
osition of gold onto the outer surface of the heterostruc-
ture. This contact consisted of two components: the
lower (about 10 nm thick) semitransparent layer, which
covered the entire operating surface of the sample, and
a thicker upper layer (about 0.3 µm) occupying 20% of
the operating area. The external electrode was attached
to this upper layer.

The PL measurements were performed at T = 77 K.
As an excitation source of PL, we used an Ar+ laser
characterized by the wavelength λ = 514 nm and radia-
tion density up to 100 W/cm2 . The capacitance–voltage
(C–V) characteristics were also measured. These mea-
surements were carried out for sample regions smaller
by a factor of 100–200 than those for PL measure-
ments. The voltage across the Schottky gate varied
within the range –1.5 to 1.0 V.
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Fig. 2. Capacitance–voltage (C–V) characteristics of quan-
tum well N-AlGaAs/GaAs/AlGaAs/n+GaAs at various volt-
ages Ug across the Schottky gate.

Table 1.  Parameters of the PL spectra: spectral positions of
peaks hν1 and hν2, the separation h∆ν12 between them, and
the ratios of their intensities I2/I1 at various voltages Ug
across the gate

Ug , V hν1, eV hν2, eV h∆ν12, meV I2/I1

–1.5 1.510 – – 0

–1.0 1.507 1.530 23 0.52

–0.5 1.505 1.530 25 1.45

0 1.505 1.530 25 2.64

0.5 1.500 1.527 27 2.91
The PL spectra of one of the samples are shown in
Fig. 2 for various Ug , and the corresponding C–V curve
is presented in Fig. 3. The “cutoff” voltage of the tran-
sistor structure UT = –1.0 V (or the threshold voltage) is
indicated by the arrows in Fig. 3. Below this value,
electrons are absent in the quantum well (i.e., in the
device channel), whereas at higher voltages, Ug > UT ,
the channel becomes populated by electrons and their
density n2D increases with Ug .

According to Fig. 3, in the case Ug = –1.5 V (Ug <
UT), only a single line corresponding to the photon
energy hνe = 1.511 eV is present in the PL spectrum,
and for Ug = –1.0 V ~ UT, two PL lines are observed:
the more intense line at hν1 = 1.507 eV and the second
less intense line at hν2 = 1.530 eV. With the voltage
increase at the gate, the intensity I2 of the second line
increases and, at Ug > –0.5 V, it becomes larger than
intensity I1 of the first line, which, in turn, is shifted
toward lower hν (Fig. 1). The main characteristic
parameters of the spectra under study, namely, hν1, hν2,
h∆ν12 = h(ν1 – ν2), and I2/I1 are presented in the table
for various values of Ug .

With allowance for our previous studies of PL spec-
tra for quantum wells with modulated doping [4], we
can suggest an interpretation of the data obtained. The
line hν0 observed at Ug = –1.5 V (Ug < UT) corresponds
to optical transitions between the lowest electron sub-
band e1 and hole subbands in the “empty” quantum
well, which seems to be quasi-rectangular (due to its
depletion by the negative voltage applied across the
gate). On the other hand, the two lines hν1 and hν2
observed at Ug > UT , i.e., after the quantum wells have
been filled by electrons, should be attributed to optical
transitions from the filled electron subbands e1 and e2
into hole subbands in a quasi-triangular quantum well.
The increase in intensity I2 with Ug , which is observed
here, should be related to the increase in filling of upper
band e2 and with the transformation of the quantum
well from the quasi-rectangular shape to the quasi-tri-
angular one.

To verify the suggested interpretation, we calculated
the n2D(Ug) dependence for the heterostructure under
study. Its band structure is illustrated in Fig. 4. The
n2D(Ug) dependence was calculated based on the solu-
tion to the equations:

(1)

Here, χ is the dielectric constant, Ug is the gate voltage
ϕ0 (Fig. 4), and UT is the threshold voltage:

(2)

 is the concentration of ionized donors and ϕB is the

n2D
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Fig 3. PL spectra of the modulating-doped quantum well N-AlGaAs/GaAs/AlGaAs/n+GaAs for various values of the voltage Ug at
the Schottky gate.
barrier height towards GaAs.

(3)

where ED is the ionization energy of Si donors and UT =
−1.2 V. At Ug > –0.6 V, n2D attains the saturation value 

(4)

The calculations demonstrated that the most pro-
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nounced dependence of n2D on Ug is observed at Ug

ranging from –1 to –0.6 V. In this case, n2D rapidly
increases from nearly zero values up to 6.1 × 10 11 cm–2,
and then it remains almost constant. Using these data,
the PL spectra were calculated by finding the self-con-
sistent solution to the Schrödinger and Poisson equa-
tions [4]. It was found that the line hν1 includes 1e–1hh,
1e–2hh, and 1e–1lh transitions, where 1hh and 2hh are
the first and the second subbands of heavy holes,
respectively, and 1lh is the first subband of light holes.
The hν2 line observed only for the filled e2 subband cor-
responds to the optical 2e–1hh and 2e–1lh transitions.
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The calculations confirmed that the changes in the PL
spectra accompanied by the increase in Ug (Fig. 2) are
related to the increased electron filling of the quantum
well. Close to UT , the electron concentration n2D

increases so steeply that both subbands became filled
almost immediately. The shape of the quantum well
undergoes certain changes, but they are not significant.
This is confirmed by the data presented in Fig. 2 and in
the table. The data demonstrate that the distance h∆ν12

between the lines hν1 and hν2, corresponding to the
energy gap between the subbands e2 and e1 and the
spectral position of the line hν2 , do not change very
much with the increase in Ug . The observed shift of the
line hν1 (~11 meV) for Ug ranging from –1.0 up to
+0.5 V indicates that the increase in the self-consistent
bending of the bands does not exceed 6−10 meV.
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Fig. 4. Schematic band structure of N-
AlGaAs/GaAs/AlGaAs/n+GaAs quantum wells with modu-
lated doping (ds = 10 nm, d = 18 nm).
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The results obtained demonstrate that the PL spectra
of quantum wells with modulated doping measured as
a function of the gate voltage present an efficient
method, which provides an opportunity to study the
behavior of 2DEG quantum subbands directly in the
HEMT device channel. It also provides deeper insight
into the principles underlying the operation of this
device. In this connection, we can assume that the
effect of rapid simultaneous filling of two electron sub-
bands at a slight change of Ug in the vicinity of its
threshold value is responsible for the enhanced steep-

ness gm =  (Isd is the drain current) in the HEMT

devices as compared to conventional field-effect tran-
sistors.
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1. INTRODUCTION

Temperature dependence of a constant-phase-angle
element (CPA element) of solid electrolyte (non-Debye
dependence of the impedance on the alternating current
frequency) is caused by complicated physical processes
occurring during the temperature change and resulting
in the reconstruction of atomic clusters both at the elec-
trolyte/electrode contact interface and at the surfaces of
crystallites forming solid electrolytes. In this case, the
temperature-dependent fractal structure of the cluster
distribution over the surface of crystallites plays the
main role.

Soon after the Mandelbrot paper [1], more than
twenty fractal theories of CPA elements appeared.
These theories took into account various factors affect-
ing the fractal structure and, therefore, suggested vari-
ous dependences of CPA element α on the fractal
dimension d of the surface (see, e.g., [2–8]). However,
these theories are not able to describe the temperature
dependence of CPA elements. At this time, there is only
one statistical theory of the temperature dependence of
CPA elements in which the fractal structure of the crys-
tallite surface is taken into account [9]. At the same
time, the calculations of the temperature dependence
for a CPA element within the framework of at least the
main fractal models of CPA elements using the
approach of [9] are of significant interest. Such calcu-
lations would allow us to choose with more confidence
suitable fractal models to describe physical properties
of actual (including also the low-temperature) solid
electrolytes and, thus, to estimate the effect of fractal
structure on physical properties of electrolytes. The lat-
ter problem is not simple, although it is quite important.
The goal of this paper is to use the dependence of CPA
elements in fractal models [2–8] on the fractal dimen-
sion of the crystallite surface for description of the tem-
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perature dependence of CPA elements in the frame-
work of statistical theory of such an element [9].

2. STATISTICAL THEORY 
OF THE CONSTANT-PHASE-ANGLE ELEMENT

The fractal theory of temperature dependence for a
CPA element [9] is based on the assumption that the
CPA element of a polycrystalline electrolyte can be cal-
culated as a mean value of the CPA elements for sur-
faces of various crystallites forming a solid electrolyte.
For each of these crystallites, the cluster distribution
over the surface determining CPA elements has its own
value of fractal dimension. It can also be calculated as
a mean value of CPA elements for small regions of the
surface of the electrolyte/electrode contact in the
monocrystalline solid electrolyte, which have different
values of fractal dimension due to distortion of the
crystal structure, the presence of vacancies, etc. The
averaging is performed with respect to the fractal
dimension of crystallites, and the distribution function
over the individual crystallites for the fractal dimension
is chosen in the Gaussian form:

(1)

In expression (1), the sum over dimensions of all crys-
tallites is replaced by the integral; α(d) is the CPA ele-
ment of the individual crystallite; d is the fractal dimen-
sion of this crystallite; d0 is the maximum fractal
dimension for boundaries of grain contacts; the lower
limit corresponds to a point contact; and β ≡ β(T) is a
characteristic parameter of the Gaussian distribution,
which is defined by physical characteristics of a solid
electrolyte and its surface. The quantity β is defined by
quantities that can be measured independently of the
CPA-element measurement:

α av A β( ) α d( ) α d( )2

2β2
--------------– 

 exp d,d

0

d0

∫=

A β( ) 1
βΦ α0/β( )
------------------------ 2

π
---.=
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(2)

where D is the diffusion coefficient, C is the capaci-
tance at the surface of the electrolyte/electrode contact
for the zero frequency, σ is the conductivity of the elec-
trolyte, and Sav is the mean surface area of crystallites.
If the dependence of the crystallite CPA element α(d)
on its fractal dimension d is known, relationships (1)
and (2) allow us to find the temperature dependence for
a CPA element in the solid electrolyte. Comparing the
temperature dependence of the CPA element with the
experimental data, we can verify the correctness of the
choice of the fractal model determining the dependence
α(d) used for the theoretical description.

In [9], the temperature dependence of the CPA ele-
ment was found for a fractal model, in which the rela-
tion between α(d) and d is determined by the scaling
properties of effective capacitances (C ~ S1 + d, where S
is the area of the effective capacitor with the capaci-
tance C and d is the fractal dimension of the surface
along the chosen direction). In this case, the fractal
dimension of the surface determining the effective
capacitance C is anisotropic (it has fractal characteris-
tics in one direction and has usual nonfractal properties
along another direction) and has a simple form
α(d) = d. In the fractal theories of CPA elements con-
sidered by the other authors [2–8], there are different
α(d) dependences (in a statistical model of CPA ele-
ments, they can be considered as dependences of CPA
elements on the fractal dimension found for individual
crystallites). These dependences were obtained on the
basis of other physical assumptions concerning the sur-
face structure of the solid electrolyte/electrode contact.
In the fractal theories of CPA elements developed by Paj-
kossy and Nyikos [2], the scaling properties ξdCj(1, ω)
are attributed to the admittance of the double electric
layer at the electrode/sample boundary, which is
described by a set of effective capacitances Cj and resis-
tances Rj; here, ξ is a scaling factor and d is the fractal
dimension of the contact surface (in our case of the sur-
face of an individual crystallite) that results in the

dependence α = .

The dependence α =  was also obtained by the

other by Pajkossy and Nyikos in [3] on the basis of fea-
tures of the ionic diffusion toward the fractal surface
(also characterized by the fractal dimension d) for CPA
elements. In the Liu theory [4], the fractal surface is
modeled by the Cantor set formed as a product of two
Cantor sets (of the “Cantor dust” type) at the segment.
The theory applicable to a porous electrode with a cross
section in the form of a Sierpinski gasket [8], etc., leads
to the same results. The electric properties of such sur-
faces can be described by the equivalent hierarchical
RC-circuit. In the theories indicated, the CPA element

β T( ) D T( )C T( )
σ T( )Sav

--------------------------,=

1
d 1–
------------

d 1–
2

------------
has a form α = 3 – d. In the model of Le Mehaute and
Crepy [5], fractal characteristics of a surface are chosen
in such a way that they determine the scaling propor-
tional to ω1/d in the frequency domain (ω is the fre-
quency, d is the fractal dimension) that results in the

dependence α = . In the theories of Halsey [6] and of

Ball and Blunt [7] for modeling fractal properties of a
solid electrolyte surface, a superposition of one-dimen-
sional waves sequentially imposed onto the plane sur-
face is considered, starting from a certain minimum
wavelength, which corresponds to the smallest size of
the surface inhomogeneities (to the smallest scale of the
self-similarity). This leads to the dependence of CPA ele-
ments on the fractal dimension in the form α = 5 – 2d.

Here, we present the numerical calculations of tem-
perature dependence for the CPA element with allow-
ance for the measured temperature dependence of dif-
fusion coefficient, capacitance, conductivity, and the
mean area of crystallites, which enter into the expres-
sion for characteristic parameter β and allow us to
write (2) in the form

(3)

where β0 and ∆b are the parameters determined from
the experimental dependences of diffusion, capaci-
tance, and conductivity, and k is the Boltzmann con-
stant. Note that we can introduce into (3) a numerical
factor related to the technology of the sample prepara-
tion and its prehistory. All parameters entering into
relationship (2) can be determined from experiments
independently of impedance measurements for the
CPA element. The choice of β in form (3) is convenient
due to the fact that the temperature dependence of the
parameters involved in β(T) can be obtained not only
from the measurements of impedance characteristics,
but also from well-known theoretical formulas deter-
mining the diffusion coefficient, capacitance, and elec-
tric conductivity of solid electrolytes.

To reveal the effect of the fractal dimension of the
crystallite surface on the temperature dependence of
the CPA element, it is necessary to perform calculations
of the temperature dependence of the CPA element for
a solid electrolyte, for which the most comprehensive
experimental data on the diffusion coefficient, capaci-
tance, and conductivity entering into the parameter β
are available [see (3)]. As an example of such a solid
electrolyte, we choose a monocrystalline solid electro-
lyte Na + β-Al2O3 [10] and present here the calculations
of the temperature dependence for a CPA element. In
this case, we have the most complete experimental data
to determine β according to formula (2) and these data

1
d
---

β β0 T( ) ∆ b 103×( )
T

--------------------------– 
  ,exp=

∆b
Ea

k 103×
-----------------, β0 T( )

β0

Tn
-----,= =
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Fig. 1. Dependence of the CPA element α on the character-
istic parameter β for different fractal theories: α = (1) d,

(2) , (3) , (4) , (5) 3 – d, (6) 5 – 2d.
d 1–

2
------------ 1

d 1–
------------ 1

d
---

0.9

0.8

0.7

0.6

T

α

Fig. 2. Typical temperature dependences of the experimen-
tally observed exponent for the constant-phase-angle
element.

α

0.8

0.6

0.4

0.2
1 2 3 5 64

1

2

3

4

5

6

1000/T

Fig. 3. Temperature dependence of the CPA element α for

different fractal theories: α = (1) d, (2) , (3) ,

(4) , (5) 3 – d, (6) 5 – 2d for β0 = 937 ä and Ea = 0.024 eV

corresponding to experiment [10]; experimental data of [10]
are denoted by dots.

d 1–
2

------------ 1
d 1–
------------

1
d
---
DOKLADY PHYSICS      Vol. 45      No. 9      2000
were obtained using the same sample. The plots of CPA
element α versus parameter β entering (1) are shown in
Fig. 1.

3. TEMPERATURE DEPENDENCE
OF CPA ELEMENTS

Experimental data obtained by studying CPA ele-
ments of solid electrolytes using the impedance tech-
niques in a wide frequency range (102–105 Hz) demon-
strate the existence of different types of temperature
dependence for a CPA element (Fig. 2). For some elec-
trolytes, the CPA element decreases with the growth of
temperature [10]; for other electrolytes, it increases
[11] or remains nearly constant [12]. Temperature
dependence of CPA elements for the fractal theories
listed above are given in Fig. 3. Correlation of the char-
acter of CPA elements for various fractal theories of
CPA elements [2–9], with assumptions concerning the
character of the fractal structure of the surface, which
are in the basis of these theories, allows us to make cer-
tain conclusions about the type of fractal structure of
the electrolyte surface. These conclusions are based on
the comparison with the experimental data on CPA ele-
ments. Thus, the theory [9], in which the fractal surface
is anisotropic, agrees better with the experimental
results for Na + β-Al2O3  electrolyte. Analysis of curves
in Fig. 3, which is based on the form of temperature
dependences, provides an opportunity to reveal the
character of surface fractal structures (distribution of
clusters) affecting the behavior of CPA elements.

CONCLUSIONS

We extended to a finite temperature range a number
of main fractal theories for CPA elements, which do not
describe the temperature dependence. We compared the
theoretical temperature dependences for CPA elements
obtained in the framework of the theories under study
with the experimental curves for CPA elements. This
comparison allows us to use the measured temperature
dependences of CPA elements in various theories to
reveal the fractal features of the electrolyte/electrode
contact surface and, thus, to estimate and, possibly, to
monitor their physical properties.
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Recently, properties of highly excited atoms have
been subjected to intense study by methods of classical
nonlinear dynamics [1–3]. One of the most interesting
phenomena observed when studying the interaction of
a Rydberg atom with a monochromatic electromag-
netic field is the stochastization of the classical-electron
motion, which results in the stochastic (or diffusion)
ionization of the atom [4]. Use of stochastic-dynamics
methods, in particular, the Chirikov stochasticity crite-
rion, allows us to quite easily estimate the critical value
of the external field corresponding to the onset of sto-
chastization in analytical form.

A similar stochastization process is also possible in
the case of a two-electron atom even in the absence of
the external field [6]. The motion of an external elec-
tron can become stochastic due to the interaction with
an internal electron. The field of the periodically mov-
ing internal electron is a periodical perturbance for the
motion of the external electron. Thus, the mechanism
of the resulting stochastic autoionization is similar to
that of the stochastic ionization of a single-electron
atom in the monochromatic field: under the action of
periodic perturbances of the internal electron, the exter-
nal electron can pass to more highly excited orbits and,
as a result, approach infinity.

This autoionization mechanism was studied for the
first time in [6]. In [7], a similar mechanism for
autoionization of molecular Rydberg states was consid-
ered. In the present paper, we generalize the results
of [6] for the case of a relativistic atom. It should be
noted that, to date, the study of determinate systems
with chaotic dynamics was constrained, as a rule, by
the consideration of nonrelativistic ones. Relativistic
systems were studied in only a few papers (see [8–10]).
In [11], stochastic ionization of a relativistic hydrogen-
like atom in a monochromatic field was considered.

Prior to considering the stochastic autoionization of
a relativistic two-electron atom, we present a brief
description for the relativistic Keplerian motion in
terms of the action–angle variables. Henceforth, we use
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a system of units in which me = " = c = 1. We also
assume for simplicity that both electrons move in the
same plane. The Hamiltonian for a relativistic three-
dimensional single-electron atom in the action–angle
variables has the form [12]

(1)

where n = Ir + Iφ + Iθ, M = Iφ + Iθ, Ir is the radial com-
ponent, Iφ and Iθ are angular components of the action,
and α = 1/137.

The equation for the trajectory of a relativistic
Keplerian electron has the form [13]

(2)

where

(3)

and E is the electron energy.
The presence of the factor q shows that the trajec-

tory of the Keplerian electron is nonclosed [13]. In the
case of

, (4)

the Hamiltonian (1) can be written out as

(5)

In this approximation, q ≈ 1 and the trajectories
become closed. The radius r and polar angle φ can be
expressed in terms of the action–angle variables in the
following form:

(6)
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(7)

where γ = .

We now consider a relativistic two-electron atom.
We assume for simplicity that both electrons move in
the same plane. The electrons interact with an atomic
nucleus having the charge Zα. The Hamiltonian of this
two-electron atom can be written out as

(8)

Here, Ti are the kinetic energies of the relativistic elec-
trons and r1 and r2 are distances between the atomic
nucleus and the external and internal electrons, respec-
tively. The last term in expression (8) describes the
interelectron repulsion. Assuming r1 ! r2 , we write out
this term in the form

(9)

Substituting (9) into (8), we obtain

(10)

where

Z ' = Z – 1, and φ1, φ2 are azimuth angles of the electrons
in the plane of their motion.

In order to simplify further calculations, we assume,
following [6], that the internal electron moves in a cir-
cular orbit, i.e., without the eccentricity. Then, we have
from (6)

(11)

(12)

Admitting, as in [6], that M2/I2 ! 1 and cosψ ≈ 1,
we can obtain for the external electron

where a = γ2/ .

Thus, the perturbance can be written out in the form
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Using the Fourier expansion for the dipole moment
(see [6])

where dk = 26.3/(a6k5/3), we can rewrite the complete
Hamiltonian as

(13)

where

This Hamiltonian is equivalent to that describing the
interaction of a relativistic hydrogen-like atom with a
monochromatic field. For the resonance-curve width
(see [11]), we have

(14)

The distance between the resonances is determined to
be

(15)

The Chirikov criterion for overlapping the resonances
can be written out in the form [6]

Using (14) and (15), we obtain from this criterion the
condition (in terms of the action and angle) for the
onset of the stochastization of the external electron,
which results in diffusion ionization:

(16)

Similarly to [6, 11], we can calculate the diffusion
coefficient

Expressing r1, r2, dk, and ω2 in terms of the charge and
action, we obtain

(17)
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is the diffusion coefficient corresponding to a nonrela-
tivistic atom.

As is seen from (17), the relativistic corrections to
the diffusion coefficient are caused by three factors:
The first correction arises due to increasing the rotation
frequency for the internal electron in the relativistic
case and can be rather significant. The second one is
associated with the ratio Zα/M2 , which can also be sig-
nificant at low values of the orbital moment. Finally, the
third correction appears due to the relativistic nature of
the external-electron motion. This last correction is
negligible for highly excited states.

The ionization probability per time unit is given by
the relation

Thus, we have studied the stochastization of a rela-
tivistic two-electron atom, which results in its diffusion
autoionization. The formulas obtained show that, in the
relativistic case, corrections to the diffusion coefficient,
probability, and time of ionization can be significant (in
contrast to the case of a relativistic atom placed in a
monochromatic field [11]). It should be noted that, in
the case under consideration, we assumed that M @ Zα.
In the case of M > Zα, the Hamiltonian (1) becomes
imaginary, and a necessity appears to take into account
the finite size of the atomic nucleus [14, 15].

Γ 2D
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To ensure the propagation of an autowave in an
active medium, parameters of this medium should
exceed certain threshold values. Such a threshold was
first found by Ya.B. Zel’dovich [1] as applied to com-
bustion waves. The problem concerning this wave with
the heat loss taken into account has two solutions: the
steady-state and the non-steady-state. The merging of
these solutions corresponds to the propagation thresh-
old; there are no wave solutions below the threshold.
Later on, a similar threshold was found for the model of
a nerve impulse [2, 3] and other autowaves [4]. In this
paper, we study the propagation of autowaves in a sub-
threshold region of a finite length. It is shown that the
length of the region passed by the autowave can exceed
its wavelength by much more than a factor of ten.

We will characterize the active medium by parame-
ter d with a threshold value dth . Let d(x < 0) = d1 > dth,
d(0 < x < x0) = d2 < dth, and d(x > x0) = d3 > dth . A soli-
tary wave traveling from the left to the right has in the
region x < 0 a constant amplitude and velocity. Then, it
decays at the subthreshold region. Can such a damping
excitation initiate a wave propagation in the region
x > x0? To answer this question, we consider the sim-
plest case, namely, a wave of exothermal reaction,
which propagates along a tube with a narrow region in
which the diameter is smaller than the threshold diam-
eter. The reaction is accelerated with temperature
according to the activation law exp(–E/T). The wave
propagates uniformly in the tube with a constant diame-
ter; its velocity u and amplitude (a peak temperature) T
can be found on the basis of approximate equalities [1]:

(1)

(2)

Here, Tb = T0 + Qc–1, T0 is the temperature of the sur-

Tb T0–( )u k+ k––( ) T T0–( ),=

k+ u 1
χ

ud
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 
2

+ , k– u 1– χ
d
--- 

 
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rounding medium, Q is the heat of reaction, c is the spe-
cific heat of the reacting mixture, χ is its heat diffusiv-
ity, d is the effective diameter of the tube (with account
of the features of the heat exchange, the Nusselt num-
ber, etc.), and u0 is the wave velocity as d  ∞. In (1),
we took into account that the ratio χ(ud)–1 is small at
d ≥ dth . In the narrow region (in a reference system
linked to the wave), balance (1) is violated and the reac-
tion heat becomes insufficient to counterbalance the
heat dissipation; hence, amplitude T decreases. If, as
we assume below, the difference d – dth is small at this
region, the quasi-steady-state approximation is valid:
kinetic coupling (2) between u and t is retained, and,
instead of (1), we have

(3)

The dependence of k+, k– on u is taken in a previous
form and a is the characteristic spatial scale of the tem-
perature variation (the effective width of the wave).

Eliminating T from (2) and (3) and passing to the
new variables

(4)

we obtain

(5)

where δ = (2χ/u0d)2 and Z = E(Tb – T0)  is Zel’dov-
ich’s number. In (5), only the main terms in small
parameters δ and Z–1 are retained. The merging of
steady-state solutions (5) occurs at δth = 2(Ze)–1. For a
tube with a narrow region, we write

(6)

and δ2 > 0, δ1 and δ3 being negative.

Assuming v = e(1 + w), we have instead of (5)

(7)
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When the wave approaches the narrow region, its
velocity corresponds to the steady-state solution for

region 1, w = w– = . On the other hand, the non-

steady-state solution for region 3, w+ = , can be
considered as the boundary of the basin of attraction for
the steady-state solution in this region. Therefore, the
length of the narrow region x0 = aξ0 , at which the wave
can penetrate region 3 and attain there a steady-state
mode of the uniform motion, is limited by the condition

(8)

It is essential that any indications of the specific
parameters characterizing this model (exothermal reac-
tion) disappear from relationships (7) and (8). These
formulas take into account only the parabolicity of δ(v)
near the threshold (the coincidence of the steady-state
and non-steady-state branches); thus condition (8) is
valid for any autowave. Quasi-steady-state Eq. (3) is
valid if the wave velocity varies only slightly at dis-
tances on the order of ~a. With the help of (7), we
obtain the estimate (bearing in mind the subthreshold
region in which δ > δth)

Thus, our consideration is valid at small distances from
the threshold, as it was assumed above.

The wave propagation in the subthreshold region
was also studied by computer simulation. We used the
set of equations

(9)

(10)

which describe the exothermal reaction and the heat
transfer. As a time scale ts , we take the time of reaction
for the temperature Tb . Here, the length scale is

xs = , temperature θ is measured from T0 in units
of Tb – T0, η is the concentration of the reaction product,

and e = T0 . The calculation was performed for δ1 =
δ3 , e = 0.23077, and Z = 7.6923 (so that δth ≈ 0.09565).
We used the implicit difference scheme with a variable

step in ξ at large . As the initial condition within the

range 0 < ξ < 150, we took the solution corresponding
to the steady-state wave. The dependence of ξm on δ2
for four values of δ1 is shown in Fig. 1. The “non-regu-
lar” behavior seems likely to be caused by the low sta-
bility of calculations near the threshold, where even
small variations of δ induce a significant variation in
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the wave velocity. A comparison with (8) allows us to

estimate the value of a in (3), a ~ . According to
Fig. 1, the autowave can overcome the subthreshold
region, whose length exceeds its own size by much
more than a factor of ten. The length ξm decreases with
the increase in δ2 . The computer simulations demon-
strated a faster decrease than that following from the
asymptotic (in terms of δ2) estimate (8). At the same
time, the curves come closer together at –δ1 @ δ2 , and
this fact agrees well with (8). A more detailed compar-
ison with this formula will be given after the accumula-
tion of data and their statistical treatment.

Certainly, the similarity of this phenomenon with
quantum tunneling is rather limited. During tunneling,
the amplitude of the passed wave is always smaller than
the amplitude of the incident wave (except in the case
of reflectionless barriers [5]). In an active medium, the
feed after passing the “barrier” results in the complete
restoration of the initial amplitude. The damping of
autowaves is caused by a dissipation rather than by a
reflection. At the same time, the ability to penetrate
through the “unattainable” regions can form a basis of
the method for the study of nonuniform active media
(just as with tunnel microscopy and spectroscopy).

The “tunneling” sends us back to the analysis of
measurements concerning the threshold of the auto-
wave propagation. A two-dimensional or three-dimen-
sional active medium having mean values of parame-
ters close to threshold, should consist of chaotically
located above-threshold and subthreshold regions.
Wave propagation in such a medium is a percolation
process [6]. Owing to tunneling, the threshold lowers

χts
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Maximum length ξm of the region passed by the autowave
as a function of δ2. δ1 = (1) 0.5, (2) 0.2, (3) 0.1, and (4) 0.01.
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since it is sufficient to have small but closely located
clusters instead of a continuous cluster penetrating the
entire system. Near the threshold, the consumption of
an activator feeding the wave should vary depending on
the random tunnel contacts.
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In this paper, proceeding from the notions and
results obtained in [1–4], we propose a new mathemat-
ical method based on the theory of atomic functions,
which is applicable to problems of synthesizing plane
radiating antennas. According to [1], the following
relations hold for a rectangular antenna (see Fig. 1):

(1)

We describe the directivity pattern as a function of
the angles α and β (i.e., the angles between the direc-
tion to the observation point and the xy and yz planes,
respectively):

(2)

We assume that

(3)

In this case, we have the equation

(4)

Here, R(µ, η) is the directivity pattern for a plane radi-
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ating system (the polarization indices x and y are omit-
ted) and L is the characteristic scale for the opening.
When solving the problem of synthesizing the directiv-
ity pattern for the plane antenna mouth given by (4), it
is important to specify the conditions that must be sat-
isfied by the directivity pattern in order to be exactly
reproducible. A directional diagram R(

 

µ

 

, 

 

η

 

)

 

 is realiz-
able if it satisfies the Plancherel–Polya theorem [2]. In
this case, the field distribution over the antenna mouth
is related to the directivity pattern by the inverse Fou-
rier transformation
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condition [3]. The function 

 

F

 

(

 

t

 

1

 

, 

 

t

 

2

 

)

 

 and its derivative
are continuous everywhere and vanish at the mouth
boundary:
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Statement of the problem and the method for its

solution.  Let the directivity pattern  R 0 ( µ ,  η )  be given,

F t1 t2,( ) R µ η,( )e
i t1µ t2η+( )–

µd η ,d
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θ

R

Fig. 1. Coordinate system in the problem of synthesizing the
directivity pattern for the plane radiating antenna.
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which, possibly, is unrealizable and does not satisfy
radiation conditions (6). A realizable directivity pattern
R(µ, η) satisfying the radiation conditions and having
the minimum root-mean-square deviation from the val-
ues R0(µm, ηn) at the given points µm and ηn must be
constructed. We also require that the lateral lobes of the
directivity pattern R(µ, η) have low intensities tending
exponentially to zero as |µ|  ∞ and |η|  ∞. We
construct the directivity pattern R(µ, η) satisfying these
conditions as a series of Fourier transforms for the
atomic functions [4–11]:

(7)

Here, Φ(µ) is the Fourier transform of the atomic func-
tion, d is the net step, and the coefficients akp are deter-
mined from the minimum condition for the functional

(8)

In this case, the Fourier transform of the atomic func-
tion takes the form of an infinite product:

(9)

where T(z) and P(z) are trigonometric and algebraic
polynomials, respectively. The lateral lobes of the Fou-
rier transforms for the atomic functions have low inten-
sities tending to zero more rapidly than an arbitrary
power |z|–k as |z|  ∞ (properties of atomic functions
or weight windows are thoroughly studied in [10]). For
example, the intensity of the lateral lobes for the func-
tion

, (10)

which is the Fourier transform of the simplest atomic
function up(x), is ten times as low as the function
(sinz)/z widely applied to problems of synthesizing
antennas. Approximating properties of the Fourier
transforms for the atomic functions were studied in [4,
9, 11]. It was proven in these papers that the directivity
pattern of a linear antenna with a length of 2π can be
interpolated by the series

(11)

In this case, the approximation of the desired directivity
pattern R0(µ) is better (with respect to both root-mean-
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series
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The approximating properties of the Fourier transforms
for the atomic functions can be improved by decreasing
the main-lobe width and lowering the intensity of its lat-
eral lobes. We can do this, for example, by multiplying
the function 

 

Up(
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 by the algebraic polynomial [10]:
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 obtained belongs to the class of
atomic functions, because its Fourier transform can be
written in the form

 (14) 

By properly choosing the parameter 
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, we can signifi-
cantly decrease the intensity of the lateral lobes and,
thereby, improve the approximating properties of the
series
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The synthesis of the directivity pattern for a plane radi-
ating system can be carried out with the help of the two-
dimensional generalization of interpolating series (15):
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Numerical simulation. We carried out a compara-
tive analysis of atomic function (13) as a partial direc-
tivity pattern. The atomic functions are shown in
Fig. 2a for b = 1, in Fig. 2b for b = 1/3, in Fig. 2c for
b = 1/9, and in Fig. 2d for b = 0. We determine the fol-
lowing characteristics of the directivity pattern: the
coefficient of directional action (CDA), the main-lobe
half-width (W1) with respect to the radiation intensity,
the main-lobe width (W2) with respect to the zero radi-
ation intensity, the intensity level (W3) of the first lat-
eral lobe, and the asymptotic rate of damping

for the lateral lobes. Our analysis of the results obtained
(Table 1) suggests that both the shape of the directivity
pattern and its basic characteristics can be efficiently
controlled by varying the parameter b of function (13).
It follows from Table 2 that, provided that the parame-
ter b is properly chosen, the directivity pattern can be
obtained satisfying radiation conditions (6) and has an
infinite rate of damping for its lateral lobes. We ana-
lyzed approximating properties of series (15). As a
desired directivity pattern, we chose the function

(18)

The desired directivity pattern was approximated
by (15) (for b = 0 and 1/9) and also by both formula (18)

W4 10
W 2µ( )
W µ( )

----------------- 
 

2

µ ∞→
limlog=

R0 µ( )
0, µ 6>
1, 6 µ 0<≤–

1 x/3, 0 µ 6.<≤–

=

and the series

(19)

corresponding to the field distribution over the mouth
with a triangular form of the amplitude modulation.
The approximation results obtained according to for-
mulas (15), (12), and (19) for directivity pattern (18)
are shown in Fig. 3. Numerical errors of this approxi-
mation are listed in Table 3. Here,

is the relative mean-square error; δ[R] = max|R0(µ) –

RT µ( ) R0 2k( ) π µ 2k–( )/2( )sin
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Fig. 2. Plots for atomic function (13). The parameter b is equal to (a) 1, (b) 1/3, (c) 1/9, and (d) 0.

Table 1.  Characteristics of the function W(µ; b) as a direc-
tivity pattern for different values of the parameter b

b CDA W1 W2 W3, dB W4, dB

1 0.730 0.454 1.000 –11.26 –∞

1/3 0.770 0.614 1.732 –20.21 –∞

1/9 0.673 0.712 2.000 –32.58 –∞

0 0.618 0.778 2.000 –23.29 –∞
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R(µ)| with |µ| ≤ 6 being the uniform error; and A2[R] =
100ε[R]/ε[S]% and A3[R] = 100δ[R]/δ[S]% are the
ratios of the mean-square and uniform errors, res-
pectively, for this approximation and those given by
series (12).

We also synthesized the directivity pattern by means
of series (16) with b = 1/9 for the desired directivity pat-

tern of the form

(20)

The approximation of directivity pattern (20) by for-
mula (16) is shown in Fig 4a. Directivity pattern (20)
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Fig. 3. Directivity pattern of the linear radiating system for the desired directivity pattern given by (18) (dashed line). The plots cor-
respond to (15) with (a) b = 1/9 and (b) b = 0, (12) (c), and (19) (d).

Table 2.  Characteristics of conventional directivity patterns and those based on atomic functions

Field distribution over
the antenna mouth, F(x) Directivity pattern, R(µ) CDA W1 W2 W3, dB W4, dB

2up Up(πµ) 0.673 0.778 2.000 –23.29 –∞

2up  + up'' 0.618 0.712 2.000 –32.58 –∞

1, |x | ≤ π 1.000 0.443 1.000 –13.26 –3

, |x | ≤ π 0.750 0.638 2.000 –26.52 –6

2cos2 , |x | ≤ π 0.666 0.720 2.000 –31.46 –9
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Fig. 4. Directivity pattern of the rectangular radiating system with the desired directivity pattern given by (20). The plots correspond
to (a) (16) with  b = 1/9 and (b) (21).
was also interpolated, for comparison, by the function

(21)

(see Fig. 4b). Hence, it follows that series (16) based on
the atomic functions allows more precise approximation
of the directivity pattern than conventional series (21).

Thus, for the first time, we have proposed and sub-
stantiated a new method of synthesizing directivity pat-
terns for plane antenna mouths, which is based on the
theory of atomic functions. The method proposed for
plane mouths allows us to construct the directivity pat-
terns that approximate a desired directivity pattern
more precisely compared to the known methods for the
cases of both mean-square and uniform errors. This
method is supposed to be employed in solving prob-
lems of radars with lateral surveillance, because their
resolutions need improvement by choosing the opti-
mum field distribution over the antenna mouth.

The results of this paper were reported in part at the
2nd International Conference in Dubna, Russia [12].

Rs µ η,( ) R0 m n,( )
n
∑

m

∑=

× π η n–( )( )sin
π η n–( )

--------------------------------- π µ m–( )( )sin
π µ m–( )

----------------------------------

Table 3.  Approximation errors for desired directivity pat-
tern (18) in the cases of conventional methods (12) and (19)
and a method based on atomic functions (15)

Directivity
pattern A1, % A2, % δ A3, %

R(µ; b = 1/9) 1.919 31 0.082 25

R(µ; b = 0) 3.975 64 0.188 59

S(µ) 6.202 100 0.319 100

RT(µ) 6.464 104 0.283 88
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In [1], we proposed a model for the process of elec-
tron detonation (ED) where it was assumed that the
source of the specific energy Q maintaining the detona-
tion wave is related to the Joule loss in the energy
release zone. From quantitative analysis of the electric
parameters of this process, it follows that the model
does not contradict the experimental data at the veloci-
ties of electron detonation and discharge meeting con-
ditions vED < 10 km/s and vd < 150 km/s, respectively.
However, at higher values of vd, which in KCl can be
as high as 1100 km/s [2] at U = 315 kV and vED .
26 km/s, the model under consideration should be mod-
ified.

This stems from the fact that the quadratic depen-
dence of the enthalpy change ∆h on the velocity vED
results in a corresponding increase in temperature of
the substance and, as a consequence, in its electric con-
ductivity. Under these conditions, the Joule loss cannot
provide the release of the required specific energy Q. In
addition, it is worth noting that a steep increase in the
velocity vd (Fig. 2 in [1]) occurs in alkali-halide crys-
tals at the pulse voltage 100 < U < 150 kV. The latter
fact can be related to a change in the mechanism of the
energy release in the ED wave.

We estimate the composition of the material in the
ED wave at velocities vED > 15 km/s using the method
applied earlier in [1] in combination with the plasma
chemical model and the main concepts of dense non-
ideal plasma [3].

In the velocity range of interest vED > 15.0 km/s, the
polytropic index n . 1.9 remains nearly constant.
Hence, using the detonation approximation [4], we can
evaluate pressure p and specific energy Q in the energy
release zone of the ED wave:

(1)p
ρ0v ED

2

n 1+
---------------, Q

v ED
2

2 n2 1–( )
----------------------.= =
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Russian Academy of Sciences, 
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We extend to the ED process the method of thermal
cycles, which is commonly used in the case of detonat-
ing explosives to calculate the heat Q released in the
course of an explosion-like transformation [5]. Sup-
pose that, under standard conditions, the energy con-
sumption ∆H0 for the transformation of the dielectric
substance in the detonation wave to another phase state
is compensated by the electric energy Qe , i.e.,
Qe = ∆H0. For the velocity range in KCl 14.5 < vED <
22.0 km/s, it is easy to find that the values of Q deter-
mined by (1) lie within the range 38.8 × 106 ≤ Q ≤
94.1 × 106 J/kg, and the plasma composition corre-
sponds to the degree of ionization 1 ≤ xe ≤ 2, i.e.,

Simultaneously solving the approximation equa-
tions of state for the dense nonideal plasma [3, 6]

(2)

we determine the plasma temperature and then the
parameters of nonideality 

, (3)

for ion

(4)

and electron plasma components, respectively. In (2)–(4),
z are the charges of the interacting particles, a =

KClsolid K+ Cl+ 2e,+ +

(P1) xe 1.0; Qe 38.8 106×  J/kg= =( );

Q1

KClsolid K+ Cl2+ 3e,+ +

(P2) xe = 1.5; Qe = 52.7 106×  J/kg( );

Q2

KClsolid K2+ Cl2+ 4e,+ +

(P3) xe = 2.0; Qe = 94.1 106×  J/kg( ).
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Table 1 

Plasma U0, kV vED, 103 m/s T, 103 K Γ (3) θ (4) σ, 105

Ω–1 cm–1

p, 1010 Pa

(1) (5)

P1 175 14.5 6.33 15.6 0.11 5.13 13.5 15.6

P2 220 16.6 20.3 11.0 0.27 11.0 18.3 10.8

P3 315 22.0 36.2 10.9 0.40 20.7 32.5 50.0
(0.75πne)1/3 is the mean interparticle distance; EF =
"2(3π2ne)2/3(2me)–1 is the Fermi energy; and a, b, and c
are the empirical coefficients [6] depending on θ. The
calculated parameters of this plasma are presented in
Table 1.

According to the classification given in [3, 7], the
electron subsystem of such a plasma is degenerate and
the ion subsystem can be considered to be classical.
Both systems are characterized by strong interactions.
Then, using the relationship for the pressure of the
degenerate Fermi gas

, (5)

we determine the electrical conductivity of plasma
using the well-known Spitzer–Harm formula for the
Coulomb logarithm at Γ > 1 [3]:

(6)

As was mentioned in [3], fully ionized nonideal
dense plasma can be considered as a disordered ionic
lattice with ions localized in a spatial structure similar
to the cubic or face-centered lattice. This structure
arises owing to strong interparticle interactions. The
equation describing the state of such a plasma can be
written as [3]

. (7)

It involves two components. The first, potential energy
U0(n), depends only on ion density n and has a negative
sign also corresponding to negative pressure in the ion
subsystem. The total pressure is positive due to high
pressure caused by the electron subsystem. The posi-
tive energy UT(n, T), also depending on the tempera-
ture, characterizes the thermal excitation of the ion sub-
system in the plasma.

At discharge velocities vd . 106 m/s and length of
the energy release zone ∆ . 10–5 m, such plasma exists
during τ . 10–11 s that is compatible with the eigenfre-
quency of ion oscillations 1/ω = 10–11–10–12 s.

Therefore, one can argue that dense nonideal
plasma under these conditions is in the state of a phys-
ical cluster [8] being stable within the medium where it
was formed. The medium itself is characterized by the

p
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specified parameters (n, p, T). The disappearance of
this medium or variation of its parameters leads to the
spontaneous decay of the cluster, which is accompa-
nied by to release of stored energy U0(n).

In the process of the electron detonation, the cluster
decay can be caused by such a factor as high pressure
of the electron gas initiating the fracture of solid dielec-
tric in the vicinity of the discharge channel. In this case,
the flow conditions in the electron detonation wave are
changed compared to the similar process at small
velocities vd (see figure).

Correspondingly, this manifests itself in the equa-
tion for energy [1], which for the first section of the
energy release zone takes the form (if we neglect the
Joule loss)

(8)

Here, UT is the thermal energy of the physical cluster (6)
in J/kg, l0 is the length of the region in a solid dielectric
with field E0 . Then, the total specific energy Q1 respon-
sible for maintaining the detonation wave is equal to

(9)

It is assumed here that the energy Q2 released due to
the decay of physical cluster produces secondary
effects and causes mechanical failure of the dielectric.
The observed features of this failure lend indirect sup-
port to such an assumption. Thus, the solid substance of
the dielectric in the vicinity of the discharge channel
having a radius r0 [9] at the distance r ≤ 10r0 is in the
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Table 2 

U, kV
vd,

103 m/s
vED,

103 m/s
E0,

103 V/s
r0 = l0,
10–6 m

ln,
10–6 m

σ, Ω–1 m–1

[3]
Q, 106

J/kg (9)
UT ,

J/kg [3]
j0, 1010

A/m2

i, A

calculations experiment

50 6.0 5.5 2.86 0.5 5.0 2.5 1.0 – 0.23 1.8 × 10–3 ~10–3

220 890 20.0 1.90 9.0 – 1.1 × 106 75.0 4.6 33 42.0 60.0
fine-dispersed state. The value of r depends only on the
velocity vd and is independent of energy W stored in the
pulse generator. At vd < 105 m/s, this range becomes
optically unresolvable, i.e., r  0. Outside this near-
field fracture zone, the crack propagation is observed.
In contrast to r, the crack length does not depend on vd
and increases with the growth of energy W and the
duration of the steady current.

In Table 2, the calculated values of the parameters
for the ED process in KCl are given as an example of
the use of the relationships discussed above at two val-
ues of discharge velocities: 5.5 and 890 km/s. The
former velocity vd = 5.5 km/s is the minimum velocity
for the given dielectric. The formation of the quantity Q
is related in this case to the Joule loss [1].

At vd = 890 km/s, the parameters of the process
were found according to (8) and (9), and the relation
between vd and vED was determined similarly to [1].

In the one-dimensional model (see figure), the
length of the layer l0 with field E0 is infinite. This is
inconsistent with the actual distribution of the field in
the initial part of the discharge channel. In this connec-
tion, we assume that the phase surface is a sphere of
radius r0 . Taking into account the fact that the electric
field near such a surface varies as E ~ r –2, we assume
for further estimations that l0 . r0 .

The field E0 was calculated similarly to [1] but with
the help of a formula from [10] for the probability of
creating the electron–hole pairs, taking into account the
dependence of baric coefficient ap on the compressibil-
ity K at p > 1010 Pa and the degree of ionization xe =
5 × 10–2.

It must be emphasized that the data presented in
Table 2 should be considered to be estimates accurate
within an order of magnitude. This is due to not only
the use of the one-dimensional model of the process
and the assumptions employed. The calculations of
parameters were performed based on the assumption
that the detonation obeys the Chapman–Jouguet condi-
tions [4]. However, this is not evident. It is quite possi-
ble that the energy Q2 released during the decay of the
physical cluster can promote secondary compression
waves. These waves will play the role of the piston
affecting the products of electron detonation. In this
case, the process of the detonation may be “overcom-
pressed” [4].

Undoubtedly, the further improvement of the
approach proposed for describing the mechanisms of
electric discharge propagation in solid dielectrics
requires undertaking a large body of specially formu-
lated theoretical and experimental studies. Neverthe-
less, this method seems to be promising, since it for the
first time provides an opportunity to reveal the interre-

lation between parameters of the voltage pulse (U, ,

i), space-time characteristics of the electric discharge
(vp, r0), individual properties of dielectrics (ε, ρ0, δ, K,
Eg), and thermal and other properties of the material in
the discharge channel (p, T, U, h, xe, σ).
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INTRODUCTION

The antenna synthesis is known to be a problem in
determining the field y(t) in the antenna aperture D
based on the given directivity diagram. This problem is
reduced to finding a solution to the one-dimensional
Fredholm integral equation of the first kind in the case
of a rectilinear aperture

(1)

where x = ksinθ, k = 2π/λ is the wave number, f(x) is
the directivity diagram, and 2a is the aperture length.

A large number of the existing synthesis methods
[1–3] emphasize an unabated interest in the problem
and partially stem from the difficulties in solving inte-
gral equation (1), which forms the basis of the synthesis
theory. However, it is possible to set off two principal
approaches. The first one, the most simple and obvious,
consists in applying numerical methods with the pre-
liminary regularization of an ill-posed problem (statis-
tical approach by definition of Tikhonov and
Lavrent’ev). Second, there exist widely used methods
of implicit regularization, among which we should note
first of all the partial-diagram method [3]. In this case,
an expression for the field is sought in the form of a
series in terms of a specially chosen system of func-
tions. The most frequently used functions are sinc(x)
(the Kotel’nikov series), the Bessel functions of integer
or half-integer subscript, and also the eigenfunctions of

y t( )e
itx

td

a–

a

∫ f x( ),=
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the operator of problem (1), that is, the Mathieu and
Lamé functions. Each system has its advantages and
disadvantages and, thus, its domain of application. At
the same time, the universal methods based on the
approximation of an unknown solution and the right-
hand side of problem (1) by finite functions become
more and more popular. For example, the double-
spline-approximation method for solving the Fredholm
integral equations of the first kind is proposed in [4].
Recently, potentialities of the mathematical formalism
of atomic functions were widely studied with respect to
the problem of antenna synthesis [5–9].

In this paper, we use the approximation properties
of a set of atomic functions fupn(x) and study the prob-
lem associated with the implicit regularization arising
in this case.

Formulation of the problem and a method of
solution. We solve the Fredholm integral equation of
the first kind

(2)

According to the partial-diagram method [3], we
present an unknown solution and also the right-hand
side of the equation in the form of a series correspond-
ing to the complete system of functions {ϕ} and {ψ}:

(3)

(4)

Here, dk are the known coefficients and  are the coef-
ficients to be determined. We introduce the notation

(5)

K x t,( )y t( ) td

a

b

∫ f x( ), c x d .≤ ≤=

ỹ x( ) ũkϕk x( ),
k 0=

N

∑=

f̃ x( ) dkψk x( ).
k 0=

N

∑=

ũk

h
k( )

x( ) K x t,( )ϕk t( ) t.d

a

b

∫=
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The latter functions are expanded in terms of system {ψ}:

(6)

In this case, the algebraic system needed to determine
unknown coefficients  is

or, in the matrix form,

(7)

We now analyze various methods allowing us to
determine the elements of matrix B and vector D.

Collocation method. We determine the compo-
nents of the column vectors of matrix B and vector D as 

It is easy to see that

and, taking (7) into account, we obtain the following

system for finding the unknown vector :

(8)

where

(9)

Moments method. Introducing definitions

we obtain the system similar to (8) in which

(10)

Method of least squares. In this case, the com-

h̃
k( )

x( ) b j
k( )ψ j x( ).

j 0=

N

∑=

ũk

ũkb j
k( )

k 0=

N

∑ d j, j 0 1 … N ,, , ,= =

BŨ D.=

ΨB
k〈 〉

H
k〈 〉

, ΨD F,= =

Ψi j, ψ j xi( ), Hi
k〈 〉

h
k( )

xi( ), Fi f xi( ),= = =

xi c i
d c–

N
-----------, i j,+ 0 1 … N ., , ,= =

ΨB H ,=

Ũ

HŨ F,=

Hi j, K xi t,( )ϕ j t( ) t, Fid

a

b

∫ f xi( ),= =

i j, 0 1 … N ., , ,=

Ψi j, ψi ψ j,( ), Fi f ψi,( ), Hi
k〈 〉

h
k( ) ψi,( ),= = =

i j, 0 1 … N ,, , ,=

Hi j, ψi x( ) x K x t,( )ϕ j t( ) t,d

a

b

∫d

c

d

∫=

Fi f x( )ψi x( ) x, i j,d

c

d

∫ 0 1 … N ., , ,= =
ponents of the matrix H and vector F are determined as

(11)

We assume below that {ϕ} and {ψ} are the sets of
functions with a bounded support set normalized in the
form

(12)

Let

(13)

be an element of the closest approximation for an
unknown solution y(x). In this case, the following theo-
rem holds.

Theorem. For an error in approximate solution (3),
whose coefficients are found from the solution to set (8),
the following estimates are valid:

(i) for the collocation method (9)

(14)

(ii) for the moments method (10)

(15)

(iii) for the method of least squares (11)

(16)

Proof. We prove inequality (14). The validity of
expressions (15) and (16) can be verified similarly.
Using the triangle inequality, we have

(17)

From (3), (13), and (12), it follows that

(18)

Hi j, K x s,( )ψi s( ) s K x t,( )ϕ j t( ) td

a

b

∫d

a

b

∫ x,d

c

d

∫=

Fi f x( ) x K x t,( )ψi t( ) t, i j,d

a

b

∫d

c

d

∫ 0 1 … N ., , ,= =

ϕk x( )
k 0=

N

∑ 1, ψk x( )
k 0=

N

∑ 1.≡≡

y x( ) ukϕk x( )
k 0=

N

∑=

ỹ x( ) y x( )– y x( ) y x( )–≤

× 1 b a–( ) H
1–

∞ K x t,( )⋅+( );

ỹ x( ) y x( )– y x( ) y x( )–≤

× 1 b a–( ) c d–( ) H
1–

∞ K x t,( ) ψ x( )⋅ ⋅+( );

ỹ x( ) y x( )– y x( ) y x( )–≤

× 1 b a–( )2
c d–( ) H

1–
∞ K x t,( ) 2 ψ x( )⋅ ⋅+( ).

ỹ x( ) y x( )– ỹ x( ) y x( )– y x( ) y x( )– .+≤

ỹ x( ) y x( )– ũk uk–( )ϕk x( )
k 0=

N

∑=

≤ ũk uk– ϕk x( )
k 0=

N

∑ Ũ U– ∞.≤
k

max
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It is evident that

Thus,

and

Substituting the last estimate into (18) and, then, (18)
into (17), we obtain inequality (14), which proves the
theorem.

From (14)–(16), it is clear that the accuracy of the
approximate solution depends on the norm of the
inverse matrix H–1, and it is not a simple task to find its
analytical estimate. When N increases, the value of
|| (x) – y(x)|| tends to zero, whereas ||H–1||∞ tends to
infinity. The problem is to find such a partition param-
eter N (for simplicity, we assume its uniformity), for
which a stable approximate solution corresponding to
the least error can be found.

As we already mentioned, one of the most promis-
ing lines of research in the theory of approximations
(including the solution of ill-posed problems) is the use
of the mathematical formalism of atomic functions [10].

Atomic functions up(x) and fupn(x). The function
up(x) is the simplest atomic function satisfying the fol-
lowing functional differential equation:

The function up(x) is even, up(0) = 1. The function
increases at [–1; 0], decreases at [0; 1], and up(1 – x) =
1 – up(x). The following recurrent relations are
obtained for the moments of up(x):

where

Values of the function up(x) at points k/2n are rational

HU F ∆, ∆i– K xi t,( ) y t( ) y t( )–( ) t,d

a

b

∫= =

i 0 1 … N ., , ,=

Ũ U– H
1– ∆=

Ũ U– ∞ H
1–

∞ ∆ ∞⋅≤

≤ H
1–

∞ b a–( ) K x t,( ) y x( ) y x( )– .⋅⋅

ỹ

up' x( ) 2up 2x 1+( ) 2up 2x 1–( ),–=

supp up x( ) 1; 1–[ ] , up x( ) C
∞ ∞; ∞–( ).∈=

a0 1, a2n
2n( )!

2
2n

1–
----------------

a2n 2k–
2n 2k–( )! 2k 1+( )!

------------------------------------------------,
k 1=

n

∑= =

b2n 1+
1

n 1+( ) 2
2n 3+×

------------------------------------ a2n 2+ ,
k 0=

n 1+

∑=

a2n x
2n

up x( ) x, bnd

1–

1

∫ x
n
up x( ) x.d

0

1

∫= =
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numbers, in particular,

For finding up(x) at an arbitrary point, it is possible to
use the rapidly converging series of the form

where

while x = 0, p1…pk is the representation of x in the
binary number system.

The recurrent functional differential relationships
determining atomic function fupn(x) are similar to the
equations for the Schoenberg Bn-splines

where K is the normalization factor. From these equa-
tions, it follows that

Within this interval, function fupn(x) can be expressed as 

We consider the approximation for the function
f(t) ∈  Cr[−π; π] specified at a uniform net ∆N: ti = ih,

h = π/N, i =  by elements UPN, r of the space of
linear combinations of translations–contractions of the
functions up(x):

up –1 2
n–

+( )
bn 1–

2
n n 1–( )/2

n 1–( )!
---------------------------------------.=

up x 1–( ) 1–( )
sk 1+

pk

k 1=

∞

∑=

×
2

j 1+( ) j k j–( ) k j– 1–( )–( )/2
bk j– 1–

k j– 1–( )! j!
-------------------------------------------------------------------- x 0– p1… pk,( ) j

,
j 0=

k

∑
0 x 1,<≤

b 1– 1, 0! 1, sk p j,
j 1=

k

∑= = =

yn' x( ) K yn 1– x
1
2
---– 

  yn 1– x
1
2
---+ 

 –
 
 
 

,=

y0 x( ) up x( ),=

supp fupn x( ) n 2+
2

------------ n 2+
2

------------,– .=

fupn x( ) α i
m( )

up 2
m–

x 2
m

– m
2
---- 1 i–+ + 

  ,
i 0=

m 1+

∑=

α0
m( )

1, α i
m( )

1–( )i
Cm 1+

i α j
m( )δi j– 1+ ,

j 0=

i 1–

∑–= =

δ1 1, δ2k δk, δ2k 1–– δk.= = =

N– N,

dkup x π+

2
r
h

------------ k 2
r–×– 

  .
k

∑
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Fig. 1. Exact solution to problem (21) and its approximation using the basis of translations–contractions for the functions  up(x).
We assume that r is even and the values of functions f(t)
are known at the points

The space UPN, r has the basis consisting of the transla-
tions–contractions of the finite function fupr(x). The
atomic approximation of the rth order for function f(t)
is given by the relationship

(19)

where ϕr, k(t) ≡ fupr  – k  and support ϕr, k(t) is

τk kh, k –N
r
2
---, N–

r
2
---.+= =

ΦN r, f ; t( ) ckϕ r k, t( ),
k –N r/2–=

N r/2+

∑=

ΦN r, f ; τk( ) f τk( ),=

t π+
h

-----------





determined by the inequality |t – τk| ≤ h. It is well

known [10] that ∀ h > 0 ∃ ck are such that

(20)

where ωr(f; h) is the continuity modulus of function
f (r)(x) and Kr is independent of h (but depends on r).

Numerical simulations. According to [2], we have

(21)

r 2+
2

-----------

f x( ) ΦN r, f ; x( )–
C

l π; π–[ ]
Krh

r 1– ωr f ; h( ),≤

K x t,( )y t( ) td

π–

π

∫ f x( ), π x π,≤ ≤–=

K x t,( ) e
ixt

, f x( ) 2π
π 1 x

2
+( )sin

π 1 x
2

+
----------------------------------.= =
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Fig. 2. Exact solution to problem (21) and its approximation using the basis of translations–contractions for the functions  fup2(x).
It is evident that, owing to the evenness of the desired
solution, its kernel looks like cos(x, t). The approximate
solution u(x) was found by the collocation method (8),
(9) with the help of the basis of atomic functions (19)
and was compared with the known exact solution

(22)

where J0 are the Bessel zero-order function of the first
kind. In Tables 1 and 2 and in Figs. 1 and 2, we pre-
sented the results of calculations for the system of the
atomic functions up(x) and fup2(x) corresponding to the
values r = 0 and r = 2. In the figures, the solid lines cor-
respond to exact solution (22) and the dashed lines cor-
respond to the successive approximations to the exact
solution. Note that the relative error gradually
decreases (Figs. 1 and 2) with the increase in N up to a
certain moment [N = 7 for up(x) and N = 5 for fup2(x)].
Upon a further increase in the N values, the stability of
approximate solution (19) is violated. This fact is illus-
trated by the shape of curves in Figs. 1 and 2. From the
analysis of the results listed in Tables 1 and 2, it follows
that both optimum parameters N of the uniform-net

y t( ) J0 π2
t

2
– ,=
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partition can be found by means of the successive com-
parison of the differences between the approximate
solutions. The minimum of this difference corresponds
to the optimum values of N. The minimum error level

Table 1.  Behavior of the norm of the inverse matrix and of
relative errors in the approximate solution as functions of the
partition parameter N [the case of up(x)]

N ||H–1||∞

1 19.75 8.84 18.6

2 1.58 0.43 0.29

3 1.2 0.2 0.17

4 5.54 0.15 0.13

5 343.9 0.11 0.11

6 3.2 × 104 0.09 0.10

7 5.3 × 106 0.08 0.11

8 6.7 × 107 0.61 0.65

y u– C

y C
-------------------

y u– L2

y L2

--------------------
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corresponds by an order of magnitude to the theoretical
estimates of the expected error following from (20) and
also to estimate (14) obtained in the theorem.

We may conclude that the method proposed in this
paper has much in common with the partial-diagram
method and represents, in fact, an implicit regulariza-
tion of the ill-posed synthesis problem. This method is
very flexible and convenient for its numerical imple-
mentation as compared to the methods of explicit regu-
larization. The numerical simulations confirm the effi-
ciency of the method. The proposed procedure can be
extended to solving a wide class of ill-posed problems
of a different physical nature.
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Coronographic observations by SOLWIND, SMM
(Solar Maximum Mission), and SOHO (Solar and
Heliospheric Observatory) missions indicate the pres-
ence of a continuous comet flow passing close to the
solar surface or colliding with the Sun [1–5].

According to the celestial-mechanics calculations [4],
such a situation occurs rather frequently. Indeed, about
10% of long-period comets with initially high-inclina-
tion orbits (i = 90° ± 15°) and moderately small perihe-
lion distances (q ≤ 2 AU) pass the sungrazer stage (with
q < 0.01 AU) for the time corresponding to 500–1000
revolutions around the Sun, i.e., at least ten times
shorter than the time scale of their dynamic ejection.
The available observational data related to bodies
approaching the Sun [1–3, 5] indicate that during a
decade several collisions of such bodies, i.e., comets,
with the Sun, do occur. [In the vicinity of the Sun, at a
specific irradiation power more than 1010 erg/(cm2 s),
not only proper cometary nuclei in the form of a con-
glomerate of ice and solid particles, but also iron-stony
asteroidal bodies are involved in a regime of intense
evaporation, and thus, become bodies with continu-
ously rejuvenating atmospheres, i.e., comets]. This
implies (see also [6]) that the frequency of comet-like
bodies moving near the solar surface and falling onto
the Sun (large meteoroids, proper comets and asteroids
that, following the tradition [1–5], we call further
cometary nuclei) is hundreds times more than the colli-
sion frequency for such bodies with planets.

At the same time, the disintegration process of
nuclei for sungrazing comets (sungrazers) being con-
sidered in the framework of the traditional sublimation
model, i.e., under the action of the solar thermal radia-
tion, leads to an insignificant decrease of the nucleus
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radius, attaining no more than 20 m [1, 3]. Meanwhile,
comets passing near the solar photosphere turn out in
severe extremal conditions, which is associated with
high velocities of their motion (about 600 km/s) and the
presence of an extended solar atmosphere, including
together with the photosphere the chromosphere and
corona. The results of analysis of this situation [7] show
that, within the solar chromosphere, an intense aerody-
namic fragmentation of cometary nuclei occurs, and
the regime of their sublimation acquires a qualitatively
different, meteorite-like character. At the same time,
both the problem of a possibility of arising solar flares
due to developing explosive phenomena of the Tun-
guska-type event [8–11] and that of the mechanisms of
developing of such processes in themselves remain
basically open [10–13].

In the present paper, the analytical approach [8, 9] is
being developed to investigate the explosive phase of
the evolution of cometary nuclei under conditions of
their intense interaction with the atmosphere. On this
basis, we consider the possibility of the generation of
solar flares by nuclei having a short perihelion.

The solar atmosphere, as is well known (see, e.g.,
[14]), is strongly nonisothermal and can be approxi-
mately presented as a stratified multitemperature struc-
ture described by the exponential distribution of the
matter density near the solar surface

. (1)

Here, H is the local altitude scale (H = 600 and 150 km
for the chromosphere and photosphere, respectively); z
is the altitude for which the limb of the Sun disk with
the optical density τλ (λ = 5000 Å) = 0.005 is taken as
the reference point; and ρ0 = ρ(z = 0) = 10–8 g/cm3.

As our calculation shows, the decrease in the radius
of cometary nuclei with sizes more than several hun-
dreds meters turns out to be relatively small while pass-
ing near the Sun, due to the decrease of the heat-trans-
fer coefficient. This fact is associated with both screen-
ing the nucleus by ejected molecules and the gas
opacity in the shock layer ahead of the nucleus. Under
these conditions, the mass of the cometary atmosphere
is relatively small. The deceleration of the nucleus in
the induced magnetosphere, while moving the comet in
the vicinity of the Sun, is also small. Thus, the motion
of the sufficiently large nucleus in the solar atmosphere

ρa ρ0
z
H
----– 

 exp=
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may be considered on the basis of the physical theory
for meteorites within the constant-mass approxima-
tion [7].

In the case of approaching the cometary nucleus to
the solar photosphere with the orbital velocity V = V0 =
600 km/s, the ram aerodynamic pressure Pa = ρaV2 at
the nucleus surface rises exponentially according to
expression (1). Assuming the strength of the nucleus
material σ* = 104 dyn/cm2 [15] and H = 6 × 107 cm, we
have, according to [7], for the altitude of the onset of
the nucleus fragmentation and the corresponding atmo-
sphere density z* = 8H = 5000 km and ρ* = 3 ×
10−12 g/cm3, respectively. For the nucleus in the form of
an iron-stony body with σ* =108 dyn/cm2, we find z* =

–H = –200 km and ρ* = 3 × 10–8 g/cm3.

The rapid rise of aerodynamic pressure at the entry
of the nucleus into more dense atmosphere layers leads
to the situation when the destruction being started
locally propagates through the nucleus body from the
frontal surface to the rear surface. At the same time, the
fragmented mass loses its integrity, spreading in the lat-
eral direction under the action of the pressure gradient
at the frontal surface. The equation for the deceleration
of the completely fragmented transversely expanding
nucleus in the constant-mass approximation can be pre-
sented according to [9] in the form

(2)

Here, R = R[r(z)] is the law for the variation of the
transverse radius for the fragmented mass:

(3)

R0 and ρn are the initial radius and the density of the
nucleus, respectively; α is the angle between the veloc-
ity of the nucleus entry into the atmosphere and the
horizon;

(4)

(5)

Furthermore, cx is the coefficient of the aerodynamic

drag; , , and  are the characteristic values of r, z
and V, which correspond to the value R = 2R0, i.e., to the
time moment when the nucleus is completely frag-
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b
---------.≈–exp=

r̃ z̃ Ṽ
mented and its radius is equal to the doubled value of
the initial radius [9].

Under these conditions, for R0 ≥ 100 m, we have
according to (4) that b ! ν ! 1. Therefore, using (5), in
the region close to the end-point of the deceleration tra-
jectory, i.e., at z* @  @ z, we have for the fragmented

nucleus that r @  @ 1. Hence, according to (2) and (3),
the law for the velocity variation of the fully frag-
mented nucleus in the region z !  ! z* has the fol-
lowing form:

(6)

where V0 is the initial orbital velocity of the nucleus.
From (5) and (6), it follows that the principal decel-

eration of the nucleus (the decrease in its velocity from

V1 = 0.9V0 to V2 = 0.1V0) occurs at (z2) = 9 (z1), i.e.,
in the trajectory segment lying, according to (5), in the
altitude range

(7)

Using (6), we can also obtain the explicit expression
for the characteristic maximal ultimate value of r = r0
[9] at which the velocity of the nucleus in the form of
the fragmented mass falls to the value on the order of
the sound velocity a0 in the environmental atmosphere:

(8)

According to (4), (5) and (8), the minimum altitude
corresponding to the value of r = r0 is

(9)

Admitting σ* = 104 dyn/cm2, R0 = 1 km = 105 cm,

ρn = 0.5 g/cm3, cx = 1, sinα = 0.5, H = 1.5 × 107 cm, a0 =
106 cm/s from (1), (3)–(5), (8) and (9) we find ν = 4.5 ×
10–5, z*/H = 8, b = 1.3 × 10–8, C = 3.5 × 10–2,  = 4 ×
105, r0 = 7 × 106, R(r0) = 12R0, z0 = –8H = –1200 km,
ρa(z0) = 3 × 10–5 g/cm3.

Thus, the aerodynamic fragmentation of the
cometary nucleus and the spread of the fragmented
mass in the transverse direction during the nucleus
motion through the solar chromosphere and photo-
sphere is completed near the point z = z0 . This occurs
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by the deceleration of the fragments of the nucleus and
thermalization of their kinetic energy in a relatively
very thin sheet with thickness ∆z ≈ 0.7H ≈ 100 km. This
implies that the process of transformation of the
nucleus in the zone under consideration with the thick-
ness ∆z has a pulsed, sharply explosive character with a
duration of about 0.5 s. We can compare this time with
the characteristic duration of the pulsed explosive
phase of solar flares on the order of 1–10 s. This phase
is associated with the initial phase period of the rear-
rangement of the magnetic field and electric currents in
the active zone of the solar atmosphere (see [12, 13]
and references therein).

Since the specific energy release in the region of the
nucleus explosion near the solar surface, being on the

order of /2 = 1015 erg/g, significantly exceeds the
effective heat Qs = 1010–1011 erg/g of sublimation of the
cometary matter, the process of sublimation of mole-
cules from the fragments of the cometary nucleus can-
not affect their temperature. Under these conditions,
the deceleration of the fragmented flattened nucleus
and transformation of its kinetic energy into thermal
energy acquires a volume character and is accompanied
not only by evaporation of the entire mass but also by
ionization of atoms due to the strong rise of tempera-
ture of the entire mass. Estimations show that the initial
temperature of plasma formed in the explosion region
is T0 = 107 K.

The energy Ee released in the explosion region is
determined by the initial mass M0 of the nucleus enter-
ing into the solar atmosphere and causing the explosion
and by the mass ∆Ma  of the initial atmospheric gas in
the explosion region. The calculation of this mass, car-
ried out on the basis of (1), (3), (5) and (7), shows that
∆Ma ≈ M0 , so that we have

(10)

For a comet similar to the Halley 1986 III comet at
the density and radius of the nucleus ρn = 0.5 g/cm3 and
R0 = 5 × 105 cm, respectively, we obtain, according
to (10), Ee = 1032 erg. This value corresponds to the
total energy of large solar flares. The relevant power of
the energy release in the explosion zone is on the order
of 1032 and 1029 erg/s, respectively, for the pulsed phase
while averaging over the characteristic duration of
observable solar flares on the order of 103 s that corre-
sponds to the characteristic size of the developing
explosion region of 1010 cm.

It is noteworthy that the explosive-like release of the
kinetic energy of the fragmented flattened nucleus in
the thin subphotosphere layer ∆z, being accompanied
by arising hot plasma and high pressures (on the order
of 106–107 bar, which exceeds the pressure of the sur-

V0
2
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0.8M0∆MaV0
2
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---------------------------------

4
15
------πρ0R0

3V0
2.= =
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rounding gas 105–106 times), will also cause generation
of strong shock waves, acceleration of electrons and
ions at the fronts of these waves, ejection of the hot
matter into the chromosphere and corona, and, hence,
bursts of X-rays and radiowave radiation from the Sun.
Supernova flares (the energy release of 1050–1051 erg,
the power on the order of 1044 erg/s) due to the pulsed
release of the gravitational energy of stellar matter,
extremely rapidly falling to the center down to the zone
of abrupt stopping and generating a strong shock wave,
are certain analogues of the solar-flare mechanism
under consideration.

Similar processes, but at significantly lower ener-
gies, occurred at the explosion of a space body, a large
meteoroid, in the Earth’s atmosphere on June 30, 1908
(Tunguska event [8, 9]), and in the collision of the
Shoemakers–Levy 9 comet with Jupiter on July 16–22,
1994 [10, 11]. In addition, explosive processes of such
a kind can also serve, in principle, as a trigger for some
observable solar flares associated with pulsed release of
the energies of magnetic fields and electric currents
generated and transformed into explosive energy not
only in the chromosphere and corona near sunspots but
also in the photosphere due to developing eruptive pro-
cesses of different nature therein (see [13, pp. 3, 7]).

Thus, the intense aerodynamic fragmentation of
comet-like bodies within the solar chromosphere is
completed by the explosive evaporation of the frag-
mented flattened mass in the relatively very thin sub-
photosphere layer. The amount of energy of such an
explosive high-temperature process and its expected
observational manifestations correspond to those of
solar flares. This implies that solar flares can occur not
only according to known electrodynamic scenarios,
i.e., by the pulsed release of the energy of magnetic
field and electric currents in the vicinity of solar spots,
but also by the explosive-like release of the kinetic
energy of cosmic bodies penetrating the solar photo-
sphere. Coordinated observations of the Sun and near-
solar comet-like bodies with high space–time resolu-
tion in the wide range of the spectrum including the
optical, X-ray, and radiowave ranges seem to be fore-
most in the further studying and solving of the problem
of solar flares.
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1. We consider the Hamel (Jeffry Hamel) problem
for the steady-state radial flow of an incompressible
viscous fluid in a plane confuser [1–5]. This is one of a
few non-one-dimensional problems, which admits an
exact self-similar solution. Its complete investigation is
of undoubted practical and theoretical interest.

Thus, let the flow of a fluid with the density ρ and
kinematic viscosity ν occur in a plane domain |θ| < β
(2β is the angle between the walls of a confuser) and let
Q be the intensity of the outflow at the origin of a Car-
tesian coordinate system. It is more convenient to
describe the motion in polar coordinates (r, θ). Because
the dimensionalities of Q and ν coincide in the plane
case, the maximum number of characteristic quantities
with independent dimensionalities equals two. There-
fore, it is impossible to completely reduce all the equa-
tions to the dimensionless form. The only dimension-
less combination is the Reynolds number Re = Q/ν.

Then, the components vr, vθ of the velocity vector
and vrr, vθθ, vrθ of the strain-rate tensor can be repre-
sented in the form

(1)

which provides for incompressibility. The components
of the stress tensor σrr, σθθ, σzz, σrθ have the following
form:

(2)

v r
Q
r
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where p is pressure. An unknown function V(θ) appear-
ing in (1) and (2) is determined as the solution to the
nonlinear boundary problem with the additional inte-
gral condition of the constant flow rate [1–3]:

(3)

The constant C in (3) is subject to our a choice. It
enters into the expression for pressure

(4)

where V and C depend on β, Re. The solution to prob-
lem (3) is symmetric with respect to θ = 0.

2. There are analytical investigations of problem (3)
[2, 3] in which elliptic functions and elliptic integrals
were used as a basis. These investigations are related to
the analysis of the behavior of roots of a cubic equation
containing known and unknown parameters. Attempts to
construct the explicit analytical solution to problem (3)
for arbitrary values of β and Re have failed because of
a need to determine roots for the system of two tran-
scendental equations with respect to two unknown inte-
gration constants.

For the convenience of numerical and analytical cal-
culations, we introduce a normalized argument x using
the formula θ = β(2x – 1) and the function y(x) =
2βV(θ). As a result, problem (3) can be rewritten in the
form

(5)

The variable z appearing in (5) corresponds to the
quadrature in (3). Boundary value problem (5) is equiv-
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alent to the following isoperimetric variational problem
[λ is the Lagrange multiplier, y(0) = y(1) = 0]:

(6)

Variational estimates for y(x) can be constructed on the
basis of (6). Solutions to problems (5) and (6) are sym-
metric with respect to x = 1/2.

Initially, we derive approximate analytical expres-
sions for y(x) in the case of various values of parameters
a and b, i.e., β and Re.

2.1. We consider a case where Re ! 1, which is real-
ized in the slow motion of a very viscous material in
various technological processes (extruding metallic
plate and pressing out of various solutions, etc.). Using
expansions in powers of Ren or the successive approxi-
mation method, we can calculate approximate values of
the unknowns y(x) and λ at arbitrary β (0 < β < π). At
each nth step, we need to solve a linear boundary value
problem; in particular, we have [2]

(7)

Functions yn(x), n ≥ 2, can be calculated in a similar
manner. Unknown coefficients λn are derived from (7)
by differentiation of yn(x) with respect to x at x = 0, 1

[for example, λ0 = (0) = 32β3m, λ1 = (0)]. Calcu-
lations are unreasonable at n ≥ 2 because expressions
for yn(x) become awkward and, if Re ~ 1, inapplicable
due to their low accuracy.

2.2. We now investigate the problem at Re @ 1 and
β ~ 1. Formally, the discontinuous (at end points x =
0, 1) solution y∞(x) ≡ 1, 0 < x < 1, takes place at Re = ∞.
This corresponds to passage to the limit of a perfect
fluid. The existence of a large parameter b (or the small
one b–1 at the higher derivative) requires the application
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of asymptotic methods [6, 7]. To the first approxima-
tion, singular perturbation methods allow us to con-
struct the asymptotic solution [2] that can be repre-
sented in the very suitable form

 

(8)
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respectively. It follows from (8) that, as b  ∞, the
function y(1)(x) ≈ 1 – 0 almost everywhere in the inter-
val 0 < x < 1, the boundary conditions being met at
x = 0, 1. Deviations of y(1)(x) from 1 are exponentially

small values in . Expression (8) ensures satisfactory
accuracy at b ~ 104; i.e., Re ~ 104–105 if β ~ 0.1–1.

2.3. Let Re ~ 1, 0 < β ! 1, which corresponds to
a confuser with almost parallel walls. We have that in
Eq. (5) a, b ! 1; moreover, regular expansions in pow-
ers of βn lead to the approximation of the solution y(x)
by polynomials in x:

(9)

etc. The principal (of the zero order in β) term of expan-
sion (9) corresponds to the Poiseuille flow, i.e., to the
parabolic profile of the flow velocity. The degree N of
the polynomial, N = 2 + 4n, increases very rapidly. We
can also apply the method of successive approxima-
tions.

2.4. Let β ! 1, but βRe ~ 1. Then, to the first approx-
imation, the boundary value problem (5) does not con-
tain the term a2y. However, integrating (5), as in the
general case, we arrive at elliptic functions, and solving
the problem calls for the application of numerical
methods. A certain simplification consists in the fact
that this solution depends on only one parameter b: y =
y0(x, b), λ = λ0(b).

3. For practically important values of Re = χ, χ ~

0.1 – 103, β ~ 0.1– , the application of formulas (7)–(9)

leads to large errors. This necessitates the development
of an efficient numerical and analytical approach to
solving problem (5). A modified method of the Newto-
nian type [8] is proposed for the accelerated conver-
gence in combination with the procedure of the contin-
uation over the parameters. This method makes it pos-
sible to obtain a high precision values of desired
quantities by one to two iterations at relatively small
computational expenditures. As a result, a practically
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exact solution is obtained with relative accuracy on the
order of 10−5–10–7, which can be improved, if neces-
sary. The algorithm of the method consists in calculat-
ing deficient values γ = y'(0) and λ = y''(0), which deter-
mine the function y(x) as the solution to the Cauchy
problem (5) for fixed a and b, i.e., β and χ.

Sufficiently accurate estimates γ0 and λ0 of afore-
mentioned quantities γ and λ are assumed to be known
at the initial stage of the algorithm. They can be found
with the use of the variational approach based on func-
tionals (6) at the appropriate choice of the tentative
function y*(x) [8]. As calculations show, the function
y(x, a, b) has a relatively simple form. The continuation
procedure with respect to parameters β, χ (or a, b) is
rather convenient. In particular, at a fixed value a =
4β > 0, it is recommended to take γ0 = 8β2lsin2β, λ0 =
32β3m [see (7)] as initial approximations to γ0(χ1) and
λ0(χ1) when χ1 > 0 is sufficiently small. The recurrence
scheme with the accelerated convergence is used for the
calculation of γ1 = γ(χ1), λ1 = λ(χ1) with the desired
accuracy, which are adopted as initial approximations
to γ0(χ2), λ0(χ2), etc. The existence of sets {γk} and {λk}
of sufficiently accurate values for γk and λk (k = 1,2,…)
allows us to expand the interval δχk + 1 = χk + 1 – χk by a
polynomial (usually, linear or quadratic) extrapolation
of initial approximations γ0(χk + 1) and λ0(χk + 1).

The recurrence scheme for the refinement of desired
quantities γ(χ) and λ(χ) at the first and subsequent steps
consists in integration of two Cauchy problems for 6th-
order systems or for one 9th-order system. Each of
these two problems is described by Eqs. (5) with the
conditions

(10)

and equations for the sensitivity functions v, w, and u,
s, i.e., derivatives of the solutions y(x), z(x) with respect
to γ and λ,

(11)

The Cauchy problems (5), (10), and (11) are inte-
grated simultaneously or separately, thus, the functions
yn(x) and zn(x) are determined. The refinement of the
quantities γn(χ) and λn(χ) is possible if the functions yn,
zn, vn, wn. un, and sn are specified at the end point x = 1
for χ ∈  {χk}. The standard scheme of the Newtonian
method has the form

y 0( ) z 0( ) 0, y' 0( ) γn χ( ),= = = λ λn χ( ),=

n 0 1 … χ χk{ } ,∈, , ,=

v '' a2v 2byv–+ 0, w' v ,= =

v 0( ) w 0( ) = 0, v 0( ) 1;= =

u'' a2u 2byu–+ 1, s' u,= =

u 0( ) u' 0( ) s 0( ) 0.= = =

γn 1+ χ( ) γn χ( ) δγn χ( ),+=

λn 1+ χ( ) λn χ( ) δλn χ( ),+=
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(12)

(13)

The recurrence process over n (12), (13) is contin-
ued until the required accuracy is attained; i.e., until the
sufficient smallness of residues yn(1) and zn(1), is
attained. At each step, a detailed check of the algorithm
convergence is required, which he determinant ∆n(1)
[see (13)] of the matrix for the sensitivity coefficients (11).
The distinctive feature of the modification proposed for
the accelerated-convergence method is an additional
check of the convergence over abscissas ξn and ηn , i.e.,
over quantities |εn| and |µn|:

(14)

Values of ξn, ηn are the roots (zeros) of the functions
yn(x) and zn(x), which are nearest to x = 1. Construc-
tively verified conditions |ξ0|, |µ0| ! 1; |εn|, |µn|  0
testify to both the existence of a desired solution to
boundary value problem (5) and the convergence of
algorithm (5), (10)–(13), which has an accelerated
(quadratic) character. In this case,

(15)

The convergence is determined by the smallness of
the moduli of quantities ε = ε0 and µ = µ0 , i.e., by the
proximity of abscissas ξ0 and η0 to the point x = 1. This
proximity is provided by the successful choice of the
initial approximation γ0(χ), λ0(χ), χ ∈  {χk}, i.e., by the
appropriate choice of the step δχk or by extrapolation.
In addition, the fulfillment of the condition |∆n(1)| ≥
D > 0 [see (13)] is required. A noticeable violation of
the results of estimates (14) and (15) calls for an
additional analysis usually related to the degeneration
property of standard algorithm (12): ∆n(1) ≈ 0 (e.g., at

β  , see below). Simultaneous determination of

residues yn(1), zn(1) and εn, µn allows us to carry out
efficient high-accuracy calculations of the desired
parameters γ(χ), λ(χ) for an arbitrary fixed value 0 <

β < . Similarly, the continuation procedure with

respect to the parameter β, β ∈ {βj} is realized. In the
case of a necessity, the dependences γ(β, χ) and λ(β, χ)
can be constructed by continuation over β, χ (0 < β < π,
0 ≤ χ ≤ Re* < ∞).

The calculations show that the solution to problem (5)
can be found in several (usually 2–3) iterations with a

δγn yn 1( )sn 1( ) zn 1( )un 1( )–[ ]∆n
1– 1( ),–=

δλn yn 1( )wn 1( ) zn 1( )v n 1( )–[ ]∆n
1– 1( ),=

n 0 1 …;, ,=

∆n x( ) v n x( )sn x( ) un x( )wn x( ), ∆n 1( ) 0.≠–=

εn 1 ξn, µn– 1 ηn;–= =

ξn yn x( ), ηnarg zn x( ).arg= =

yn 1( ) γnεn, εn 1+ εn
2,∼–=

µn 1+ µn
2, zn 1( )∼ µn, n– 0 1 …, ,= =

π
2
---

π
2
---
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relative accuracy of 10–5–10–7 without using extrapola-
tion over χk . It should be noted that, at the beginning of
the calculation, ∆n(1) ≈ 0.1 (at χ ! 1); this requires the
sufficiently small initial steps δχk ≈ 0.01 over χ. The
value of ∆n(1) increases with χ, which allows us to
increase the step δχk ≈ 0.1–1 practically at once (at
χ ∼  0.5). The computational practice shows that the
smallness of values ε0 and µ0 is a defining factor of the
accelerated convergence for the iteration algorithm;
usually, ε0 and µ0 ~ 0.1 are sufficient.

4. Based on the recurrence algorithm (5), (10)–(12),
we have calculated the desired quantities γ, λ and the
function y(x) for fixed values of the angle β° ∈  [1°–
89.999°]. The parameter b = 2βχ (β = 2πβ°/360°) var-
ied within the limits b ∈  [0, 30] that corresponded to
limiting values of the number Reynolds Re = b/(2β):
10 ≤ χ* ≤ 860 (depending on taken value of β). The cal-
culations were conducted with the aforementioned
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Fig. 1. Families of curves γ(b) and λ(b) for various values of
the confuser aperture angle.
accuracy of 10–5–10–7 using the residues y(1), z(1), and
ε, µ. The results for characteristic values of β° = 1°,

 are presented in Figs. 1 and 2. Curves γ(b)

for the indicated values of β are displayed in Fig. 1 by
solid lines a, b, c. The functions λ(b) are shown by
dashed lines in the scale 1 : 5. Note that γ(0)  0 as

β  , and λ(0) increases as ∆(1)  0. The behav-

ior of the functions γ and λ at small b completely corre-
sponds to that predicted by analysis conducted in sub-
section 2.1 [see (7)]. When parameter b increases
unlimitedly, curves for γ(b) and λ(b), in accordance

with (8), tend to asymptotic values γ ∼   and λ ∼  b,

respectively.
Families of curves y(x) at b = 0, 10, 30, which are

labeled by numbers 1, 2, 3, respectively, are presented
in Fig. 2. Curves 1 and 2 shown in Fig. 2a are close to
curves corresponding to the Poiseuille flow [see sub-
section 2.3, formula (9)], because β and βχ are suffi-
ciently small. The tending of y(1)(x) (8) to an asymptote
is observed at b ≈ 30.

It follows from expressions (5), (7), (8) and shapes
of curve families shown in Fig. 2 that, in the case of β <

, the functions y(x) are strictly convex upward for all

Re ≥ 0 (see also the curve λa in Fig. 1). At the same

time, if  < β < π, then the central parts of the curves

are convex upward, while the parts symmetric with
respect to x = 1/2 are convex downward near x = 0.1 for
moderately great values of Re. In other words, there are
two symmetric inflection points (see also the curves λb
and λc in Fig. 1). With increasing Re, the entire curve
y(x), 0 ≤ x ≤ 1, becomes convex upward due to an effect
of the term by2 . Desired flow characteristics (1)–(4) are
determined on the basis of known dependences y(x).

Thus, the approach under discussion allows us to
carry out the constructive investigation of viscous-fluid

180°
π

----------- 89°,

π
2
---

4b
3

------

π
4
---

π
4
---
y

1.0

0.5

0 1.00.5 0.5 1.00 1.00.50

1.0

1.5
1.5

0.5 0.5

1.0

x

(a) (b) (c)

1
2
3 2

3

1 1
2

3

Fig. 2. Families of curves y(x) for various values of both the confuser aperture angle and the Reynolds number.
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flows in the wide range of defining parameters. This

approach is applicable to the exotic case  ≤ β ≤ π. The

results obtained are of independent interest to hydrody-
namics of viscous fluids [1–5]. Note that the case of a
diffuser (b < 0) requires similar detailed analysis. These
flows can serve as reference (generating) motions in the
case of approximate investigations of visco-plastic
flows.
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MECHANICS
Simulation of a Possible Process Responsible
for the Loss of the Martian Atmosphere
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The possibility that Mars lost its dense atmosphere
in the far past as a result of a catastrophic collision with
a giant dust cloud is shown by methods of mathemati-
cal simulation and numerical experiment.

1. Introduction. The martian atmosphere is very
rarefied nowadays. The pressure and the density near
the planet surface amount to thousandth fractions of
terrestrial values. It is generally recognized that the
martian atmosphere was much denser in the far past
(2−4 billions years ago) and slightly resembled the cur-
rent terrestrial atmosphere but was composed predom-
inantly of carbon dioxide. The martian climate was rea-
sonably warm and humid. There was a great quantity of
water in the stable state. Conserved beds of rivers and
traces of extensive floods on the Mars’ surface are con-
vincing evidence of these facts. At a certain stage in its
history, Mars lost its dense atmosphere by causes so far
unknown, the planet temperature abruptly lowered and
water in the free state disappeared. There exists an evo-
lutionary scenario explaining the loss of atmosphere on
Mars [1]. In the extremely concise and general form,
the scenario is the following. At an early stage in the
evolution of Mars, the planetary carbon-dioxide cycle
was supported, on one hand, by dissolving CO2 in
water and forming carbonate depositions and, on the
other hand, owing to a supply of CO2 in the atmosphere
as a result of intense volcanic activity. As far as this
activity attenuated, the last-mentioned process
acquired a more unidirectional character, the atmo-
sphere became more rarefied, the greenhouse effect
weakened, and the temperature lowered until the atmo-
sphere came to its recent state. This theory is not gen-
erally recognized because it runs into severe difficulties
in explaining certain facts and is not free of inherent
contradictions. In particular, there is certain evidence
that the change in the martian climate happened rela-
tively fast instead of being a long-term and gradual evo-
lution.
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In this study, we propose a new possible explanation
for why Mars lost its atmosphere and verify this expla-
nation using a numerical experiment based on a pro-
posed mathematical model. The calculations directly
testify to the fact that the planet could have lost its
atmosphere in the course of a certain cosmic-scale cat-
astrophic process.

2. Formulation of the problem. The case in point
is the simulation of a collision between Mars and a
large cloud of small particles, the size of the cloud
being comparable with that of the planet. Such a cloud
could be formed on the outskirts of Mars as a result of
a collision between reasonably large cosmic bodies, for
example, asteroids. In the asteroid belt located between
the orbits of Mars and Jupiter, there are plenty of such
bodies even today, while they were much more plenti-
ful and of still larger sizes in the far past because it is
assumed the processes of collision and fragmentation
of bodies have been proceeding perpetually in this
belt [2]. A large dust cloud can also collide with the
martian atmosphere when the nucleus of a certain
comet passes in the immediate vicinity of the planet
surface.

In the model experiment, we consider a cloud of
small particles of identical sizes. To be more precise,
we take spherical particles of a radius from 0.1 to
1 mm. In an actual situation, such a cloud could cer-
tainly represent a conglomerate of particles and frag-
ments with a great variety of sizes and also have a sig-
nificant gas component. However, this is not the princi-
pal moment for the current problem of the loss by Mars
of its atmosphere as a result of interaction with the par-
ticle cloud.

In studies [3–8], we develop models and methods to
calculate the interaction between large volumes of dust
particles and the Earth’s atmosphere. Basically, the
one-dimensional and two-dimensional problems on the
local interactions with the atmosphere were considered
for the sizes of dust clouds, which were much smaller
than the planet sizes. The currently studied planetary-
scale interactions have a number of features making
their numerical simulation rather difficult. Above all,
there is a large difference in the scales of characteristic
000 MAIK “Nauka/Interperiodica”
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regions to be resolved. On one hand, the development
of the process, as a whole, envelopes the spatial region
with a characteristic size up to several planet diameters,
i.e., thousands of kilometers. On the other hand, there
is a relatively thin atmosphere, whose thickness is sev-
eral tens of kilometers. Moreover, it is necessary to
describe and calculate the motion of particles with a
size of tenth and hundredth fractions of a centimeter
and to take into account the processes of their heating,
sublimating, melting, and boiling proceeding at charac-
teristic distances much longer than the atmosphere
thickness (hundreds of meters). To overcome these dif-
ficulties, we developed an approach based on using
nonstructurized finite-difference mesh, the so-called
ENO-modification of the Godunov method with a sec-
ond-order accuracy, and on the explicit isolation of the
bow shock wave and the particle-cloud boundary [7].

In study [8], we calculated the model one-dimen-
sional problems of the planetary-scale interactions and
confirmed the possibility that the planet atmosphere
could have been carried away by a large dust cloud.

In this study, we consider a more realistic two-
dimensional axially symmetric formulation of the
problem. The planet is taken in the form of a hard ball
with the martian radius R = 3400 km. The atmosphere
is taken in the form of the simplest isothermic exponen-
tial model with the pressure and density near the sur-
face coinciding with their terrestrial values but with a
different value of characteristic altitude H* ≈ 22 km

specified by a different value of the martian gravity
force. The atmospheric gas is assumed to be air for
which its actual thermodynamic properties are taken
into account. Particular details of the atmosphere model
are not significant in this case. The calculations can be
carried out with an arbitrary model of the atmosphere.

It is assumed that a cloud of particles in the form of
a cylinder with the radius R0 and the height L0 and hav-
ing the velocity v0 directed along the cylinder axis
approaches the planet center. As the material composi-
tion of the particle substance, we considered normal-
density ice. In this calculation, we also took into
account the processes of ablation, heating, melting,
evaporation, and boiling of the particle substance [3, 4],
although we ignored those of the radiation transfer. As
was shown in [5], the latter are very significant in the
quantitative respect, but they do not manifest them-
selves in the qualitative pattern of the flow. The initial
volume fraction α0 of the particles is taken within the
range 10–9–10–3. According to the cosmic scales, these
are very large values and exceed the usual concentra-
tion of the cosmic dust by many orders of magnitude.
Such high values can arise either for a relatively short
time as a result of the destruction of bodies, or, possi-
bly, they exist in the most inner domains of the coma of
certain comets.
DOKLADY PHYSICS      Vol. 45      No. 9      2000
3. The model and the method of investigation. For
the model describing the interaction of a large quantity
of small particles with an atmospheric gas, we used the
well-known model of interpenetrating continua [9]
under the assumption that the medium of particles has
no proper pressure and the volume fraction of the par-
ticles is negligibly low. In this case, the flow of the het-
erogeneous medium is described by the set of equations
for the mass, momentum, and energy of gas phases (the
gas is assumed to be nonviscous and non-heat-conduct-
ing) and for the particles with allowance for the
exchange terms in the right-hand sides of these equa-
tions, which describe the interphase interaction. The
form of both these equations and the necessary addi-
tional relationships are presented in [3–5]. In the same
studies, the principle method for solving the problems
of the interaction between dust formations and plane-
tary atmospheres is also described. In the two-dimen-
sional variant, the calculation method is described
in [7], where details of constructing the adaptive non-
structurized finite-difference mesh are also presented.

4. Results of the numerical experiment. The prin-
cipal dimensionless parameters specifying the possibil-
ity of carrying away the atmosphere and the inverse
process, i.e., increasing its mass, are 

where K0 is the initial kinetic energy of the particle
cloud, U0 and Uatm are the initial potential energies of
the cloud and the atmosphere in the gravitational field,
and M0 and Matm are the initial masses of the particle
cloud and the atmosphere, respectively. For large a, it is
possible to suggest the probable carrying away of the
atmosphere and, for a < 1 and not very small b, to sug-
gest a marked increase in its mass.

We consider two sets of initial parameters. In both
cases, R0 = 1.1R (that exceeds the planet radius by
approximately a thickness of its atmosphere). The ini-
tial radius of each particle amounts to 1 mm. In case (a),
L0 = 2R, v0 = 40 km/s (that corresponds approximately
to the midpoint of the possible range of relative veloci-
ties for cosmic bodies in the Solar system), and α0 =
10−4. In case (b), L0 = R, v0 = 5 km/s, and α0 = 10–5. The
calculation begins from an altitude of 400 km above the
surface. The parameters a and b turn out to be a = 65,
b = 6.8, and a = 0.25, b = 0.34, respectively.

Certain results of these calculations are shown in
Figs. 1–4. In Fig. 1, we show a fragment of the flow pat-
tern at the initial stage of the interaction process
[case (a), t = 30 s]. Here, x and r are the axial and radial
coordinates, respectively. The center of the planet is
placed in the origin of coordinates. The planet surface
is shown in the form of a circumference arc. The dashed
line indicates the initial altitude of 400 km. We show
the distribution of pressure in the upper half-plane and
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--------------------------, b
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 the distribution of relative volume fraction α =
α(x, r)/α0 (the maximum value αmax = 1.02) in the
lower half-plane. The interaction between the gas and
the particles takes place near the planet surface in a nar-
row region (100–300 m). Outside of this region, the
velocities of both the gas and particles are equalized
and, apparently, no interaction exists between them.
Particles arriving at this region already interact not with
the atmospheric gas but with the particle substance
evaporated earlier. Therefore, this is the high-velocity
gas flow formed as a result of evaporating the particles
that, in fact, fall onto the planet and its atmosphere. The
incoming flow somehow gathers the atmospheric gas
and advances it along the planet surface, the character-
istic gas pressure in this case attaining 1.5 × 103 atm.
The particles do not reach the planet surface.

Figure 2 shows the same distributions at the time
moment t = 150 s. Approximately 70% of the dust
cloud is already evaporated. An intense shock wave
propagates across the still unperturbed part of the atmo-
sphere, being accelerated in the rarefied atmosphere
layers. To time moment t = 200 s, this wave is collapsed
behind the planet and begins to come towards its sur-
face from the opposite side, while enhancing its inten-
sity. In this case, the pressure near the planet surface
attains 4 atm. The planet obtains an impact from the
rear side. (This effect is curious and worthy of a special
Fig. 2.
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Fig. 3.
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additional investigation, possibly, without the presence
of the complicating factor of the atmosphere interaction
with particles.) Up to this moment, the cloud of parti-
cles has lost 96% of its mass. We note that the cloud of
particles does not undergo a severe strain in the flow
under consideration; only the evaporation wave moves
across this cloud.

In Fig. 3, we show the distribution of pressure and
the gas-density isolines (in units of the normal atmo-
spheric density) in the upper half-plane and the velocity
field in the lower half-plane for t = 600 s. The maxi-
mum velocity in the region shown amounts to approxi-
mately 30 km/s, considerably exceeding the value of
the second cosmic velocity (5 km/s) near the martian
surface. Therefore, the scattered gas cannot already
return to the planet. The density distribution shows that
the carrying-away of the atmospheric mass proceeds
primarily in the direction of the dust-cloud motion.

In later phases of the process, a complicated flow is
observed around the planet with reflections from the
DOKLADY PHYSICS      Vol. 45      No. 9      2000
symmetry axis and the values of pressure and density
being gradually equalized near the surface.

Figure 4 corresponds to the case (b). In this figure,
we show the same distributions as in Fig. 3 but for
t = 3000 s. Here, the maximum velocities in gas
(5.3 km/s) also exceed the escape velocity. However,
the density distribution is such that an insignificant
mass of gas is carried away, so that the atmosphere
increases the mass instead of loosing it. Figures 3 and
4, corresponding to approximately the same stage of
the process, show the flow after the action of the shock
wave on the entire planet surface.

The mass of the remaining part of the atmosphere
(not the initial mass but that in the mixture with vapors
of particles) with respect to the initial mass of the atmo-
sphere amounts to 1/3 in case (a) and 1.15 in case (b).

In principle, it is possible to formulate the following
inverse problem: to find such parameters for the incom-
ing dust cloud such that the given mass of the initial
atmosphere could be carried away. In other words, it is
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possible to find (although ambiguously) the parameters
of the dust cloud that caused the loss of the martian
atmosphere knowing the current parameters of the mar-
tian atmosphere and assuming that in the far past they
were such as those on the Earth. After this, we can esti-
mate what processes and bodies could give rise to such
a dust cloud.

5. Conclusions. The calculations carried out have
confirmed the possibility that a planet (in the case under
consideration, Mars) can lose its atmosphere as a result
of a collision with a large dust cloud. Although the
model used involves many assumptions and rather arbi-
trary parameters (identical sizes of particles, their
spherical shape and ice composition, the value of their
initial temperature, the model of dense martian atmo-
sphere, etc.), all these assumptions are not of principle
character with respect to the problem formulated of a
possibility for Mars to lose its atmosphere. The signifi-
cant aspect is only the possibility of the appearance of
a sufficiently large cloud of particles with a sufficiently
high concentration in the vicinity of Mars and a reason-
ably high velocity of the cloud with respect to the
planet. Therefore, it is now necessary to also consider
such a possibility in the case of discussing probable
mechanisms of the loss by Mars of its atmosphere. 

For certain initial parameters of the incoming parti-
cle cloud (in particular, for lower velocities), the
inverse situation is possible when the atmosphere of the
planet can increase its volume and mass as a result of
interaction with the cloud of particles. However, in this
case, it is natural that the composition of the atmo-
sphere can radically change.

It would be curious to discover at a certain time sim-
ilar processes in the cosmos. As was shown in [5, 6],
these processes must be accompanied by intense but
very short, light flashes with a brightness sufficient for
detection by modern instruments, even at interstellar
distances.

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research, project no. 97-01-00386.
DOKLADY PHYSICS      Vol. 45      No. 9      2000



SIMULATION OF A POSSIBLE PROCESS RESPONSIBLE FOR THE LOSS 477
REFERENCES
1. J. B. Pollack, J. F. Kasting, S. M. Richardson, and

K. Poliakoff, Icarus 71 (2), 203 (1987).
2. V. S. Getman, Solar Groundchildren: Asteroids, Comets,

Meteoric Bodies (Nauka, Moscow, 1989).
3. P. V. Plotnikov and L. V. Shurshalov, Zh. Vychisl. Mat.

Mat. Fiz. 34, 117 (1994).
4. P. V. Plotnikov and L. V. Shurshalov, Zh. Vychisl. Mat.

Mat. Fiz. 35, 1233 (1995).
5. P. V. Plotnikov and L. V. Shurshalov, Zh. Vychisl. Mat.

Mat. Fiz. 36, 120 (1996).
DOKLADY PHYSICS      Vol. 45      No. 9      2000
6. P. V. Plotnikov and L. V. Shurshalov, Astron. Vestn. 31,
72 (1997).

7. P. V. Plotnikov, Zh. Vychisl. Mat. Mat. Fiz. 38, 1943
(1998).

8. L. V. Shurshalov and P. V. Plotnikov, Tr. Mat. Inst.
im. V. A. Steklova, Ross. Akad. Nauk 223, 255 (1998).

9. R. I. Nigmatulin, Principles of Mechanics of Heteroge-
neous Media (Nauka, Moscow, 1978).

Translated by V. Bukhanov



  

Doklady Physics, Vol. 45, No. 9, 2000, pp. 478–480. Translated from Doklady Akademii Nauk, Vol. 374, No. 1, 2000, pp. 55–57.
Original Russian Text Copyright © 2000 by Fomin, Malmus, Maslov, Shashkin, Korotaeva, Chirkashenko, Yudintsev.

                                            

MECHANICS
Numerical Simulations of an Effect Produced 
by a Cold Jet Propagating Opposite 
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Investigations of a supersonic flow of nonuniform gas
around different bodies arouses a considerable amount
of current interest. Nonuniform character of the incident
flow can strongly affect the flow structure in front of the
body and, thus, the local and global aerodynamic charac-
teristics of the vehicle (see, e.g., [1–10]).

A jet injected from a body and propagating opposite
to a free incident flow represents one of the possible
methods of making the flow nonuniform. The effect of
a jet propagating oppositely to a flow on its structure
was reported in a number of experimental papers [3–7].
It was demonstrated that such a jet considerably affects
the aerodynamic characteristics of a body in the flow.
Possible regimes of penetration of a cold supersonic jet
into the incident flow were studied in [5]. Counter-
current sonic plasma jets were considered in [3, 6].
Papers [5, 6] dealt with the flow around a model body
(a cone attached to a cylinder). The blunted cone had a
flat end face with the exit hole of the nozzle used for the
gas injection. The experiments demonstrated that, for
cold and hot jets meeting incident flows from the oppo-
site direction, there exist a short penetration mode
(SPM) and a long penetration mode (LPM). These pen-
etration modes are characterized by a certain pressure
redistribution along the lateral surface of the cone and
by the related changes in the body drag.

Fragmentary experimental data call for generaliza-
tion based on numerical models. Paper [8] presents an
example of calculations for the SPM case. In our paper,
we present the results of numerical simulations for for-
mation of different jet-efflux modes and of their effect
on the aerodynamic characteristics of bodies in a super-
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sonic flow. The calculations were performed in the
framework of the inviscid-gas model by the finite-vol-
ume method. We used a central-difference computa-
tional scheme, which was explicit with respect to time,
implicit with respect to spatial variables, and ensured
the second order of approximation [9]. The unsteady
problem was solved by the time relaxation technique.
As initial data, we used the preliminary solution corre-
sponding to the absence of jet. Boundary conditions in
the outer domain corresponded to the incident flow. At
the outflow boundary, we take zero second derivatives
of flow parameters along the velocity direction. The
body was considered as impermeable. The exit jet
parameters were calculated by solving the one-dimen-
sional isentropic problem of gas efflux from a vessel for
which the exit Mach number, the stagnation tempera-
ture, and the Pitot pressure were assumed to be known.

The calculations were performed for the circular
cone with a half-angle θc = 10° and a blunted flat end
face having a diameter d. A nozzle exit of diameter dj
was situated at the end face of the cut cone. For calcu-
lations, we used the incident-flow Mach number M∞ =

2.04, the angle of incidence α = 0,  = d/dj = 3.08, the
Mach number in the nozzle section Ma = 3.8, and the
relative jet head

Here, P0j and  are the Pitot pressures in the jet and
in the incident flow behind the normal shock wave,
respectively. Stagnation temperatures in the jet and in
the free flow were considered to be equal.

For the same parameters, we performed experi-
ments in the T-313 ITPM wind tunnel. The dimensions
of its working part were 600 × 600 mm. All measure-
ments were taken for the fixed operating mode of the
wind tunnel: M∞ = 2.04,  = 2 × 105 Pa, and Re1 =

d

3 P = P0 j/P0f'( ) 90.<≤

P0f'

P0f'
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2.5 × 107 m–1. In the course of the experiments, we var-
ied parameter P from 0 to 107. The experimental con-
ditions are described in more detail in [5].

A numerical solution to the problem of penetration
of a jet into a supersonic flow propagating oppositely to
it and occurring around a blunted body allowed us to
simulate two main flow modes, i.e., SPM and LPM.
There are also transient modes corresponding to the
range of parameters favoring the pulsating unstable
penetration regimes.

The length of countercurrent jet L/d normalized by
the end-face diameter as a function of parameter P is
plotted in Fig. 1. The results of the calculations
(curve ‡) are in good agreement with the experimental
data from [5] (dots). Regions in Fig. 1 are numbered in
the following way: (1) SPM; (2) SPM-to-LPM tran-
sient regime; (3) LPM; (4) LPM-to-SPM transient
regime; and (5) SPM.

In Fig. 1 (solid curve b), we also show the calculated
P dependence of the relative blunted-cone drag Cd/Cdc,
where Cd and Cdc are the drags for the blunted cone
with a jet and without it, respectively. This curve was
calculated by taking into account the jet thrust. The
dashed line in Fig. 1 corresponds to Cdc. We can see that
the countercurrent jet reduces the cone drag. Moreover,
in the SPM-to-LPM transient regime (region 2), the
cone drag decreases by 30% with respect to the jet-free
case. Then, the cone and the fluid contour in front of it
both form the surface that is close to the surface of min-
imum drag. In other regions, the cone drag is higher.
The decrease in the cone drag in region 5 is explained
by attaching a return flow to the end of the cone in the
case of the model with the short conic part.

A number of parameters determine the length of jet
penetration into the incident flow meeting the jet from
the opposite direction: the Mach number in the nozzle
section, the parameter P, the jet temperature, parame-
ters characterizing the physicochemical properties of
the jet, the angle of the nozzle opening, and ratio  =
d/dj of the nozzle exit diameter and that of the blunted
region.

In the present paper, we study the P dependence of
the jet penetration length. The parameter P can charac-
terize the ratio of specific momenta of the jet and inci-
dent flow. At small P, a shock arising in the jet reduces
its initial momentum. Hence, the SPM regime forms. In
this regime, the jet cannot overpass the thickness of a
shock layer between the body and the front shock. It
generates a zone of return gas flow. As a result, the flow
around the blunted part of the body turns out to be
formed by a certain fluid contour. The SPM found by us
is illustrated in Fig. 2. The isobaric curves shown in this
figure correspond to one of the calculated versions. The
calculated structure agrees with the pattern presented
in [10], where its rather detailed description is given.

With increasing P, the SPM transforms to the LPM.
Under such conditions, the cross-sectional area of the

d
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jet decreases and its specific momentum grows accord-
ing to the relationship

Here, Fa and F are the areas of the jet cross section at
the nozzle exit and in a current position, respectively.
The increased specific momentum allows the jet to pass
through the front shock. After entering the free flow, the
jet transforms to a periodic structure with a many-barrel
shape stabilized by toroidal vortices. Figure 3 illustrates
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Fig. 1. Drag of a blunted cone with a jet injected oppositely
to the flow (normalized to the drag of the blunted cone with-
out a jet) and the length of the jet penetration as a function
of parameter P.

Fig. 2. Isobaric curves for the SPM regime (P = 3).
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the field of isobaric curves in the LPM regime, which
were found by the numerical simulation for one of the
calculated versions. The LPM flow pattern constructed
based on numerous calculations is presented in Fig. 4.

The further increase in P causes the formation of
underexpanded jet flow in front of the body. Then, the

area of jet cross section grows and  becomes equal

to , i.e., to the Pitot pressure behind a normal shock
wave in the incident flow. In this case, we again observe
the SPM.

Our calculations demonstrate that formation of the
LPM is mainly determined by the ratio of average pres-

P0 j
1

P0f'

Fig. 3. Isobaric curves for the LPM regime (P = 15).

X
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W∞ JE
T

c

c

Fig. 4. The pattern illustrating the LPM regime.
sures  = / . Here,  and  are average pressures
along the boundary of the jet and inside the jet, respec-
tively. The values of  should lie within the range
0.3 ≤  ≤ 1; i.e., the condition of jet overexpansion
should be met.

In conclusion, we note that the numerical simula-
tions of jet penetration into a supersonic flow met by
the jet from the opposite direction allowed us to find the
dominant regimes observed in the experiment and to
reveal the mechanism of the long penetration mode
(LPM) for the jet in the incident flow. The numerical
simulations allowed us to show that it is more favorable
to implement the SPM-to-LPM transient regime or the
LPM with relatively short jet penetration in order to
attain the maximum decrease in the wave drag. Our
results demonstrate that we can control the structure of
a flow around a body and produce a significant effect on
its resulting aerodynamic characteristics by using the
constitutive parameters of the problem to vary the length
of the jet injected oppositely to a supersonic flow.
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An Efficient Method for Calculating Viscous Flows 
with a Pronounced Streamline Curvature
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In [1], the modification of the smooth-channel
model was proposed. For viscous flows with moderate
and high Reynolds numbers in channels and nozzles
with a pronounced curvature of walls, the accuracy of
this model is comparable to that provided by the com-
plete Navier–Stokes equations. The set of smooth-
channel equations is evolutionary in the longitudinal
coordinate with respect to the adapted system of curvi-
linear coordinates. Therefore, this set can be efficiently
solved by the marching methods. One of these methods
based on the global iterations along the streamlines and
along the longitudinal component of the pressure gradi-
ent [1] makes it possible to calculate the flow using a
unified approach applicable both within subsonic and
supersonic ranges.

In the present study, we propose a method based on
the global iterations for the longitudinal component of
the gradient of a function that specifies the transverse
distribution of pressure. This method is algorithmically
simpler [1] and requires approximately half as much
memory and processor time for its computer realiza-
tion. The efficiency of this method is illustrated by the
computation of a viscous flow in the Laval nozzle
where the gas flow is essentially subsonic at the inlet
and supersonic at the outlet. The proposed method can
be easily adapted to solving the problems of viscous-
gas aerodynamics.

1. Model of flow. We consider the second-order
laminar flow of viscous heat-conducting gas in the pla-
nar or axially symmetric Laval nozzle. The set of
smooth-channel equations [1] in the adapted system of
coordinates (ξ, η) with respect to the natural variables
has the following form:

the equation for ξ projection of the momentum

yνHη
γpu
T

---------∂u
∂ξ
------ ∂p

∂ξ
------+ 

  1
Rer

--------=
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(1)

the energy equation

(2)

the equation for η projection of the momentum

(3)

the continuity equation

(4)

Here, Hξ and Hη are the Lamé parameters of the orthog-
onal system of coordinates (ξ, η), the ξ-coordinate
being longitudinal and the η coordinate being transver-
sal; Kξ and Kη are the curvatures of the coordinate lines
ξ = const and η = const; x and y are the Cartesian (for
the plane flow, ν = 0) or cylindrical (axially symmetric
flow, ν = 1) coordinates; y = yw(x) is the contour of the
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nozzle wall; u and v are the projections of the vector of
the mean-mass velocity onto the lines η = const and
ξ = const; p and T are the static pressure and tempera-
ture of gas; and µ and λ are the coefficients of dynamic
viscosity and heat conduction. Eqs. (1)–(4) are written
on the basis of the equation of state ρ = γp/T, where ρ
is the density for an ideal gas. We use the dimensionless
variables constructed according to the scales: ρ0 and T0
are the values on the axis in an initial nozzle cross sec-

tion; u0 is the velocity of sound , where R is the

gas constant; p0 = ρ0 , r0 is the radius of the critical
cross section of the nozzle. We also used the dimen-
sionless combinations Rer = ρ0u0r0/µ0 is the Reynolds
number, γ = cp0/cv0 is the ratio of specific heats, and
Pr = µ0Òp0/λ0 is the Prandtl number.

The set of Eqs. (1)–(4) is elliptic in the subsonic
areas of flow and hyperbolic in the supersonic areas. With
respect to the longitudinal coordinate ξ, Eqs. (1)–(4) are
the first-order differential equations; with respect to the
transversal coordinate η, Eqs. (1) and (2) are the sec-
ond-order differential equations, whereas (3) and (4)
are the first-order equations. The mathematical type of
these equations specifies the formulation of the bound-
ary conditions.

The domain under study was bounded by the sym-
metry axis η = 0 from below, by the hard curvilinear
wall η = 1 from above, by the inlet cross section on the
left, and by the outlet cross section on the right.

In the inlet cross section located in the subsonic
area, we specify the following parameters for evolu-
tionary Eqs. (1)–(4): the transverse profiles u/ua (ua is
the velocity at the axis), v/u, T, and also a value of pres-
sure pa on the axis. The value of the axial velocity, the
distribution of pressure in this cross section, and the gas
flow rate are determined in the process of solving the
problem.

The following boundary conditions are set for
Eqs. (1) and (2): at the wall, the adhesion condition for
the longitudinal velocity u and the heat-insulation con-

dition  = 0; and, at the axis, the symmetry condition

 =  = 0. For Eqs. (3) and (4), we set v = 0 at the

wall and on the axis.
The aim of the problem is to find the critical flow

rate through the nozzle and to calculate subsonic gas
outflow from the nozzle corresponding to this flow
rate [2].

2. Computational algorithm. The set of Eqs. (1)–
(4) is elliptic in the subsonic areas; therefore, it is
impossible to construct a purely evolutionary method
with respect to the longitudinal coordinate. Global iter-
ations [3, 4] are needed. Then, it is necessary to fix evo-
lutionary derivatives responsible for the upstream
transfer of information opposite to the flow in the sub-

γRT0

u0
2

∂T
∂η
------

∂u
∂η
------ ∂T

∂η
------
sonic flow regions at each of these iterations. We show

that such a derivative is , where α(ξ, η) = 

is the function characterizing the transversal distribu-
tion of pressure.

Instead of the desired pressure, we introduce two
functions pa(ξ) and α(ξ, η) into the set of Eqs. (1)–(4).
Then, the equation for α follows from (3):

(5)

For the axial pressure, we have the trivial equation

(6)

For function α, the relation α = 1 is the boundary con-
dition on the axis and, for pa, this is one of the condi-
tions for the transverse velocity (on the axis or at the
wall). In Eq. (1), the gradient of pressure is replaced by

the expression  + . It is easy to show,

using the method of characteristics, that if we take
function ω(ξ, η) in the form

(7)

where åξ = u/  is the local value of the Mach num-
ber determined by the longitudinal component of the
velocity, the set of Eqs. (1), (2), (4)–(6) is of the hyper-
bolic type within the entire range of variation of the
Mach number. The elliptic properties of the original set
of equations written with respect to the variables u, v,
T, α, and pa in the subsonic areas of the flow are related

to a part of the pressure gradient (1 – ω)pa  Eq. (1)

for the longitudinal momentum.
The solution can be found by global iterations with

respect to the longitudinal component of the gradient of
the function α characterizing the degree of inhomoge-
neity of the transversal distribution of pressure. At a
current global iteration, we integrate the regularized set
of Eqs. (1), (2), (4)–(6) by the marching method [5].
The regularization corresponds to replacing the longi-
tudinal gradient of pressure in Eq. (1) by the expression

(8)

where  is the longitudinal gradient calculated at

the previous global iteration. The upstream transfer of
perturbations in the subsonic areas is taken into account
by using a value of α downstream along the current
marching layer in the process of the difference approx-
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imation of the derivative  at this layer. In the out-

let cross section, a soft boundary condition  = 0 [6]

is used in calculating . The safety factor σ in for-

mula (7) is assumed to be equal to 0.97–0.99.
The distribution of α over the inlet cross section is

determined from the condition that the longitudinal

gradient α equal to  is given in this cross section.

At the initial (zeroth) iteration, the derivative

 is assumed to be zero. Correspondingly, the

longitudinal gradient of pressure in Eq. (1) was
replaced by the expression

(9)

The values of derivative  are used only in the

subsonic flow regions where 1 – ω ≠ 0; therefore, the
initial iteration is a good approximation to the exact
solution, if the following condition is met in subsonic
regions:

(10)

In turn, condition (10) of local similarity for transversal
distributions of α is a good approximation for the flows
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Fig. 1. Convergence of iterations for the distribution of α at
the wall. Numbers of curves correspond to subsequent glo-
bal iterations.
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in the channels with a small change in the longitudinal
curvature of the wall. Thus, the hyperbolic model of vis-
cous flows corresponds to approximation (9). This
model is applicable for calculations of the flows in
channels with moderate values of the wall curvature.

The finite-difference scheme [5] used for integrating
is of the fourth order of accuracy with respect to coor-
dinate η and of the second order with respect to ξ. In
calculations, we take the nonuniform net becoming
denser toward both the wall and the critical cross sec-
tion of the nozzle.

3. Results. The efficiency of the method is demon-
strated by the example of computations for the air flow
with Rer = 106 in a conic nozzle with half-opening
angles for narrowing and expanding cones equal to 30°
and a throat curvature Kw = 1.0. The rate of convergence
of global iterations over the field of the function α is
illustrated in Fig. 1, where we show the distribution αw

of this function at the wall for the first three iterations.
Abscissa x = 0 in the plots corresponds to a minimum
nozzle cross section. It is clear that even zero iteration
gives the solution close to the exact one in spite of the
fact that αw near the throat decreases by a factor of
three.

In Fig. 2, we show the distributions of pressure at
the axis and the wall for the first two iterations, the
pressure being normalized to the stagnation pressure
pst . We may notice that the zero iteration also yields a
good approximation for the pressure field. The conver-
gence of the viscosity coefficient cf at the wall is illus-
trated in Fig. 3. Even the first global iteration yields the
distribution of cf along the wall close to the exact one.
In Fig. 4, we show the calculated (accurate to zeroth
and first iterations) and measured [7] isolines of the
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0
–3 –2 –1 0 1 2 3 4

1
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p pst⁄
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Fig. 2. Distributions of pressure (1) on the axis and (2) at the
wall. Dashed and solid lines correspond to the zeroth and
first iteration, respectively.
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Mach number in the nonviscous region of the nozzle
throat. Even the first iteration yields the solution for the
velocity field close to the exact one.

Thus, for the model of viscous flow [1], we obtained
an ultra-fast algorithm for computations of the entire
flow field at moderate and high values of the Reynolds
number and at arbitrary Mach numbers. A novel hyper-
bolic model is constructed, which reproduces the pres-
sure field for an arbitrary streamline curvature. If we
choose this model as the initial approximation, the
algorithm converges in one iteration.
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MECHANICS
Nonlinear Response of a Layer to Pulse Action
in Diagnostics of Small Inhomogeneities
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Nonlinear methods in acoustic diagnostics attract a
particular interest owing to their potentialities in solv-
ing important applied problems [1, 2]. Giant nonlinear
response, observed at acoustic irradiation of micro-
scopic gas bubbles in liquids, cracks and fluid-filled
pores in solids, and compressed contact of rough sur-
faces, is used in diagnostics of materials of industrial
and geological structures [3–8]. For example, the mag-
nitude of acoustic response of a bubble cluster in water
corresponds to the nonlinearity parameter ε ~ 103,
whereas for bubble-free water, this parameter is equal
to 3.5, and for air, ε = 1.2. Among the applications of
nonlinear methods to medical diagnostics, we outline
the preparation of microbubble-based contrast agents
of the Albunex type for the ultrasonic visualization of
blood flow and development of distant elastometry meth-
ods to measure the shear elasticity of soft tissues [9, 10].

Generally speaking, reconstruction of characteris-
tics of a scattering inhomogeneity requires an analysis
of complicated inverse problems like those of computer
tomography [11]. To succeed in solving them, we need
direct data on the nonlinear reflection, transmission,
and scattering of waves, but there is a lack of such data.
This suggests generalizing solutions to classical linear
problems by considering them in a nonlinear formula-
tion.

The problem of the plane-wave incidence upon a
layer is of particular interest. It is rather simple and
could be solved analytically. In addition, it is closely
related to the response of a shroud of bubbles floating
up in water [4] or that of a rough planar contact [7].
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Finally, the layer serves as a model for more compli-
cated inhomogeneities; its response enables us to
reconstruct the spectral composition and the field struc-
ture of other nonlinear scatterers.

We now consider the layer with plane boundaries
located at x = 0 and x = h.

The medium within the layer is characterized by
density ρ0 , velocity of the sound wave propagation c0 ,
and the nonlinearity parameter ε0 . The layer is sur-
rounded by the medium with the corresponding param-
eters ρ1, c1 , and ε1 . We assume that the impedance ratio
and the wave thickness of the layer are small,

(1)

Here, t0 is the characteristic time, i.e., the inverse fre-
quency of the pulse action. An exact solution to the lin-
ear problem [12] allows us to pass to limit (1); namely,

(2)

which corresponds, for example, to a thin air layer in
water or to a crack inside a solid. In (2), the following
notation is accepted: τ = t/t0; pi and pt are the shapes of
the pulse incident onto the layer (from the side of neg-
ative x onto the boundary x = 0) and for the pulse passed
through the layer to the region of x > h, respectively; pr
is the shape of the reflected signal propagating towards
the incident signal; and p+ and p– stand for two waves
inside the layer propagating toward the positive and
negative directions of the x-axis, respectively.

The profile of the transmitted signal can be
expressed in terms of the incident signal by the rela-
tionship

(3)

According to (2), the reflected signal is proportional
(with the opposite sign) to the derivative of (3), or is
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equal to the difference pr = pt – pi . It can also be easily
shown that profiles pr and pt are mutually orthogonal,
the sum of energies transported by these waves is
exactly equal to the energy of the incident pulse pi . In
addition, for a thin layer, the pressures in all three
regions, x < 0, 0 < x < h, and x > h, are mutually equal
for any time moment: pi + pr = p+ + p– = pi . Evidently,
this equality remains valid for the nonlinear problem
as well.

A similar approach with account taken of the non-
linear properties of the layer results in the following
equation instead of (2):

(4)

Here, p = p+ + p– is the internal field within the layer (its
temporal variation reproduces the shape of the trans-
mitted pulse). Expression

(5)

describes the pressure dependence of the density. The
right-hand side of (5) is a power series expansion in
terms of p, which is valid for a weakly nonlinear
response; ε0 and χ0 are the quadratic- and cubic-nonlin-
earity coefficients, respectively. Note that, in many
cases, the response cannot be treated as a weak one.
Below, an example of the exact solution will be pre-
sented. Finally, under the necessity of taking into
account the medium “memory” in the equation of
state (5) (or in the analogous relation between tension
and strain in solids), more general functional relations
should be used instead of (5), e.g., the series of the Vol-
terra–Frechet type.

In the case of the layer formed by the bubble shroud
in water, the first terms in such a series can be easily
calculated,

(6)

where

(7)

and the following notation [13] is introduced:

d
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0
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2 δ2–
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2 δ2–( ) ω0t2( ) ω0t3( ),sinsinsin=
(8)

Here, R0 and n are the equilibrium radius of the bubbles
and their number per unit volume, respectively; ω0 is
the resonance frequency of an individual bubble.

Usually, the Q factor ω0/(2δ) for oscillations in the
layer is small, and the layer response can be described
by (4), where factor ζ should be replaced by ζ /(v∆). In
other words, the factor here differs from that in the pre-
vious case by the presence of the volume concentration

v = n(4π /3) of the gas.

For the case of the contact between rough surfaces
[6, 7], Eq. (4) takes the form

(9)

where

(10)

Here, E is the Young modulus of the medium, w(l) is the
probability distribution for the heights of microscopic
bumps on the rough surface, and h0(P) is the equilib-
rium thickness of the layer (in the absence of a probing
signal), which depends on applied static pressure P.

Thus, the response of a given array of inhomogene-
ities obeys Eq. (4). Under approximation of weak qua-
dratic nonlinearity, linear part p(1) of the response and
nonlinear part p(2) can be calculated using a couple of
equations following from (4):

(11)

Note that the integral of p(2) should vanish.

In Fig. 1a, we show the linear p(1) (dashed curves)
and the total (solid curves) response to the probing
compression pulse (17). The curves were calculated for

ζ/∆ = 1 at three values of parameter b = 2ε0p0/( ρ0):
b = 1.0, 2.5, and 5.0.

In the case of the layer exposed to a periodic signal
pi = p0sin(ωt), under condition τ @ ∆/ζ, we obtained the
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nonlinear response at a frequency of 2ω,

(12)

The response attains its peak value  at ζ /∆ ≈ 2.2 for
h ≈ 0.14λζ . In the absence of inhomogeneities over the
layer thickness h, the response at the second harmonic

would have amplitude equal to  [13]. The ratio of
these amplitudes,

, (13)

is determined, first of all, by the ratios of the densities
of the media under study and of the sound velocities in
them, but not by their nonlinearity ratio. For the air
layer surrounded by water, estimate (13) yields the
value of 5.4 × 107. In the case of a liquid layer involv-
ing air bubbles, the factor v should appear in expres-
sion (13). For the concentrations v ~ 10–4, the ratio
in (13) is on the order of several thousands. This result
agrees well with the experimental data in [4].

We now consider a strong deformation of the layer
using the nonpower dependence (5):

(14)

Model (14) provides a satisfactory description for
the typical behavior of ρ(p) for condensed media;
namely, the slowing down of density increase with
increasing pressure (induced by increased “rigidity” of
the medium), a rapid decrease in the density under the
applied stretching forces, and the existence of the lim-
iting negative pressure –p*.

The problem specified by (4) and (14) is solved
exactly. For the unsteady (pulse) response, the solution
has the form

(15)

Here, C is the integration constant, b = p0/p*, and the
shape of the probing pulse is given by the expression pi =
p0ϕ(t/t0). The solution to (15) takes the simplest form

(16)
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for the unipolar probing pulse

(17)

Here, H is Heaviside function and the signs “plus” and
“minus” relate to the compression and decompression
pulses, respectively. The shapes of the response for the
layer exposed to the compression and decompression
pulses are shown in Figs. 1a and 1b, respectively. The
curves correspond to the values of parameters ζ /∆ = 1,
b = p0/p* = 1.0, 2.5, and 5.0. We can see that increase

in b results in the significant deviation of positive non-
linear response (solid curves) from the linear response,
whereas the negative response (see Fig. 1b) becomes
unrecognizably distorted. As we should expect, the
negative pressure values are limited by –p*.

In addition, it is very interesting to analyze the
strongly nonlinear steady-state response to the har-
monic signal, which can be considered to be a gener-
alization of result (12). The corresponding exact solu-
tion to (4) and (14) has the form

ϕ τ
1 τ2+
--------------H τ( ).±=

2.0

1.5

1.0

0

–1.0

–1.5

–2.0

5

1.0

2.5

5.0

1.0

2.5

p/p*

t/t0

(a)

(b)

b = 5.0

0.5

0.5

10

Fig. 1. Response of the layer exposed to the unit pulse of
(a) compression and (b) decompression. Solid curves corre-
spond to the total response, dashed lines correspond to the
linear part p(1) of the response. The curves are calculated for
ζ/∆ = 1 at three values of parameter b.
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(18)p
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 exp
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where In are the modified Bessel functions, ϕ1 was
specified above (see (12)). The shape of response (18)
is illustrated in Fig. 2a for ζ/∆ = 1 and b = 1, 2, 5, 10. It
behaves as a periodic sequence of sharp compression
peaks intermittent by smoothed decompressions not
exceeding the limit p = –p*. The spectrum presented in

Fig. 2b for b = 10 consists of many multiple harmonics.
The amplitudes of the second and the third harmonics
are comparable to the response amplitude at the basic

(a)
p/p*

b = 5.0

b = 10

b = 2.0

b = 1.0

5

4

3

2

1
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0

2 4 6 8 10 120 ωt

0.18

0.16

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0 5 10 n

(b)

Fig. 2. (a) Shape of the steady-state response to the har-
monic excitation for ζ/∆ = 1 at b = 1, 2, 5, 10. (b) Response
spectrum for b = 10.
frequency of the probing signal. Similar behavior of
profiles and spectra was observed in experiment [7].
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For enhancing the amplitude of shock waves, Zaba-
bakhin [1] proposed to employ a multilayer system of
alternating bodies made of “light” and “heavy” materi-
als with a thickness decreasing in the direction of the
motion of the bow shock wave. Such a process is
referred to as the unlimited cumulation effect. Laptev
and Trishin [2] and Bolchan and Cowen [3] considered
this effect in the multilayer obstacle with decreasing
(increasing) acoustic stiffness. In 1978, the authors of
the present paper, using mathematical simulation for
solving the problem of high-speed expansion in a sys-
tem of distributed coaxial cylindrical shells separated
by layers of explosives, constructed another example of
the unlimited cumulation effect, which was called the
multistep method for acceleration of plates and shells [4].
As became apparent after a number of years [6], a sim-
ilar scheme, referred to as the cascade scheme, had
been proposed and considered by Zababakhin (1948)
and Al’tshuler (1951) for shells converging to an axis of
symmetry. The dominant mechanism for obtaining
high velocities in the cascade scheme involves [6, 7] a
pulsed interaction of plates (shells) with decreasing
masses (the increase in their velocities follows from the
law of the momentum conservation) and throwing the
plates in cascades by explosion products produced
within an overcompressed detonation regime. Nonethe-
less, employing the same mechanism, the authors of the
present paper concentrated their attention mostly on the
search for an efficient scheme to deliver the energy pro-
duced by an explosive from the peripheral regions of
the explosive to a plate (shell) being thrown by the use
of intercessory plates (shells). In the case of electrody-
namic acceleration, the main emphasis was put on the
active involvement of these plates (shells) in creating a
high-performance plasma piston.

The efficiency of the explosive-energy delivery to a
body (plate, shell) is known to be rather low for large
values of the load parameter η = mex/mt @ 5, where mex
and mt are the masses of an explosive and a body being
thrown, respectively. This is due to the fact that the
energy almost does not arrive at the active part of a

Institute of Theoretical and Applied Mechanics, 
Siberian Division, Russian Academy of Sciences,
ul. Akademicheskaya 4/1, Novosibirsk, 630090 Russia
1028-3358/00/4509- $20.00 © 20489
charge from regions of the explosive situated far from
the bodies. For delivering this energy to a body being
thrown, it was proposed to separate an explosive
(according to a certain procedure) into a number of spa-
tially distributed layers and to attach a plate-intermedi-
ary (stage) to each of them. In this way, it was possible
to increase the efficiency of the energy transfer from
peripheral regions of an explosive to a body being
thrown. At this point, it is important to efficiently use
the energy of the explosive stages. Namely, at the first
stage (in the course of the explosive detonation near a
free surface), the explosive-energy delivery to a plate
being thrown is attained in the most efficient way for
η ≈ 2.5 [5], see Fig. 1a. At subsequent stages, the max-
imum efficiency can be found according to Fig. 1b (the
estimate corresponds to the limiting case, i.e., a fixed
wall). The calculations have shown that about 3–5% of
the initial-explosive energy is left in each cascade after
completion of the throwing process even for a reason-
able trade-off in its parameters. The value of the gap
between cascades was chosen in such a way as to pro-
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(b)

η

β

(a)

Fig. 1. Coefficient β = Et /Eex of the explosive-energy trans-
fer to the plate being thrown as a function of the loading
coefficient: (a) initiation at a free boundary; (b) initiation at
a rigid wall; points denote the data obtained by E.I. Bichen-
kov and V.A. Lobanov.
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vide the maximum velocity in the plate acceleration
process.

Two limiting interaction mechanisms for interces-
sory plates can be considered when the plates collide
through the intermediate layer of the explosive: (1) The
impact through “elastic” interlayer; in this case, if the
explosive-layer mass is smaller by a factor of four than
the mass of the thinner plate, then we have

where Vt, Vs are the velocities of the plates being
thrown and being struck with masses mt and ms, respec-
tively; k = 1. (2) The bulk of the detonation-product
power will be spent on plate throwing if the striker
energy is higher than the explosive energy by a factor
exceeding 2.5. In contrast to [8], in this case, coefficient
k is not a constant. Based on numerical calculations for
an inactive gas-dynamic interlayer with the adiabatic
index γ and mass mg, it was found that

for the value of explosive mass mex, the following rela-
tionship can be used for a rapid estimate:

Here, k1 < 1, Eexis the total initial energy of an explo-
sive, and Es is the kinetic energy of a plate-striker.

The comparison between the results of calculations
for a one-dimensional problem of collision of two
plates of adjacent stages with either the intermediate
gas layer (Zababakhin [1]) or an explosive of the same
mass with equal initial energy consumption (in the case

V t
2V sk

1 mt/ms+
-----------------------= ,

k 0.94
mg

mg ms+
------------------ 

 
γ
;–=

k 0.94
mex

mex ms+
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Fig. 2. The coefficient of the explosive-energy transfer to a
body being thrown for (1) the Zababakhin scheme and
(2) for the multistep scheme.
of an explosive, the striker energy is reduced by the cor-
responding amount) demonstrated that the maximum
velocities of the body being thrown are the same for
both the Zababakhin method and the multistep method
for the parameters under consideration. However, in the
case of the explosive, the plate-acceleration process
evolves faster by an order of magnitude. Depending
upon the aims of employing the methods, this fact can
have either positive or negative implications. Figure 2
presents the energy-transfer coefficient as a function of
ratio ms/mt for the Zababakhin method (β = Et/Es,
where Et is the kinetic energy of a plate being thrown)
and the multistep method [β = Et /(Eex + Es)].

In the outlined throwing scheme, the energy of the
explosive layers is naturally released at the initial stage
of the interaction of bodies for each stage, and it is not
always possible to use this energy efficiently. The rail
electrodynamic accelerator (railgun) is one of the effi-
cient means for adding energy to a system during the
throwing process.

From the late 1970s (see the pioneering paper [9]),
obtaining hypervelocities (exceeding 10 km/s) by
accelerating macroscopic bodies using a railgun in the
plasma-piston regime has received much attention. The-
oretical studies gave grounds for optimistic predictions;
however, the throwing velocities actually attained for
bodies with masses of 1–3 g did not exceed 6–7 km/s
[10, 11]. The majority of investigators, one way or
another, associate the limitation on the throwing veloc-
ity with the erosion paradigm, when the erosion of the
channel-wall material brings about a variety of negative
effects, among which are secondary breakdowns in the
plasma-piston track, increase in the piston mass, turbu-
lent flow, loss of stability, etc. [11–13].

We propose to employ the distributed laminated
throwing schemes discussed above for the magneto-
plasma acceleration of macrobodies by a railgun. The
main part of such a system is of the “body–plasma–
body” type. The distinctive feature of this system is the
energy input into an intermediate plasma layer, which
is distributed in time and actually controllable. More-
over, the “pinching” of a plasma piston between a
striker and a body being thrown allows us to make the
plasma piston compact in order to avoid, in part, the
undesirable effects related to the electrode erosion and
the loss of the plasma piston stability, to optimize the
shock-wave mechanism of interaction for the system
consisting of plasma and a body being thrown, and,
eventually, to increase the throwing velocity.

This system was experimentally studied using a
double-stage railgun plasma piston (the total length of
the acceleration route is 0.7 m, the cross section is a
square with a 10 mm side) having a capacitive power
supply with 0.8 MJ of the total stored energy. Both
stages (sections) are electrically decoupled; the capaci-
tance of a capacitor battery for the first and second sec-
tions is 0.036 F and 0.0085 F, respectively; the operat-
ing voltage is 2.2 kV. The stages are separated by
DOKLADY PHYSICS      Vol. 45      No. 9      2000
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a dielectric spacer 195 mm long made of caprolan; the
active length of the copper electrodes of the second sec-
tion is 230 mm. The striker is accelerated up to the
velocity of 1.7 km/s at the first stage and interacts with
a body being thrown through the plasma piston at the
second section of the accelerator (Fig. 3c). The striker
velocity is determined from discrete experiments with
a shortened channel without the second section and, in
addition, is controlled by magnetic sensors [14] (the
base is 30 mm) located inside the channels at the exit of
the first stage. The velocity of the body being thrown is
determined by the conventional method employing
loop targets (the base is 380 mm, the relative error in
the velocity determination is no more than 1%) and is
calculated for the channel cut by the formula Vt =
Vexp(αx), where V is the velocity determined with loop
targets; α = 0.11 m–1 is the ballistic coefficient for a
cubic body; and x = 0.740 m is the distance from the
channel cut to the first loop target. The striker and the
body being thrown are made of polycarbonate. The
plasma piston is initiated by an explosion of a copper
foil with mass 0.14 g. Comparative experiments were
carried out on plasmadynamic acceleration of a body
being thrown without wasting by a striker, with a start
being performed from both a free boundary (Fig. 3a)
and a rigid boundary (Fig. 3b). The current amplitude
for the second section is 125 kA and is independent of
the arrangement of the plasma piston rear boundary.
The calculated instant for the beginning of the interac-
tion between the striker and the plasma piston is chosen
in the rising branch of the current for the second stage.
The results of the experiment are summarized in the
table (E is the energy stored in the capacitor battery).
The energy-transfer coefficient is defined as βtr = Et/E
for the “plasma–body” scheme. Two limiting cases are
possible for the “body–plasma–body” scheme: (1) the
striker completely loses its energy as the result of the
interaction, and then βtr = Et/(E + Es); (2) the velocities
of bodies as they leave the second section are equal to

βtr = Et + ms /(E + Es). From the table, it follows

that employing the distributed-acceleration scheme
with the plasma piston “pinching” allows us to increase
significantly the velocity of a body being thrown (by
the factor 4 and by about 75%, as compared to the

-
 1

2
--- V2

t 

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“plasma–body” case of, with a free rear boundary and
with a rigid wall, respectively).

The advantage of the acceleration scheme proposed
is the possibility of cyclic accumulation of stages, and
the first stage could be accomplished according to the
gas-dynamic scheme of throwing. The process of accel-
eration of a body being thrown can be optimized by
varying the striker velocity, its mass, the instant of the
beginning of the interaction with the plasma piston, and
the function of the power input. This gives the promise
of exceeding the critical velocities (6–7 km/s) now
attained by the railgun.

We may conclude that the implementation of inter-
cessory plates (bodies) in the multistage throwing
scheme provides an opportunity to enhance the active
mass of an explosive. In the railgun, this allows us to
improve the power performance of the plasma piston,
including the formation of H pinched discharge, to
eliminate the possibility of secondary breakdowns in
the trace, and to enhance the throwing velocity through

(a)

(b)

(c)

1 2 3

Fig. 3. The arrangement of the rear boundary of a plasma
piston for the second section of the accelerator:
(a) “plasma–body,” free boundary; (b) “plasma–body,” rigid
boundary; (c) “body–plasma–body,” movable boundary;
(1) striker; (2) plasma piston (the arrow indicates the current
direction); (3) the body being thrown.
Table

Striker Plasma Body being thrown Rear boundary 
of the plasma 

piston
βtr , %

ms, g Vs, km/s Es, kJ E, kJ mt , g Vt , km/s Et, kJ

– – – 20.6 1.0 0.43 0.09 Free 0.45

– – – 20.6 1.0 1.0 0.50 Rigid 2.4

2.7 1.7 3.9 20.6 1.0 1.75 1.53 Movable 6.1–22.8
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the transfer of kinetic energy stored by intercessory
striking plates to the energetically active layer.
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We analyze the problem of a single-sided contact of
a circular die with a flat basement. The a priori
unknown boundary of the contact area is assumed to be
close to a circle. Based on asymptotic constructions, we
derived a resulting problem for the function describing
a contact-area variation. We also found the asymptotic
solution to this problem.

1. It is well known [1] that the solution to the axially
asymmetric contact problem concerning an inclined
circular die with a plane basement exerting pressure
without friction onto an elastic half-space was first
found by V.M. Abramov [2]. For the contact pressure,
the following expression was obtained:

(1.1)

Here, E and ν are the Young modulus and the Poisson’s
ratio, a is the radius of the die basement, and δ0 and β2
are the translational displacement of the die and its
angle of rotation about the Ox2-axis. For |β2| > (2a)–1δ0 ,
relationship (1.1) yields negative values and, thus,
results in the necessity to introduce unilateral con-
straints in the calculation.

The structure of the solution to a contact problem
for a significantly inclined die was investigated by
V.L. Rvachev and V.S. Protsenko [3]. In monograph
[4], the results of numerical calculations are presented.
A related problem with a semi-known boundary of
nearly circular contact area was studied by A.B. Kovura
and V.I. Mossakovskiœ [5] (see also review paper [6]).

In this paper, we construct an asymptotic solution to
the problem for an inclined die using the method of
S.A. Nazarov [7] and assuming that the contact is
nearly circular. We derive a resulting problem allowing
us to determine the boundary of contact area and
present the asymptotic form of its solution.

2. Formulation of the problem. Let Γ be a circle in
the plane x3 = 0 of radius a with the center in the origin

p0 x1 x2,( ) E

π 1 ν2–( )
----------------------

δ0 2β2x1–

a2 x1
2 x2

2––
-------------------------------.=

Admiral Makarov State Marine Academy, 
Kosaya liniya 15A, St. Petersburg, 199026 Russia
1028-3358/00/4509- $20.00 © 0493
of coordinates. We consider the problem of a single-
sided contact (see [8, 9], etc.) concerning a die with a
disk-shaped flat foundation ω with the boundary Γ
indented into the elastic half-space x3 > 0. Using the
Papkovich–Neœber representation, we reduce the prob-
lem (see [10, 11]) to finding a harmonic function u van-
ishing at infinity and satisfying the boundary conditions

(2.1)

(2.2)

The contact area ωε with boundary Γε is determined by
the condition that the contact pressures should be
positive:

(2.3)

We denote a small positive parameter as ε and put

(2.4)

In this case, contour Γε is nearly circular and can be
described by the equations

(2.5)

Here, σ is the polar angle, and hε is the continuous func-
tion to be determined.

3. Asymptotic expansions near a sharp edge of
the die. In the vicinity of Γ, we introduce local coordi-
nates y1, y2, and σ related to the Cartesian coordinates
by the formulas x1 = (a – y1)cosσ and x2 = (a – y1)sinσ,
and x3 = y2. In the planes normal to Γ, we introduce
polar coordinates r and ϕ so that y1 = rcosϕ and
y2 = rsinϕ with ϕ ∈ [0, π].

Let v0 be a solution to the limiting problem (ε = 0).
It is known (see, e.g., [1, 7]) that the following

∂3u x( ) 0, x3 0, x1 x2,( ) ω;∉= =

u x( ) δ0 β2x1, ∂3u x( ) 0,≤–≥

u x( ) δ0– β2x1+[ ]∂ 3u x( ) 0,=

x3 0, x1 x2,( ) ω.∈=

p x1 x2,( ) α 1– ∂3u x1 x2 0, ,( ),–=

α 2 1 ν2–( )E 1– .≡

β2 β2
0 εβ2

1, β2
1 0; β2

0>+ 2a( ) 1– δ0.= =

x1 a hε σ( )–( ) σ,cos=

x2 a hε σ( )–( ) σ.sin=
2000 MAIK “Nauka/Interperiodica”
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representation is valid for function v0:

(3.1)

 

where K0(σ) is the coefficient characterizing the inten-
sity of compressing stresses and κ = a–1 is the curvature
of circle Γ. Correspondingly, for the density of contact
pressures, we find, taking into account condition (2.3)
as r  0, 

(3.2)

Comparing (3.2) with the expansion of function (1.1),
we obtain 

(3.3)

4. Asymptotic behavior of the stress-intensity
coefficient. We denote the solution to the mixed prob-
lem as vε when (2.2) is replaced by the boundary con-
dition 

In papers [12, 13, 7], the principal terms of the
asymptotic behavior for the stress-intensity coefficient
correspond to vε at the Γε edge. According to [7], we
have

(4.1)

Here,

(4.2)

and B is the singular integral operator acting in accor-
dance with the formula

(4.3)

In the case under study, b(σ) ≡ 0, dsτ = adτ, and the ker-
nel of operator (4.3) has the form [13]:

(4.4)

5. Resulting problem for determining the con-
tact-area boundary. We require that the contact pres-
sures vanish at the disturbed section of boundary Γε
[see (2.2)]. This requirement implies the absence of sin-

v 0 x( ) δ0 β2
0a σ α 2π 1– r( )1/2

K0 σ( ){+cos–=

× 1 4 1– κr–( ) ϕ /2( ) 3 1– k0 σ( )r 3ϕ /2( ) }sin+sin

+ β2
0y1 σ O r2( ), r         0,+cos

p0 x1 x2,( ) 2πr( ) 1/2– K0 σ( ) k0 σ( )[+{–=

– 4 1– κK0 σ( ) ]r } O r3/2( ).+

K0 σ( ) 2α 1– πa( ) 1/2– δ0 2β2
0a σcos–( ),–=

k0 σ( ) α 1– πa( ) 1/2– a 1– δ0 2β2
0 σcos+( ).–=

v ε x1 x2 0, ,( ) δ0 β2x1, x1 x2,( ) ωε.∈–=

Kε σ( ) K0 σ( ) εK1 σ( ) B K0hε; σ( )+ +∼

+ hε σ( ) b σ( ) 2 1– k0 σ( ) 4 1– K0 σ( )κ+ +[ ] .

K1 σ( ) 4α 1– πa( ) 1/2– β2
1a σcos=

B H; σ( ) v.p. H τ( ) H σ( )–[ ]Z τ σ,( ) sτ .d

Γ
∫=

Z τ σ,( ) 2π( ) 1– 2a τ σ–( )/2[ ]sin( ) 2– .=
gularities at points of Γε lying inside ω:

(5.1)

The tensile stresses are prohibited by the relationship

(5.2)

Finally, we must add the following condition to (5.1)
and (5.2) since the contact area can only decrease:

(5.3)

Substituting the asymptotic expression for Kε(σ),
which was taken from (4.1) to (5.1) and (5.2) and taking
into account (4.2) and (4.4), we obtain the following
implications:

(5.4)

(5.5)

Here, we have according to (3.3) and (4.2) that m0(σ) =

δ0(1 – cosσ) and m1(σ) = 2 acosσ.

Relationships (5.3)–(5.5) form the problem allow-
ing us to determine function hε .

6. Asymptotic solution to the resulting problem.
It is easy to see that in the case of a negative right-hand
side of inequality (5.5), the necessary condition for
hε(σ) = 0 is met. Neglecting the second term in (5.4),
we find the first approximation

(6.1)

(6.2)

Thus, the tearing off occurs along the arc of length

2a(  + O(ε)). This fact agrees with the results of [14],
where the parameter determining the gradient displace-
ment of the contact boundary is found from the solution
to a one-dimensional extremal problem. From (6.1), it
immediately follows that the penetration depth for the
front (free of stresses) surface of the elastic basement
under the die obeys the following relationship at small

values of parameter ε: hε(0) = a( )2 + O(ε3/2).

7. The asymptotic behavior of the contact pressure
can be easily obtained using the results from [7]. Note
only that, in the neighborhood of a disturbed portion of
boundary Γε, the boundary-layer phenomenon arises.
Problems similar to (5.3)–(5.5) were previously
reported in [7, 15]; their solvability was investigated by
reducing to the corresponding variational inequality.
The application of the method reported in [7] to the

hε σ( ) 0 Kε σ( )⇒> 0.=

hε σ( ) 0 Kε σ( ) 0.≤⇒=

hε σ( ) 0.≥

hε σ( ) 0
δ0

2a
------hε σ( ) B m0hε; σ( )+⇒>

=  εm1 σ( ) m0 σ( );–

hε σ( ) 0
1

2πa
---------⇒= v.p.

m0 τ( )hε τ( )

4 τ σ–( )/2[ ]sin
2

---------------------------------------- τd

π–

π

∫
≥  ε m 1 σ( ) m 

0 σ( ) .–

β2
1

hε σ( ) a σε
0( )2 σ2–( ), σ σε

0;≤=

σε
0 ε1/2 2β2

1/β2
0.=

σε
0

σε
0
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problem of tearing off a noncircular (for example, ellip-
tic) die implies the necessity of having an explicit rep-
resentation for the kernel of operator B. However, this
information is unnecessary in obtaining results similar
to (6.1) and (6.2).
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A steady-state motion of a viscous incompressible
fluid in a bounded domain Ω ⊂ R2 with the boundary S
is reduced to the solution to a set of nonlinear partial
differential equations [1]:

(1)

(2)

where v, p, and f are the fields of velocities, pressure,
and mass forces, respectively; and µ is the viscosity (a
positive constant). In problem (1), (2), no boundary
conditions for pressure are present in the physical for-
mulation. In turn, this fact hampers obtaining the
numerical solution to the equation for a viscous incom-
pressible fluid. The numerical solution to problem (1),
(2) in the natural variables was studied in [2, 3],
wherein the boundary conditions for pressure were
approximately specified. Finding numerical values of
pressure is reduced to solving the Poisson equation
with the Neumann boundary conditions in which
unknown velocity values are involved. As a result, it is
difficult to analyze the stability of the proposed numer-
ical algorithm and the correctness of solving a differ-
ence scheme. On the other hand, it is difficult to find the
numerical solutions to problem (1), (2) in an arbitrary
domain Ω with curvilinear boundaries S using the dif-
ference schemes proposed in [2, 3].

One of the methods for finding the numerical solu-
tion to problem (1), (2) in an arbitrary domain is the
well-known method of fictitious domains [4, 5].

In this paper, we consider one of the versions of the
fictitious-domain method for problem (1), (2). The
essence of the method is the following. We set zero
boundary conditions for the tangential component of
the velocity vector and pressure at the boundaries of

v ∇⋅( )v µ∆v ∇ p– f ,+=

divv 0,=

v
S

0,=

Al-Farabi State University of Kazakhstan, 
ul. Vinogradova 95, Almaty, 480012 Kazakhstan
1028-3358/00/4509- $20.00 © 20496
auxiliary domains. The latter condition makes it possi-
ble to reduce the problem of finding the pressure to the
solution to the Dirichlet problem for the Poisson equa-
tion, which can be solved by an efficient numerical
method [4, 6].

1. Modeling the boundary conditions for pres-
sure. Let domain D envelope totally domain Ω , Ω ⊂ D,
S ∩ S1 = ø, D1 = D/Ω, where S1 is the boundary of
domain D. In this case, we consider an auxiliary prob-
lem in D with a small parameter:

(3)

with the boundary conditions

(4)

where τ is the tangent vector to boundary S1,

Actually, domain D is assumed to be a rectangle in
planar problems and a rectangular parallelepiped in
spatial problems.

We introduce a set of infinitely differentiable vector
functions v(x) solenoidal in D and with zero tangential
components at S1:

We denote the spaces obtained by closing m(D) in

norms L2(D) and (D) as V and V1 and their conju-

gate spaces as V* and , V and V* are assumed being
identical.

v
ε ∇⋅( )v ε µ∆v ε ∇ p

ε
– f

ξ x( )
ε

-----------v
ε
,–+=

divv
ε

0=

v
ε τ

S1
⋅ 0, p

ε
S1

0,= =

ξ x( )
0 in Ω
1 in D1 D/Ω.=




=

m D( )

=  v x( ) v x( ) C
∞

D( )∈ divv  = 0 v x( ) τ
S1

 = 0⋅, ,{ } .

W2
1

V1*
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Definition 1. The generalized solution to problem (3),
(4) is the vector function v(x) ∈ V1, which satisfies the
integral identity

(5)

for each vector function Φ ∈ V1 , where

K(x) is the doubled curvature of the boundary S1 and n
is the external normal to the boundary S1 . The function
f is continued by zero outside Ω . We assume that K(x)
is a nonnegative function.

Theorem 1. Let domain D ∈ R3 , boundaries S and
S1 be smooth, and K(x) ≥ 0. In this case, at least one
generalized solution to problem (3), (4) exists and the
following estimate takes place for this solution:

(6)

in the case of a reasonably small ε > 0.
Theorem 1 is proved by the Galerkin method. We

seek an approximate solution to problem (3), (4) in the
form

where ωj is the orthonormal basis of space V1  and con-
stants ξj can be found from the set of nonlinear alge-
braic equations

(7)

To prove the existence of a solution to nonlinear
algebraic equations, we use the Braner lemma [7].

Theorem 2. Let all the conditions of Theorem 1 be
met. In this case, the generalized solution to problem (3),
(4) converges to the generalized solution to problem (1),
(2) as ε  0.

By virtue of relationship (7), we can select from
sequence {vε} the subsequences, for which we have:

vε  v weakly in (Ω),

vε  v strongly in L4(Ω),

vε  v strongly in L2(S1).

µ ∇ v ε ∇ Φ,( )D
1
ε
--- v

ε Φ,( )D1 v
ε ∇⋅( )Φ v

ε,( )D+ +

+ µ K x( ) v
ε Φ,( ) S1 v

ε( )
2
v

ε
n⋅( )Φ S1d

S1

∫+d

S1

∫  = f Φ,( )D

u v,( )D uv x,d

D

∫=

K x( ) v ε 2
S v

ε
V1

1

ε
------ v

ε
L2 D1( ) C f

V1
*

≤+ +d

S1

∫

v N
ε

x( ) ξ jωj,
j 1=

N

∑=

µ ∇ v N
ε ∇ ωj,( )D

1
ε
--- v N

ε ωj,( )D1 v N
ε ∇( )v N

ε ωj,( )D+ +

+ µ K x( ) v N
ε ωj,( ) S1d

S1

∫ f ωj,( )D, j 1 2 … N ., , ,= =

W2
1
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It is easy to see that v is the generalized solution to
problem (1), (2).

Note. If f ∈ L2(Ω) is reasonably small, it is possible
to estimate the rate of convergence of the solution for
ε  0, namely, to obtain the estimate

In order to remove the condition of a reasonable
smallness of ε, we propose a modified version of the
fictitious domain method. For this purpose, we assume
that the solution v to problem (1), (2) is bounded within
domain Ω by a certain constant M = |v|. We con-

struct the cutting function ηM(u) continuously differen-
tiable and vanishing outside the neighborhood (–M – 1,
M + 1):

(8)

We consider the following auxiliary problem:

(9)

(10)

where hM(vε) = (hM( ), ηM( ), ηM( )).

It turns out that there exists the generalized solu-
tion to problem (3), (4) for an arbitrary ε > 0, and as
ε  0 these generalized solutions converge to the
generalized solution to problem (1), (2).

2. Modeling boundary conditions for the total
head. We rewrite equation (1) in the form

(11)

(12)

where Q is the total head.
For problem (11), (12), we consider the following

version of the fictitious-domain method:

(13)

(14)

The following theorem holds:

Theorem 3. Let K(x) ≥ 0, f ∈ (D), and S and S1

be continuous. In this case, at least one generalized

v
ε

v– W2
1 Ω( ) Cε3/4

.≤

Ω
max

ηM u( )
u, u M≤
0, u M 1.+≥




=

hM v
ε( ) ∇⋅( )v ε( ) µ∆v ε ∇ p

ε
–

ξ x( )
ε

-----------v
ε

– f ,+=

divv
ε

0,=

v
ε τ

S1
⋅ 0, p

ε
S1

0,= =

v 1
ε

v 2
ε

v 3
ε

rotv v× µ∆v= ∇ Q– f ,+

divv 0, Q p
v

2

2
---------,+= =

v
S

0,=

rotv
ε

v
ε× µ∆v ε

= ∇ Q
ε

–
ξ x( )

ε
-----------v

ε
– f ,+

divv
ε

0,=

v
ε τ

S1
⋅ 0, Q

S1
0.= =

V1*
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solution to problem (13), (14) exists and the following
estimate holds true for it:

(15)

for an arbitrary ε > 0. The generalized solutions to
problem (13), (14) are reduced to the generalized solu-
tion to problem (1), (2) as ε  0. Furthermore, the
following estimate is valid for a sufficiently small value
of :

where C is the positive constant independent of ε. 
3. Modeling boundary conditions for pressure

and total head in the case of the unsteady Navier–
Stokes equations. The problem on a unsteady motion
of a viscous incompressible fluid is reduced to solving
the set of differential equations 

(16)

(17)

Problem (16), (17) is solved by the fictitious-
domain method:

(18)

(19)

Definition 2. The generalized solution to problem

(18), (19) is function vε,  ∈  L2(0, T; V(D)), vε ∈
L2(0, T; V1(D)), satisfying the integral identity

for arbitrary Φt ∈ L(0, T; V1(D)), Φ ∈ L2(0, T; V(D)),
Φ(T) = 0.

K x( ) v
ε 2

S v
ε

V1 D( )+d

S1

∫ 1
ε
--- v

ε 2
x C f

V1
* D( )

2≤d

D1

∫+

f L2 Ω( )

v
ε

v– W2
1 Ω( )

2
Cε3/4

,≤

∂v
∂t
------- v ∇⋅( )v+ µ∆v ∇ p– f ,+=

divv 0,=

v
S

0, v
t 0= 0.= =

∂v ε

∂t
--------- v

ε ∇⋅( )v ε
+ µ∆v ε ∇ p

ε
–

ξ x( )
ε

-----------v
ε

– f ,+=

divv
ε

0,=

v
ε

t 0= 0, v
ε τ

S1
⋅ 0,= =

p
ε

S1
0, t 0 T,[ ] .∈=

v t
ε

v
ε Φt,( )D v

ε ∇⋅( )Φ v
ε,( )D+[ ] td

0

T

∫

+ K x( ) v εΦ( ) s µ ∇ v ε∇ Φ( )D td

0

T

∫+d

S1

∫

– v
ε
n( ) v εΦ( ) s f Φ,( )D td

0

T
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Theorem 4. Let f ∈ L1(0, T; L2(D)), ft ∈ L1(0, T;
L2(D)), K(x) ≥ 0, and D ⊂ R2 . In this case, a unique gen-
eralized solution to problem (18), (19) exists and the
following estimates hold true:

Furthermore, as ε  0, the solution to problem (18),
(19) converges to the solution to problem (16), (17)
with the rate

Note. In the case Ω ⊂ R3 , Theorem 4 is valid in the
small with respect to time.

4. Numerical implementation. To illustrate the
efficiency of the proposed method, we considered the
three-dimensional problem of the fluid flow in a pipe
with curvilinear boundaries. The grid equations are
numerically solved using the splitting scheme accord-
ing to the physical processes [2]. To determine the pres-
sure, the elliptic equation with the Dirichlet boundary
conditions is solved by the method of alternating trian-
gles. Numerical calculations were performed in paral-
lelepiped D = {0 ≤ x ≤ 0.5, 0 ≤ y ≤ 1.5, 0 ≤ z ≤ 0.5},
which involves the initial domain with the curvilinear
boundaries. Domain D was covered by the (11 × 21 ×
11) and (21 × 31 × 21) grids. We obtained the numerical
results in a wide range of the Reynolds numbers.

REFERENCES
1. O. A. Ladyzhenskaya, Mathematical Problems in

Dynamics of Viscous Incompressible Fluid (Nauka,
Moscow, 1970).

2. O. M. Belotserkovskiœ, Numerical Simulations in
Mechanics of Continuous Media (Nauka, Moscow,
1984).

3. A. Chorin, J. Comput. Phys. 2, 12 (1967).
4. P. N. Vabishchevich, Method of Fictitious Domains for a

Problem of Mathematical Physics (Mosk. Gos. Univ.,
Moscow, 1991).

5. A. N. Bugrov and Sh. S. Smagulov, in Mathematical
Models of Fluid Flow (Novosibirsk, 1978), pp. 79–89.

6. A. A. Samarskiœ, The Theory of Difference Schemes
(Nauka, Moscow, 1977).

7. J.-L. Lions, Quelques méthodes de résolution des
problèmes aux limites nonlinéares (Dunod, Paris, 1969;
Mir, Moscow, 1972).

Translated by V. Bukhanov

v
ε

t( ) L∞ 0 T ; V D( ),( ) v
ε

L2 0 T ; V1 D( ),( )
2

+

+
1
ε
--- v

ε
L2 0 T ; L2 D1( ),( )
2

C ∞,<≤

v
ε

L∞ 0 T ; V1 D( ),( )
1
ε
--- v t

ε

L2 0 T ; L2 D1( ),( )
+

+ v tx
ε

L2 0 T ; L2 D( ),( ) C ∞.<≤

v
ε

v– L∞ 0 T ; L2 Ω( ),( )
2

v
ε

v– L2 0 T ; W2
1 Ω( ),( )

2
Cε1/4

.≤+
DOKLADY PHYSICS      Vol. 45      No. 9      2000



  

Doklady Physics, Vol. 45, No. 9, 2000, pp. 499–502. Translated from Doklady Akademii Nauk, Vol. 374, No. 3, 2000, pp. 336–339.
Original Russian Text Copyright © 2000 by Sokolova.

                                                         

MECHANICS
Incorrectness of the Chapman–Enskog Method
I. A. Sokolova

Presented by Academician A. A. Samarskiœ November 21, 1999

Received December 24, 1999
The Chapman–Enskog method of successive itera-
tions with the use of expanding perturbation functions
in terms of Sonin polynomials is widely applied in the
calculations of flows in viscous heat-conducting gases
and in the studies of transport properties.

To the first approximation in a small parameter of
the Chapman–Enskog method, the Navier–Stokes gas-
dynamic equations can be derived by solving the linear-
ized Boltzmann equation. Explicit expressions for
molecular flows (including relevant coefficients) are
obtained by solving the integro-differential equations
using variational methods combined with the series
expansion of the distribution function perturbations in
terms of the Sonin polynomials [1]. For them, an infi-
nite system of algebraic equations have been derived,
its order being specified by the number of the Sonin
polynomials ξ kept in the expansion.

In the present paper, we study matrices of the sys-
tem of algebraic equations, which we use to express the
molecular transport coefficients. For actual gas mix-
tures, we show that determinants of these matrices can
vanish in the case of long-range interparticle interac-
tions and under the relevant behavior of the collision
integrals and their derivatives. The matrix in the
denominator turns out to be singular; hence, the system
of algebraic equations has no solutions. This singularity
was originally revealed in the course of computer simu-
lations with very small steps of the temperature grid
and was verified later by theoretical analysis. The sin-
gularity actually manifests itself in an interesting range
of parameters characteristic of partially ionized mix-
tures.

Molecular flows and transport coefficients. The
expression for the heat flux resolved with respect to
thermodiffusion forces can be written as [2]

(1)q –λ—T
5
2
---kT niVi p kTVi,

j 1=

N

∑+
i 1=

N

∑+=
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where λ is the heat conductivity coefficient,  are the
thermodiffusion ratios, Vi are vectors of diffusion
velocities, and ni is the number density of particles of
the ith component.

Coefficients λ and  are expressed in terms of
integral brackets. In final form, they are expressed in
terms of the omega integrals Ω(l, s), which are calculated
based on given interaction potentials and depend on
temperature [3].

In the framework of the ξ approximation with
respect to the Sonin polynomials, the heat-conduction
coefficient [λ]ξ is determined by the first coefficient in
the (ξ) expansion in terms of the Sonin polynomials.
This coefficient is found by solving the following sys-
tem of algebraic equations:

(2)

Elements  are the combinations of integral brack-

ets [ , ] (see [1]), which are formed by Sonin

polynomials  and can be expressed through the
omega integrals.

Thermodiffusion relations (in the ξ approximation
with respect to the Sonin polynomials) can also be
derived from the system of algebraic equations, with
the matrix of coefficients in the left-hand side being the
same as that for the heat-conduction coefficients. All
other transport coefficients are found in a similar way.

Singularity conditions. We now consider the matri-
ces involved in the expressions for transport coeffi-
cients that follow from the solution to the system of
algebraic equations (2). Evidently, this solution does
exist when the matrix of system (2) has no singularities;
i.e., the determinant of the matrix in the denominator
(we denote it by D2) does not vanish. For the short-
range potentials, this condition is met [1]. However, the
numerical calculations suggest that for actual gas mix-
tures the determinant of the denominator matrix for
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heat-conduction coefficients of thermodiffusion ratios
can take both positive and negative values. This implies
the existence of a point where the matrix determinant
D2 vanishes.

To simplify the analysis, we consider the second
approximation in ξ for the binary mixture consisting of
two particle species with different interaction potentials
and cross sections. To find the singularity condition, we
set D2 = 0:

(3)

The combinations of integral-brackets  for the

binary mixture are expressed in terms of the  inte-
grals:

(4)

where xi = ni/n are the molar fractions of the compo-
nents and µi is the reduced mass of the ith component.

Since the second term in expression (3) for D2 is
always positive but the first one involves negative com-
ponents, expression (3) as a whole can, in principle,
vanish.

We now consider a particular case of the mixture of
particles with similar masses but with sufficiently dif-
ferent scattering cross sections (e.g., the binary mixture
of isotopes of different elements or the dissociated mix-
ture of atoms, one sort of them being in the ground state
and the other in the excited state). In this case, we
obtain for the binary mixture

Furthermore, we use the recursion relation for omega
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integrals Ω(l ,s) of the highest orders in s [3]:

As a result, eventual singularity condition for matrix
determinant D2 in (3) takes the form

(5)

where F = F( , , ) is the positive func-
tion of the omega integrals and

(6)

Hence, if the cross sections of cross pairs (i.e., of differ-
ent-sign particles) decreases with energy, so that omega

integral (T) decreases with temperature, then, at
a certain temperature T = Tc , algebraic relationship (3)
could be met and the matrix determinant of (2) would
vanish. In this case, we can verify that the determinant
of the numerator matrix does not vanish for this
solution.

Particular case. As an example, we consider the
case of the cross-particle interactions described by the
attractive or repulsive potentials having the inverse-
power form V(R) = ±C/Rn. Then, omega integrals are
described by the following functions of temperatures [3]:

where µ is the reduced mass of two colliding particles.
The interaction of identical-sign particles remains

arbitrary and could correspond to any type of interac-

tion potential. Then, if integral (T) decreases
with temperature according to the power law with the
power index n < 4, then the right-hand side of (5) is pos-
itive. The solution to (5) does exist and, at the point T =
Tc, the matrix determinant D2 vanishes.

Note that the long-range potentials of repulsive and
attractive forces decreasing as R–m (2 ≤ m < 4) were
considered in [4].

Numerical test. Numerical calculations of transport
coefficients λ and  were performed for a number of
partly dissociated and ionized mixtures CO2 + Ar, N2 +
O2, F2, etc. In these mixtures, the interaction potentials
for different particles are characterized by fundamen-
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Fig. 1. Ratio of the matrix determinants involved in heat-conduction coefficient as a function of temperature for CO2 + Ar gas mix-
ture in the chemical-equilibrium state.

–0.016
tally different behavior. In particular, the interaction of
ions and neutrals is described by long-range potentials
giving rise to decreasing omega integrals. Collision
integrals for the electron–atom pairs (for Ar atoms, etc.)
do decrease with temperature.

The ratio D1/D2 of the determinants for the matrices
in the numerator and denominator calculated within the
fourth-order approximation (ξ = 4) for the chemically
equilibrium mixtures CO2 + Ar and F2 are presented in
Figs. 1 and 2, respectively.

These numerical calculations were performed in the
fourth-order approximation in terms of the Sonin poly-
nomials, because it is in this case the singular point can
be most clearly resolved numerically. In the vicinity of
a certain temperature T = Tc (at sufficiently small com-
putation steps along the temperature axis), the singular-
ity in the behavior of the denominator matrix manifests
itself. At the very point T = Tc , the denominator matrix
vanishes. The regions in the vicinity of these points
(calculated with small temperature step) are shown in
the same figures as additional plots drawn in a larger
scale.
DOKLADY PHYSICS      Vol. 45      No. 9      2000
The numerical calculations demonstrate that the
value of Tc can vary slightly with the change in the
parameters of the potential.

Thus, within the method employing the expansion
in terms of the Sonin polynomials, to the first approxi-
mation within the Chapman–Enskog theory, there
appears a problem related to the fact that, at certain
types of particle-interaction potentials, the matrix of
algebraic equations (involved in the expressions for the
transport coefficients) can be singular. Then, the matrix
in the denominator should be zero. This singularity
occurs in the gas mixtures when interaction of certain
particle pairs are described by the long-range potential
and the omega integrals are decreasing functions of
temperature.

For actual calculations, the presence of a singularity
is not, in general, a dramatic feature. This singularity
manifests itself within rather narrow temperature
ranges; numerically, we can overcome this problem by
choosing a smaller step. Thus, this region could be
eliminated in the course of numerical calculations of
the transport coefficients. On the other hand, in gas-
dynamic calculations, the transport coefficients, as a
rule, are computed according to approximate formulas
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(see [5]) of kinetic theory. These formulas are either
simplified expressions of this theory or fit numerical
data for transport coefficients. Thus, they can be
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Fig. 2. Ratio of the matrix determinants involved in the heat-
conduction coefficient as a function of temperature for F2
gas mixture in the chemical equilibrium state.
reduced to simple algebraic relations that do not
involve any matrix determinants. Therefore, the singu-
larity under study has no relation to calculations
employing the approximate formulas. However, pro-
gram packages for computations in the field of applied
gas dynamics can involve modules for calculations of
the transport coefficients, which are based on formulas
of rigorous kinetic theory. In this case, a random coin-
cidence with the point T ≈ Tc could result in the com-
plete failure of the computation process.
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The self-maintained glow discharge in a supersonic
gas flow is of interest from the viewpoint of the interac-
tion of shock waves with nonequilibrium plasma as
well as from the viewpoint of its applications for con-
trol of external and internal streamlines. As a funda-
mental phenomenon, the glow discharge is far from
being well understood and there are almost no data on
its characteristics. The electrical parameters of the lon-
gitudinal discharge in a supersonic air flow were
reported just recently in [1, 2]. In [1], data on the spatial
electrical characteristics of the discharge are presented.
In [2], dependences of the electrical characteristics of
discharge on parameters of the incident flow and on the
width of interelectrode gap were studied.

In this paper, we study the effect of the cathode
regions of the self-maintained glow discharge in the
supersonic air flow on the wave pattern of flows. It is
shown that plasma in the cathode regions of the dis-
charge manifests itself as a virtual body. For the first
time, we present data concerning the distribution of
parameters determining flow stagnation (pressure and
temperature) in plasma of the cathode layer for such a
discharge. The effect of the discharge power on the
stagnation parameters is demonstrated.

The experiments were performed in a wind tunnel
with the free jet in the operating part. The Mach num-
ber of the incident flow was M∞ = 3.2 at velocity U∞ =
629 m/s. The static pressure and temperature were
equal to 7.67 torr and 96 K, respectively. In our experi-
ments, as well as in [1, 2], we consider the longitudinal
structure of the discharge. As a cathode, we used a body
that did not introduce significant disturbances to the
flow. The body had the shape of a ring 10 mm in diam-
eter, 2.5 mm in height, and with a wall thickness of
0.5 mm. The anode was made of a metal plate 0.3 mm
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thick and had a bump on the back side to localize the
discharge point. The electrodes were located along the
jet symmetry axis at a zero angle of attack. The elec-
trode gap was 41 mm wide. In each experiment, the dis-
charge was burning during approximately 20 s. The
visualization of the discharge was performed by taking
color photos, shadow visualization of the wave flow
pattern, and using measurements of profiles of the total
pressure and stagnation temperature in the discharge
area. In addition, we recorded the values of current
intensity and voltage across electrodes.

The physical configuration of the discharge is
shown in Fig. 1. The discharge can be divided into four
regions.

(1) The cathode layer (the region of the cathode
voltage drop), the region of the blue-violet glow cover-
ing the surface of the cathode ring. The characteristic
thickness of this layer determined with the help of the
photographic pictures is approximately equal to 0.2 mm.

(2) The near-cathode region. This is the object of our
investigation. This area of discharge has the shape of a
cylinder with a conical nose part. The rose-orange color
dominates in its visible glow spectrum. With an
increase in the discharge current, the diameter and the
length of this area also increase (the region becomes
wider toward the incident flow).

(3) The discharge column. This region has the shape
of a truncated cone with pronounced elongation. It is a
conductor closing the near-cathode and anode regions.

Anode

M∞ = 3.2

Fig. 1. The physical configuration of the discharge.
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Here, the orange-rose glowing is also observed, but it is
more intense than in the near-cathode region.

(4) The anode region (small in size) is formed in the
vicinity of the discharge localization point at the anode.

At the discharge current equal to 0.125 A, the
lengths of the discharge column and near-cathode
region were equal to 27 and 11.5 mm, respectively. The
averaged current densities at the boundary between the
anode area and discharge column in the middle cross
section of the discharge column, at the boundary
between the discharge column and the near-cathode
region, in the cylindrical part of the near-cathode
region, and at the surface of the cathode were equal to
10.2, 4.5, 2.6, 0.4, and 0.08 A/cm2 , respectively. The
voltage drop across the discharge gap was equal to
1000 V. This value was the sum of the following voltage
drops: approximately 300 V across the anode region,

M∞ = 3.2

Shocks

Fig. 2. The wave pattern of the flow in the presence of the
discharge.
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Fig. 3. The distribution of the total pressure in the discharge
plasma.
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100 V across the discharge gap, and about 600 V across
the cathode region of discharge (at the near-cathode
region and in the region of the cathode voltage drop). In
each experiment, the effect of the normal current den-
sity was clearly pronounced; i.e., the area of the current
zone at the cathode surface increased with the current
until the entire surface was covered by the glowing. The
further growth in the discharge current was accompa-
nied by the increase in its density at the cathode sur-
face. In our experiments, the minimum current density
was chosen in such a way that the current zone covered
the whole cathode surface. As a result, the discharge
became nearly axially symmetric.

The shadow visualization was performed by a con-
ventional technique; i.e., the blade was placed normal
to the flow, the steady light source was used, and the
exposure time while taking the photos was 10–3 s. In the
absence of the discharge, we can see small disturbances
introduced to the flow by the anode plate and cathode
ring. In the presence of the discharge, the wave pattern
changed significantly (Fig. 2). At the conic part of the
plasma in the near-cathode region of the discharge, the
oblique shocks arise. The half-angles of the conical part
of the plasma at the cathode and of the oblique shock,
measured by the photographic technique, are equal to
22° and 29.5°, respectively. The calculated value of the
inclination angle for the oblique shock at the streamline
of the circular cone with the same half-angle 22° for the
flow with M∞ = 3.2 is equal to 29.6°. Thus, the geome-
try of the wave patterns arising in the flow around the
plasma and solid cones almost coincide; i.e., the plasma
in the cathode regions of the discharge behaves like a
virtual body.

The distribution of the total pressure in the dis-
charge region was measured with the help of a Pitot
tube having an outer diameter of 1 mm. The measure-
ments were performed in the symmetry plane of the
discharge at a distance of 2 mm from the front cut of the
ring. These results are presented in Fig. 3. Here, P02 is
the measured value of the total pressure in the presence
of the discharge and P01 is the total pressure behind the
direct shock wave in the absence of the discharge and
at the unchanged parameters of the incident flow. A set
of curves corresponds to the different values of the dis-
charge power. It follows from the plots that the pressure
decreases with increasing the discharge power. In addi-
tion, it increases from the axial part to the periphery;
the rise being the most significant in the vicinity of the
glow zone boundary.

To measure the stagnation temperature, we used a
thermocouple 0.1 mm in diameter. It was tightened
transversely to the flow. The discharge power was
125 W. It was found that the temperature of the flow, as
it passes through the anode region of the discharge,
increased by 300 K and was nearly constant in the dis-
charge column. At the near-cathode region, the tempe-
rature distribution was measured in the symmetry plane
DOKLADY PHYSICS      Vol. 45      No. 9      2000
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of the discharge at a distance of 4 mm from the front cut
of the ring. The result is shown in Fig. 4, where ∆T0

denotes the difference between the stagnation tempera-
tures at a given point with and without the discharge,
provided that the parameters of the incident flow are
unchanged. The temperature is slightly altered in the
paraxial area and rapidly drops at the periphery; i.e.,
similarly to the total pressure, the temperature changes
mainly in the vicinity of the plasma boundary. Note that
the distance at which the stagnation temperature
becomes equal to that in the incident flow nearly coin-
cides with the radius of the glowing area. It is evident
that the total heat release in the near-cathode region
increases compared to that in the discharge column.
Indeed, the cross section area of the cylindrical part at
the near-cathode region exceeds by an order of magni-
tude the corresponding cross-sectional area for the dis-
charge column, whereas temperatures in both regions
are close. As was mentioned above, the current density
in the near-cathode region is well below that in the dis-
charge column. Therefore, we would here expect high
values of the electric field compared to those in the dis-
charge column causing the increase in the heat release.
The near-cathode region can be considered as the self-
maintained discharge between the discharge column
and the cathode. The electric current lines here possess
radial components, and a double electric layer must
appear at the boundary of the current-carrying zone of
the discharge. A two-dimensional pattern of the electric
fields must be similar to those arising in the transverse
electric discharges in subsonic flows [3]. The compari-
son of the photographs for the discharge and the wave
pattern of the flow in the experiments both with the
ring-shape and blunted bodies demonstrated that sig-
nificant changes in the flow (in particular, the genera-
tion of oblique shocks) are observed in such regions
where the electric-current lines diverge. Therefore, it is
reasonable to suppose that the mechanism underlying
DOKLADY PHYSICS      Vol. 45      No. 9      2000
the changes in the flow is the same in the experiments
both with circular and blunted bodies.
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