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Abstract—A comprehensive theory of threshold characteristics of quantum dot (QD) lasers, which provides a
basis for optimization of their design, is reviewed. The dependences of the gain, transparency current, threshold
current, characteristic temperature, and multimode generation threshold on the parameters of the QD ensemble
(surface density and size dispersion of QDs), cavity (stripe length and thickness of the waveguide region), het-
erocontacts (band offsets), and temperature are considered in detail. The limiting characteristics of the laser
(optimum structure parameters, minimum threshold current density, and characteristic temperature of the opti-
mized structure) are discussed at length. The results of the analysis may serve as direct recommendations for
the development of QD lasers that significantly outperform the semiconductor lasers currently in use. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Heterostructures and devices based on them consti-
tute one of the most important objects of the modern
physics of semiconductors and semiconductor elec-
tronics [1, 2]. Presently, advances in the field of micro-
and optoelectronics are largely made possible by the
use of low-dimensional heterostructures. In quantum
dots (QDs), heterostructures with spatial confinement
of carriers in three dimensions, we have the limiting
case of quantum confinement, and the energy spectrum
is discrete. The extraordinary interest in QDs, from
both the fundamental and practical point of view, is pri-
marily due to the dramatic difference between the car-
rier spectra in them and in heterostructures based on
bulk crystals, quantum wells (QWs),1 and quantum
wires (QWRs),2 in which the spectrum is continuous
within the bands or subbands of allowed states.

As they are similar to transitions between exactly
discrete levels of a single atom, transitions between lev-
els in a QD composed of several thousands or tens of
thousands of atoms seem to be ideal for lasing.

With decreasing dimensionality of the active region
of an injection laser, the density of states and gain spec-
tra become narrower (Fig. 1), which leads to a decrease
in the number of states to be filled to make the active
region transparent (zero population inversion and zero

1 A QW is an ultrathin layer in which carriers are spatially confined
in a single (transverse) direction and move freely in the other two
directions (in the well plane).

2 In QWRs, carriers are spatially confined in two (transverse)
directions and move freely in the third (longitudinal) direction
(along the wire).
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gain) and to achieve lasing (gain equal to loss). Conse-
quently, the transparency current (or inversion current,
i.e., the injection current at which the population inver-
sion is zero) and the threshold current (injection current
at which the gain is equal to the loss and lasing begins)
decrease and their temperature dependences become
weaker. The decrease in the threshold current and
increase in its temperature stability reflect one of the
main areas of development and improvement of injec-
tion lasers (see, e.g., [3–8] for the evolution of the
threshold current densities of QW lasers). Owing to the
continuous nature of the carrier spectrum within the
allowed subbands, the use of QWs [9–12] or QWRs
[12] as active medium for optical transitions can only
quantitatively improve the parameters of devices based
on them compared with devices with a bulk active
region [9, 13]. It can be seen from Fig. 1 that a funda-
mental change in the density of states and gain spectra
is only achieved in a zero-dimensional active region.
Consequently, a fundamental decrease in the threshold
current and weakening of its temperature dependence
can only be achieved by using QDs. The use of QDs as
active medium in injection lasers is the most topical
application of nanotechnology to the development of
devices that present great commercial interest. Thus,
semiconductor (diode) QD lasers are the most promis-
ing generation of injection lasers with fundamentally
improved operating characteristics [14, 15]. Among the
advantages of QD lasers over the presently used QW
lasers are their narrower gain spectra, much lower
threshold currents, and ultrahigh temperature stability,
as well as the wider possibilities for controlling their
lasing wavelength.
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Achieving each of these advantages was the aim of
research in the field of semiconductor lasers from the
very beginning. For example, lasing in various spectral
ranges in a continuous-wave (CW) mode at high tem-
perature was one of the reasons for using heterostruc-
ture lasers instead of homojunction devices [16]. It
should be noted that the low threshold currents of het-
erostructure lasers compared with homojunction
devices were demonstrated at an early stage [17, 18].
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Fig. 1. Modification of the density of states and the shape of
the gain spectrum with decreasing dimensionality of the
active region.
Lasing from QDs (first with optical pumping [19]
and then with current injection [20]) was made possible
by the fabrication of dot arrays that satisfy rather strin-
gent requirements for the uniformity of dot size and
shape. The commercial prospects of QD lasers are stim-
ulating research in this field. By now, much has been
achieved in the development of QD lasers [21]. A num-
ber of research groups have reported successful fabrica-
tion of QD lasers [19–43]. The record-breakingly low,
for all kinds of injection lasers, threshold current den-
sity jth = 19 A/cm2 at room temperature in the CW mode
has been demonstrated [28].

Experimental advances in the design of QD lasers
have made it practically relevant to develop a compre-
hensive theory of their operating characteristics, which
could give practical recommendations for realizing
their potential advantages over the lasers currently in
use. Such a theory must include analysis of the basic
processes (generation–recombination, capture into QDs
and thermal escape therefrom, diffusion in the
waveguide region), take into account inhomogeneous
line broadening, and make it possible to determine the
limiting parameters of the lasers and to optimize their
design. This paper reviews a detailed theory of thresh-
old characteristics of interband (bipolar) semiconduc-
tor QD lasers based on original studies by the authors
[44–57]. The development of such a theory assumed
that the following basic problems, which determine the
structure of the paper, are to be solved. It is necessary

—to determine how the inhomogeneous line broad-
ening caused by dispersion of QD parameters affects
the threshold characteristics (Sections 2–6);

—to reveal the influence of parasitic recombination
(recombination outside QDs) on the threshold charac-
teristics (Sections 2–6);

—to determine how charge neutrality violation in
QDs affects the threshold characteristics (Sections 3
and 4);

—to study the temperature dependence of the
threshold current jth and calculate the characteristic
temperature T0 of the laser (Section 4);

—to determine the influence of optical transitions
from excited states in QDs on the threshold character-
istics (Section 5);

—to study the effect of spatial hole burning (SHB) and
the phenomenon of multimode generation (Section 6);

—to find ways of optimizing the QD laser structures
in order to minimize jth and raise T0 and the threshold of
multimode generation; to calculate the best possible
characteristics of the laser (Sections 2–4, 6).

2. INHOMOGENEOUS LINE BROADENING 
AND THE THRESHOLD CURRENT DENSITY

The advantages of QD lasers over the QW lasers
currently in use are due to the delta-function-like den-
sity of states in QDs. In the ideal case of identical QDs,
SEMICONDUCTORS      Vol. 38      No. 1      2004
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the gain spectrum would also be a delta function. In real
structures, there occurs inhomogeneous line broaden-
ing caused by the inevitable scatter of parameters (pri-
marily, size) of QDs.3 In structures with QDs fabricated
by electron-beam lithography [29], this scatter is due to
the “noise” of the lithographic process. Such fluctua-
tions are also characteristic of QD ensembles formed
via self-assembling in molecular-beam epitaxy [58]
and metal-organic chemical vapor deposition. Inhomo-
geneous line broadening is a key factor limiting the
characteristics of a QD laser. The dispersion of QD
parameters and deviation of the gain spectrum from the
ideal case adversely affect these characteristics by low-
ering the maximum gain, raising the threshold current,
and making its temperature dependence more pro-
nounced.4 The advantages of QD structures can only be
realized in the case of QDs that are sufficiently uniform
in size and shape. Theoretical studies of QD lasers have
been reported previously [59–61].5 However, the ques-
tion of how the threshold characteristics of a laser
depend on QD size fluctuations, i.e., on the perfection
of the laser structure, remained unanswered. This sec-
tion is concerned with the effect of inhomogeneous
broadening on the gain and threshold current density jth.
The effect of inhomogeneous broadening on the tem-
perature dependence of jth (i.e., on the characteristic
temperature T0 of a laser) and on the multimode gener-
ation threshold is considered, among other issues, in
Sections 4 and 6, respectively.

2.1. Description of Structure and Main Processes. 
Lasing Threshold Condition

A separate confinement double heterojunction laser
structure is considered (Fig. 2). The optical confine-
ment layer (OCL) is created in the field region of the
p−n junction. The active region, which is one or several
QD layers, is created in the central part of the OCL
along the longitudinal (wave propagation direction) and
lateral directions in a planar cavity. Carriers are injected
from wide-bandgap regions (claddings), which are the
p- and n-regions of structure, in the transverse direction
(direction perpendicular to the QD layer).

Together with the main process of band-to-band
radiative recombination of electrons and holes in QDs,
recombination in the OCL and capture of carriers into
QDs and their thermal escape therefrom are consid-

3 In this sense, QD lasers differ from solid-state lasers, in which the
line broadening is due to inhomogeneities of the matrix in which
emitting atoms are embedded, rather than to fluctuations in the
spectra of these atoms.

4 Homogeneous broadening, which occurs in QD lasers to the
same extent as in any other type of semiconductor laser, is
beyond the scope of this review.

5 In [59], the gain and threshold current of a QD laser were ana-
lyzed without taking into account fluctuations in QD size. In [60],
the gain was analyzed for a Gaussian size distribution of spheri-
cal QDs without relating it to the problem of threshold current.
In [61], the threshold current was calculated for a single linewidth.
SEMICONDUCTORS      Vol. 38      No. 1      2004
ered.6 In studying the effect of SHB (Section 6), diffu-
sion of free carriers in the OCL is also considered.

At and below the lasing threshold, the injection cur-
rent goes into spontaneous recombination in QDs and
the OCL. The lasing threshold is given by

(1)

where gm is the peak value of the modal gain spectrum
g(E) which is the effective gain of the active layer with
QDs, and β is the total loss in the system. The minimum
injection current at which the lasing condition is satis-
fied is, by definition, the threshold current of a laser.

2.2. Gain and Current of Spontaneous Radiative 
Recombination

The general expressions for g(E) and current density j
of spontaneous recombination were given in [46].

Depending on temperature and carrier localization
energies, two fundamentally different modes of QD fill-

6 In [46, 53], the photoexcitation of carriers from QD levels into
the continuum states in the course of lasing is also considered.
This photoexcitation is an analogue of light absorption by free
carriers in the bulk material. It is shown that taking into account
the light absorption in photoexcitation is only necessary at an
extremely low loss (β < 1 cm–1), e.g., in the case of long cavities.
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Fig. 2. (a) Schematic and (b) energy band diagram of a QD
laser.
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ing with carriers, nonequilibrium and equilibrium, are
possible.

2.2.1. Equilibrium QD filling (relatively high
temperatures and/or shallow potential wells). If the
characteristic times of thermal escape of carriers from
QDs are shorter than the time of radiative recombina-

tion in QDs,  ! τQD, carriers will be redistributed
among QDs and a quasi-equilibrium distribution com-
mon to all the QDs will be established. The degrees
(probabilities) of levels’ filling in QDs will be specified
by the Fermi–Dirac distribution function with electron
and hole quasi-Fermi levels corresponding to a given
current. By analogy with the Sah–Noyce–Shockley–
Read carrier capture centers [62, 63]

(2)

where σn, p are cross sections of electron and hole cap-
ture into QD levels, v n, p are thermal velocities, and n1
and p1 are given by

(3)

where Nc, v are the effective densities of states in the
conduction and valence bands; ∆Ec1, v1, the band offsets
at the QD–OCL interface; εn, p, the electron and hole
energy levels in a mean-sized QD; and T, the tempera-
ture measured in energy units.

The condition for equilibrium filling of QDs has the
form T > Tg, where

(4)

is the temperature boundary between the equilibrium
and nonequilibrium QD filling modes. The temperature
Tg becomes higher with increasing energies of carrier
localization in QDs, ∆Ec1, v1 – εn, p, i.e., with wider
bandgap material used as the OCL.

The temperature Tg depends on the QD size. This
dependence is primarily due to the dependences of the
energies of electron and hole levels, εn, p, on QD size.
The processes of carrier capture/escape (and the corre-
sponding capture cross sections σn, p) and carrier relax-
ation effects are also size dependent in low-dimen-
sional systems.7 Since, however, σn, p appear in expres-
sion (4) for Tg as an argument of a logarithmic function,

7 For example, LA-phonon-mediated relaxation of electrons may
become ineffective with decreasing QD size [64, 65]. At the same
time, Auger relaxation (associated with carrier–carrier interac-
tion) may be rather effective and become the main mechanism in
small QDs [66]. As first demonstrated in [67], relaxation pro-
cesses in QDs are effectively rather fast, and the so-called bottle-
neck problem in QDs, mentioned in [64], is not too important.

τn p,
esc

τn
esc 1

σnv nn1
-----------------, τ p

esc 1
σpv p p1
------------------,= =

n1 Nc

∆Ec1 εn–
T

----------------------– 
  ,exp=

p1 Nv

∆Ev 1 εp–
T

-----------------------– 
  ,exp=

Tg max
∆Ec1 εn–
σnv nNcτQD( )ln

--------------------------------------
∆Ev 1 εp–
σpv pNv τQD( )ln

---------------------------------------,=
their dependences on QD size will affect Tg to a lesser
extent than do the dependences of εn, p.

The free carrier densities in the OCL are expressed
in terms of the electron and hole level occupancies fn, p
in a mean-sized QD as

(5)

In the case of a narrow QD size distribution
(∆ε)inhom < T [(∆ε)inhom is the inhomogeneous line
broadening] the current density and gain are given by

(6)

(7)

where ZL is the number of QD layers; NS, the surface
density of QDs in a layer; b, the OCL thickness; B, the
radiative constant in the OCL (see expression (10) in
[46]); E, the photon energy; w, the probability density
of relative QD size fluctuations; E0 = Eg + εn + εp, the
transition energy in a QD of mean size a (Fig. 2); Eg, the
bandgap of the QD material; and qn, p = –∂lnεn, p/∂lna,
numerical constants.

The gain spectrum reproduces the curve for w[(E0 –
E)/(qnεn + qpεp)] (Fig. 3a) scaled along the vertical axis
with the factor (fn + fp – 1), which is the population
inversion in a mean-sized QD.

For the reciprocal of the spontaneous radiative
recombination time for transitions from the electron
energy level to the hole energy level in a QD, the fol-
lowing expression is obtained

(8)

where α = e2/"c is the fine structure constant; e, the
dielectric constant of the material of the OCL; P,
Kane’s parameter8 [68]; and I, the overlap integral of
the electron and hole wave functions. For the structure
considered in Section 2.3.2.3, τQD = 0.71 ns.

The peak modal gain appearing in the lasing condi-
tion, which is reached at E = E0, is given by

(9)

The quantity gmax is the maximum possible (“satu-
rated”) value of the peak modal gain. This value is
reached when fn, p simultaneously take their maximum
values, i.e., unity. The equation for gmax is as follows:

(10)

8 This parameter can be conveniently used because of its weak
dependence on the particular type of the material (see, e.g., [69]).
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where ξ is a numerical constant (equal to 1/π and

1/  for Lorentzian and Gaussian QD size distribu-
tions, respectively); λ0 = 2π"c/E0, the lasing wave-
length; and Γ, the optical confinement factor in the
transverse direction per QD layer [see Eq. (22) for Γ
below].

The inhomogeneous line broadening appearing in
(10) is given by

(11)

where δ is the root-mean-square (RMS) of relative QD
size fluctuations.

The finite value of gmax is responsible for the exper-
imentally observed gain saturation in a QD laser. Since
gmax ∝  1/(∆ε)inhom, controlling the uniformity of QD
size is of fundamental importance for raising the gain.

In the case of a broad QD size distribution
[(∆ε)inhom > T], the g(E) spectrum gradually “fills” the
w[(E0 – E)/(qnεn + qpεp)] curve as the pumping level
increases (Fig. 3b).

The maximum cross section of stimulated emission
in a QD, averaged over the line width, is given by

(12)

This expression passes exactly into the expression for
the cross section of stimulated emission for an atom in
a gas laser (see, e.g., [70]) if by (∆ε)inhom and τQD are
understood, respectively, the Doppler line broadening
and the intrinsic radiative lifetime for a transition in an
atom.

The use of electron and hole level occupancies aver-
aged over the QD ensemble assumes that the analysis is
made in the mean field approximation. For the case of
separate capture of electrons and holes into QDs with
many levels (but provided that the numbers of electron
and hole levels are equal), the approach regarding the
capture and recombination of carriers as random pro-
cesses [71] leads to a minor increase (by a factor of 5/4)
in the recombination current in QDs, jQD, given by the
first term in (6). For the case of simultaneous capture of
electrons and holes (i.e., electron–hole pairs), in which
QDs are considered to be neutral, jQD increases by a fac-
tor of 2 [71]. Such modifications of jQD can be readily
accounted for by including the above factors in Eq. (8)
for the time of spontaneous recombination in QDs. In
this case, the equation for jQD remains unchanged.

2.2.2. Nonequilibrium QD filling (relatively low
temperatures and/or deep potential wells). At T < Tg,

in which case  @ τQD, carriers recombine in those
QDs into which they have been injected (having no
time to move to other QDs). The mode of QD filling is
nonequilibrium. Since equal numbers of carriers are
injected into each QD initially, the level occupancies in
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all the QDs will be the same.9 As in the case of equilib-
rium QD filling and narrow QD size distribution, the
g(E) spectrum exactly reproduces the shape of this dis-
tribution (Fig. 3a), and the amplitude of this spectrum
is proportional to the population inversion (fn + fp – 1).
The contributions of all the QDs to lasing are the same;
g(E) and gm are still given by expressions (7) and (9); the
only difference is that the level occupancies for a mean-
sized QD appear in the expressions in the equilibrium
case, while the level occupancies are the same for all the
QDs in the nonequilibrium case.

The free carrier densities in the OCL are given by

(13)

The current density of spontaneous radiative recom-
bination is

(14)

In the equilibrium mode, n and p are controlled by
thermal escape from QDs and depend on T exponen-
tially [see (5) and (3)]. In the nonequilibrium mode,

9 The dependence of σn, p on QD size leads to a similar depen-
dence of fn, p in the nonequilibrium mode. However, this depen-
dence is much weaker than that in the equilibrium mode; in the
latter case, the QD size enters into the exponents of the Fermi fill-
ing factors [via the εn, p(a) dependence].
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n and p are controlled by capture into QDs. The temper-
ature dependences of n and p are determined in this
case by temperature dependences of capture cross sec-
tions σn, p and thermal velocities vn, p and are weak com-
pared with the exponential dependence in the equilib-
rium case.

The situation with an ensemble of QDs character-
ized by scatter in size and, consequently, in energy
resembles that in heavily doped or amorphous semicon-
ductors. The possibility that there is no quasi-equilib-
rium in the spatial distribution of carriers in semicon-
ductors of this type was discussed in [72, 73]. In
[74, 75], criteria for quasi-equilibrium and nonequilib-
rium carrier distribution in semiconductors with a
large-scale potential profile associated with inhomoge-
neities were formulated (in relation to characteristic
amplitude and period of the potential, drift length in the
characteristic field of inhomogeneities, and tempera-
ture). Specifically, the conditions for uniform (strongly
nonequilibrium) carrier distribution throughout a sam-
ple, which is an analogue of the uniform (strongly non-
equilibrium) carrier distribution among QDs, were for-
mulated.

2.3. Threshold Current Density and Laser Optimization

The dependence of the amplitude gm of the gain
spectrum on level occupancies in QDs should be used
to determine the occupancies satisfying lasing condi-
tion (1). Substitution of these fn, p into the expression for
j yields jth.

2.3.1. Critical tolerable parameters. Lasing in QD
structures is only possible in a certain range of tolerable
parameters. This range is specified by the inequality
gmax ≥ β (Fig. 4). The boundary of this region (the
gmax = β surface in Fig. 4) determines the critical toler-
able parameters of the structure: the minimum surface

Fig. 4. Range of tolerable values of the surface density of
QDs NS, RMS of relative QD size fluctuations δ, and cav-
ity length L (region above the surface).
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density of QDs ; the maximum RMS of relative
QD size fluctuation δmax; the minimum cavity length
Lmin (minimum and maximum OCL thicknesses also

exist; see Section 2.3.2.2). The expressions for ,
δmax, and Lmin are as follows:10 

(15)

(16)

(17)

where L is the cavity length, and R is the energy reflec-
tivity of the mirrors (the role of mirrors in the conven-
tional, stripe geometry of edge-emitting semiconductor
lasers is played by cleaved edge facets of crystals). The
more perfect the structure [i.e., the lower (∆ε)inhom] or

the lower the loss, the smaller . The denser the
ensemble of QDs (i.e., the greater NS) or the longer the
cavity, the higher δmax. The more perfect the structure or
the denser the ensemble of QDs, the shorter Lmin. For
the structure considered in Section 2.3.2.3, in which
NS = 6.1 × 1010 cm–2, δ = 0.025 (5% fluctuations), L =
500 µm, and R ≈ 0.33 (the so-called as-cleaved facets),

the critical parameters have the following values:  =
2.1 × 1010 cm–2, δmax = 0.074 (14.8% maximum tolera-
ble fluctuations), and Lmin = 170 µm.

With the use of the critical parameters, the lasing
threshold condition can be represented as

(18)

Equation (18) yields the population inversion in a
mean-sized QD, which is necessary for lasing at a given
value of δ.

It can be seen from (18) that, with the parameter
approaching its critical value, fn and fp simultaneously
tend to unity; i.e., the electron and hole levels become
fully occupied. Such a QD filling requires infinitely
high free carrier densities in the OCL [see (5) and (13)]
and, consequently, an infinitely high driving current
(threshold current) jth [see (6) and (14) and Fig. 5]. As
shown in Section 6.3, the relative multimode genera-
tion threshold tends to zero (see Fig. 5, insets), which
means that the number of simultaneously generated
cavity modes grows infinitely.

Determining the level occupancies in QDs and the
threshold current requires, in addition to (18), one more
equation. Sections 2.3.2 and 2.3.3 consider the case of
a symmetric structure in which this equation is the

10Below, the internal loss is disregarded in comparison with the
mirror loss, and, accordingly, it is assumed that β = (1/L)ln(1/R).
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charge neutrality condition in a QD: fn = fp. Combined
with Eq. (18), this gives

(19)

In Eqs. (18) and (19), δ/δmax can be equivalently

replaced with /NS or Lmin/L.

The possibility of lasing at a finite level of threshold
pumping (threshold current in the case of injection
lasers) in only a limited range of structure parameters is
a property common to all types of lasers. The particular
practical relevance of this issue for QD lasers is due to
the strong sensitivity of their characteristics to structure
parameters and the need to adjust these parameters
accurately.

2.3.2. Equilibrium filling of QDs and narrow QD
size distribution.

2.3.2.1. Dependence of threshold current density
on the surface density and size dispersion of QDs and
on cavity length. The threshold current density as a
function of δ is given by11

(20)

Equation (20) represents jth as a function of NS (or L) if

δ/δmax is replaced with /NS (or Lmin/L).

The dependence of jth on NS is nonmonotonic

(Fig. 5a). At NS  , the recombination current in
the OCL jOCL  ∞ [second term in (6) and (20)]. If,
however, NS  ∞, then the recombination current in
QDs jQD tends to infinity [first term in (6) and (20)].
This is because, at NS  ∞, fn, p tends to a finite, rather
than zero, value equal to 1/2 [see (19)]; thus, on average
one electron and one hole must be present in each QD
in order to provide lasing, which requires an infinitely
high pumping level.

As δ  0 or L  ∞ (Figs. 5b, 5c), jth decreases
and tends to the transparency current (inversion current,
i.e., current at fn + fp – 1 = 0) density:

(21)

At δ  δmax or L  Lmin, jth  ∞ (Figs. 5b, 5c).
An indefinite rise in jth as QD size dispersion increases
and reaches a certain value (Fig. 5b) has been observed
experimentally [25].

2.3.2.2. Optical confinement factor and depen-
dence of threshold current density on OCL thickness.

11Henceforth, only a structure with a single layer of QDs (ZL = 1)
is considered.

f n p,
1
2
--- 1 δ

δmax
---------+ 

  .=

NS
min

jth δ( ) = 
1
4
---

eNS

τQD
--------- 1 δ/δmax+( )2

ebBn1 p1
1 δ/δmax+( )2

1 δ/δmax–( )2
-------------------------------.+

NS
min

NS
min

jtr
1
4
---

eNS

τQD
--------- ebBn1 p1.+=
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The optical confinement factor in the active layer of
thickness a (in the QD layer) is given by [46]

(22)

where γ = ; e' is the dielectric constant
of the material of the claddings; and K is the propaga-
tion constant found from the dispersion equation

Γ a
b/2 1/γ+
----------------------,=

K2
e'E0

2/"2c2–

Fig. 5. Threshold current densities jth for the main mode
(solid line) and j2 for the next mode (dashed line), and the
multimode generation threshold δj (dotted line) vs. (a) sur-
face density of QDs, (b) RMS of relative QD size fluctua-
tions, and (c) cavity length. Insets: similar dependences for
the relative multimode generation threshold δj/jth.
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 = γ/χ, in which χ = . The
values of K, χ, and γ depend on b.

Figure 6a presents in a universal form the depen-
dence of the normalized optical confinement factor
Γ/(a/b0) on the normalized OCL thickness b/b0. The
characteristic thickness b0, to which the OCL thickness
is normalized, is

(23)

The dependence of Γ on b has a maximum, Γ/(a/b0) ≈
0.406, at b/b0 ≈ 1.739 (for more detail, see [46]).

In addition to the explicit dependence on b in
expression (20), the dependence of jth on b is also deter-
mined by the dependence Γ(b) appearing in this expres-
sion via Eq. (16) for δmax. In view of the nonmonotonic
dependence of Γ on b, the dependence of jth on b, as
well as on NS, exhibits nonmonotonic behavior (Fig. 6b).
The quantities bmin and bmax are the minimum and maxi-

χb/2( )tan eE0
2/"2c2 K2–

b0

λ0

2π e e'–
-----------------------.=
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Fig. 6. (a) Universal dependence of the normalized optical
confinement factor on normalized OCL thickness and (b)
dependence of dimensionless threshold current density on
dimensionless OCL thickness.
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mum tolerable OCL thicknesses, which determine the
bounds for the range of b within which lasing is possible.

In the general case of fn ≠ fp (Sections 3 and 4), the
run of the dependence of jth on structure parameters is
close to that for a symmetric structure.

2.3.2.3. Laser optimization. It can be seen from
Figs. 5a and 6b that there exist optimum values of NS

and b for which jth is at a minimum. It was shown in
[46, 47] that for any device design, i.e., an arbitrary
relationship between fn and fp, the minimum threshold

current density  = jth( , bopt) is given in a univer-
sal form by the equation

(24)

where the dimensionless parameter s is determined by
the ratio of the rate of stimulated transitions in a QD at
the lasing threshold to that of spontaneous transitions in
the OCL at the transparency threshold

(25)

The optimum OCL thickness bopt appearing in (24)
is also a universal function of s and can be found from
the equation

(26)

where γopt = γ(bopt), χopt = χ(bopt).

In contrast to  and bopt, the optimum surface
density of QDs depends on the design of the device. In

the case of a symmetric structure [see (19)],  is also
a function of s:

(27)

Figure 7 shows universal dependences of the follow-
ing normalized quantities on the parameter s: the opti-
mum OCL thickness bopt/b0, optical confinement factor
Γ(bopt)/(a/b0), optimum surface density of QDs

( /τQD)/(b0Bn1p1), and minimum threshold current

density ( /e)/(b0Bn1p1) [the characteristic thickness b0

is given by Eq. (23)].

jth
min NS
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min eboptBn1 p1 1
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2
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------------------------------- 
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At relatively large fluctuations in QD size and/or

high loss (s @ 1),  is determined by the rate of stim-
ulated transitions in QDs at the lasing threshold:

(28)

At relatively narrow scatter of QD sizes and/or low

loss (s ! 1),  is determined by the geometric mean
of the rate of stimulated transitions in QDs at the lasing
threshold and that of spontaneous transitions in the
OCL at the transparency threshold:

(29)

jth
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jth
min 1.569

1
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e

e e'–
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"
---------------------.≈
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min 4 2

1
π
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1
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--- e

e e'–
------------Bn1 p1β

∆ε( )inhom

"
---------------------

1/2

.=

Fig. 7. Normalized quantities as universal functions of
dimensionless parameter s. (a) Optimum OCL thickness;
the dashed horizontal line represents the asymptote at
s  ∞. (b) Optical confinement factor (at b = bopt); the
dashed horizontal line is the asymptote at s  ∞.
(c) Optimum surface density of QDs; the dashed line is the
minimum surface density of QDs (at b = bopt). (d) Minimum
threshold current density.
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It can be seen from (28) and (29) that, with decreas-

ing (∆ε)inhom or β, the dependence of  on these param-
eters changes from linear to square root (Figs. 7, 8).

Using the universal dependences of the normalized
quantities on the parameter s (Fig. 7), it is easy to pass
to dependences of the corresponding dimensional
quantities on each of the factors determining this
parameter. The results obtained in the analysis and in
comparison with commercial QW lasers are illustrated
using a structure based on a GaxIn1 – xAsyP1 – y/InP het-
erojunction that emits near 1.55 µm (one of the most
important wavelengths for telecommunications). InP,
Ga0.21In0.79As0.46P0.54, and Ga0.47In0.53As are the materi-
als of the claddings, OCL, and QDs, respectively. The
corresponding dependences are shown in Fig. 8. At
room temperature, cavity loss β = 10 cm–1, and 10%

jth
min

Fig. 8. (a) Optimum OCL thickness, (b) optical confinement
factor at b = bopt, (c) optimum surface density of QDs, and (d)
minimum threshold current density vs. RMS of relative QD
size fluctuations at different loss β for a GaxIn1 – xAsyP1 – y/InP
heterostructure lasing at about 1.55 µm. Dashed lines: (a, b)
asymptotes of bopt and Γ(bopt) at β  ∞.
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QD size fluctuations (δ = 0.05) (such a size scatter is
typical; see, e.g., [58, 76, 77]),

(30)

This value of  is more than an order of magnitude
lower than that in QW lasers with the same loss.

Taking into account nonradiative processes in the
OCL leads to a certain increase in jth. It is clear that the
correction due to Auger processes should be small at
low jth. Using the method for estimating the lifetime of
carriers in the OCL in relation to their density described
in [61] (this method takes into account all the possible
nonradiative recombination processes) will lead to a
slight increase in jth (from 8.3 to 9.5 A/cm2 for the struc-
ture under consideration).

2.3.3. Nonequilibrium filling of QDs. In this case,
the fn, p required for lasing are still determined by
expression (19). Substitution of (19) into (14) yields jth
as a function of δ:

(31)

All that has been said above about how jth depends
on NS, δ, L, and b (Figs. 5, 6) remains valid in this case,

too. In the limit of large δ and/or β,  is still given by
Eq. (28).

At small δ and/or β, the minimum threshold current
density

(32)

and depends on temperature only slightly (via the
dependences of σn, p and v n, p on T). Thus, in going from
the equilibrium QD filling to the nonequilibrium case

with decreasing temperature,  falls more slowly
than would follow from (29) and tends to a constant

value. The true value of  at low T [Eq. (32)] consid-
erably exceeds the value yielded by Eq. (29) for the
same temperature [the latter value is, as can be seen
from (29) and expressions (3) for n1 and p1, exponen-
tially small at low T].

3. VIOLATION OF CHARGE 
NEUTRALITY IN QDs

Local charge neutrality holds in the QWs of QW
laser structures [78, 79]. QD structures differ funda-
mentally in this regard from QW structures. This differ-
ence is due to the low effective capacitance of the QD
layer compared with the QW. Neutrality violation in
QWs is suppressed by the high well capacitance. The

NS
opt 6.2 1010 cm 2– , jth

min× 8.3 A/cm2.≈ ≈

jth
min

jth δ( ) 1
4
---

eNS

τQD
--------- 1 δ

δmax
---------+ 

  2
=

+
1
4
--- ebB

σnσpv nv pτQD
2

---------------------------------- 1 δ/δmax+( )4

1 δ/δmax–( )2
-------------------------------.

jth
min

jth
min 6.505

1
2π
------ e

τQD
-------- 1

ξ
--- e

e e'–
------------ B

σnσpv nv p

-------------------------β
∆ε( )inhom

"
---------------------

1/2

≈

jth
min

jth
min
capacitance of a QD layer, limited by the surface den-
sity of QDs, whose typical values are one and a half to
two orders of magnitude lower than the 2D density of
carriers in the QW, is much lower than the QW capaci-
tance. Because of this circumstance, the electric field
arising in the case of neutrality violation in QDs is low.
It was shown in [47] that the electron and hole level
occupancies in QDs are different; i.e., the QDs are,
indeed, charged. The neutrality violation strongly
affects the magnitude and the temperature dependence
of jth.

A second [in addition to (18)] equation relating fn
and fp, which is required to calculate the recombination
current density, can be written as

(33)

The particular form of the function ∆ depends on the
design of the device, i.e., on the spatial distribution of
donor and acceptor impurities, conduction and valence
band offsets, and the position of the QD layer in the
OCL. Using (18) and (33), the occupancies can be writ-
ten as

(34)

where  is yielded by Eq. (15) in which β is
replaced with |gm|. With the aim of studying the depen-
dence of the gain on the injection current (Section 3.4),
both positive (above the transparency threshold) and
negative (below the transparency threshold) values of
gm are considered here.

In the general case, ∆ = 0 both at NS =  and at
NS  ∞. The first condition is apparent from the fol-

lowing considerations: at NS = , fn = fp = 1 at gm > 0
and fn = fp = 0 at gm < 0. The second condition corre-
sponds to a transition from a QD layer to a QW in
which the local neutrality holds.

3.1. QD Layer in p–i–n Heterojunction

A self-consistent problem concerning the distribu-
tion of the electrostatic potential is solved. The OCL is
the i-region of the structure. The step in the field
strength at the QD layer is controlled by its surface
charge. It has been found for ∆ [47] that

(35)

where v  is a root of the equation

(36)

f p f n– ∆.=

f n
1
2
---

1
2
---

NS
min

NS

---------- gm( )sgn
1
2
---∆,–+=

f p
1
2
---

1
2
---

NS
min

NS

---------- gm( )sgn
1
2
---∆,+ +=

NS
min

NS
min

NS
min

∆
v ℵ as+

α
------------------,=

v– ℵ as– α vsinh
V E0–( )/2T[ ]cosh vcosh+

---------------------------------------------------------------------.=
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The dimensionless asymmetry parameter ℵ as and the
parameter α, which control ∆ = fp – fn, i.e., the QD
charge, are given by

(37)

where V is the voltage (in energy units) applied to the
structure; ∆Ec, v = ∆Ec, v, 1 + ∆Ec, v, 2; ∆Ec, v, 1 and ∆Ec, v, 2
are the band offsets at the QD–OCL and OCL–cladding
heterointerfaces, respectively; Fn, p, the quasi-Fermi
levels in the n- and p-claddings, respectively, far from
the heterointerfaces with the OCL (reckoned from the
band edges in the cladding layers); and es, the static
dielectric constant.

The parameter ℵ as is determined by the difference
(asymmetry) between the electron and hole parameters
of the structure. The greater ℵ as, the higher ∆ (Fig. 9).

There exists a certain value of NS at which ∆ is at a
maximum (Fig. 9). It can be seen from the figure how
strong the neutrality violation is: ∆ = fp – fn is compara-
ble with fn and fp themselves.

The neutrality criterion in QDs is ℵ as = 0. Because
of the temperature dependence of Fn, p, the neutrality
criterion depends on T. This means that (at given
parameters) the QDs can be neutral only at a single
temperature.

The parameter αm (value of α at NS = ) deter-
mines the ratio of the differential capacitance of a QD
layer to the capacitance of the OCL [47]. The smaller
αm, the greater ∆; i.e., ∆ grows with decreasing capaci-
tance of the QD layer. It is the value of the capacitance
that gives rise to the strong difference between the QD
layer and the QW as regards the charge neutrality.

ℵ as

∆Ev εp– Fp+( ) ∆Ec εn– Fn+( )–
2T

----------------------------------------------------------------------------------,=

α
e2NS/4T
es/4πb

---------------------,=

NS
min
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min  = 2.08 × 1010 cm–2

αm = 0.816
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 –

 f n

Fig. 9. Difference between hole and electron level occupan-
cies in QD vs. normalized surface density of QDs at differ-
ent values of the asymmetry parameter ℵ as.
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The minimum threshold current density is given by
the universal equation (24) and is independent of the
QD charge, whereas the neutrality violation strongly
affects the optimum surface density of QDs at which jth

is at a minimum:  grows as the neutrality violation
becomes more pronounced (Fig. 10).

3.2. Transparency Current Density

The injection current at which the population inver-
sion in the active region is zero (fn + fp – 1 = 0) and,
accordingly, the gain is zero (gm = 0) is, by definition,
the inversion or transparency current.

From (34) for the level occupancies at the transpar-
ency threshold we have

(38)

where ∆ is found from Eqs. (35) and (36) at voltage V =
E0 = Eg + εn + εp corresponding to the transparency
threshold. Substituting (38) into (6) yields for the trans-
parency current density

(39)
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Fig. 10. Threshold current density vs. normalized surface
density of QDs. The inclined line represents the transpar-
ency current density at NS  ∞. Inset: relative difference

of true  and that calculated on the assumption of charge

neutrality [see (27)] vs. ℵ as.
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Comparing (39) with expression (21) for neutral QDs
(∆ = 0) shows that neutrality violation leads to a
decrease in .

3.3. Current–Voltage (I–V) Characteristic

The dependences of fn, p and ∆ on applied voltage V
are shown in Fig. 11. At the transparency threshold
(V = E0), ∆ reaches its maximum value; this occurs
because the differential capacitance of the QD layer is
at a minimum at the transparency threshold [47]. Using
the dependences of fn, p on V, the I–V characteristic of a
laser can be calculated (Fig. 12):

(40)

where ni is the intrinsic carrier density in the OCL. The
type of voltage dependence of the second term in (40),
which is the recombination–generation current density
in the OCL, is typical of bimolecular (quadratic in car-
rier density) recombination.

3.4. Level Occupancies in a QD and Gain as Functions 
of Injection Current Density

Figure 13 shows dependences of fn, p on the injection
current density. These curves for QD lasers are ana-
logues of curves describing the dependence of the car-
rier density in the active region on current density for
QW lasers or bulk lasers.

One more important characteristic of a semiconduc-
tor laser is the dependence of the peak modal gain gm on

jtr
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Fig. 11. Electron and hole level occupancies in QDs (solid
lines) and difference of the occupancies (dashed line) vs.
applied voltage. Vertical dotted line represents the transpar-
ency threshold.
the injection current density j. For a QD laser, this
dependence (Fig. 14) is found from the equation

(41)

where gmax is given by Eq. (10). At gm = β, Eq. (41)
yields jth as a function of loss. As noted in Section 3.3,
the function ∆(gm/gmax) has a maximum at the transpar-
ency threshold gm = 0. With increasing j, gm tends to a
constant value (saturates). Nevertheless, the injection
currents necessary to reach values of gm equal to typical
loss β (up to several tens of cm–1) are much lower than
those for a laser with a single or multiple QWs.
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Fig. 12. I–V characteristic. Inset: current density associated
with recombination–generation in QDs.
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4. TEMPERATURE DEPENDENCE 
OF THRESHOLD CURRENT

Commercial QW lasers based on the InGaAsP/InP
system, which are presently used in telecommunica-
tions, have threshold currents with poor temperature
stability [79–81] (the characteristic temperature T0 of
lasers of this kind does not exceed 90 K). A highly
important advantage that can be achieved in QD lasers
is the extremely weak temperature dependence of the
threshold current. In the ideal case, jth of a QD laser
would be temperature independent and, consequently,
T0 would be infinitely high [15]. This would occur if the
whole injection current went into recombination in the
QDs and neutrality in the QDs held. In reality, in all
diode laser designs QDs are embedded in a conducting
material (OCL or barrier regions) into which carriers
are injected from the contact regions and then find their
way into QDs.12 Carrier recombination in the OCL
gives rise to an additional component of jth. This com-
ponent (jOCL), which is associated with thermal escape
of carriers from QDs, depends on T exponentially. It is
this component that is responsible for the temperature
dependence of jth in a QD laser at relatively high T. This
was confirmed in the first injection QD laser to be
developed [20]. As technology reaches a level that
allows structures with perfect QD ensembles to be
grown and thereby makes it possible to control to a con-
siderable extent inhomogeneous line broadening, it is
the thermal escape of carriers from QDs that may
become the main problem of laser design.

It can be seen from condition (18) that the popula-
tion inversion is independent of T at the lasing thresh-
old. Assuming neutrality in a QD (fn = fp), we would
immediately obtain temperature-independent fn, p [see,
(19)]. In this case, the threshold current density compo-
nent associated with recombination in QDs, jQD, would
be temperature independent. One important manifesta-
tion of charge neutrality violation is the temperature
dependence of the electron and hole level occupancies
in QDs and, consequently, the temperature dependence
of jQD. Thus, even if recombination outside QDs is com-
pletely suppressed, a temperature dependence of jth
exists caused by neutrality violation in QDs. It is this
effect that leads to a finite value of T0, observed at rela-
tively low T [20], at which the thermal escape of carri-
ers from QDs and recombination outside QDs are vir-
tually completely suppressed.

Thus, the temperature dependence of the compo-
nents associated with recombination in the OCL and
QDs means that the threshold current in a real QD laser
is temperature dependent, especially at high T. Conse-
quently, the characteristic temperature T0 is finite. This
was first observed experimentally in [20].

12The use of QDs in insulating (e.g., glass) matrices is promising
only for creating devices with optical pumping because of the
impossibility in principle of current injection in this case.
SEMICONDUCTORS      Vol. 38      No. 1      2004
As discussed above (Section 2), the modes of QD
filling with carriers may be equilibrium or nonequilib-
rium, depending on temperature and carrier localiza-
tion energies. At T < Tg (nonequilibrium filling), where
Tg is given by Eq. (4), there is no temperature depen-
dence of the free carrier density in the OCL,13 and, con-
sequently, jth is temperature independent. At T > Tg
(equilibrium filling), jth depends on T. Thus, the temper-
ature dependence of the threshold current in QD lasers
fundamentally differs from that for lasers with a bulk
active region and QW lasers. Such a temperature
dependence was observed experimentally in the first
injection QD laser [20]: jth remained virtually unchanged
(80 A/cm2) as the temperature increased to 180 K; the
characteristic temperature for this temperature range
was very high (T0 = 380 K). As T increased above
180 K, jth demonstrated thermally activated growth,
with the activation energy in good agreement with the
estimates of carrier localization energies in QDs, which
confirmed that the rise in the threshold current is,
indeed, associated with the thermal escape of carriers
from QDs.

In this section, a detailed quantitative analysis of the
temperature dependence of jth is presented and the char-
acteristic temperature T0 in the equilibrium mode is cal-
culated.

4.1. Threshold Current Components

The components of the threshold current density are
given by

(42)

13To be more precise, there is a weak temperature dependence of n
and p, which is due to the similar dependences of the cross sec-
tions of carrier capture into QDs (σn, p) and thermal velocities
(vn, p) [see (13)].
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(43)

Assuming QD neutrality, the temperature depen-
dence of jOCL can be represented as

(44)

where ∆Eg1 = ∆Ec1 + ∆Ev1 is the difference between the
bandgaps of the materials of the OCL and QDs.

As ∆Eg1 – εn – εp = (∆Ec1 – εn) + (∆Ev1 – εp)
increases, the free carrier densities in the OCL and,
consequently, the parasitic recombination current
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sents fn, p calculated on the assumption of neutrality in QD.
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become lower, which leads to a decrease in jth and a
weakening of its temperature dependence. In [76] a
material with a wider bandgap, AlGaAs, was used
instead of GaAs as the material of the OCL in order to
raise the height of the barriers for carriers in QDs and
thereby suppress the thermal escape. As a result, jth was
substantially reduced.

It can be seen from (35)–(37) that ∆ (i.e., the QD
charge) and, consequently, fn, p [see (34)] depend on T.
Thus, neutrality violation in QDs leads to a temperature
dependence of the recombination current density, jQD,
in QDs. With increasing T, the neutrality violation is
suppressed: ∆ falls gradually and the values of fn and fp
approach each other (Fig. 15).

The temperature dependence of jQD is much weaker
than that of jOCL (Fig. 16). Nevertheless, the conclusion
that jQD depends on T is extremely important. The point
is that the recombination channels in the OCL (i.e.,
leakage currents) must be suppressed in properly opti-
mized structures. However, even in this case, the
threshold current determined exclusively by recombi-
nation in the QDs will depend on T.

The recombination current density in the OCL, jOCL,
grows exponentially with T and has activation energy
∆Eg1 – εn – εp [see (44) and Fig. 16]. That is why, in
order to describe the temperature dependence of jth =
jQD + jOCL, it is convenient to introduce the temperature
Td at which jOCL becomes equal to jQD. When T is sig-
nificantly lower than Td, jOCL ! jQD and there is only a
very weak dependence of jth on T. Conversely, when T
exceeds Td to a sufficient extent, jOCL @ jQD and jth
strongly depends on T (Fig. 16). There is a certain anal-
ogy between the thus defined Td and the depletion (ion-
ization) temperature of impurity centers. An equation
for Td was presented in [49]; Td grows with increasing
∆Eg1 or NS and decreasing δ or β [49]. Using Td, the jOCL
to jQD ratio can be represented as

(45)

4.2. Characteristic Temperature T0

The characteristic temperature is an extremely impor-
tant parameter that describes empirically the temperature
dependence of jth for a semiconductor laser [82]:

(46)

Despite the fact that the dependence of jth on T is never
an exponential dependence of the type exp(T/T0) [as it
might seem from (46)], the parameter T0 adequately
describes the temperature dependence of jth, provided
that it is itself a function of temperature: T0 = T0(T).

jOCL T( )
jQD T( )

-------------------
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------------------------------------------------- T
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----- 
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×
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---------------------------------– 

  .exp
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T0 of a QD laser can be represented as

(47)

where  and  are defined in the same way as T0,
but for the functions jQD(T) and jOCL(T), respectively.

The equations for  and  are as follows:

(48)

(49)

Since the absolute value of ∆ decreases with increasing T

(Fig. 15),  is positive.

If one assumes that the QDs are neutral [i.e., ∆ = 0,

fn, p = (1 + /NS)/2, and, consequently,  = ∞], the
following expression is obtained for the characteristic
temperature:

(50)

4.2.1. Temperature dependence of T0. The charac-
teristic temperature falls steeply with increasing T
(Fig. 17c). The pronounced (severalfold) decrease in T0
occurs on passing from temperatures at which jth is con-
trolled by recombination in QDs to those at which jth is
controlled by recombination in the OCL (Fig. 17c).
Such a dependence of T0 on T is in agreement with the
experiment (see, e.g., [20]).

It should be noted that  @ . Nevertheless,
as can be seen from (47), 1/T0 is determined not only by

1/  and 1/ , but also by relative contributions of
the threshold current density components, jQD/(jQD + jOCL)
and jOCL/(jQD + jOCL). Therefore, it is important to take
into account the first term in the right-hand part of (47)
at relatively low temperatures (T < Td), at which jth is
controlled by the component jQD. At these temperatures,
Eq. (50) gives values of T0, neutral (Fig. 17c, dashed line)
that exceed substantially the true T0 yielded by Eq. (47),
which takes into account the neutrality violation in QDs
(Fig. 17c, solid line). Thus, it is the neutrality violation
at low T that is the main reason for the temperature
dependence of jth, and taking this effect into account is
necessary for a correct calculation of T0 to give results
in agreement with the experiment.
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4.3. Temperature Dependences 
for an Optimized Structure

The optimum laser parameters that ensure minimum
jth are temperature dependent [49]. Thus, a structure
optimized at a given T is not optimized at any other
temperature. The optimum OCL thickness decreases,
and the optimum surface density of QDs grows, with
increasing T (Fig. 18).

The temperature dependences of  and  for an
optimized structure were analyzed in detail in [46, 49].

At high T [s ! 1, see (29)], at which recombination
in the OCL is important, the temperature dependence of

 is determined by that of the square root of the rate
of spontaneous transitions in the OCL, Bn1p1, i.e., is
much weaker than that for an unoptimized structure
[for which it is determined by the temperature depen-
dence of the rate Bn1p1 itself, see (44)]:

(52)

At low T (s @ 1), at which recombination in the

OCL is insignificant, the dependence of  on T and
∆Eg1 vanishes [see (28)].

The characteristic temperature for the function

(T) is

(53)
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Fig. 18. Optimum surface density of QDs and optimum
OCL thickness vs. temperature. The horizontal dotted line
shows the OCL thickness at which the optical confinement
factor is at a maximum.
The expression in braces is a universal function of the
dimensionless parameter s [see (25) for a definition of s]
that can be derived from the dependences of bopt and
Γ(bopt) on s (Fig. 7).

When T exceeds the temperature for which the

structure is optimized, T0 cannot be higher than 
yielded by Eq. (53).

5. EXCITED-STATE OPTICAL 
TRANSITIONS IN QDs

In the ideal case, for the advantages of QD lasers to
be manifested to the maximum possible extent, it is
necessary that only a single electron level and a single
hole level be present in a QD. For a QD of highly sym-
metric (e.g., cubic) shape, it is sufficient that a single
(ground) level exist only for electrons. Radiative transi-
tions from the ground electron to excited hole levels in
QDs of this kind are partly or completely forbidden by
selection rules (at least in the first order). In real laser
structures containing QDs whose shape is not highly
symmetric (e.g., pyramidal), such transitions are not
forbidden. In addition, excited electron levels may be
present [83]. Transitions from excited states affect the
threshold characteristics of a laser [54, 55].

The general expressions for the modal gain spec-
trum g(E) and spectral density of the flux of spontane-
ous recombination in QDs, rsp(E), for an arbitrary num-
ber of radiative transitions in the dots were given in
[54]. Various possible cases of modifying these spectra
by changing the injection current were described.

5.1. Universal Relationship between Spectra of Gain 
and Spontaneous Emission

In the case of quasi-equilibrium QD filling with both
electrons and holes, the rsp(E) to g(E) ratio is described
for an arbitrary number of transitions in QDs and their
arbitrary size distribution by the universal function [54]

(54)

where e(E) and Γ(E) are the dielectric constant and the
optical confinement factor (both photon-energy-depen-
dent), and µn, p are the quasi-Fermi levels for electrons
and holes, reckoned from the band edges in the QDs.
Since Γ ∝  a [see (22)], there is no dependence on QD
size in (54); a/Γ is the characteristic length of photon
localization in the transverse direction in the
waveguide.

Equation (54) is a generalization of the well-known
relation between rsp(E) and g(E) in semiconductors
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[84]. It is highly important for analysis of characteris-
tics of a QD laser. It is the spectrum of photo- or elec-
troluminescence [i.e., rsp(E)] that is commonly mea-
sured experimentally. Using (54) for the equilibrium
filling of QDs, the g(E) spectrum can be readily
obtained from the experimental rsp(E) spectrum.

5.2. Microscopic Parameters Controlling 
the Maximum Gain for a Separate Transition

It was shown in [54] that the lasing wavelength may
vary with loss gradually or stepwise, depending on the
separation of the transition energies, inhomogeneous
broadening, and maximum gain for the transitions.

The key role in determining the emission wave-
length, i.e., the peak position of the gain spectrum, is
played by the ratio of the maximum (saturated) gains
for the transitions. The maximum gain and the time of
spontaneous recombination for the transition from an
electron level characterized by a set of quantum num-
bers i to a hole level with a set of numbers j are yielded
by expressions (10) and (8), in which the parameters for
the transition i  j appear instead of the correspond-
ing values for the ground-state transition. The degener-
acy of the transition is additionally introduced into the

expression for  (  ∝  dij). Thus,  is con-
trolled by the following microscopic parameters: inho-
mogeneous broadening, degeneracy, and overlap inte-
gral. The overlap integral governs the time of spontane-

ous recombination (1/  ∝  Iij).

The transition parameters affect  in different
ways. The inhomogeneous broadening is always more
pronounced for a transition with a higher index. The
overlap integral is commonly smaller for a transition

with a higher index [83]; thus,  is always longer for
such a transition. The degeneracy of the ground-state
transition is always unity [double spin degeneracy is

gij
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Fig. 19. Saturated gain of a laser with a single layer of self-
assembled pyramidal InAs QDs in GaAs. Dashed lines:
spectra for each of the transitions. δ = 0.05.
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taken into account for each of the transitions by (8)].
The higher the transition index, the greater the degener-
acy [32, 36]. For pyramidal (with a square base) or
cubic QDs, the degeneracy of the transition from the
first excited electron state to a similar hole state is 2 or
3, respectively, provided that there are no piezoelectric
effects. Thus, the only possible physical reason for

which  may be higher for a transition with a higher
index is the greater degeneracy. However, QDs actually
have an irregular shape. Moreover, even if the QDs
were of regular shape, piezoelectric effects would lift
the degeneracy of the excited states (see [83] for pyra-

midal QDs). Thus,  for a separate excited-state
transition cannot exceed that for the ground-state tran-
sition in real QDs. Nevertheless, a stepwise change
(switching) of the emission wavelength may occur in
laser structures with QDs of this kind (see Section 5.3).

5.3. Threshold Characteristics of a Laser with Self-
Assembled Pyramidal InAs QDs in a GaAs Matrix

As a result of the piezoelectric effect [83], the
degeneracy of excited states is completely removed in
QDs of this kind. The spectrum of the saturated gain (at
injection current j = ∞) and the dependences of the
emission wavelength and jth on β, calculated in [54, 55],
are shown in Figs. 19 and 20. As can be seen from
Fig. 19, all the four transitions from the excited states
lie within the energy interval T and, consequently,
effectively “act” as a single transition. The maximum
gain for this combined excited-state transition some-
what exceeds the maximum gain for the ground-state

transition  (Fig. 19), which makes stepwise switch-
ing of lasing from the ground state possible. The
change in the peak position of the gain spectrum g(E)

occurs when β approaches ; at β > , lasing
occurs via the combined excited-state transition. The
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discontinuity in ∂jth/∂β at β =  (Fig. 20) reflects the
abrupt change in the emission wavelength (see [36] and
[85] for experimental demonstration of this effect for
QD and QW lasers, respectively). The overlap inte-
grals, and, consequently the values of gmax too, for the
fourth and fifth transitions are much smaller than the
corresponding values for the first three transitions. Nev-
ertheless, it is notable that taking into account the
fourth and fifth transitions (the so-called forbidden
transitions, i.e., transitions with i ≠ j) is necessary to
explain the emission wavelength switching. The point
is that the maximum gain for a combined transition
composed of the second and third transitions would be

lower than .

Thus, the stepwise change in the lasing wavelength
with varying loss in the lasers under consideration is
due to a changeover from the ground-state transition to
an effective excited-state transition, which is a superpo-
sition of several closely lying transitions via excited
states. Transitions from excited states in structures of
this kind make lasing possible with a loss exceeding the
maximum gain for the ground-state transition.

The possibility of electrically controlled switching
of the emission wavelength makes QD lasers attractive
for “write” and “read” operations, and also for wave-
length multiplication and division [32].
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Fig. 21. Schematic of a QD laser in the longitudinal direc-
tion and main processes.
6. SPATIAL HOLE BURNING 
AND THE MULTIMODE LASING THRESHOLD

SHB in semiconductor lasers [86, 87] (and also in
solid-state lasers [88]) is due to the nonuniformity of
stimulated recombination and leads to the generation of
higher cavity modes in addition to the main mode. The
problem of multimode generation is of practical worth
from both the fundamental and applied points of view
[9]. Studying the physical processes that control the
multimode generation threshold is necessary to sup-
press additional modes and to develop single-mode
lasers.

Stimulated emission in a cavity is a standing wave
(with several thousand half-wavelengths fitted in the
cavity length).14 In QD lasers, several QDs can be
accommodated within a half-wavelength in a medium.
Thus, the rate of stimulated recombination is the high-
est (or lowest) in QDs lying near antinodes (or nodes)
of the intensity of emitted light. As a result, SHB occurs
in the population inversion: QDs lying close to antin-
odes are depleted, and those near nodes, overfilled.

In lasers with a bulk active region and QW lasers,
diffusion makes the nonuniform carrier distributions
even, thereby partly or completely suppressing the SHB
effect [86]. The situation in QD lasers is fundamentally
different. Since only carriers localized in the QDs con-
tribute to stimulated emission, the leveling of the non-
uniform inversion requires that carriers be thermally
released from the overfilled QDs, diffuse in the OCL to
depleted QDs, and then be captured into these QDs
(Fig. 21). Thus, the isolated positions of QDs and the
absence of direct carrier exchange between them may
hinder leveling of the nonuniform population inversion
and lead to a strong SHB effect.

At and somewhat above the lasing threshold, only
the main [closest to the peak of the g(E) spectrum]
mode is emitted. Because of the SHB effect, the popu-
lation inversion in a QD, averaged along the longitudi-
nal direction, is higher than its threshold value, which
may mean that the lasing condition is satisfied for
higher longitudinal cavity modes. Since the main task
is to determine ways to suppress the additional modes,
the lasing condition for the next, i.e., closest to the
main, mode15 is analyzed in detail, and, accordingly,
the injection current densities exceeding the threshold
current density for the main mode, jth, and not exceed-
ing the threshold current density for the next mode, j2,
are considered. The multimode generation threshold δj
is defined as the excess of the injection current density

14Strictly speaking, there are also traveling-wave components in
the cavity, which are to be taken into account properly in the gen-
eral case (especially near the mirrors). However, as shown in [9, 89],
these components can be disregarded in the case of sufficiently
high mirror reflectivities.

15If the gain spectrum is symmetric with respect to its peak, the
two modes that lie symmetrically relative to the main mode may
be the next modes.
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over the threshold current for the main mode, which is
necessary for generation of the next cavity mode:

(55)

The analysis is made on the basis of time-indepen-
dent rate equations for carriers localized in QDs, free
carriers, and photons [50–52]. It is shown that the ratio
of the flux of thermal escape of holes to the diffusion
flux of holes is much smaller than unity; i.e., it is the
thermal escape of carriers from QDs, and not diffusion
in the OCL, that is the slow process that controls the lev-
eling of the spatially nonuniform population inversion.16

Because of this circumstance, the general expression
for δj can be simplified; below, it is analyzed for the
cases of high and low temperatures.

6.1. Relatively High Temperatures

For T leading to equilibrium QD filling at and below

the lasing threshold (i.e., τQD @ ; for the structure
under consideration, τQD = 0.71 ns and, at room temper-

ature,  = 7 ps,  = 60 ps), δj is controlled by the

finite times :

(56)

A similar situation is the case for band-to-impurity las-
ing transitions [91, 92].

It can be seen from (2) and (56) that δj grows with
increasing σn, p. Naturally, the greater σn, p, the faster the
capture and thermal escape and the weaker the SHB
effect.

6.2. Relatively Low Temperatures

For T leading to nonequilibrium QD filling at and

below the lasing threshold (i.e., τQD ! ), δj is con-
trolled by the time of spontaneous recombination in
QDs, τQD:

(57)

The point is that δj is controlled by the fastest process
by which carriers leave QDs. At high T, this is the ther-

mal escape from QDs, and, accordingly, the times 

16Since Dn @ Dp, the diffusion of electrons in the OCL cannot be
the limiting factor; for GaInAsP, Dn = 40 cm2/s and Dp =
1.6 cm2/s [90].
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appear in (56). At low T, the faster process is spontane-
ous recombination, and, accordingly, the time τQD
appears in (57).

6.3. Dependences of Multimode Generation Threshold 
on Structure Parameters

Here we consider relatively high temperatures.

As one of the structure parameters approaches its

critical value (NS  , or δ  δmax, or L 
Lmin), the threshold current densities of the main and
next modes, as well as the multimode generation
threshold, grow infinitely [see (56) and Fig. 5]. In this
case, the relative multimode generation threshold δj/jth
tends to zero (Fig. 5, insets), which means an indefinite
increase in the number of generated longitudinal cavity
modes. To realize the advantages of QD lasers, the
structure parameters must be sufficiently far from their
critical values.
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For structures optimized to minimize the threshold
current density for the main mode, Fig. 22 shows the
relative multimode generation threshold and the mini-
mum threshold current density for the main mode as
functions of the RMS of relative QD size fluctuations,
cavity length, and temperature. For structures opti-
mized for 
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 = 0.025 (5% scatter) and 0.1 (20% scatter),
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respectively.

 
6.4. Temperature Dependence of Multimode 

Generation Threshold

The values of fn, p at the lasing threshold for the main
mode appear in (56) and (57). On the condition that
neutrality is maintained in QDs, δj would be virtually
temperature independent at low T. The neutrality viola-
tion (Section 3) leads to a weak temperature depen-
dence of fn and fp (Section 4) and, consequently, of δj,
too, at these temperatures.

For the structure used as an example (see Sec-
tion 2.3.2.3), δj increases by approximately a factor of
24 on passing from low to room temperature.

NS
min

jth
min
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The temperature dependence of δj at high T is due to

temperature dependences of the times  [see (2) and
(3)]. Simultaneously with an undesirable rise in jth as T
increases, j2, δj, and δj/jth grow (Fig. 23). This occurs
because the thermal escape of carriers from QDs and,
consequently, the leveling of the spatially nonuniform
population inversion become more effective at high T.17

Provided that the SHB effect is the only (or main) rea-

17In semiconductor lasers with a bulk active region, the multimode
generation threshold also grows with increasing T, which is due
to a rise in the diffusion coefficient at high T [86].

τn p,
esc

Fig. 22. Relative multimode generation threshold δj/jth
(solid line) and minimum threshold current density for the
main mode (dashed line) vs. (a) RMS of relative QD size
fluctuations, (b) cavity length, and (c) temperature. (a–c)
Each point in the curves corresponds to a particular struc-
ture optimized at a given δ, L, and T, respectively.

L = 500 µm
T = 300 K103

102

101

100

10

1
0.001 0.01 0.1

R
el

at
iv

e 
m

ul
tim

od
e

ge
ne

ra
tio

n 
th

re
sh

ol
d,

 %
R

el
at

iv
e 

m
ul

tim
od

e
ge

ne
ra

tio
n 

th
re

sh
ol

d,
 %

R
el

at
iv

e 
m

ul
tim

od
e

ge
ne

ra
tio

n 
th

re
sh

ol
d,

 %

M
in

im
um

 th
re

sh
ol

d
cu

rr
en

t d
en

si
ty

, A
/c

m
2

M
in

im
um

 th
re

sh
ol

d
cu

rr
en

t d
en

si
ty

, A
/c

m
2

M
in

im
um

 th
re

sh
ol

d
cu

rr
en

t d
en

si
ty

, A
/c

m
2

RMS of relative QD size fuctuations δ

103

102

101

100 1000

δ = 0.025 (5%)
T = 300 K

10

1
Cavity length L, µm

δ = 0.025 (5%)
L = 500 µm

102

101

100

19

14

9

4
2.50 3.75 5.00

1000/T, K–1

(a)

(b)

(c)
son for multimode generation in a QD laser, the number
of emitted modes must decrease with increasing T, and,
consequently, the dependence of the output power on
the injection current must become more linear. It is this
factor that may be one of the reasons for the rise in the
differential efficiency of the QD laser with increasing T,
which is observed experimentally in [37].

7. CONCLUSION

A comprehensive theory of the threshold character-
istics of injection QD lasers was presented in which the
following is demonstrated:

(1) There exist critical tolerable parameters of a QD
structure, i.e., bounds for the range of parameters in
which lasing is possible. When a parameter approaches
its critical value, the threshold current grows infinitely.

(2) Depending on temperature and carrier localiza-
tion energies, two fundamentally different modes of
QD filling with carriers, nonequilibrium and equilib-
rium, are possible. The temperature determining the
boundary between these modes becomes higher with
increasing localization energies.

(3) The temperature dependence of the threshold
current in QD lasers differs fundamentally from that for
lasers with a bulk active region and QW lasers: at low
temperature (nonequilibrium QD filling), the threshold
current is virtually temperature independent; at high
temperature (equilibrium filling), the threshold current
is controlled by thermal escape from QDs and grows
exponentially with temperature. This circumstance
accounts for the fast fall of the characteristic tempera-
ture T0 at high temperature.

(4) In contrast to lasers with a bulk active region and
QW lasers, the local charge neutrality in the QDs of QD
laser structures is violated, which strongly affects the
threshold current and its temperature dependence

Fig. 23. Threshold current densities for the main mode
(solid line) and next mode (dashed line) and multimode
generation threshold (dotted line) vs. temperature. Inset:
relative multimode generation threshold.
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(characteristic temperature T0). The neutrality violation
leads to a temperature dependence of the threshold cur-
rent component associated with recombination in QDs
and is the main reason for the temperature dependence
of the threshold current at low temperature.

(5) At equilibrium QD filling, there exists a univer-
sal relationship between the spectra of gain and sponta-
neous recombination, which holds for an arbitrary
number of radiative transitions in QDs and an arbitrary
QD size distribution.

(6) Spatial localization of carriers contributing to
stimulated emission may result in a strong SHB effect
in QD lasers, which leads to multimode generation.

(7) There exist optimum structure parameters that
minimize the threshold current density. The limiting
characteristics of a laser (optimum parameters, mini-
mum threshold current density, and characteristic tem-
perature for an optimized structure) depend on QD size
dispersion, cavity length, band offsets at the heteroint-
erface with QDs, and temperature. Making the QD size
dispersion smaller leads to a lower threshold current,
higher characteristic temperature T0, and higher multi-
mode generation threshold.

(8) At 10% QD size scatter and a loss of 10 cm–1,
threshold current densities of less than 10 A/cm2 can be
achieved at room temperature in the CW mode, which
is more than an order of magnitude lower than those in
QW lasers at the same loss. The corresponding charac-
teristic temperatures may exceed 280 K, which consid-
erably (severalfold) exceeds that in QW lasers.
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Abstract—The formation of nanocrystalline Si films as a result of rapid thermal annealing of silicon-on-insu-
lator structures implanted with high doses of H+ ions is studied. It is ascertained that the process of formation
of Si nanocrystals is active even at temperatures of 300–400°C and is controlled by the hydrogen content in the
silicon film and by the duration of annealing. It is concluded that the formation of nuclei of the crystalline phase
occurs in silicon islands surrounded by microvoids and is caused by the ordering of Si–Si bonds in the course
of release of hydrogen from the bound state. It is important that microvoids do not coalesce at temperatures up
to ~900°C in conditions of rapid thermal annealing. It is found that synthesized films exhibit luminescence in
the green–orange region of the spectrum at room temperature. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Silicon is the most important element in microelec-
tronics and, according to predictions, will retain its
leading status over the next 40 years. However, silicon
is an indirect-gap semiconductor and, as a result, is an
extremely inefficient emitter of light. This circum-
stance renders silicon unsuitable for applications in
optoelectronics. At the same time, progress in commu-
nication technologies is imposing increasingly strin-
gent requirements upon optoelectronic components
integrated with electronic networks that are produced
on the basis of silicon. The discovery of photolumines-
cence (PL) in porous silicon in the visible region of the
spectrum [1] was responsible for the intense initial
interest of researchers in this material. However, there
are a number of problems related to the complexity of
the practical application of porous silicon and caused
by the instability of the properties of this material [2, 3].
In turn, this circumstance led to the development of a
number of alternative methods for formation of nano-
composite materials that are based on silicon, emit effi-
ciently in the visible region of the spectrum, and are
quite compatible with available silicon technology.
These methods include recrystallization of amorphous
silicon using rapid thermal annealing [4], chemical
deposition from the gaseous phase [5], thermal [6] and
laser-induced [7] evaporation, high-frequency sputter-
ing [8], deposition using the gas discharge [9], ion-
beam synthesis in the SiO2 host [10, 11], and other
methods. Each of these methods has its own advantages
and disadvantages. In particular, synthesis of nanocrys-
tals by the vast majority of these methods requires
annealing temperatures of *1000°C. Therefore, the
1063-7826/04/3801- $26.00 © 20107
development of new methods (including those imple-
mented at compatively low temperatures) for the pro-
duction of nanocomposite materials remains a very
urgent challenge. The physical basis of the method we
used is the ability of hydrogen incorporated into silicon
at high concentrations (amounting to several atomic
percent) to stimulate the formation of microvoids and
microcracks [12–15] that alternate with Si regions sat-
urated with hydrogen. The size and number of micro-
voids depend both on the concentration of the incorpo-
rated hydrogen and on the temperature and duration of
subsequent heat treatment [16]. This observation means
that a decrease in the duration of heat treatment to sev-
eral seconds can give rise to a high density of small
voids separated by islands of crystalline silicon; i.e.,
this decrease can lead to the formation of films of nan-
oporous–nanocrystalline material and, what is more, at
very moderate temperatures. The aim of this paper was
to study the formation of nanocrystalline Si films in sil-
icon layers implanted with high doses of hydrogen and
subjected to rapid heat treatment. In order to eliminate
the effect of the silicon substrate on properties of
nanocrystalline films, we formed these films in silicon-
on-insulator layers rather than in bulk Si.

2. EXPERIMENTAL

Silicon-on-insulator (SOI) structures were formed
on Si (100) substrates. They incorporated a 500-nm-
thick top Si layer and a 280-nm-thick buried SiO2 layer
and were implanted with 24-keV H+ ions to doses of
1 × 1017 and 3 × 1017 cm–2; an ion–plasma source was
used for implantation. After implantation, the samples
004 MAIK “Nauka/Interperiodica”
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were subjected to rapid thermal annealing for 10 s at
temperatures Ta = 300–900°C in ambient atmospheric
air. For comparison, heat treatment with a duration of
1 h was also carried out in some cases in a furnace at the
same temperatures in a nitrogen flow. The concentra-
tion profiles of hydrogen in SOI structures before and
after heat treatment were measured using secondary-

ion mass spectroscopy (SIMS).  ions with an energy
of 10 keV were used for sputtering. The structure of the
layers was studied using Raman scattering spectros-
copy and high-resolution transmission electron micros-
copy (HRTEM). The Raman spectra were measured in
the backscattering configuration employing a DFS-52
spectrometer. The Raman spectra were excited using Ar
laser radiation with a wavelength of 488 nm. Two geo-
metric configurations of the sample were used in the
excitation of Raman processes: x(y + z, y + z)  (the
allowed geometry) and x(y, y)  (the forbidden geome-
try), where x, y, and z correspond to orientations (100),

O2
+

x
x

1022

0

1021

1020

1019

0.1 0.2 0.3 0.4 0.5 0.6

1017

400

1016

8000
Ta, °C

H concentration, cm–3H concentration, cm–3

Depth, µm

1
2

3

4

5

6

1 2

Fig. 1. Hydrogen concentration profiles measured by sec-
ondary-ion mass spectroscopy in silicon-on-insulator struc-
tures implanted with 24-keV H+ ions with a dose of 3 ×
1017 cm–2 (1) before annealing and after annealing for 10 s
at Ta = (2) 400, (3) 500, (4) 600, (5) 700, and (6) 800°C.
Dependences of integrated hydrogen concentration on the
temperature of annealing for (1) 1 h and (2) 10 s are shown
in the inset.
(010), and (001). The use of forbidden geometry made
it possible to substantially reduce the intensity of the
line at 520 cm–1; this line corresponds to scattering by
optical phonons in the Si substrate. All the Raman spec-
tra were measured at room temperature. The HRTEM
studies were carried out using a JEM-4000EX micro-
scope with a resolution of 0.2 nm and an accelerating
voltage of 250 kV. Photoluminescence (PL) in the
wavelength range λem = 340–850 nm was excited using
the radiation of an N2 laser with a wavelength λexc =
337 nm and a power of ~10 mW at room temperature.

3. RESULTS AND DISCUSSION

In Fig. 1 we show the concentration profiles of
implanted H+ in SOI structures before and after rapid
thermal annealing. It can be seen that almost all the
implanted hydrogen is initially (curve 1) uniformly dis-
tributed in the layer with a thickness of ~0.3 µm. Sub-
sequent annealing for 10 s at temperatures Ta = 300–
500°C did not result in redistribution of hydrogen in the
implanted Si layer. A further increase in Ta brought
about both changes in the shape of the hydrogen con-
centration profile and reduction in the hydrogen inte-
grated concentration. An increase in the annealing tem-
perature in the region Ta > 500°C led to accumulation
of hydrogen in the surface region; in addition, a dip in
the hydrogen concentration at a depth of ~50 nm was
observed. The dependence of the integrated hydrogen
concentration in silicon on the temperature of postim-
plantation annealing is shown in the inset in Fig. 1. For
comparison, the corresponding data on the results of
thermal annealing for 1 h in a conventional furnace are
also shown; the data were obtained by integrating the
hydrogen concentration profiles reported previously by
Tyschenko et al. [17]. An analysis of these dependences
shows that, in the case of rapid thermal annealing, the
integrated hydrogen concentration in the implanted sil-
icon layer at the corresponding temperatures is higher
than this concentration in the case of conventional
annealing by a factor of 20. This result is consistent
with the ratio of root functions for the furnace and the
rapid heat treatments used in our experiments.

In Fig. 2 we show the Raman spectra obtained in the
allowed geometry for the SOI structures implanted with
a 3 × 1017 cm–2 dose of H+ ions; the spectra were mea-
sured before and after rapid thermal annealing at tem-
peratures Ta = 300–700°C. Two peaks were observed in
the Raman spectra immediately after implantation
(spectrum 1). A broad peak located at about 480 cm–1

coincides with the spectrum of amorphous Si. The sec-
ond peak located at 520 cm–1 is related to scattering by
optical phonons in the Si host. In the course of isochro-
nous annealing, we observe first a decrease in the half-
width of the peak related to the amorphous phase (Ta =
300°C, spectrum 2) and then (as Ta increases) a gradual
decrease in the intensity of this peak. It is worth noting
that we did not observe any shift in the energy position
SEMICONDUCTORS      Vol. 38      No. 1      2004
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of the peak with increasing annealing temperature. This
circumstance can serve as additional evidence that the
peak at 480 cm–1 corresponds to a broadened spectrum
of phonon states in amorphous silicon. In the entire
range of annealing temperatures Ta, the intensity of the
peak at 520 cm–1 increased only slightly. At the same
time, a line indicated by an arrow in Fig. 2 appears near
the Si peak. We relate this line to silicon nanocrystals
that formed in the amorphous host. The shift of the
wave number of this line relative to the wave number of

400 480 520 560

1

2

3

4

5

Raman shift, cm–1

Raman signal intensity, arb. units

Fig. 2. Raman spectra measured in the allowed configura-
tion for silicon-on-insulator structures implanted with
24-keV H+ ions with a dose of 3 × 1017 cm–2 (1) before and
after postimplantation annealing for 10 s at Ta = (2) 300,
(3) 400, (4) 600, and (5) 700°C.
SEMICONDUCTORS      Vol. 38      No. 1      2004
optical phonon in bulk Si (520 cm–1) is caused by quan-
tum-dimensional effects in Si nanocrystals. In Fig. 3 we
show the Raman spectra of SOI structures after anneal-
ing at various temperatures; the spectra were obtained
in the forbidden geometry of scattering. In this geome-

Raman signal intensity, arb. units

500 520 540
Raman shift, cm–1

1

2

3

4

5

Fig. 3. Raman spectra measured in the forbidden configura-
tion for silicon-on-insulator structures implanted with
24-keV H+ ions with a dose of 3 × 1017 cm–2 (1) before and
after postimplantation annealing for 10 s at Ta = (2) 400,
(3) 600, (4) 700, and (5) 800°C.
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try, the intensity of the phonon line related to the Si sub-
strate (520 cm–1) is considerably suppressed, which
makes it possible to study the behavior of the peak
related to Si nanocrystals in more detail. As the anneal-
ing temperature increased, we observed a shift of this
peak to higher frequencies (from 514 cm–1 after anneal-
ing at Ta = 300–400°C to 517 cm–1 after annealing at
Ta = 600°C and 518 cm–1 after annealing at Ta = 700°C).
As can be seen from Figs. 2 and 3, this shift occurs
simultaneously with an increase in the intensity of the
phonon-related line for Si nanocrystals and a decrease
in the intensity of the peak related to optical phonons in
the amorphous Si layer. These effects correspond to an
increase in the sizes of Si nanocrystals in the course of
crystallization of the amorphous phase. The presence of
an intense line related to Si clusters and observed in the
forbidden geometry indicates that these clusters are
completely misoriented in reference to the Si substrate.
No peaks related to nanocrystals were observed in the
Raman spectra of the samples implanted with hydrogen
ions at a dose of 1 × 1017 cm–2.

The HRTEM studies showed also that rapid thermal
annealing at Ta ≈ 400°C gave rise to Si nanocrystals
embedded in the amorphous host. As the annealing
temperature was increased in the range Ta = 400–
700°C, the average dimensions of nanocrystals
increased from 4.6 to 7.4 nm. A further increase in the
annealing temperature to 900°C did not result in signif-
icant changes in the size of the Si nanocrystals. The
nanocrystal density remained virtually unchanged in
the entire Ta range under consideration and was equal to
~1012 cm–2. In Fig. 4, we show an HRTEM image of
nanocrystals formed as a result of annealing at 900°C.
Calculations of interplanar spacing in these nanocrys-
tals yield a value of ~0.314 nm. The latter is consistent
with the separation between (111) planes in the dia-
mond-like lattice of bulk Si. Figure 5 shows the distri-
bution of nanocrystals in sizes after annealing at Ta =

2.5 nm

Fig. 4. An HRTEM image of the films obtained by implan-
tation of silicon-on-insulator structures with 24-keV
H+ ions with a dose of 3 × 1017 cm–2 after subsequent
annealing for 10 s at Ta = 900°C.
400, 700, and 900°C. These distributions can be
described by Gaussian functions with the full width at
half-maximum (FWHM) equal to 1.2 and 2 nm for
annealing temperatures of 400 and 700–900°C, respec-
tively.

The PL spectra measured at room temperature for
the samples implanted with a high dose of hydrogen
ions are shown in Fig. 6. No PL in the visible spectral
region was detected in the case of unimplanted sam-
ples. A low-intensity broad band in the emission wave-
length range from ~400 to ~600 nm was observed in the
PL spectrum measured immediately after implantation.
As the temperature of rapid thermal annealing Ta
increased, the intensity of this PL band increased and
attained a maximum at Ta = 600°C (see the inset in
Fig. 6). After annealing at this temperature, the FWHM
of the PL band was equal to ~1 eV and the intensity was
higher than that in unannealed samples by a factor of
3.5. An increase in Ta above 600°C was accompanied
by a corresponding decrease in the PL intensity.
Annealing at all temperatures Ta under consideration

9

6

3

0

6

3

0

9

6

3

0

(a)

(b)

(c)

Nanocrystal density, arb. units

Nanocrystal radius, nm
1 2 3 4 5 6 7 8 9

Fig. 5. Distributions of nanocrystals in sizes as obtained by
statistical processing of HRTEM data for silicon-on-insula-
tor structures implanted with 24-keV H+ ions with a dose of
3 × 1017 cm–2 after postimplantation annealing for 10 s at
Ta = (a) 400, (b) 700, and (c) 900°C.
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only brought about a change in the PL intensity. No sig-
nificant shifts of energy position of the PL band were
observed.

In order to gain insight into the mechanism of for-
mation of silicon nanocrystals under the conditions of
rapid thermal annealing, let us consider in more detail
the processes of structural transitions in silicon layers
implanted with high doses of H+ ions. Implantation of
H+ ions into silicon with concentrations amounting to
tens of atomic percent is accompanied by the formation
of microvoids separated by silicon regions with a high
concentration of implanted hydrogen. In this case,
hydrogen completes the dangling bonds and is found in
the bound state. The properties of these microvoids are
mainly controlled by the concentration of the implanted
hydrogen. The exact mechanism of microvoid forma-
tion has yet to be clarified. The microvoids can coalesce
as a result of postimplantation heat treatment. The pro-
cess of microvoid coalescence depends on both the
temperature and duration of the heat treatment. At the
same time, the processes of hydrogen escape from the
bound state and formation of H2 molecules, which then
diffuse to microvoids, are activated at annealing tem-
peratures higher than 350°C [18]. As a result, hydrogen
gas accumulates in a microvoiod and gas bubbles are
formed. As Ta increases and hydrogen buildup in the
microvoid increases, pressure in the microvoid
increases to a certain critical value Pcr; the latter
depends on the microvoid size and the distance from
the microvoid to the surface [16]. At pressures P > Pcr,
microvoids are destroyed and gas escapes from the
implanted layer. In the case of small microvoids, the
gas pressure in a microvoid can be lower than Pcr. As a
result, hydrogen can diffuse to the Si surface as H2 mol-
ecules and microvoids are not destroyed. This situation
is apparently realized under conditions of rapid thermal
annealing. The microvoids have no time to coalesce in
an annealing time of ~10 s. In this case, recrystalliza-
tion of the film can be considered as a process of recrys-
tallization of silicon regions that are separated by
microvoids and contain a high concentration of bound
hydrogen. The formation of crystalline-phase nuclei
occurs owing to the relocation of Si–Si bonds at the
sites where hydrogen escapes from the bound state and
to diffusion of hydrogen to microvoids and the silicon
surface. This inference is supported by the fact that
nanocrystals are formed even at comparatively low
temperatures of pulsed (rapid) annealing Ta ≈ 300–
400°C and that the nanocrystal density is independent
of Ta. The density of the nuclei formed should be gov-
erned by the density and sizes of microvoids or by the
concentration of the implanted hydrogen. Assuming in
the simplest case that microvoids and crystalline
regions are arranged regularly, we can estimate the
average sizes of microvoids. Since the nanocrystal sizes
remained virtually unchanged with Ta increasing from
700 to 900°C, we may assume that the silicon regions
confined by voids crystallized completely at Ta =
700°C, while the remaining portion of the volume is
SEMICONDUCTORS      Vol. 38      No. 1      2004
occupied by voids. Estimations show that nanocrystals
with average dimensions of ~7.4 nm occupy ~40% of
the implanted-layer volume after annealing at Ta =
700°C. This means that the average size of voids
located between nanocrystals is equal to ~9 nm. Thus,
we are dealing in this case with nanocrystalline–nano-
void material whose properties differ from those of
bulk silicon. Indeed, the invariance of the intensity of
the Raman peak at 520 cm–1 when Ta increases to
900°C indicates that the absorption coefficient of the
SOI-structure top layer that forms as a result of rapid
thermal annealing remains higher than the absorption
coefficient of single-crystal silicon. While annealing
for 1 h at 700°C (see Fig. 2) brought about the complete
crystallization of the top Si layer, at the same time the
absorption coefficient of this layer decreased drasti-
cally and became much smaller than that of the uncrys-
tallized layers. As a result, the intensity of the peak at
520 cm–1 increased by a factor of 4.5 after annealing at
Ta = 700°C.
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Fig. 6. Photoluminescence (PL) spectra of silicon-on-insu-
lator structures implanted with 24-keV H+ ions with a dose
of 3 × 1017 cm–2 (1) before and after postimplantation
annealing for 10 s at Ta = (2) 600 and (3) 900°C. The wave-
length of excitation radiation was 337 nm. The dependence
of integrated intensity of photoluminescence (PL) on the
annealing temperature is shown in the inset.
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An analysis of PL spectra shows that a variation in
the PL band does not correlate with sizes of Si nanoc-
rystals in the implanted layer of the SOI structure; i.e.,
the origin of this PL band is not related to direct recom-
bination of quantum-mechanically confined electrons
and holes in Si nanocrystals. Such a PL band has been
previously observed in PL spectra of hydrogenated
amorphous silicon [19]. Some researchers have
expressed the opinion that the origin of this band is
more probably related to organic contaminants at the
surface rather than to bulk states in an amorphous film.
However, in our experiments, PL was not observed in
the samples implanted with hydrogen at a dose of 1 ×
1017 cm–2, which indicates that the PL was not related
to surface contaminants. In our experiments, the PL
intensity increased as hydrogen escaped from the
bound state and attained a maximum at Ta = 600°C,
when hydrogen should be mainly located in micro-
voids. The subsequent falloff of the PL intensity corre-
lates with the escape of hydrogen gas from the
implanted layer at Ta > 600°C. This observation may
indicate that the observed PL band is related to the pres-
ence of unbound hydrogen atoms in the film; these
atoms are located either at the grain boundaries of
nanocrystals or in nanovoids.

4. CONCLUSION

We showed that rapid thermal annealing of silicon-
on-insulator structures implanted with hydrogen ions
brought about the formation of nanocrystalline Si films
if the annealing temperatures were higher than about
300°C. It has been established that the formation of Si
nanocrystals is controlled by the hydrogen content in
the silicon film and proceeds efficiently if the hydrogen
content is no lower than ~20 at %. On the basis of the
data obtained, it is concluded that the coalescence of
microvoids does not occur during rapid thermal anneal-
ing if the annealing temperature is no higher than
~900°C. In this case, the formation of the crystalline-
phase nuclei takes place in silicon islands confined by
microvoids and is caused by the ordering of Si–Si bonds
in the course of hydrogen escape from the bound state.
Synthesized films exhibit luminescence in the green–
orange region of the spectrum at room temperature.
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Abstract—The effect of doping with gold on the photoluminescence properties and electronic states of struc-
tures consisting of porous Si and single-crystal Si, formed by chemical stain etching, was studied. The time-
resolved photoluminescence spectra and the temperature dependences of the capacitor photovoltage were mea-
sured. It is shown that the introduction of Au from gold-salt solutions into porous Si somewhat decreases the
intensity of photoluminescence and changes its spectral distribution. The parameters of electronic states in
porous Si and at the interface between porous Si and single-crystal Si change more significantly, which mani-
fests itself in photovoltage measurements. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Joint analysis of the photoluminescence and the
electronic properties of low-dimensional Si structures
yields important information on the nature of photolu-
minescence (PL) in the visible spectral region at room
temperature, the mechanisms of recombination of
charge carriers and excitons, and the parameters of
local electronic states. This information is required to
develop structures for silicon optoelectronic devices.
Measurements of time-resolved PL spectra and temper-
ature dependences of capacitor photovoltage are effec-
tive methods of investigation. Previously (see, for
example, [1, 2]), these methods were used to study
structures consisting of layers of porous silicon (por-Si)
on p-type single-crystal silicon (por-Si–p-Si), which
were prepared by chemical stain etching. It was shown
that, both for these por-Si layers and for por-Si
obtained by anodization, the PL is related to the quan-
tum-confinement effects caused by the limitation of
charge carriers and excitons in Si nanocrystals. Local
states were found which serve as traps for nonequilib-
rium electrons at the interface between por-Si and p-Si
and nonequilibrium holes in the por-Si layer. Spectra of
boundary electronic states of p-Si were also investi-
gated.

In this paper, we report the results of studying the
effect of a Au impurity on the properties of structures
formed of por-Si and p-Si using measurements of time-
resolved PL and capacitor photovoltage. Deposition of
metals on por-Si has always received much attention
(see, for example, [3]) in view of the potential possibil-
ities of developing device structures. Effective passiva-
tion of dangling bonds in Si by gold was revealed in [4],
where the electron spin resonance in single-crystal Si
doped with gold was studied. Recently, we have dem-
onstrated the significant effect of gold on the photolu-
1063-7826/04/3801- $26.00 © 20113
minescence and electronic properties of nanocrystal-
line Si (nc-Si) films obtained by pulsed laser ablation
(gold was introduced into the films during their forma-
tion) [5]. However, the effect of metals on por-Si has
been insufficiently studied, especially their effect on the
parameters of electronic states in por-Si and at the
interface between porous Si and single-crystal Si.

The purpose of this paper is to study the time-
resolved PL spectra and the electronic states of por-Si–
p-Si structures obtained by stain etching with subse-
quent treatment in solutions containing a gold salt.

2. EXPERIMENTAL

Layers of por-Si less than 1 µm thick were formed
on chemomechanically polished surfaces of KDB-10
silicon (p-Si:B, τ = 10 Ω cm) wafers with (100) orien-
tation, which were treated in a solution HF : HNO3 :
H2O (1 : 3 : 5) for 10 min [1]. The PL spectra and pho-
tovoltage were measured in the initial por-Si–p-Si
structures. Then these structures were doped with a Au
impurity from a solution of AuCl3 dissolved either in
water or in an aqueous solution of HF(1%) [6]. The
dopant concentration in the solutions was 2 × 10–5 M
and the time of treating a sample in a solution amounted
to 2 min. The measurements of the PL spectra and the
photovoltage were performed again with the Au-doped
samples.

The PL was excited by pulses of nitrogen-laser radi-
ation with wavelength λ = 377 nm, pulse width τ = 8 ns,
and peak power Pp = 2 kW. The sampling measurement
of signals was performed in the photon-counting mode.
The measurement strobe (during which photons are
accumulated) had a width of 250 ns. The PL-decay
times shorter than 250 ns were measured by an oscillo-
scope. Successive spectra were recorded with a delay of
004 MAIK “Nauka/Interperiodica”
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the measurement strobe with respect to the laser pulse.
The delay (equal to an integer number of strobe widths)
was increased arbitrarily up to the longest times of
relaxation spectra, i.e., to tens of microseconds.

In order to measure the photovoltage across por-Si–
p-Si samples, a capacitor of the sample–mica type with
a semitransparent conducting layer of SnO2〈Sb〉  on the
back side of the mica was fabricated. The ohmic con-
tacts to p-Si were formed by deposition of aluminum
onto Si with subsequent alloying by a laser beam. The
photovoltage generated in the SnO2–por-Si–p-Si–Al
capacitor under illumination by light pulses was
recorded on a storage oscilloscope. As a source of light
pulses, we used an ISSh-100 flash lamp generating
pulses of white light with an intensity of ~1021 pho-
tons/(cm2 s) and a width of 10 µs in single-pulse mode
or a train of pulses with a frequency of 1 Hz. The tem-
perature dependences of photovoltage were measured
as the temperature was decreased from T = 300 to 100 K,
after the measuring capacitor was placed in a cryostat
with a pressure of residual gases of ~10–4 Pa.

Pulses of both white and red light were used to mea-
sure the photovoltage. In the latter case, a KS-19 light
filter was used, which transmits radiation in the wave-
length range 700–2700 nm. Under illumination by
pulses of red light, which is absorbed mainly in p-Si,
we measured the photovoltage that was generated in the
p-type substrate and was equal (with the sign reversed)
to the boundary potential of p-Si (with regard to the cal-
ibration coefficient of the measurement scheme). The
light-pulse intensity is sufficient to flatten the energy
bands of p-Si at the interface with por-Si. This circum-
stance makes it possible to disregard the Dember volt-
age due to the equalizing of the mobilities of nonequi-
librium electrons and holes caused by the electron–hole
scattering at large densities of charge carriers [7].
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Fig. 1. PL decay for por-Si–p-Si structures (1) before and
(2) after treatment in an aqueous HF solution (1%) with 2 ×
10–5 M of AuCl3.
Under illumination by pulses of white light, we mea-
sured the total photovoltage, which is generated both in
p-Si and in por-Si (where the short-wavelength part of
the radiation is absorbed).

The measurements showed that the photovoltage
signal generated by the first light pulse may differ in
magnitude from the signals generated by the second or
any subsequent pulse in the train. This phenomenon is
related to the capture of nonequilibrium charge carriers
by traps at the interface between por-Si and p-Si or in
por-Si. When we used red light (in this case, the capture
of nonequilibrium electrons at the por-Si–p-Si interface
was observed at low temperatures), after each measure-
ment, a sample was heated to make the captured elec-
trons escape from traps and then cooled again to a new
temperature for measuring the photovoltage generated
by the first and second pulses. It should be noted that
the photovoltage signals generated by the second and
subsequent pulses of both white and red light could not
be distinguished, which indicates the saturation of traps
(both in por-Si and at the interface between por-Si and
p-Si) by nonequilibrium carriers even during the first
light pulse.

3. EXPERIMENTAL RESULTS

The most drastic decrease in the intensity of the PL
of initial and Au-doped structures occurs a few hundred
nanoseconds after the PL excitation. Then, as can be
seen from Fig. 1, the PL decays by the exponential law
successively with two characteristic times: τ1 ≈ 35 µs
and τ2 ≈ 120 µs. Figures 2a and 2b show the normalized
spectral dependences of the PL intensity IPL(hν) mea-
sured, respectively, during the first strobe (the fast PL
with a decay time of 250 ns) and in the range from
250 ns to the time corresponding to the complete decay
of PL (the integrated PL). In the case of doping with
gold from an aqueous solution of AuCl3, the spectral
dependences of the fast and integrated PL IPL(hν)
changed only slightly: the maximum values of IPL
decreased by 10 and 20%, respectively, and the posi-
tions of peaks and the shapes of the dependences did
not change. The decay times τ1 and τ2 also did not
change. Such a weak effect of Au in the case of doping
from an aqueous solution may be caused by the pres-
ence of an amorphous SiO2 layer on the surface of por-
Si formed by stain etching [8], which impedes the pen-
etration and deposition of Au+3 ions in por-Si. There-
fore, Figs. 1 and 2 also show the dependences for a
sample doped with gold from an aqueous HF solution
(1%) with AuCl3. HF dissolves the SiO2 layer, and as a
result the Au impurity has a greater effect on the PL of
the structure.

As can be seen from Fig. 1, doping with gold some-
what decreases the times τ1 and τ2. After doping, the
peaks in the dependences IPL(hν) for the fast (Fig. 2a)
and integrated (Fig. 2b) PL shift from 2.0 to 2.05 eV
and from 1.9 to 1.8 eV, respectively. Notably, the peak
intensities of the fast and integrated PL decrease in
SEMICONDUCTORS      Vol. 38      No. 1      2004
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magnitude by a factor of 3 and 5, respectively. In addi-
tion, the spectral distribution of the fast PL (Fig. 2a)
changes. Indeed, the spectrum measured before doping
can be expanded in four Gaussian functions peaked at
energies hν = 1.90, 1.98, 2.30, and 2.75 eV, whereas,
after doping, the corresponding peaks are located at
1.80, 2.05, 2.35, and 2.65 eV, respectively.

The control experiments aimed at studying the
effect of an aqueous HF solution (1%) without gold on
por-Si showed that it is mainly HF that is responsible
for the decrease in the maximum values of IPL(hν), the
shift of the peak from 1.9 to 1.8 eV (Fig. 2b) in the spec-
tral dependences of the integrated PL, whose shape is
close to Gaussian both before and after doping, and the
decrease in the values of IPL of the fast PL at hν >
2.9 eV. At the same time, the introduction of gold into
the structure leads to a decrease in the times τ1 and τ2,
a shift of the peak in the dependence IPL(hν) of the fast
PL, and an increase in the normalized value of the fast
PL intensity in the range 2.0–2.8 eV.

Figure 3 shows the temperature dependences of the
photovoltage for the initial structure and that doped
with Au from water (a) and for the structures treated in
an aqueous HF solution (1%) and doped with Au from
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Fig. 2. Normalized spectral dependences of PL (1) before
and (2) after treatment in an aqueous HF solution (1%) with
2 × 10–5 M of AuCl3. (a) Fast PL (<250 ns) with expansion
of spectra 1 and 2 in Gaussians (dashed and dotted lines,
respectively). (b) Time-integrated PL spectrum.
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an HF solution (1%) (b). Curves 1, 1', 3, and 3' were
obtained for undoped structures illuminated by the first
(1, 3) and the second (1', 3') pulses of red (1, 1') and
white (3, 3') light of the flash lamp. Curves 2, 2', 4, and
4' were measured for Au-doped structures illuminated
by the first (2, 4) and the second (2', 4') pulses of red
(2, 2') and white (4, 4') light. The values of the photo-
voltage Vph were always negative (the negative poten-
tial on the SnO2〈Sb〉  electrode). In the case of illumina-
tion by red light, the photovoltage is equal to the bound-
ary potential of the p-Si substrate ϕs = |Vph|. At room
temperature, the lowest positive potential ϕs = 0.195 V
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Fig. 3. Temperature dependences of photovoltage in the
por-Si–p-Si structures: (a) initial and doped with Au from
water; (b) treated in an HF solution (1%) and doped with Au
from an HF solution (1%). The curves were measured (1, 1',
3, 3') before and (2, 2', 4, 4') after doping with Au. Curves
(1–4) correspond to the first pulses of (1, 2) red and (3, 4)
white light and curves (1'–4') correspond to the second
pulses of (1', 2') red and (3', 4') white light.
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(the energy bands at the p-Si surface are bent down) is
observed after treating the por-Si–p-Si system in an
aqueous HF solution (1%). Doping with gold from an
HF solution (1%) leads to an increase in ϕs up to 0.310 V.
Doping with gold from water hardly changes the
boundary potential of the initial system (ϕs = 0.300 and
0.270 V before and after doping, respectively).

The portions of curves 1 and 2 in Figs. 3a and 3b, in
which ϕs = |Vph| increases as temperature decreases, are
due to the charging of the boundary electronic states of
p-Si by holes, which occurs when the Fermi level of the
bulk p-Si shifts towards the valence band. The density
of boundary electronic states in the structures under
investigation can be calculated (see, for example, [9]).
It was found that, both for the initial structure and that
treated in an HF solution (1%), the density of boundary
electronic states near the midgap of Si, Ei, amounts to
~2 × 1011 cm–2 eV–1. Doping with Au from water and an
HF solution (1%) increases the density of boundary
electronic states near Ei to ~1 × 1012 cm–2 eV–1, which
is consistent with the results obtained previously for the
case of a real Si surface doped with Au [6].

Curves 1 and 2 in Figs. 3a and 3b show that, at T ≤
200 K, ϕs decreases with decreasing temperature. This
phenomenon is due to the reversible reconstruction of
the system of boundary electronic states, which is
caused by stresses at the interface between por-Si and
p-Si (the latter arise as temperature decreases [2]). In
addition, at low temperatures (T < 180 and < 200 K for
structures untreated and treated in an HF solution (1%),
respectively), curves 1 and 2, measured under illumina-
tion by the first pulses of red light, differ from curves 1'
and 2', measured under illumination by the second
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Fig. 4. Temperature dependences of the concentration of
nonequilibrium electrons captured by boundary traps in
p-Si for the following structures: (1) initial, (1') doped with
Au from water, (2) treated in an HF solution (1%), and
(2') doped with Au from an HF solution (1%).
pulses of red light. This circumstance means that, in the
case of illumination by the first pulse, boundary traps in
p-Si capture nonequilibrium electrons, which, being
retained in traps, ensure the photomemory of the sur-
face potential [2, 6]. The difference between the values
yielded by curves 1 and 1', 2 and 2' can be used to cal-
culate the number of electrons captured by boundary
traps, Ns [10], which is equal to the number of traps
since the latter become saturated with electrons even
during the first light pulses. Figure 4 shows the
obtained dependences Ns(T). The increase in Ns with
decreasing temperature is due to the fact that shallower
traps (located closer to the bottom of the conduction
band of Si) become involved in trapping and conserva-
tion of nonequilibrium electrons. It can be seen from
Fig. 4 that doping with gold from an aqueous solution
somewhat increases the concentration of deeper traps,
whereas doping with gold from an HF solution (1%)
decreases the concentration of shallow traps. It is note-
worthy that the concentration of deep traps decreases
significantly when the initial structure is treated in an
HF solution (1%).

Let us now analyze the dependences Vph(T) mea-
sured with decreasing temperature under illumination
of structures by white light, which is absorbed not only
in the p-Si substrate, but also in the por-Si film
(Figs. 3a, 3b; curves 3, 3', 4, 4'). The important feature
of the measured dependences is that, at T > 150–180 K,
the values of |Vph| obtained under illumination by the
first light pulse are smaller than in the case of illumina-
tion by the second pulse. This fact means that the cap-
ture of nonequilibrium holes by traps located in por-Si
occurs in this temperature range. The time of confine-
ment of holes at traps in por-Si exceeds 102 s even at
room temperature; furthermore, it increases signifi-
cantly as temperature decreases. Therefore, when mea-
suring the dependences Vph(T), we did not perform any
procedures aimed at releasing holes from traps (delay
in time and heating of samples), as was done to release
the captured electrons from boundary traps in p-Si in
the case of illumination with red light. In this context,
we did not calculate the temperature dependences for
the holes captured in por-Si, which accumulate there as
the measurement temperature increases. With a
decrease in temperature, the accumulation of holes in
por-Si leads to a significant increase in |Vph| both in
undoped and Au-doped structures. It is worth noting
that the maximum values of |Vph| for Au-doped struc-
tures (curves 4) exceed the corresponding values for
undoped structures (curves 3). This means that the cap-
ture of holes in por-Si doped with Au from water
(Fig. 3a) and from an HF solution (1%) (Fig. 3b) is
more intense. This is confirmed by the differences
between curves 3, 3' and 4, 4' at room temperature for
the undoped and Au-doped structures: 0.065 and 0.090 V
(doping from water) and 0.035 and 0.045 V (doping
from an HF solution (1%)), respectively. The calcula-
tions performed for T = 290 K (in this case, traps in por-
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Si do not contain any stored holes before the first and
second light pulses) showed that the surface density of
holes captured in the layer of por-Si in the starting
structure and in that treated in an HF solution (1%) is
no less than 9.2 × 109 and 5.8 × 109 cm–2, respectively,
whereas, after doping with Au, the corresponding val-
ues are 13.6 × 109 and 6.6 × 109 cm–2, respectively.

Since in the case of illumination with white light we
measure the total photovoltage in p-Si and por-Si, at
T < 220–200 K, the above-mentioned capture of elec-
trons by traps in p-Si near the interface occurs along
with the capture of holes in por-Si. In addition, the pho-
tovoltage |Vph| in p-Si decreases due to the structural
reconstruction of the interface between por-Si and p-Si.
Both these factors mean that the total photovoltage |Vph|
for the case of illumination with white light, having
attained a maximum with decreasing temperature, may
then decrease as temperature decreases further. Such
behavior was observed experimentally for all the struc-
tures under study (Figs. 3a, 3b) except for the one
doped with Au from an HF solution (1), when the pho-
tovoltage only levels off as temperature decreases.

The difference between the values of photovoltage

 and  obtained for the first pulses of white and
red light, respectively, is equal to the photovoltage aris-

ing in por-Si:  =  – . Figure 5 shows the

dependences of  for the initial structure (curve 1)
and that treated in an HF solution (1%) (curve 2) and
for the initial structure and that doped with doped with
Au (curves 1' and 2', respectively). It can be seen that,
at relatively high temperatures, the photovoltage in por-
Si is positive, in contrast to the photovoltage generated
in p-Si. The photovoltage may be positive only if there
is an initial built-in negative charge in the por-Si film,
located close to its external boundary.

With a decrease in temperature, the positive photo-

voltage  decreases and changes its sign in the
temperature range T = 240–170 K for different struc-
tures, increasing in magnitude with a further decrease
in temperature. First of all, the reason for the change of
sign is the above-considered capture of holes by traps
in por-Si. With a decrease in temperature, these holes,
captured and retained by traps, give rise to a built-in
positive charge exceeding in magnitude the initial built-
in negative charge, which plays an important role at
high temperatures.

It can be seen from Fig. 5 that the doping of struc-
tures with Au from aqueous solutions changes the pho-
tovoltage in the por-Si film insignificantly (both posi-

tive and negative values). The fact that  is some-
what higher for negative values after doping is due to
the fact that the doping leads to enhanced capture of
holes in por-Si. The latter effect is especially pro-

nounced when we compare the dependences (T)
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for the structures treated in an HF solution (1%) with
(curve 2) and without (curve 2') gold. It can be seen that in
this case doping with Au significantly increases the mag-

nitudes of both positive and negative values of .

4. DISCUSSION

It can now be considered proven that the appearance
of a noticeable photovoltage at room temperature in
por-Si and in films of nanocrystalline Si is due to the
quantum-confinement effect of increasing the band gap
and the increased probability of radiative transitions in
Si nanocrystals [11–13]. It is also ascertained that light
is absorbed in nanocrystalline Si upon excitation of PL,
due to which kinetically bound subsystems of free elec-
tron–hole pairs and excitons arise in Si nanocrystals
[12, 13]. It was shown in many publications that the PL
quantum yield at room temperature amounts to a few
percent. This means that most excited electron–hole
pairs recombine nonradiatively. It is suggested that the
major mechanism of nonradiative recombination is the
recombination through local centers in Si nanocrystals,
which form dangling bonds ≡Si• [14].

The dominant mechanism of nonradiative recombi-
nation in por-Si is related to excitons. We suggest that
the transformation of the PL spectra with time occurs as
follows. After absorption of the excitation radiation in
Si nanocrystals, the radiative recombination of free
charge carriers and excitons occurs (the recombination
times <250 ns). The subsequent microsecond PL decay
with characteristic time τ1, which contributes most sig-
nificantly to the integrated PL spectra, is, in our opin-
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Fig. 5. Temperature dependences of photovoltage in por-Si
for the following structures: (1) initial, (1') doped with Au
from water, (2) treated in an HF solution (1%), and
(2') doped with Au from an HF solution (1%).
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ion, caused by the radiative annihilation of excitons
localized at Si=O bonds on Si nanocrystals [11]. This is
corroborated by the following facts: (i) the oxidation of
por-Si nanocrystals of different size, which exhibit PL
spectra in a wide frequency range (depending on the
nanocrystal size) after hydrogen deposition, leads to the
dominance of a red band in the PL spectra, which is
almost independent of the size of Si nanocrystals [11];
(ii) in accordance with the calculations carried out in
terms of different approximations [11, 15, 16], Si=O
bonds form a band gap in the energy range 1.4–2.1 eV;
(iii) the electroreflectance spectra of por-Si fabricated
by stain etching demonstrate a direct transition at ener-
gies in the range 1.8–1.9 eV [17]; and (iv) in the case of
absorption of materials with high permittivity onto
por-Si, the PL intensity decreases significantly due to
the decrease in the exciton binding energy in Si nanoc-
rystals; however, the peak of integrated PL does not
shift [18] since excitons are bound at local centers of
the Si=O type.

The time τ1 is found by solving the differential equa-
tions [18] describing the change in the density of free
charge carriers and excitons bound to Si=O centers
with time. The solution of these equations yields τ1 =
τnr(1 + N0/n0), where τnr is the time of nonradiative
recombination of free charge carriers and N0 and n0 are
the densities of excitons bound to Si=O centers and free
charge carriers, respectively, at the initial instant of the
PL decay with time τ1. The binding of electron–hole
pairs into excitons and with Si=O centers in Si nanoc-
rystals impedes their fast nonradiative recombination.

The tail in the PL falloff with characteristic time τ2,
observed by us, is obviously related to the recombina-
tion of nonequilibrium charge carriers, some of which
are captured by traps in the oxide covering Si nanocrys-
tals. The photovoltage measurements showed that these
charge carriers are holes. The rejection of some portion
of the captured holes from the traps back into the
nanocrystalline Si layer results in their recombination
with the electrons that were not removed from nanoc-
rystalline Si. This phenomenon manifests itself in the
PL decay with time τ2, which is controlled by the hole-
transport time.

It is well known that metal ions with positive stan-
dard electrochemical potential with respect to the
potential of Si ions are reduced on a Si surface due to
the redox reactions [6]. As a result, an island metal
structure is formed on Si, which is controlled by the ini-
tial state of the Si surface, the composition of the solu-
tion from which the adsorption of metal ions occurs, the
content of the metal salt in the solution, the metal type,
and the deposition conditions (time, temperature, illu-
mination). The size of islands ranges from nanometers
to tens of nanometers [6]. It was shown in [19] using the
deposition of silver as an example that such an island
structure of a metal coating is also typical of por-Si
formed by electrochemical etching. As was shown by
Auger electron spectroscopy [3], Ag ions penetrate
through pores deep into the por-Si layer. If the concen-
tration of deposited Ag islands is high, they may coag-
ulate. When Ag ions are deposited onto a hydrated sur-
face of Si nanocrystals, hydrogen is released and the
nanocrystals are oxidized to form SiO2 [19]. An
increase in the time of deposition of Ag ions results in
a decrease in the maximum intensity of the time-inte-
grated PL and a small gradual shift of the PL peak to
long waves [3].

In our previous studies, where the Au impurity was
introduced into various nanocrystalline Si films by
other methods, the Au dopant significantly increased
the PL intensity [5, 20]. The PL intensity increased by
a factor of 3 when the Au impurity was introduced into
a solution of color etchant in the course of growing a
por-Si layer on a p-Si substrate [20]. In this case, the
introduction of Au hardly changed the PL decay time.
Therefore, the increase in the PL intensity was attrib-
uted to the formation of conditions (due to the presence
of gold) under which a large number of Si nanocrystals
is formed per unit substrate area. The PL decay time
increased by almost three orders of magnitude (from
tens of nanoseconds to tens of microseconds) when
gold was introduced into nanocrystalline Si films
formed by laser ablation of a Si target from a backward
[5] and forward [21] flow of erosion-torch particles
onto a p-Si substrate. After doping with Au, the PL
intensity also increased significantly. Before the dop-
ing, the PL intensity had a broad spectral distribution
peaked at 2.5 eV, and, after the doping, two bands
peaked at 2.5 and 1.6 eV arose. In this case, the inten-
sity of the band at 1.6 eV could exceed that of the band
at 1.6 eV by an order of magnitude. It should be noted
that, among all the electropositive metals we studied
(Ag, Au, Cu), only gold gave rise to a significant
increase in the PL intensity and the PL decay time,
which is related to the fact that Au atoms have a higher
ionization energy and electron affinity compared to Si
atoms. The significant increase in the PL intensity and
decay time in the case of doping with Au was attributed
to the saturation of dangling bonds of Si atoms on the
surface of Si nanocrystals by gold and to the growing of
a SiO2 layer on nanocrystalline Si under the catalytic
effect of gold.

In this study, in contrast to the above results, the
introduction of a Au impurity decreases rather than
increases the PL intensity, only slightly changing the
PL decay time. In the case of doping from an HF solu-
tion (1%), the decrease in the PL intensity is mainly due
to the fact that some of the nanocrystals of por-Si are
etched away, which is caused by the presence of HF
[22]. The red shift of the spectral dependence of the
integrated PL can be attributed to the etching of small
Si nanocrystals. The difference between the results of
this study and those of [5, 21] is related to the fact that,
in the experiments performed here, the dangling Si
bonds on the surface of the Si nanocrystals were ini-
tially almost completely passivated by Si–H, Si–OH,
Si–O, and Si=O bonds, which resulted in a relatively
SEMICONDUCTORS      Vol. 38      No. 1      2004
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small effect of Au on the PL properties. Nevertheless,
the Au impurity, which somewhat reduces the PL inten-
sity, enhances the contribution of fast (τ < 250 ns) high-
energy (hν > 1.9 eV) components of PL decay, which is
reasonable to attribute to the reduction in the size of the
Si nanocrystals due to their additional oxidation during
doping [19].

As photovoltage measurements show, doping with
Au affects the electronic states in por-Si and at the
interface between por-Si and p-Si more significantly.
After the doping, the density of boundary electronic
states in p-Si increases severalfold, which indicates the
penetration of Au ions through por-Si to the interface
between por-Si and p-Si. Doping from water and an HF
solution (1%) leads to changes in the concentrations of
deep and shallow traps, respectively, for nonequilib-
rium electrons. In addition, doping with Au results in a
significant increase in the positive and negative photo-
voltages on por-Si at room temperature and at T ≤
200 K, respectively. The increase in the positive photo-
voltage can be attributed to the additional oxidation of
Si nanocrystals, whereas the increase in the negative
photovoltage can be attributed to the higher density of
states in por-Si that capture nonequilibrium holes.

CONCLUSION

The photovoltage method turned out to be rather
sensitive to the effect of doping with Au on the charac-
teristics of the structures formed from por-Si and p-Si.
The data obtained on the electronic states in por-Si and
at the interface between por-Si and p-Si in the Au-
doped structures may be rather useful for studying the
current transport in such structures with the aim of
designing electroluminescent devices. In addition,
since Au nanocrystals are formed during the doping of
por-Si with Au, a system containing both Si and Au
nanocrystals, which ensure a large internal-surface
area, can be effectively used as a catalyst.
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Abstract—The interaction of a matrix of silicon nanocrystallites (porous silicon layer) with embedded
fullerene molecules C60 was studied. The degradation of fullerene-containing layers as a result of irradiation
with a strongly absorbed laser light was explored. It is shown that the layers with highest stability are obtained
after high-temperature annealing in hydrogen. In this case, the photoluminescence spectra remain virtually
unchanged when the layers are kept in air and irradiated with a high-intensity laser irradiation. Possible mech-
anisms of the phenomena studied are discussed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Owing to its strongly developed surface, porous sil-
icon (por-Si) can be used in high-sensitivity sensors for
gases, liquids, etc. [1, 2]. At the same time, this same
property gives rise to a considerable instability of many
parameters of por-Si, above all, its photoluminescent
properties, which are defined by the degree of nanoc-
rystallite passivation with hydrogen [3]. Storing the
samples in air results in partial oxidation of the surface
and changes in the properties of por-Si. These changes
are particularly pronounced under high-intensity laser
irradiation.

One of the methods of stabilizing a strongly devel-
oped and chemically active por-Si surface is to con-
serve it with different inert or passivating coatings. As
is well known, under certain conditions (in particular, at
high temperatures) silicon reacts with carbon to form
silicon carbide SiC [4], which is stable against external
actions. From various carbon modifications, we have
selected fullerene C60, which can be deposited onto
por-Si both by vacuum evaporation and directly from a
solution. It was expected that the deposition of
fullerene onto por-Si with subsequent annealing can
stabilize the optical properties of a porous layer.

2. FABRICATION OF por-Si LAYERS 
AND MEASUREMENT PROCEDURE

Layers of por-Si were produced using the standard
technique of anodic etching of p-Si in HF : alcohol (1 : 1)
solution in the dark. The current density was
20 mA/cm2; the etching time, 5 min. Two methods of
fullerene deposition were used: deposition in a vacuum
by the hot-wall technique [5] and precipitation from
1063-7826/04/3801- $26.00 © 20120
orthoxylene solution [6]. The results obtained by both
methods were similar.

Time-resolved photoluminescence (PL) spectra
were recorded using an FEU-79 photomultiplier under
excitation by pulsed UV laser light (λ = 337 nm, 10 ns,
100 Hz). Fast PL (at the peak of the exciting pulse) and
slow PL in quasi-stationary mode were recorded with a
delay of ~1 µs between the laser pulse and the instant
of the PL pulse recording.

Fast and slow PL spectra were studied before and
after the deposition of C60, as well as after the annealing
of layers, with fullerene and without it, in hydrogen at
1000°C for 30 min. Furthermore, the modifications of
spectra under the effect of intense laser irradiation
(pulse power 100–300 kW cm–2, average power 100–
300 mW cm–2) were studied. All the spectra below are
presented without taking into account the spectral sen-
sitivity of the photomultiplier (and the whole measur-
ing setup), since this normalization is insignificant for
the study of degradation effects.

3. RESULTS AND DISCUSSION

Figure 1 shows typical spectra of fast and slow PL
before fullerene deposition (curves 1, 2) and after it
(curves 3, 4). As can be seen, the intensity of the slow
band decreases (in some cases, it disappears com-
pletely), but the spectrum shape remains unchanged.
The quenching of the slow band after the fullerene dep-
osition most probably indicates the formation of new
channels of nonradiative recombination, for example,
by suppressing the hydrogen passivation of the surface
of nanocrystallites. At the same time, the fullerene coat-
ing can partially absorb the emitted light because of the
small width of the fullerene band gap.
004 MAIK “Nauka/Interperiodica”
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After the deposition of C60, the shape and intensity
of the fast PL spectrum are considerably modified. The
total intensity of the fast band increases noticeably due
to the enhancement of the red wing, and a peak in the
blue part of the spectrum appears (Fig. 1, curve 3). The
fast short-wavelength band (in the range 400–500 nm)
is frequently attributed to radiative recombination via
the levels on the interface between the silicon oxide and
Si nanocrystallites. In our case, the emergence of an
intense and broad emission band with short decay time
can supposedly be accounted for by the formation of
radiative-recombination centers related to the adsorp-
tion of fullerene molecules on the por-Si surface. In
addition, the enhancement of the red wing of the spec-
trum is related to PL of fullerene itself (cf. Fig. 1, curve 5,
which shows the fast PL spectrum of C60 layer depos-
ited onto polished Si).

Time dependences of the PL intensity under long-
term irradiation by a laser (laser-induced degradation)
were monitored at all stages of preparation of the sam-
ples (see Fig. 2). For freshly prepared por-Si samples,
the PL intensity first decays fast and then slows down
and the intensity levels off; the shape of the spectrum
remains virtually unchanged (Fig. 3). It is worth noting
the reversibility of the PL decay: the initial PL intensity
is partially (by ~50%) restored after 1-h storage in the
dark (Fig. 3, curve 3).

After the deposition of fullerene, the character of the
PL degradation changes. An unexpected result was that,
in some cases, the intensity of fast PL increased under
the influence of laser irradiation (Fig. 4, inset), and the
spectrum blue-shifted (Fig. 4, curve 2). We attribute
this effect to local heating of the por-Si surface. As is
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Fig. 1. PL spectra of por-Si (here and below, the spectra are
presented with the spectral dependence of the sensitivity of
the experimental setup disregarded): (1, 2) without
fullerene, (3, 4) after fullerene deposition, (1, 3) fast PL
component, (2, 4) slow PL component, and (5) smooth Si
surface after fullerene deposition.
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shown in [7], the desorption of hydrogen from a por-Si
surface begins at ~280°C, and C60 molecules are
adsorbed directly by Si. This effect can result in the for-
mation of fast radiative-recombination centers other
than the fullerene centers. Local heating of por-Si may
also cause the evaporation of the excess fullerene,
which partially absorbs the emitted light. This explana-
tion is also confirmed by the irreversibility of spectra
modifications after storage in the dark.

Virtually all the decay curves of fast PL from freshly
prepared samples are well approximated by two expo-
nential functions, fast and slow, or by a well-extended
exponential function (with the exponent to a power less
than unity).
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Fig. 2. The decay of PL from freshly prepared por-Si under
laser irradiation: (1) fast (λ = 450 nm) and (2) slow (λ =
650 nm) PL components.
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Fig. 3. Temporal variation of the fast PL spectra of initial
por-Si. The spectra were recorded (1) before irradiation,
(2) 30 min after the beginning of irradiation, and (3) after
40-min storage in the dark.
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The degradation of PL from por-Si suggests that the
number of nonradiative-recombination centers
increases. The PL intensity I(t) at the instant t is
inversely proportional to the number of these centers
N(t) [8]. Based on the exponential experimental decay
curves, we can represent the N(t) dependence as

where N(0) and N(∞) are the number of centers at the
initial instant of time and at infinity; τ, the degradation
time constant; and β, the stretching exponent of the
stretched exponential (β < 1).

It may be suggested that the increase in the number
of nonradiative-recombination centers under laser irra-
diation is related to weaker passivation of por-Si by
hydrogen (to hydrogen desorption), but this does not
account for the partial relaxation of PL after storage in
the dark. Most likely, the reversible part of the PL decay
is related to the Auger recombination of photoexcited
carriers.

Annealing radically changes the character of the PL
spectra: the whole wide spectrum from near-UV to
near-IR is characterized by small decay times (Fig. 5,
curve 1). The PL color becomes white-blue, sometimes
yellowish. For comparison, curve 2 in Fig. 5 shows the
spectrum of fast PL from a freshly prepared sample
without fullerene. The laser degradation of the PL spec-
trum in annealed samples is much weaker than in unan-
nealed, and the samples annealed after fullerene depo-
sition demonstrate the highest stability (Fig. 6).

After annealing, the PL decay almost follows the
single-exponential law, with a very long decay time.
The dramatic slowing down of degradation is indicative
of a substantial reconstruction of the por-Si surface.
Fullerene molecules decompose during annealing, and
the formation of silicon carbide molecules becomes

N t( ) N ∞( ) N ∞( ) N 0( )–[ ] t/τ( )β–[ ] ,exp–=
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Fig. 4. Temporal variation of the fast PL spectra of por-Si
with fullerene deposited: (1) initial spectrum, (2) recorded
20 min after the beginning of irradiation; inset: temporal
variation of the PL intensity at λ = 696 nm.
possible. The stabilization of PL from annealed por-Si
layers with fullerene is an indirect indication of the for-
mation of a stable carbide phase.

Thus, it is shown that the luminescent properties of
por-Si can be markedly stabilized by the deposition of
fullerene with subsequent high-temperature annealing.
An intense PL spectrum with fast decay is observed in
the whole visible range, from near-UV to near-IR.
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Abstract—The dynamics of modification of the surface structure in p-CdTe (111) crystals subjected to nanosec-
ond ruby laser pulses with a lasing wavelength within the fundamental-absorption region ("ω = 1.78 eV) is stud-
ied. It is shown that, depending on the radiation dose, the surface morphology changes in the following order: the
formation of tellurium film, an increase in the density of dislocations under the tellurium film, and the formation
of ordered quasi-periodic structures of both micrometer and nanometer size. The size of the structures and the
character of their distribution are shown to be dose-dependent. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Laser modification of semiconductor materials is
one of the most promising methods of producing the
components of present-day optoelectronic and micro-
electronic devices. It is well known that the high-power
laser irradiation of a semiconductor surface may
change the morphology of the surface layer structure.
In this context, a new approach to controlling the prop-
erties of semiconductors has recently been actively
developed. It is based on the laser-induced formation of
low-dimensional structures (including intrinsic point
and extended defects and the dopant atoms) in the
matrix material.

Unlike the techniques for the production of low-
dimensional structures, for example, from gaseous or
liquid phases, the method considered here implies that
these structures are formed in the semiconductor crys-
tal lattice, which acts as a matrix and plays an essential
role at each stage of the process.

In order to realize the high potential of this
approach, further theoretical and experimental investi-
gation of the low-dimensional structure formation is
required. In this study, we trace the dynamics of the
laser-induced structural changes, including the appear-
ance of low-dimensional structures, in the surface lay-
ers of p-CdTe crystals. As the experimental samples,
we used nominally undoped, scaly, and dislocation-free
(Nd ≈ 102 cm–2) p-CdTe (111) crystals obtained by the
vapor-phase synthesis of initial elements [1]. The sam-
ples were 100 µm thick. The crystals were irradiated at
room temperature by a Q-switched ruby laser with
pulse duration τ = 2 × 10–8 s. The structural morphology
of the as-prepared and irradiated samples was detected
with the help of an optical MI-4 microscope and a
NanoScope IIIa (Digital Instruments) atomic-force
microscope (AFM) working in the tapping mode. For
1063-7826/04/3801- $26.00 © 20023
the AFM measurements, silicon probes with a tip nom-
inal radius of ~10 nm were employed.

RESULTS

Figure 1a shows a micrograph of an island-like Te
film appearing on a CdTe surface subjected to laser
radiation with power density I = 2 MW/cm2 and dose
D1 = 0.08 J/cm2 (where D = INτ, N is the number of
pulses, and τ is the pulse duration). The Te film is amor-
phous immediately after the irradiation and crystallizes
with time [2]. The film was etched off using a methanol
solution of 1N KOH. The subsequent selective etching
of the surface revealed a dislocation-rich region that
was formed under the Te film at a depth from ~3 to
5 µm. The irradiation dose at which the Te film is

(a) (b)

(c) (d)

Fig. 1. Micrograph of a (111) p-CdTe crystal surface irradi-
ated by ruby laser pulses: (a) the appearance of the islandlike
Te film; (b, c, d) after the selective etching of the sample.
004 MAIK “Nauka/Interperiodica”
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formed (D1 = 0.08 J/cm2) corresponds to the appear-
ance of dislocations with random density distribution
(Fig. 1b). As the irradiation dose increases to D2 =
0.16 J/cm2, the dislocation density grows to Nd = 7 ×
103 cm–2, and the dose D3 = 0.32 J/cm2 brings about the
formation of separate (uncoordinated) elements of the
dislocation network (Figs. 1c, 1d). Similar dynamics of
the surface structuring is observed at the same dose
(D3) attained by fewer pulses with a higher power den-

(a)

(b)

(c)

Fig. 2. Dislocation networks at the p-CdTe (111) crystal
surface of (a) an as-prepared sample and the samples irradi-
ated with a dose of (b) 0.32 and (c) 0.8 J/cm2.
sity (but not exceeding the damage or melting threshold
of the material) (Fig. 2b). A further increase in the irra-
diation dose to D4 = 0.8 J/cm2 leads to the formation of
a dislocation network with its elements ordered and ori-
ented at an angle of 120° with respect to each other
(Fig. 2c).

The results of an AFM study show that the as-pre-
pared samples are atomically smooth with arithmetic-
mean roughness Ra ≈ 0.056 nm, and uniformly distrib-
uted nanometer islands appear on the surface after irra-
diation. Figures 3a and 3b show the AFM image of a
fragment (20 × 20 µm) of a p-CdTe (111) crystal sur-
face after laser irradiation with doses D3 and D4. The
linear dimensions of the islands vary in the range 25–
350 nm, and their height ranges from 1 to 17 nm
depending on the irradiation dose (Figs. 3c, 3d).

In the AFM image of a 1 × 1-µm fragment of the sur-
face irradiated with dose D3 (Fig. 3c), one can see
quasi-periodic islands with linear dimensions of ~125–
350 nm and a height of ~2 nm. As the dose increases to
D4, the structure becomes more distinct: small hills
with linear dimensions ranging from 25 to 30 nm
appear inside the large islands. At the same time, the
height of the islands grows to 17 nm (Fig. 3d).

DISCUSSION

One of the causes of the formation of dislocations
that one should consider is the appearance of thermal
strain in surface layers, which are transformed into a
plastic state upon laser heating. Because of the high
surface absorption coefficient of ruby-laser radiation in
CdTe crystals (K ≈ 105 cm–1), the crystal surface heats
up to T ≈ 700°C [3]. For comparison, the melting point
of CdTe is Tm = 1092°C. As a result of the relaxation of
thermal stress that is produced in the heated-up surface
layer during the laser pulse, dislocations appear at the
crystal surface [4]. Therefore, one should expect the
interface between the heated-up surface layer and the
cool bulk to be strained and to contain randomly dis-
tributed dislocation loops whose density depends on the
temperature gradient and, hence, on the radiation den-
sity. The generation of dislocations is most efficient at
the elastic-stress concentrators, where the absorptivity
of the medium may increase. The most profound
changes in the absorption factor take place in the vicin-
ity of large-scale defects: inclusions, pores, disloca-
tions, and microcracks. Such changes lead to an uncon-
trollable variation in temperature in the irradiated
regions and, as a consequence, to nonuniform surface
heating. The technology-conditioned inclusions of Cd
and Te atoms in CdTe crystals are another source of
strain in the crystal. This is because the melting points
of Cd (312°C) and Te (450°C) are considerably lower
than that of CdTe (1092°C) and, thus, the melting and
the evaporation of these inclusions can occur even at a
low density of laser radiation. This process additionally
strains the surface layer and gives rise to excess dislo-
cations. We note that, as the number of pulses with an
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Fig. 3. AFM images of a p-CdTe (111) crystal surface after irradiation with a dose of (a, b) 0.32 J/cm2 and (c, d) 0.8 J/cm2. The
scale chosen for the x axis is (a, b) 5 and (c, d) 0.2 µm/division; for the z axis, (a, b) 200 and (c, d) 50 nm/division.
energy below the damage threshold increases, an accu-
mulation of damage is observed and the density of dislo-
cations grows. The round clusters of dislocations shown
in Fig. 3c may be due to the stress-induced gettering of
dislocations in the elastic-stress fields at sites where there
are deviations from the crystal stoichiometry.

It is worth noting that the formation of dislocations
is also influenced by both the surface and the shock
waves induced in the crystal by the pulsed laser irradi-
ation [5, 6]. That is, the large number of excess vacan-
cies produced by these waves cause additional defor-
mation of the medium. The appearance of an elastically
strained layer radically stimulates the vacancy diffusion
rate via the up-diffusion mechanism, which results in
vacancy clustering in the shock-produced regions of
compression [5]. Depending on the number of vacan-
cies, the clusters can be spherical or disc-shaped with a
monatomic thickness (dislocation loops). Hence, it fol-
lows that the appearance of dislocations on the sample
surface may stem from the combined effect of several
laser-induced processes, such as thermal stress, the sur-
face and the shock waves, and so on. The field of disloca-
tions may become unstable with respect to the transforma-
tion into a spatially ordered state [7]. When a certain criti-
cal concentration of dislocations is exceeded, the system
transforms into an ordered state that is determined by the
self-consistent dislocation–strain interaction.
SEMICONDUCTORS      Vol. 38      No. 1      2004
According to the available published data, the
mechanisms of the laser-induced ordering of disloca-
tion–deformation (DD) instabilities depend on the crys-
tallographic orientation of the samples. For example, in
the case of (111) Si wafers irradiated by neodymium
laser pulses of millisecond duration [8], the ordering of
DD instabilities was associated with the redistribution
of dislocations between different atomic planes due to
the deformation-induced drift of vacancies. A solid-
phase formation of surface structures was assumed, and
the regular surface structures that evolve during the
transition of silicon to the plastic state were related to
the local melting [8]. The theory described in [9] pre-
dicts that the gratings that appear in this case on the
crystal surface should have an equilateral-triangle
shape with grating period d ≈ 10–4 cm; this value was
estimated theoretically and confirmed by experiments
[7, 8]. It might be assumed that the same mechanism of
dislocation ordering also appears in (111) CdTe crys-
tals. However, in case of (111) CdTe, the linear dimen-
sions of the structures that form depend on the power
density of the laser or the irradiation dose and fall into
the micro- and nanoranges; i.e., these dimensions are
considerably smaller than in the case of Si. The forma-
tion of micrometer-size structures on the irradiated
CdTe surface seem to occur by the mechanism of the
self-organization of defects described above (Fig. 2c).
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As for the formation of nanometer-size quasi-peri-
odic structures, it seems reasonable to consider this
process in terms of an increase in the density of point
defects and a restructuring of the systems of point
defects [9]. We suggest that the formation of nanome-
ter-scale structures can be conceived as a three-stage
process of self-organization of point defects that
emerge in the irradiated crystal. An increase in the laser
power density (or the irradiation dose) entails the
growth of the spatially uniform concentration of
defects, which is an externally controllable parameter.
At the first stage, when the defect distribution remains
spatially uniform, no self-organization of defects
occurs. After the critical spatially uniform concentra-
tion of defects is attained, symmetrical clusters appear
that consist of defects that are captured in self-consis-
tent and symmetrical deformation wells; i.e., self-orga-
nization occurs. The sizes of such clusters are on the
order of nanometers. Later, after the next critical value
of the spatially uniform concentration of defects has
been attained, a highly anharmonic periodic structure
of nanometer size may result. In the case of laser-
excited p-CdTe (111) crystals, the formation of nanom-
eter-size structures may be caused by this mechanism
of self-organization of defects.

CONCLUSIONS
Thus, subjecting a p-CdTe (111) crystal surface to

ruby laser pulses of nanosecond duration leads to an
essential change in the surface of the crystal. As the
irradiation dose increases, the surface morphology
passes through the following stages: the appearance of
a tellurium film, the growth of the dislocation density,
and the formation of ordered quasi-periodic structures
of micrometer and nanometer size. The AFM study of
the CdTe samples after irradiation allowed us to deter-
mine dose D3, which results in the formation of quasi-
periodic islands with linear dimensions of ~125–
350 nm and a height of 2 nm, and dose D4, which cor-
responds to the small (25–30 nm) “hills” that appear
inside the large islands. At still higher doses, the height
of the islands increases to 17 nm.
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Abstract—Fermi level pinning and persistent photoconductivity are observed in PbTe:(Mn, Cr) at T < 35 K.
The impurity level that pins the chemical potential level shifts toward the bottom of the conduction band with
increasing manganese content. Negative magnetoresistance at low temperatures is observed. The magnitude of
this effect amounts to about 30% at T = 4.2 K. The effect is caused by the specific features of electron transport
through the impurity band in a magnetic field. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The modification of properties of semiconductors
by doping with various impurities or by introducing
crystal-lattice defects is one of the most important
problems in condensed-matter physics. Of special
interest in this field is the doping of semiconductors
with magnetic impurities. As a rule, the existence of an
intrinsic magnetic moment of impurity makes it possi-
ble to radically change the properties of a material in a
magnetic field, such as energy-gap width, effective
g-factor, and so on. The relative changes of the above
parameters are particularly drastic in narrow-gap semi-
conductors. Apart from affecting the parameters of
energy spectrum, magnetic impurities can form local
and quasi-local states that considerably affect the con-
centration and scattering of charge carriers.

Narrow-gap IV–VI semiconductors are among the
basic materials for IR optoelectronics and are widely
used for manufacturing semiconductor lasers and pho-
todetector arrays for middle and far IR regions of the
spectrum. The feasibility of such a use is in many
respects determined by specific properties of the impu-
rity states that arise when narrow-gap IV–VI semicon-
ductors are doped with certain elements, particularly
with In and Ga [1]. These impurity states give rise to
some radically new effects that are not characteristic of
undoped material, in particular, the pinning of the
Fermi level and persistent photoconductivity at low
temperatures.

Similar impurity states were observed previously in
PbTe doped with Cr [2] and Yb [3]. In PbTe:Cr, the
Fermi level becomes pinned in the conduction band; in
PbTe:Yb, in the valence band.
1063-7826/04/3801- $26.00 © 20027
The doping of PbTe with Mn increases the band gap
at a rate of ∂Eg/∂x ≈ 40 meV/(mol % of MnTe) but does
not give rise to local and quasi-local impurity states
near the energy gap [4].

In Pb1 – xMnxTe:Yb, a giant negative magnetoresis-
tance was observed (the resistivity of the alloy
increased by three orders of magnitude in a magnetic
field) [5]. This effect was attributed in [5] to the specific
features of conduction via the impurity band of Yb in a
magnetic field. It was of interest how this effect would
reveal itself in the case of a semi-insulating n-type state
whose formation was expected in Pb1 – xMnxTe:Cr.

2. EXPERIMENTAL

Crystals of PbTe:(Mn, Cr) were grown by the Bridg-
man–Stockbarger method. The dopant content varied
along the ingot axis. While Mn content NMn increased
from the starting part of the ingot to its end, Cr content
NCr, in contrast, decreased. Therefore, only the starting
part of the ingot contained Cr in an amount sufficient to
pin the Fermi level.

This part was cut perpendicularly to the ingot axis
into disks about 1 mm in thickness. The impurity con-
tent in each disk was determined by energy-dispersive
X-ray fluorescence analysis. The impurity distribution
in each disk was uniform within the accuracy of the
method (several percent of the impurity content). Sam-
ples with dimensions 5 × 1 × 1 mm3 were cut from the
disks, and indium contacts were soldered. Galvano-
magnetic properties were measured by the four-probe
dc method in the conventional Hall configuration.
004 MAIK “Nauka/Interperiodica”
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3. RESULTS

Temperature dependences of resistivity of the sam-
ples measured both in the dark and irradiated with IR
photons are shown in Fig. 1. The temperature range 30–
100 K corresponds to the activation process; a satura-
tion of resistance is observed at lower temperatures.
The activation energy decreases with increasing Mn
content. Infrared irradiation results in persistent photo-
conductivity at temperatures below 35 K.

The application of magnetic field results in negative
magnetoresistance at T < 15 K (Fig. 2). The magnitude
of the effect is about 30%, which is much smaller than
in the case of PbTe:(Mn, Yb) [5]. However, this magni-
tude is much larger than that of the negative magnetore-
sistance due to the quantum corrections to conduction
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Fig. 1. Temperature dependences of resistivity measured
(1–3) in the dark and (1'–3') under IR irradiation. Mn con-
tent NMn = (1, 1') 5.6, (2, 2') 7.1, and (3, 3') 9.1 mol %.
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Fig. 2. Plots of resistivity versus field curves at various tem-
peratures. Numbers denote the temperature in K; NMn =
9.1 mol %.
usually observed in disordered systems. The reduction
of resistance in magnetic field decreases with increas-
ing temperature and disappears at T > 15 K.

As can be seen from Fig. 2, in the magnetic fields
H < 5 T and H > 7 T, resistivity increases with decreas-
ing temperature; however, in the range of fields 5 T <
H < 7 T, the resistivity is virtually independent of tem-
perature at T < 10 K. This effect is most distinctly
observed in the temperature dependences of resistivity
measured in different magnetic fields (Fig. 3). It is sig-
nificant that the temperature dependence of resistivity
in the range of magnetic fields H < 5 T includes two
activation-type intervals. The activation energy corre-
sponding to the region of relatively high temperatures,
T > 15 K, is equal to 5–6 meV and increases slightly
with increasing H, while the low-temperature activation
energy decreases with increasing field and vanishes at
H ≈ 5 T. In the region H > 7 T, the increase in resistivity
with decreasing temperature is observed again in low-
temperature region T < 15 K.

The temperature dependence of the Hall mobility is
shown in Fig. 4. Mobility increases as the temperature
decreases, attains a maximum at T ≈ 35 K, and then
abruptly drops. Such a sharp decrease in the Hall
mobility is usually observed in disordered systems or in
systems whose conductivity is determined by the per-
colation effects [6]. The magnitude of mobility in the
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Fig. 3. Temperature dependences of resistivity in various
magnetic fields. NMn = 9.1 mol %.
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maximum µ ≈ 103 cm2/(V s) is typical of free electrons
in the conduction band at temperatures of 30–40 K.

Similar data were obtained for other samples.

4. DISCUSSION

A number of unusual effects were observed in our
experiments. First of all, the increase in the resistivity
activation energy with increasing Mn content NMn is
inconsistent with the expected tendency. Indeed, it is
well known that the spacing between the pinned Fermi
level in the PbTe:Cr conduction band and the bottom of
the conduction band is about 100 meV. The increase in
Mn content increases the band gap. It was anticipated
that the impurity level at which the Fermi level is
pinned is located at the midgap, as in the case of doping
of PbTe with In [1]. In such a situation, an increase in
NMn should decrease the spacing between the impurity
level and the bottom of the conduction band, and this
level (which pins the level of the chemical potential)
should be incorporated into the band gap. As is clear
from the experiment, the impurity level indeed enters
the band gap at a certain value of NMn. However, it does
not go deeper into the band gap with a further increase
in Mn content but, on the contrary, moves in the oppo-
site direction, thus reducing the activation energy of
resistivity. Such a situation can exist if the band gap
depends on the amount of Cr dopant; but no such
dependence was observed in PbTe:Cr.

The second interesting effect is the negative magne-
toresistance observed at temperatures T < 15 K. At
higher temperatures, the magnetoresistance is positive;
therefore, it would appear reasonable to assume that
such a change in the behavior of resistivity in a mag-
netic field is associated with the fundamental mecha-
nism of conduction. In all probability it is free electrons
in the conduction band that make the main contribution
to conductivity at temperatures above 15 K, and a high-
temperature activation process is caused by the thermal
excitation of electrons from the impurity level, which
pins the level of chemical potential, to the conduction
band. This assumption is supported by the high values
of the Hall mobility of charge carriers in the range of
temperatures under consideration. Consequently, the
electrons in the conduction band contribute only to pos-
itive magnetoresistance.

The activation energy corresponding to the low-
temperature process at T < 15 K in weak magnetic
fields H < 5 T is much smaller than the energy differ-
ence between the impurity level, which pins the posi-
tion of chemical potential, and the bottom of the con-
duction band. Moreover, the Hall effect data show that
the charge carriers responsible for low-temperature
activation have a much lower mobility than the conduc-
tion-band electrons. Therefore, it is reasonable to sug-
gest the following mechanism of low-temperature acti-
vation. In contrast to the case of In doping for which
impurity states are strongly pinned [7] and the width of
SEMICONDUCTORS      Vol. 38      No. 1      2004
the corresponding impurity level is very narrow (less
than 1 meV), the impurity level for PbTe:(Mn, Cr), as
well as for PbTe:(Ge, Yb), can be significantly broad-
ened [8]. If the level of chemical potential is located at
the midsection of the impurity band, percolation con-
duction can be observed. If this level is located in the
“tails” of the density of states in this band, the conduc-
tion will be governed by the thermal activation of elec-
trons from the Fermi level to the percolation level. In
this case, the negative magnetoresistance can be caused
by the shift of the chemical potential level with respect
to the percolation level in a magnetic field.

The reason for such a shift may be the following.
The application of magnetic field causes a noticeable
splitting of the impurity states with different spin direc-
tions. The complete occupancy of the impurity band in
these conditions remains unchanged. However, the
occupancy of each spin-polarized impurity band can be
drastically changed, which in turn can result in a shift
of the Fermi level with respect to the percolation level
of each of these bands. Other possibilities, in particular,
those caused by the magnetic interaction of electrons in
the d shells of Mn and Cr, also cannot be ruled out. In
any case, it is clear that negative magnetoresistance is
related to the specific features of charge transport
through the impurity band and not to the electrons in
the conduction band as in II–VI semiconductors [9].
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Abstract—High quality ZnO single-crystal films were doped with copper by thermal diffusion, and their lumi-
nescent properties were studied by cathodoluminescence spectroscopy. Doping with copper increases the inten-
sity of the green-emission band of the cathodoluminescence spectrum, whose peak, width, and shape at 78 and
300 K remain unchanged. At 4.2 K, a pronounced phonon structure with a phonon energy of 72 meV is detected
in the cathodoluminescence green-emission band of the doped samples. In this case, the phonon peaks feature
a triplet fine structure instead of the doublet one generally observed. This feature is attributed to radiative
recombination of acceptor excitons that are localized at copper atoms and interact with each one of the subbands
of the ZnO valence band. An analysis of the experimental data on the film cathodoluminescence and compara-
tive studies of luminescence and electron spin resonance in single crystals allow one to conclude that the uncon-
trollable copper impurity typically existing in ZnO is responsible for green-emission luminescence in this mate-
rial. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, interest in zinc oxide (ZnO) has signifi-
cantly increased, since this material is considered as
promising for the development of light-emitting struc-
tures and lasers of the blue and ultraviolet regions of the
spectrum [1, 2]. Moreover, zinc oxide is a conventional
low-voltage cathodoluminophore with green lumines-
cence, which is used in various optoelectronic displays
[3]. However, despite a large number of published
papers on the growth of ZnO technology and studies of
its physical properties, many of these properties remain
unexplained. For example, the mechanism of n-type
conduction generally observed is a subject of discus-
sion [4]. The problem of the origin of the centers
responsible for the green-emission band (the peak posi-
tion wavelength is λmax = 500–540 nm) that often exists
in the photoluminescence and cathodoluminescence
spectra has not yet been definitively solved. This band
is associated with an uncontrolled copper impurity [5–9]
or with singly charged oxygen vacancies that are ana-
logues of F+ centers in alkali halide crystals (see, e.g.,
[2, 3, 9, 10]).

For example, Vanheusden et al. [3] analyzed the
preparation conditions for zinc oxide with green lumi-
nescence, as well as the measurement data on lumines-
cence spectra and the electron spin resonance (ESR)
data, and concluded that the centers responsible for the
green luminescence band are oxygen vacancies singly
positively charged with respect to the lattice. No less
1063-7826/04/3801- $26.00 © 20031
convincing are the experimental data [5–8] showing
that the centers causing green luminescence in ZnO are
individual copper atoms substituting zinc, which is
always present in ZnO in small amounts.

Since the data on the origin of the green-emission
band are rather contradictory, it is still necessary to
ascertain definitively the mechanism of its appearance.
In this study, ZnO films were doped with copper by
thermal diffusion, and the influence of this impurity on
the luminescence spectrum was studied. In addition,
the photoelectron spin resonance (photo-ESR) and
luminescence in ZnO single crystals with anion vacan-
cies were studied.

2. EXPERIMENTAL

Initial high-quality ZnO films exhibited intense
exciton luminescence at room temperature in the ultra-
violet region of the spectrum and very weak lumines-
cence in the green spectral region under medium exci-
tation densities. The films, which were 3 µm thick,
were grown by the method of chemical transport reac-
tions on a buffer GaN layer on a sapphire substrate; i.e.,
the samples represented a ZnO/GaN/α-Al2O3 hete-
roepitaxial structure. Gallium nitride is a material
whose physical properties and lattice parameters are
close to those of ZnO. Therefore, the ZnO films grown
on GaN exhibit good luminescence and thermally sta-
ble characteristics [11].
004 MAIK “Nauka/Interperiodica”
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Copper diffusion was carried out from a metal layer
~10 nm thick deposited onto the film surface by ion
sputtering in an argon plasma. Diffusion annealing was
carried out in air at 750°C for 20 h. To prepare a refer-
ence sample, a structure without a copper layer at the
surface was annealed under the same conditions. After
annealing, the sample resistivity was measured using
the van der Pauw method. The copper content in the
films after diffusion was estimated using secondary-ion
mass spectroscopy (SIMS). The cathodoluminescence
spectra were measured using a DFS-12 spectrometer at
temperatures T = 300, 78, and 4.2 K. The crystals were
excited at electron-beam currents of 0.05–1 µA and an
accelerating voltage of 20 keV.

The ESR studies were carried out using an RE-1306
radio spectrometer with a 3-cm range and magnetic
field modulation at a frequency of 100 kHz. In the case
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Fig. 1. Cathodoluminescence spectra of the (1) copper-
doped, (2) undoped after annealing, and (3) as-grown sam-
ples at 300 K. The electron beam current is 1 µA; the accel-
erating voltage is 20 keV.
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Fig. 2. Green spectral band of the cathodoluminescence
spectrum of the (1) copper-doped and (2) undoped (magni-
fied by a factor of 4) samples at 4.2 K. The electron beam
current is 0.1 µA; the accelerating voltage is 20 keV.
when samples were exposed to light, a DKSSh-3000
xenon lamp was used, whose light was resolved by a
monochromator of an SF-4 spectrophotometer in the
required spectral region. The use of a helium flow-
through cryostat (Oxford Instruments ESR-9) in the
spectrometer allowed ESR measurements in the tem-
perature range T = 4–300 K with a rapid (if necessary)
change in the sample temperature (with an accuracy of
1 K). In most cases, an identical initial crystal state at
low temperatures before each exposure to light was
attained by sample annealing in the cryostat at room
temperature for 5–10 min. The concentration N(T) of
paramagnetic centers in thermally stimulated processes
of charge transport in the crystals under study was
determined by the ESR intensity signal under condi-
tions of pulsed heating. Simultaneously, thermal deex-
citation was studied [12–14].

3. RESULTS

The resistivity measured in the copper-doped sam-
ple was higher than that in the undoped sample (equal
to 0.25 Ω cm) by almost four orders of magnitude. Such
an increase in the resistivity caused by doping with cop-
per is also characteristic of ZnO [15]. The copper con-
centration measured by SIMS in the doped samples was
5 × 1017 cm–3; in the undoped samples, the copper con-
centration was lower than the limit of detection (3 ×
1016 cm–3) of the measuring setup.

Figure 1 shows the cathodoluminescence spectra
measured at T = 300 K in the copper-doped (curve 1)
and undoped (curve 2) samples. For comparison, the
cathodoluminescence spectrum of the unannealed sam-
ple (curve 3) was also measured. The spectra of all the
samples consisted of a narrow edge ultraviolet-emis-
sion band with a peak at 385 nm (~3.2 eV) and a broad
green-emission band with a peak at 535 nm (~2.3 eV),
whose position was identical for all the samples. The
intensity of the ultraviolet-emission band decreased
due to doping, while the green-emission band intensity
increased almost by four times in comparison with that
of the undoped sample. The green band width was the
same (0.33 eV at T = 300 K) for all the samples; the
band profile was almost unchanged (at T = 300 and
77 K). These data allow one to conclude that the centers
of green luminescence in both doped and undoped sam-
ples are point defects of identical nature. They can be
copper atoms or complexes including copper. A certain
increase in the green-emission band intensity in the
undoped sample after annealing (Fig. 1, curve 2) in
comparison with the initial one seems to be caused by
the transition of a fraction of the uncontrollable copper
impurity to a luminescence-active state (from intersti-
tial to lattice sites) during annealing. The significant
differences in the structures of the green cathodolumi-
nescence spectral bands of the doped and undoped sam-
ples were detected at 4.2 K (see Fig. 2). We can see that
the green-emission band of the sample intentionally
doped with copper has pronounced equidistant peaks
SEMICONDUCTORS      Vol. 38      No. 1      2004
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spaced in energy by 72 meV; this distance is identical
to the energy of longitudinal optical (LO) phonons in
ZnO [9]. In this case, a fine triplet structure of equidis-
tant peaks (Fig. 3) arises instead of the typically
observed doublet one. We can see that the phonon
structure of the sample without copper is significantly
less pronounced. As will be shown below, the green-
emission band is caused by radiative transitions in the
excited d9 shell of the Cu2+ ion. The exciton spectral
regions of both sample types had identical structures
and consisted of two series of equidistant lines: zero-
phonon lines of the A exciton bound to the neutral
donor and the free A exciton and their LO-phonon rep-
licas with a periodicity of 72 meV.

4. DISCUSSION

The increase in the green-emission band intensity of
the copper-doped sample, as well as its peak, half-
width, and profile, which are identical to those of the
undoped sample, is indicative of copper involvement in
the formation of this luminescence band in all the sam-
ples under study. The mechanism of radiative recombi-
nation with the involvement of copper can be under-
stood if the microscopic state of copper in the ZnO lat-
tice is known. It follows from [9, 15] that copper atoms
substituting zinc donate two electrons (like Zn) for the
bond formation and are in a neutral state with respect to
the Cu2+ lattice (3d9). In this case, copper in the
3d9 state forms a deep acceptor level, which is spaced
0.17–0.19 eV away from the bottom of the conduction
band [15, 16]. The population and depopulation of this
level by an electron corresponds to the Cu+ (3d10) and
Cu2+ (3d9) states, respectively. Copper is in Group I of
the periodic table and belongs to the family of transition
3d elements. Substituting cations in II–VI and III–V
semiconductors, Cu as a rule donates the number of
electrons to the valence band that is required to saturate
all the chemical bonds within the nearest neighbor-
hood. In this sense, Cu manifests itself as an isoelec-
tronic impurity. As a result of perturbations introduced
by such an impurity into the energy spectrum of semi-
conductor electrons, energy states of donor or acceptor
types arise in the semiconductor band gap, and the
impurity center itself is a trap for nonequilibrium holes
or electrons, respectively. As a carrier is trapped, the
impurity center acquires a charge with respect to the
lattice, and a long-range Coulomb field arises in addi-
tion to the short-range potential of the isoelectronic
impurity. This field promotes electron or hole trapping
onto a weakly localized hydrogen-like orbital. These
states [dn + 1h] and [dn – 1e] are excited unsteady hydro-
gen-like states of acceptor or donor types, which are
referred to as the acceptor (AE) and donor (DE) exci-
tons, respectively [17]. In this model, the valence elec-
tron is transferred to the d shell of the Cu2+ impurity as
the electronic subsystem of the ZnO lattice is excited,
and the hole is localized at the Cu+ ion formed in this
SEMICONDUCTORS      Vol. 38      No. 1      2004
case at a hydrogen-like orbital of large radius. Thus, an
exciton-like state of two 3d10 (Cu+)h particles is formed
at the impurity center due to such a transition. This is an
acceptor exciton whose radiative decay gives rise to a
leading line of green radiation in the spectrum. In this
model, the doubling (tripling observed in specific
cases) in the leading structure is associated with the
splitting of the valence band due to the spin–orbit cou-
pling and perturbation by the internal crystal field. The
strong electron–phonon coupling, in which LO phonons
are explicitly involved, forms a green-luminescence
band with a peak, whose position depends on the exist-
ence of collateral channels of radiative recombination
of carriers (e.g., yellow–orange luminescence [9]), the
participation of local phonons in the process, and so on.
Intracenter radiative transitions in the copper impurity
(excited by radiative processes in AE) can also contrib-
ute to green band formation; however, this assumption
calls for further research.

Returning to the vacancy model of green lumines-
cence centers, in our opinion, this model has a number
of drawbacks. For example, the vacancy model itself in
many respects depends on the correct interpretation of
the ESR signal attributed to anion vacancies in ZnO
[9, 13, 14]. The fact is that, according to one interpreta-

tion, oxygen vacancies in the  state should be con-
sidered shallow-level donors with ionization energy
Ed ≈ 0.03–0.05 eV. These donors give rise to the ESR
signal with the factor g = 1.96 (generation of F+ cen-
ters) after the transition of electrons to the conduction
band and cause high conductivity of zinc oxide [3, 9,
13, 14]. In this case, the green luminescence is assumed
to be caused by the trapping of nonequilibrium elec-

trons from the conduction band by the  states or by
radiative transitions of electrons from anion vacancies

in the  state to the ZnO valence band [3, 9]. In the
first version of this model, the very high ionization
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Fig. 3. Fine structure of the equidistant peaks of the green
band at 4.2 K.
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energy of the  states, which is atypical of shallow
hydrogen-like donors in semiconductors, raises doubts
[18]. In the second version, the cross section of trapping

of nonequilibrium holes by the  states is too small,
which is not favorable for the development of such a
luminescence mechanism in n-type semiconductors
[14, 18].

Currently, an alternative interpretation of ESR sig-
nals in zinc oxide seems to be convincing [9, 12–14,
19]. According to this interpretation, the signal (with
the factor g = 1.96) is associated with electrons of the
conduction band (or electrons in the band of shallow
donors), and the photosensitive ESR signal (f signal)
corresponding to centers with axial symmetry and g|| =

1.9948 and g⊥  = 1.9963 is attributed to vacancies 
(F+ centers). In this case, the detected hyperfine struc-
ture of the signal is attributed to the interaction of an
unpaired spin of an electron with 67Zn isotope nuclei
(the content is 4.1%; the spin J = 5/2). The conditions
of the ESR f-signal photoexcitation are such that one

may conclude that  is a deep donor with a photoion-
ization energy of 2.3 eV.

Nevertheless, as combined studies of photo-ESR
and luminescence in ZnO single crystals with anion
vacancies [13, 14] showed, these vacancies are not
luminescence centers. As a confirmation of this, Fig. 4
shows the results of the ESR (pulsed-heating mode)
study of point defect recharging, which allowed us to
determine the temperature dependence of the relative
concentration of paramagnetic centers causing the ESR

f signal and reference ( –O1) centers (lithium para-
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Fig. 4. Dependences of the concentration N of paramagnetic
centers at 30 K (1, 2) and the thermal deexcitation intensi-
ties J (3) on the annealing temperature T of the ZnO single
crystal irradiated with protons: (1) F+ centers, (2) paramag-

netic states ( –O1), (3) deexcitation at the wavelength

of 600 nm; preliminary excitation by 2.6-eV photons.

LiZn
+

magnetic states are described, e.g., in [14]) in ZnO:Li
single crystals irradiated with protons. Simultaneously,
thermal deexcitation was studied.

An important feature of these results is the retrap-
ping of electrons released from traps at T1 ≈ 30–60 K
and T2 ≈ 110–150 K by F+ centers (Fig. 4, curve 1),
which completely corresponds to their charge state.
Only when these centers become inefficient does the
transformation of neutral lithium paramagnetic centers
to the diamagnetic state (T = 150–180 K) begin, which
is accompanied by yellow–orange thermal deexcitation
(Fig. 4, curves 2, 3). In the temperature range 180–
200 K, lithium paramagnetic centers are populated by
electrons of the valence band [9, 14]. Holes generated
in the valence band are trapped by F centers via the
reaction Fx + e+  F+, which increases the ESR signal
intensity (curve 7). Further thermal population of the F+

states by valence band electrons in the temperature
range T ≈ 250 K results in the total disappearance of the
signal.

An important result of the experiments we carried
out is the nonradiative nature of the transitions F+ +
e−  Fx and Fx + e+  F+, which suggests that there
is no relation between green luminescence and oxygen
vacancies in ZnO.

We note that special doping of low-voltage ZnO
cathodoluminophores exhibiting green luminescence
with copper, as in the case we are considering with
films, makes it possible to increase the brightness of the
green photoluminescence and cathodoluminescence of
zinc oxide [20].

5. CONCLUSION

Thermal diffusion of copper into high-quality ZnO
films was carried out, and their luminescence properties
were studied by the cathodoluminescence method.
A significant increase in the intensity of the cathodolu-
minescence green spectral band of copper-doped ZnO
films was detected compared to undoped samples. At
4.2 K the green-emission band of the doped sample has
a more pronounced phonon structure with a periodicity
corresponding to the energy of longitudinal optical
phonons (72 meV). The results obtained showed that
the copper impurity is responsible for the formation of
the green band in the luminescence spectrum of zinc
oxide. A model according to which the green lumines-
cence in ZnO is a result of multiphonon radiative decay
of acceptor excitons arising at the isoelectronic copper
impurity was suggested and justified.

The combined studies of the ESR and luminescence
showed that anion vacancies are centers of nonradiative
recombination of nonequilibrium carriers.
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Abstract—The cathodoluminescence and optical-transmission spectra of ZnS were analyzed to study the effect
of a high hydrostatic gas pressure (1500 atm at 1000°C) on the equilibrium between intrinsic point defects in
zinc sulfide grown by chemical vapor deposition (CVD) with an excess of zinc. The cathodoluminescence spec-
tra were measured at 80–300 K and excitation levels of 1022 and 1026 cm–3 s–1; the optical-transmission spectra
were measured at 300 K in the wavelength range 4–12 µm. It is found that exposure to a high hydrostatic gas
pressure transforms the self-activated emission in the cathodoluminescence spectrum: (i) a new short-wave-
length band appears at 415 nm with its intensity increasing by one to three orders of magnitude; and (ii) the
long-wavelength band that peaks at 445 nm and is observed in as-grown crystals becomes quenched. Simulta-
neously, the cathodoluminescence band peaked at 850 nm and related to vacancies VS is no longer observed
after high-pressure treatment. These effects are attributed to a partial escape of excess zinc (Zni) from crystals
and additional incorporation of oxygen into lattice sites (OS). A doublet band I1, which peaked at ~331–332 nm
at 80 K and at ~342–343 nm at 300 K and is related to excitons bound to acceptor levels of oxygen centers, was
observed. This band is found to be dominant in the cathodoluminescence spectrum at an excitation level of
1026 cm–3 s–1. Traces of the ZnO phase are apparent after the high-pressure treatment in both the cathodolumi-
nescence spectra (the bands at 730 and 370 nm) and the transmission spectra (narrow bands in the region of
6−7 µm). © 2004 MAIK “Nauka/Interperiodica”.
New gaseous-phase technology for growing II–VI
compounds with a lowered impurity concentration and
controlled composition makes it possible to obtain data
on the origin of the deep-level oxygen centers responsi-
ble for so-called self-activated (SA) luminescence, as
oxygen remains the only impurity that is present at high
concentrations in these compounds. Morozova et al. [1]
suggested a classification of oxygen-related bands. In
this classification, all the main groups of SA bands in
pure II–VI crystals are related to individual oxygen
atoms at the lattice sites (OS). According to the accepted
crystallochemical model and its theoretical substantia-
tion [1–3], OS atoms form the nearest surroundings and
the interrelated set of defects. This set of defects can be
treated, on the one hand, as an individual isoelectronic
center and, on the other, as a complex that exists only if
there is interaction between its components. A change
in the charge state of intrinsic point defects within the
homogeneity region leads to a change in the charge state
of the entire complex (oxygen-related center) and in the
corresponding luminescence of the crystal. Three groups
of oxygen-related bands are observed for impurity-free
ZnS: (I) SA bands (blue emission) at 445 (415) nm;
(II) SAL bands (ultraviolet emission) at ~(355–370) nm;
and (III) the green-emission band at 510–520 nm. The
first of these groups is observed if the oxygen-related
center is found in the lattice with an excess of zinc; the
1063-7826/04/3801- $26.00 © 20036
second group is observed in crystals with a stoichio-
metric composition; and the third group is observed in
crystals with a significant excess of sulfur (a metalloid).

Morozova et al. [4] verified the interrelation
between the spectral bands of bound excitons (BE) and
acceptor levels of SAL oxygen-related centers in ZnSe.
A similar BE band peaked at 329 nm (at 100 K) was
also observed for ZnS samples that featured SAL emis-
sion [5] and were grown in hydrothermal conditions.
The intensity of this band increased superlinearly with
increasing intensity level and remained the only band in
the spectrum.

In this context, we studied the polycrystalline ZnS
condensates (layers) obtained by chemical vapor depo-
sition (CVD) at a temperature of 600°C and with an
excess of zinc (the ratio [Zn]/[H2S] = 1.1–0.9) [6]. In
accordance with the equilibrium in a system of intrinsic
point defects [5], such a sulfide contains intrinsic
donors: interstitial zinc in excess of the stoichiometry
Zni and sulfur vacancies VS.

The aforementioned ZnS layers were subjected to a
high hydrostatic gas pressure (as high as 1500 atm) at a
temperature of ~1000°C. High pressure is favorable for
densification of the material and affects the equilibrium
in a system of intrinsic point defects in such a way that
the unit-cell volume decreases. As a result, one should
expect a decrease in the concentration of all defects [7],
004 MAIK “Nauka/Interperiodica”
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first and foremost, interstitial zinc atoms Zni; these are
the dominant defects in as-grown ZnS crystals. In addi-
tion, the concentration of vacancies VS can decrease or
new defects with smaller sizes can be formed. For exam-
ple, these new defects can include substitutional oxygen
OS formed according to the scheme VS + Oi  OS.

We initially studied the cathodoluminescence spec-
tra measured at a low excitation level (1022 cm–3 s–1),
when the deep levels of defects and defect complexes
contribute mainly to the spectra. The method for study-
ing the CVD ZnS layers was described in detail else-
where [1]. In addition, we report the results of studying
the pulsed cathodoluminescence obtained at an excita-
tion density of 1026 cm–3 s–1 (see [8]). It is noteworthy
that oxygen with a concentration higher than 1018 cm–3

(almost at the solubility limit [9]) is inevitably present
in ZnS [9]. The point is that oxygen is thermochemi-
cally related to the components of II–VI compounds, is
easily incorporated into the corresponding crystal lat-
tice, is present in the starting substances, and is typi-
cally not controlled.

According to the views expressed in [1] and men-
tioned above, oxygen should be responsible for the blue
SA emission in the ZnS layers that were studied by us
and had an excess of Zn. The cathodoluminescence
spectra measured at 80 K for two initial CVD ZnS sam-
ples grown with differing degrees of H2S purification
with respect to O2 are shown in Fig. 1.1 As can be seen
from Fig. 1, the self-activated emission does corre-
spond to the band peaked at 445 nm. The relative inten-
sity of this band I445/Iexc (Iexc is the exciton-band inten-
sity) decreases from 5 (curve 2) to 0.03 as a result of
H2S purification with respect to oxygen. The band
peaked at 850 nm is related to sulfur vacancies VS
[5, 10, 11].

The band I2, which peaks at 327.5 nm, is dominant
in the excitonic region of the cathodoluminescence
spectrum for pure ZnS crystals with an excess of Zn;
this band is related to excitons bound to intrinsic donors

 (see table). The edge emission (EE) and the band
peaked at 520 nm are not observed in the cathodolumi-
nescence spectrum of ZnS samples that are free of
extraneous impurities (Fig. 1, curve 1). The high crystal
quality of these samples is corroborated by the high
intensity of the excitonic bands, for which as many as
three LO-phonon replicas of the zero-phonon line I2 are
observed. An excitonic band peaked at 336.6 nm and
very weak emission in the blue region of the spectrum
are observed at 300 K.

The band I1, which peaks at ~(331–332) nm with a
binding energy of ~60 meV, is observed in the bound
exciton spectral region for the samples with a higher
concentration of oxygen (Fig. 1, curve 2). It can be seen
that this band is not elementary. The intensity of the I1

1 The band intensities indicated in Figs. 1–4 are relative values
obtained from experimental spectra that were recalculated for
identical conditions of measurement.

Zni
×  ( ).
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band is typically low at a cathodoluminescence-excita-
tion level of 1022 cm–3 s–1. However, this band overlaps
with LO replicas of the main excitonic band as the
intensity of excitonic spectrum increases for the sam-
ples depleted in oxygen (curve 1).

A shift of the I1 band with temperature can be per-
ceived from the data listed in the table. This band coin-
cides with the doublet at ~331.8 and ~331.2 nm in the
photoluminescence spectrum measured at 10 K and
shown in the inset to Fig. 1 [12, 13]. The photolumines-
cence spectrum was measured for high-quality epitax-
ial ZnS layers under laser excitation. The origin of the
doublet I1 was not identified. The binding energies for
the doublet components resolved at 10 K are equal to
61 and 54 meV (relative to FElh [13]).

The effect of high-pressure high-temperature treat-
ment on cathodoluminescence spectra of a typical CVD
ZnS sample at the excitation intensity of 1022 cm–3 s–1

at 80 K is illustrated in Fig. 2. The cathodolumines-
cence spectrum changed drastically and diversely as a
result of the treatment.
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Fig. 1. Cathodoluminescence spectra of a CVD ZnS sample
grown using (1) purified and (2) unpurified H2S with the
ratio [Zn]/[H2S] ≈ 1.07. The spectra were measured at an
excitation intensity of 1022 cm–3 s–1 and T = 80 K. The
wavelengths (nm) and typical or specific intensities (in
parentheses) of the main bands are indicated at the corre-
sponding peaks. A fragment of a photoluminescence spec-
trum measured at 10 K is shown in the inset [13].
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First, it was found that the short-wavelength compo-
nent of SA emission at 410–415 nm appears with an
intensity of 102–103. According to the accepted classi-
fication of luminescence centers [1], this short-wave-
length component is related to the oxygen-containing
complexes {  ·  · }' that can be formed only
if there a deficit of interstitial zinc in the crystal. An
excess of zinc in the crystal results in the formation of
donor–acceptor pairs {  ·  · }'–  that give
rise to the long-wavelength component of the SA emis-
sion at 445 nm.

Second, in addition to the enhancement of SA emis-
sion, the band peaked at 850 nm and related to VS
vacancies is quenched as a result of the high-pressure
high-temperature treatment. This behavior is possible if
vacancies VS are filled with oxygen, whose concentra-
tion in the crystals is ~1020 cm–3. The enhancement of
415-nm luminescence involving the oxygen-containing
SA centers is consistent with an increase in the concen-
tration of dissolved oxygen. We note in this context that
the high-pressure high-temperature treatment is a more
adequate method of affecting the equilibrium concen-
tration and type of intrinsic point defects than annealing
in the vapors of the compound constituents. Indeed, a
decrease in the concentration of interstitial zinc [ ]
can also be attained by thermal annealing in sulfur

OS* Zni

.
VZn''

OS* Zni

.
VZn'' Zni

.

Zni

.

Positions of the bands corresponding to free (FE) and bound
(BE) excitons in ZnS

Band

Energy, eV
(Wavelength, nm)

Binding 
energy ε, 

meV

Refer-
ence

0 K 80 K 300 K

FElh 3.7979 3.7929 3.6881 40.9 [12]

(326.46) (326.88) (336.18)

FEhh 3.8012 3.7962 3.6915

(326.17) (326.6) (335.87)

3.790 3.7850 3.6803 8 [13]

(327.14) (327.56) (336.89)

I1 (SA) 3.737 3.7320 3.6273 61–64 [13]

(331.77) (332.22) (342.1)

3.744 3.7390 3.6343 54–57

(331.16) (331.59) (341.16)

I1 (SAL) 3.7734 3.7679 3.6437 24.5 [5]

(328.58) (329.05) (338.41)

Note: Variation in the energy of the split FE band with temperature
[13] is given by E(T) = E(0) – αT4/(β + T3), where E(0) =
3.7979 eV (position of the free-exciton band at a temperature
of 0 K), α = 4.04 × 10–4 eV/K, and β = 2.82 × 106 K3 for
FElh; and E(0) = 3.8012 eV, α = 4.15 × 10–4 eV/K, and β =
2.75 × 106 K3 for FEhh. The positions of BE bands were cal-
culated on the basis of the known values of E(T) at 10 K [13]
and 100 K [5] taking into account the FElh(T) dependence.

I2 (Zni
.
)

vapors; however, new defects appear as a result of
annealing, in particular, zinc vacancies VZn [5].

Third, there is a correlation between the behavior of
SA emission and that of the band in the spectral region
that corresponds to the bound exciton; we refer to the
doublet I1, i.e., the band peaked at 331–332 nm and
observed at 80 K. The observed spectral position of the
bands of doublet I1 corresponds to two acceptor levels
of the SA center in the band gap of ZnS [1].

Since the bands related to bound excitons have a low
intensity at a low excitation level (1022 cm–3 s–1), we
studied the cathodoluminescence of the same samples
under conditions of higher excitation intensity
(1026 cm–3 s–1). Figure 3 shows the cathodolumines-
cence spectra measured at 300 K for an as-grown sam-
ple (spectrum 1) and a sample subjected to the high-
pressure high-temperature treatment (spectrum 2) [11].
The band that is peaked at 342–343 nm and has a half-
width at a half-height of ~60 meV is dominant at the
high excitation level. The intensity of this band
increases by an order of magnitude as a result of high-
pressure high-temperature treatment. As can be seen
from Fig. 3, this band of bound excitons is the only one
in the cathodoluminescence spectra of ZnS after the
high-pressure high-temperature treatment; i.e., this
band is characteristic of “defect-free” ZnS (curve 2).
The band under consideration features a long-wave-
length tail in the spectra of initial cleaved surfaces
(curve 1). The structure of this tail corresponds qualita-
tively to the bands observed in the cathodolumines-
cence spectra at the low excitation level (Fig. 2). The
position of the main cathodoluminescence band at
300 K coincides with the calculated position of the
doublet band I1 (see table).

For pure ZnS containing a very high concentration
of only oxygen-related SA centers after high-pressure
high-temperature treatment, the observed band of
bound excitons may be related to these centers. In addi-
tion, we observed a correlation between the positions of
the peak of the band at 343 or 342 nm and those of the
SA-emission components at 445 or 415 nm, respec-
tively. This correlation is clearly seen in the cathodolu-
minescence spectra measured at a low excitation level.
These spectra allow one to estimate the ratio between
the intensities of the short-wavelength (415 nm) and
long-wavelength (445 nm) components of SA emis-
sion. Our results are basically similar to the data
reported in [15], which relate to studies of ZnSe.
According to these data, the introduction of oxygen
gave rise to bands of excitons bound to acceptor levels;
in addition, recombination at donor–acceptor pairs was
observed. Such an interpretation is also applicable to
the results obtained previously [5, 16].

The bands of excitons bound to oxygen-containing
SA centers that were observed by us make it possible to
refine (using the binding energy ε) the position of
acceptor levels EA = 10ε [14]. Taking into account two
components of SA emission, we find that the energies
SEMICONDUCTORS      Vol. 38      No. 1      2004
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of the levels are equal to 0.61 and 0.54 eV, respectively.
The values obtained are somewhat smaller than those
obtained for EA (0.69 and 0.59 eV) from the excitation
and luminescence spectra according to the recombina-
tion model of emission [1]. If we also take into account
the absence of spectral shift of oxygen-related bands
[1, 4, 11] as the band gap varies with temperature, we
should conclude that the SA emission corresponds to
transitions from the excited level of the center to the
ground level rather than from the conduction band. In
particular, recombination at the donor–acceptor pairs
that have a short distance between components and
involve oxygen-containing complexes is possible.

Returning to the influence of high-pressure high-
temperature treatment on the ZnS cathodolumines-
cence spectra at low excitation levels (Fig. 2), we note
that, as a result of this treatment, the bands related to
impurities of Group 1 (EE) and Cu (520–530 nm) are
also intensified. Furthermore, new infrared bands
peaked at 1475, 1635, and 1775 nm and caused by
intracenter transitions in CuZn (3d9) ions appear in the
spectrum. The appearance of these bands is consistent
with the recharging of ions of residual copper 3d10 
3d9 as the concentration of intrinsic donors decreases.
Copper atoms in the lattice can fill zinc vacancies VZn at
high external pressures. The presence of residual cop-
per with a concentration of ~1016 cm–3 is possible in
ZnS crystals.

It is especially noteworthy that a band peaked at
730 nm and related to ZnO inclusions in ZnS [9]
appears in the cathodoluminescence spectrum after the
high-pressure high-temperature treatment. This band is
not observed in the cathodoluminescence spectra of as-
grown samples. However, it is observed both at 80 K
(Fig. 2) and at 300 K after the high-pressure high-tem-
perature treatment, although the intensity of this band
at 300 K is lower by approximately a factor of 2 than at
80 K. The fact that ZnO forms as a result of high-pres-
sure high-temperature treatment is corroborated by the
appearance of excitonic ZnO bands at 369, 380, and
385 nm [17] in a number of cathodoluminescence spec-
tra (Fig. 4).

The band peaked at 730 nm has a higher intensity if
the oxygen content in the crystals exceeds the corre-
sponding solubility limit in ZnS, which is attained in
the samples grown with a larger excess of sulfur. So the
layers whose cathodoluminescence spectra are shown
in Figs. 2 and 4 were grown under the conditions of
[Zn]/[H2S] < 1 (0.9) and > 1 (1.05). At a higher sulfur
concentration, a decrease in the VS concentration is
confirmed by a decrease in the intensity of the cathod-
oluminescence band peaked at 850 nm (Figs. 2, 4;
curves 2). In this case, the relative intensity of the ZnO
band peaked at 730 nm (I730/Iexc) increases from 0.1 to
0.3. It has been reported in previous publications that
the ZnO emission at 730 nm is typical of the samples in
which the formation of interstitial zinc is impeded [9].
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In order to verify whether it is possible to estimate
the presence of ZnO from the intensity of the cathod-
oluminescence band peaked at 730 nm, we studied the
ZnS optical-transmission spectra, since it was previ-
ously shown [18] that even low concentrations of ZnO
can be revealed from the Fourier spectra in the range 5–
15 µm. In Fig. 5, we show the transmission spectra that
are measured using the method described in [18].
A group of narrow absorption bands peaked at 5.8, 6.5,
6.8, and 7.1 µm and characteristic of ZnO inclusions is
apparent in Fig. 5 (curve 1). An analysis of the intensi-
ties of the aforementioned bands for various CVD ZnS
layers showed that there was a correlation between
these intensities and the intensity of the cathodolumi-
nescence band peaked at 730 nm. For example, the
transmission spectrum with a pronounced structure in
the region 5–7 µm (Fig. 5, curve 1) corresponds to a
sample with a more intense cathodoluminescence band
peaked at 730 nm after high-pressure high-temperature
treatment. The group of bands under consideration is
either not observed at all or is poorly pronounced
against the background in the transmission spectra of
as-grown samples.

A broad absorption band at a longer wavelength
(~11 µm) was also observed in the transmission spectra
in addition to the group of narrow bands. This band coin-
cides with an intense absorption band of the (LO + TO)
multiphonon spectrum of ZnO single crystals [18, 19]
and is similar to the 10.2-µm ZnSe band that was
observed at early stages of the formation of the oxide
phase [18]. For comparison, Fig. 5 also shows a trans-
mission spectrum (curve 2) of a ZnS:Cu single crystal
(10–3% of Cu) after aging; the precipitation of the ZnO
phase (most pronounced in the presence of copper) in
this crystal is confirmed by studies of microcathodolu-
minescence in a scanning electron microscope [5]. In
the aforementioned spectrum, the 11-µm broad band
for ZnS is suppressed as in similar cases for ZnSe [18].
The band peaked at 11 µm becomes somewhat intensi-
fied after high-pressure high-temperature treatment of
zinc sulfide layers.

We can draw the following conclusion on the basis
of the results obtained.

The effects observed after the high-pressure high-
temperature treatment are related to a decrease in the
ZnS unit-cell volume, which is expected at a high pres-
sure. The role of interstitial zinc atoms as rapidly dif-
fusing native donors involved in the establishment of
equilibrium interaction between intrinsic point defects
is confirmed. High-pressure high-temperature treat-
ment gives rise to an extremely uniform doping with the
formation of stable centers or solid solutions in a per-
fect defect-free host.

The results of our studies reported above make it
possible to confirm the accepted classification of oxy-
gen-related centers. It is ascertained that oxygen-
related centers (complexes) responsible for SA and
SAL emission in ZnS have acceptor levels that can bind
SEMICONDUCTORS      Vol. 38      No. 1      2004
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excitons. These centers control luminescence at high
excitation densities. We clarified the emission type and
the depth of acceptor levels of oxygen-related centers:
~0.25 eV for SAL emission at 355–370 nm and 0.61
and 0.54 eV for two components (at 445 and 415 nm)
of SA emission.

The relationship between the 730-nm luminescence
band in ZnS that is free of extraneous impurities and the
presence of the ZnO phase is confirmed.
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Abstract—The influence of Cd and Se atoms on the quantum efficiency of emission induced by EL2 defects
in GaAs single crystals is studied in detail. The diffusion of impurities under conditions of vacuum is compared
to that in an As atmosphere. It is ascertained that the character and degree of variation in the quantum efficiency
are governed by the vacancy type and concentration in the crystals and are related to the probability of forma-
tion of complexes that consist of EL2 centers and impurities. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

EL2 antisite defects play a fundamental role in
determining the semi-insulating properties of undoped
GaAs single crystals; notably, GaAs is widely used as a
substrate material in microelectronics. Data on the
structure and recombination properties of EL2 centers
are favorable for the production of high-quality crystals
with specified properties.

Recombination processes involving EL2 centers
give rise to an emission band peaked at hνm ≈ 0.65 eV
in the low-temperature (T = 77 K) GaAs photolumines-
cence (PL) spectra; this band is a superposition of the
bands peaked at hνm ≈ 0.63 eV and hνm ≈ 0.68 eV
(Fig. 1a) [1]. The 0.63-eV band is related to the radia-
tive capture of free electrons e by charged EL2+ defects
(the transition e  EL2+), whereas the 0.68-eV band
is related to the radiative capture of free holes h by neu-
tral EL20 defects (the transition h  EL20) (see inset
in Fig. 1a). A number of factors affect the efficiency of
recombination via the centers under consideration.
First of all, we should take into account the self-diffu-
sion in GaAs. Diffusion of As vacancies from the sur-
face during high-temperature thermal annealing (TA)
of GaAs in vacuum leads to a decrease in the concen-
tration of EL2 centers (NEL2) as a result of the reaction

AsGa + VAs ⇔ VGa + AsAs (1)

and to a decrease in the intensity of emission with
hνm = 0.65 eV (I0.65). In contrast, the formation of new
EL2 centers during TA under conditions of an excess
pressure of As vapors (pAs > 9.8 × 104 Pa) results in an
increase in I0.65 [2].

It is also known that a decrease in the intensity of
emission with hνm ≈ 0.65 eV occurs if Cu atoms are
introduced into GaAs; this decrease is caused by passi-
vation of EL2 defects as a result of the formation of
EL2–Cu complexes [3]. However, the influence of other
donor and acceptor impurities on the efficiency of
1063-7826/04/3801- $26.00 © 20042
recombination via the centers under consideration has
hardly been studied.

In this study, we show that copper is not the only
impurity that causes a variation in the quantum effi-
ciency of emission via EL2 defects. We investigate the
origin of this variation by comparing the results of
introducing the impurity in vacuum and in an As atmo-
sphere. We then analyze the data obtained taking into
account the structure of EL2 centers.

2. EXPERIMENTAL

The starting samples were semi-insulating nomi-
nally undoped n-GaAs (100) crystals grown by the
Czochralski method; the crystals had resistivity ρ = 7 ×
107–2 × 108 Ω cm. The concentration of EL2 centers
determined from optical absorption of photons with
energy hν = 1.04 eV [1] was equal to N = (1.2–1.8) ×
1016 cm–3. The initial difference between the intensities
of the PL bands with hνm ≈ 0.63 eV and hνm ≈ 0.68 eV
at 77 K did not exceed 6%. Since the bands induced by
oxygen atoms [4, 5] (hνm ≈ 0.63 eV) can also be present
in the spectral region under consideration, we studied
the selective-excitation spectra of PL. The data on the
photoquenching of radiative recombination via the EL2
defects before and after the introduction of an impurity
into the samples (see Appendix) made it possible to
relate all the defects observed in this study to the EL2
centers.

The impurities (selenium or cadmium) were intro-
duced into the samples with a thickness of ~2 mm at a
temperature of 800°C for 4–8 h with subsequent rapid
cooling. The impurity was introduced from a thermally
deposited 1-µm-thick Cd (or Se) layer, which ensured
diffusion from an inexhaustible source. The formed
Ga2Se3 surface layer was removed using an acid etchant
after Se diffusion.
004 MAIK “Nauka/Interperiodica”
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The diffusion of impurities was carried out either in
vacuum or under an excess pressure of arsenic vapors.
The samples to be annealed were placed in quartz cells
with an operating volume of ~4 cm–3; the cells were
preliminarily degreased and etched in aqua regia,
which reduced the uncontrollable contamination of the
crystals with copper. The cells were pumped out to a
pressure of <10–3 Pa. In order to provide an excess pres-
sure of As, we put an As charge with a mass of 20 mg
into the cells. The diffusion coefficients for impurities
at T = 800°C (DCd ≅  3 × 10–16 cm2 s–1 and DSe ≅  7 ×
10−17 cm2 s–1 [6]) are much smaller than those for As
vacancies (DVAs ≅  1 × 10–15 cm2 s–1 [7]). Thus, diffusion
in evacuated cells ensured that the impurity was intro-
duced into crystals with a deficit of arsenic, whereas the
impurity was introduced into crystals with an excess of
As as result of diffusion under conditions of excess
pressure of As vapors [2].

We also performed a control annealing of the sam-
ples without a Cd (or Se) layer on the surface. This
annealing was carried out either in vacuum or under
excess pressure of As vapors, in the same conditions as
for diffusion of Se and Cd. The charge-carrier concen-
tration at n > 1016 cm–3 was determined from the half-
width of the PL edge-emission band at 300 K [8].

We studied the PL and selective-excitation lumines-
cence (SEL) spectra using conventional methods [8].
A He–Ne laser with an emission wavelength of
0.63 µm was used as the PL excitation source. In order
to obtain the SEL spectra, we employed a KGM lamp
with a power of 60 W. Selective resolution of excitation
bands with a half-width wexc ≤ 0.8 meV and a power of
4–6 mW in the range hν = 1.0–1.52 eV was accom-
plished using an MDR-2 monochromator. The emis-
sion intensity (Im) at 77 K was detected by an FÉU-68
photomultiplier for the region hνm > 1 eV and by a
cooled FD-9G germanium photodiode for the region
hνm < 1 eV. The values of relative emission intensity
Iarb = Im/Iexc (Iexc is the corresponding intensity of PL
excitation) were then automatically recalculated.

When studying the emission photoquenching due to
EL2 centers, we first heated the sample to T = 155 ± 5 K
and then kept the sample at this temperature for 10–
11 min. After that, the sample was rapidly cooled to 77 K.
The intensity Im was measured only after the value of Im
was completely stabilized. This procedure was repeated
before each new value of Im(hνexc) was determined; the
step in measurements was ∆hνexc = 2 meV.

3. THEORETICAL EXPRESSIONS 
FOR THE INTENSITY OF EMISSION VIA 

THE EL2 CENTERS

3.1. Semi-Insulating Nominally Undoped n-GaAs

If PL is excited within the fundamental-absorption
range, the intensities of the luminescence bands related
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optical transitions are shown in the inset); (b) variation in I0.65

as a result of introduction of cadmium (NCd = 8 × 1017 cm–3);
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(NSe = 3 × 1018 cm–3). Spectrum 1 corresponds to as-grown
semi-insulating nominally undoped crystals; spectrum 2 corre-
sponds to a sample subjected to TA in vacuum without an
impurity layer on the surface; spectrum 3 corresponds to a
sample after TA in an As atmosphere without an impurity layer
on the surface; spectrum 4 corresponds to a sample with an
impurity introduced under conditions of vacuum; and spec-
trum 5 corresponds to a sample into which an impurity was
introduced as a result of TA in an As atmosphere.



44 LITVINOVA
to the defects EL2+ (I0.63) and EL20 (I0.68) (Fig. 1a) are
equal in value under steady-state conditions [1, 3]; i.e.,

(2)

For a high-resistivity undoped material, we then have

(3)

(4)

where δn and δp are the nonequilibrium concentrations
of electrons and holes (δp @ n0 and δp @ p0; n0 and p0

are the corresponding equilibrium concentrations); 

and  are the coefficients of radiative capture of elec-
trons by the EL2+ defects and of holes by the EL20

defects, respectively;  and  are the concen-
trations of corresponding defects; and NEL2 is the total
concentration of these defects. It follows from expres-
sions (2), (3), and (4) that

(5)

(6)

Since  ! , we obtain  ≅  NEL2 and

(7)
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Fig. 2. Variation in I0.65 as a function of the concentrations
of (4) Cd and (5, 6) Se impurities introduced (4, 5) in an As
atmosphere and (6) in vacuum. The broken lines correspond
to I0.65 (1) in an as-grown crystal, (2) in a crystal after TA
in an As atmosphere without an impurity layer on the sur-
face, and (3) in a crystal after TA in vacuum without an
impurity layer on the surface.
3.2. GaAs:Cd

All the centers are filled with holes in a low-resistiv-
ity material with p-type conductivity (p0 @ δn, p0 @ δp)
in a state of equilibrium; as a result, the equilibrium

concentration  = 0 and the nonequilibrium con-

centration δ  ! NEL2. Therefore, under conditions
of linear charge-carrier recombination via EL2 centers,
the emission intensity is given by

(8)

3.3. GaAs:Se

All the centers are filled with electrons in a low-
resistivity n-type material (n0 @ δn, n0 @ δp), so that the

equilibrium concentrations  = 0 and  = NEL2.
It then follows from (2) that

(9)

Since  @ δ , the following formula is valid in
conditions of linear charge-carrier recombination:

(10)

4. RESULTS AND DISCUSSION

4.1. Introduction of Cadmium

After the diffusion of cadmium atoms, the surface of
the crystals had p-type conductivity. Doping under con-
ditions of vacuum caused a decrease in I0.65 to the same
extent as in the case of TA without an impurity layer on
the surface (Fig. 1b, curves 2, 4). If diffusion of Cd was
carried out under conditions of an excess pressure of As
vapors, the intensity of emission related to EL2 centers
decreased, whereas the annealing of control samples
without an impurity layer on the surface led to an
increase in this intensity (see Section 1). The values of
intensity I0.65 on the surface of doped crystals were two
to three orders of magnitude smaller than those typi-
cally obtained after annealing a sample without a sur-
face impurity layer (Fig. 1b, curves 3, 5).

The dependence of I0.65 on the impurity concentra-
tion indicates (Fig. 2, curve 4) that I0.65(NCd) decreases
as the concentration of cadmium atoms in the crystal
increases.

Since linear recombination of charge carriers is
observed at the surface of doped crystals and the life-
time of charge carriers (τn = (2–3) × 10–10 s) changes
only slightly compared to that observed in semi-insulat-
ing nominally undoped GaAs (this behavior suggests
that new and more efficient channels of radiative and
nonradiative recombination are not introduced), it fol-
lows from formulas (8) and (10) that I0.65 ∝  NEL2. There-
fore, a decrease in I0.65 after TA in an As atmosphere (as
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in the case of doping with Cu [3]) is caused by a
decrease in the concentration of individual EL2 centers
due to the formation of the EL2–Cd complexes.

Indeed, since Cd atoms in GaAs occupy Ga vacan-
cies, these atoms can be involved in the above com-
plexes as EL2–CdGa.

1 As was mentioned above, the dif-
fusion coefficient for Cd atoms is much smaller than that
for arsenic vacancies. Therefore, we may expect that
cadmium diffuses into the crystal region where the con-
centration [VAs] decreases in the presence of excess pres-
sure of As vapors; thus, according to the expression [2]

(11)

([VAs] and [VGa] are the concentrations of the As and Ga
vacancies), [VGa] increases (there is a deficit of gallium)
[6]. An increase in the number of VGa vacancies near the
antisite AsGa defects favors the formation of EL2–CdGa
complexes. At the same time, under conditions of vac-
uum, the impurity diffuses into the surface crystal
region with a high [VAs] concentration and, accordingly,
a low [VGa] concentration. This circumstance accounts
for the low probability of forming AsGa–CdGa com-
plexes; the introduction of Cd does not affect I0.65.

4.2. Introduction of Selenium

The surface of the crystals had n-type conductivity
after the introduction of selenium atoms. Diffusion
under conditions of vacuum led to a greater decrease in
I0.65 than was observed after annealing the samples
without impurity surface layers (Fig. 1c, curves 2, 4).
At the same time, the diffusion of Se in an atmosphere
of As resulted in an increase in I0.65 compared to that
observed after annealing without impurities (Fig. 1c,
curves 3, 5). Both effects became more pronounced as
the impurity concentration (NSe) increased (Fig. 2,
curves 5, 6).

When the charge-carrier recombination is linear and
the lifetime in the region doped with Se corresponds to
the lifetime in semi-insulating nominally undoped
GaAs, it follows from (8) and (11) that I0.65 ∝  NEL2;
thus, the variation in I0.65 is caused by a change in NEL2.

An increase in the intensity of emission related to
EL2 centers after diffusion of Se in an atmosphere of As
vapors is most probably caused by partial replacement
of As atoms by the impurity that is introduced into the
As sublattice [9]. In this case, the displaced atoms can
occupy Ga vacancies and form antisite defects (as men-
tioned above, the concentration [VGa] increases at the
crystal surface as a result of TA in the atmosphere of As
vapors).

The decrease in I0.65 caused by selenium diffusion as
a result of TA in vacuum can be related (as in the case
of the introduction of cadmium and copper) to a

1 Diffusion of Cd and Se proceeds according to the dissociative
mechanism, and the probability of forming complexes with inter-
stitial impurity atoms is low [7].

VAs[ ] VGa[ ] k pAs
1/2=
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decrease in the efficiency of emission via EL2 defects
due to the formation of EL2–Se complexes. Indeed,
selenium atoms diffuse over the lattice sites of the As
sublattice [7] and can form EL2–SeAs complexes (see
footnote 1). If TA is carried out in vacuum, the impurity
is found in the crystal region with a high concentration
of [VAs] (with a deficit of As) as a result of the escape of
As. In this case, the formation of the complexes is
caused by the fact that As vacancies are present near the
antisite defects AsGa. The above behavior is possible if
the probability of recombination between AsGa and VAs
[see expression (1)] is lower than unity, i.e., if there is a
potential barrier for such recombination.2 

4.3. Comments on the Structure of EL2 Defects

Despite prolonged research into EL2 centers, which
were first detected in 1963 [11] and were then identified
with a deep-level donor in 1976 [12], there is so far no
unified opinion about the structure of this center [13–18].
From 1982 onward, various models of the EL2 center
were based on the assumption that this center is an anti-
site AsGa defect [19–21]. However, some scientists still
believe that EL2 centers are individual AsGa defects [15],
whereas other scientists identify these centers with
complexes of AsGa with As interstitial atoms Asi
(AsGaAsi) [16] and with gallium vacancies VGa
(AsGaVGa) [17] or with the vacancy association VAsVGa
(AsGaVAsVGa) [18]. There are also data that make it pos-
sible to consider EL2 centers as a family of AsGa + X
defects [22, 23] whose composition can change depend-
ing on element X as a result of thermal treatment [23].

The results of this study show that Ga vacancies are
located in the vicinity of AsGa antisite defects in crystals
with a deficit of gallium. At the same time, an increase
in the concentration of arsenic vacancies governs the
localization of these vacancies in the vicinity of antisite
defects. Consequently, a possible solution to the issue
concerning the composition of complexes with AsGa
defect is the assumption that the probability of forma-
tion of these complexes is controlled by the concentra-
tion of specific point defects in the crystal. A variation
in the point-defect concentration brings about either a
change in the structure of a complex consisting of AsGa
and a point defect in favor of the dominant defect or the
absence of a point defect in the vicinity of AsGa.

5. CONCLUSIONS

1. Copper is not the only impurity that affects the
quantum efficiency of emission via EL2 defects in
GaAs crystals. The introduction of a cadmium acceptor
impurity results in a decrease in this efficiency in crys-
tals with a deficit of gallium and does not affect it in
crystals with a deficit of arsenic. This effect is caused

2 The data reported in [9, 10] indicate the existence of a potential
barrier for recombination between Asi and VAs in the crystal bulk.
At the GaAs crystallization temperature, the barrier height
exceeds 5 eV.
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by a decrease in the concentration of individual EL2
centers as a result of the formation of EL2–CdGa com-
plexes.

2. The introduction of a selenium donor impurity
increases the quantum yield of emission via EL2
defects in crystals with a deficit of gallium and reduces
this yield in crystals with a deficit of arsenic. The
former effect is most probably caused by an increase in
the concentration of EL2 centers as a result of displace-
ment of As atoms from the arsenic sublattice sites by
the impurity; the latter effect is probably caused by the
formation of EL2–SeAs complexes.

3. We can clarify the issue concerning the composi-
tion of complexes that consist of EL2 centers and point
defects by assuming that a variation in the concentra-
tion of point defects (vacancies and interstitial atoms)
in the crystal brings about a corresponding variation in
the structure of complexes in favor of a dominant defect
or the absence of point defects in the vicinity of AsGa.
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Fig. 3. The spectrum of selective excitation of luminescence
at T = 77 K for (a) the band with hνm = 0.68 eV and (b) the
band with hνm = 0.63 eV. Spectrum 1 corresponds to the as-
grown semi-insulating nominally undoped GaAs crystal;
spectrum 2 was measured after diffusion of cadmium in the
atmosphere of As vapors (NCd = 1.12 × 1018 cm–3); and
spectrum 3 was measured after diffusion of selenium (NSe =

2 × 1018 cm–3) in an atmosphere of As vapors.
APPENDIX

PHOTOQUENCHING OF EMISSION RELATED 
TO EL2 DEFECTS

As was mentioned above (see Section 2), oxygen
atoms (along with EL2 defects) can make a certain con-
tribution to the emission with hνm ≈ 0.63 eV. In order to
clarify the extent of the effect of oxygen impurity (or
any other defects related to the emission with hνm ≈
0.63–0.68 eV [18]) based on the results obtained in this
study, we studied the spectra of selective excitation of
luminescence bands with hνm = 0.63 eV (I0.63) and
hνm = 0.68 eV (I0.68) in several control GaAs crystals
before and after introducing the impurity.3 It can be
seen from the spectrum of selective excitation of lumi-
nescence for semi-insulating nominally undoped GaAs
at T = 77 K (Figs. 3a, 3b, curve 1) that almost complete
quenching of I0.68 and incomplete quenching of I0.63
takes place in the range hνexc ≈ 1.102–1.458 eV. The
values of I0.68 and I0.63 (Fig. 3, curves 2, 3) in the photo-
quenching region were no different from the corre-
sponding values in initial crystals after the introduction
of Se and Cd atoms with the highest concentrations of
NSe (or NCd) attained in this study.

It is known that the effect of quenching the emission
with hνm = 0.63 and 0.68 eV at hνexc ≈ 1.1–1.45 eV is
governed by the transformation of EL2 defects into an
inactive metastable state [24]. Residual (after photo-
quenching) emission with hνm = 0.63 eV is most prob-
ably caused by oxygen atoms [5] (the magnitude of the
effect of quenching for the oxygen-related band with
hνm = 0.63 eV is very small compared with that for the
band associated with the EL2 defect [24]). The exist-
ence of photoquenching and the fact that the introduc-
tion of both cadmium and selenium does not affect the
residual intensities I0.63 and I0.68 indicate that the varia-
tions in I0.65 observed in this study in the region doped
with impurities are related to EL2 defects.
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Abstract—Thermal-activation and photoactivation methods were used to ascertain the existence of two-hole
traps in p-ZnTe crystals and two-electron traps in n-ZnS. It was found that these traps have a large number of
energy states that are grouped in two series of levels: EV + (0.46–0.66) eV and EV + (0.06–0.26) eV in p-ZnTe
and EC – (0.6–0.65) eV and EC – (0.14–0.18) eV in n-ZnS. Both the hole and the electron traps belong to the
class of slow traps with bikinetic properties. These traps feature normal kinetic properties in the state with a single
trapped charge carrier and feature anomalous kinetic properties in the state with two charge carriers. Multiple-
parameter models allowing for a relation of traps in p-ZnTe and n-ZnS to the vacancy–impurity pairs distributed
according to their interatomic distances and localized in the region of microinhomogeneities with collective elec-
tric fields that repel the majority charge carriers are suggested. The main special features of behavior of electron
and hole traps are explained consistently using the above models. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Methods of thermally stimulated currents (TSCs)
and induced extrinsic photoconductivity (IEP) were
used to study two-hole and two-electron traps with
closely coinciding photoelectric parameters in p-ZnTe
and n-ZnS. The thermodynamic properties of intrinsic
defects in II–VI compounds suggest that these traps can
be formed [1]. The main properties of electron and hole
traps are explained assuming that these traps are related
to vacancy–impurity pairs, which incorporate the cat-
ionic (VC) and anionic (VA) vacancies for the electron
and hole traps, respectively. The suggested model con-
cepts of hole and electron traps, when taken as a whole,
also include the idea that microinhomogeneities of
point defects and macroinhomogeneities in p-ZnTe and
p-ZnS crystals affect the characteristic parameters of
the traps. It is shown that both the electron and hole
centers belong to the class of slow traps. In the state
with a single charge carrier, the traps under consider-
ation exhibit normal kinetic properties, whereas these
properties are anomalous if two charge carriers reside
in the trap.

2. THERMALLY STIMULATED CURRENTS

2.1. Estimation and Control of Characteristic 
Parameters of the Traps Using Thermally 

Stimulated Currents

The value of TSC caused by thermal ionization of a
slow trap (the ratio between the rate of capture of a
1063-7826/04/3801- $26.00 © 20048
majority charge carrier by a trap and the recombination
rate R ! 1) is given by [2]

(1)

where

(2)

Et is the ionization energy for the trap; St is the capture
cross section for a majority charge carrier; nt0 is the ini-
tial number of charge carriers in the trap; ϑ  is the ther-
mal velocity of charge carriers; Neff is the effective den-
sity of states in the band of majority charge carriers;
β is the rate of heating the sample when the TSC spec-
trum is recorded; and γ is a factor that depends on the
geometric parameters of the sample, the external elec-
tric field, and on the charge, lifetime, and mobility of
majority charge carriers.

In the initial stage of thermal ionization of the trap,
the contribution of the second exponential function in
expression (1) to the dependence I(T) is small. The
increase in TSC is exponential at this stage. This result
was used to introduce into practice the methods for
determining the energy Et from the slope of the straight
line [3, 4],

(3)
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and the cross section from the formula [5, 6]

(4)

Formula (4) follows from expressions (2) and (3) when
the quantity I is replaced by its extrapolated value Iext at
the point of intersection of straight line (3) with the ver-
tical axis T–1 = 0, the concentration nt0 is replaced by the
ratio θ/γβ, and the area θ under a specific TSC band is
replaced by the band half-width ∆T. The equality θ =
∆T is valid for a model (pure triangular) TSC band with
the amplitude Imax = 1 (in arbitrary units) and the ped-
estal width ∆T0 = 2∆T. Replacement of the area θ by ∆T
when estimating St from formula (4) introduces an error
no larger than 10%; this error only affects the factor
multiplying the quantity that defines the order of mag-
nitude of the cross section St. In the case of complex
TSC spectra, the half-width ∆T can be estimated as
double the width of the low-temperature portion of an
elementary band separated using the “thermal decon-
tamination” method [7].

Direct estimation of Iext includes procedures for nor-
malizing the TSC spectrum and extrapolating the
straight line  = f(T–1) to the vertical axis T–1 = 0.
A simple expression for the estimate of Iext follows
from the shape of the right-angled triangle (Fig. 1,
inset) in the coordinate system [ , 103/T]. The base
of the triangle lies in the horizontal axis  = 0 and
passes through the peak of the TSC band. The length of
this base is 103/T0 and equals the abscissa of the point
of intersection of the horizontal axis with the straight
line defined by expression (3); the extrapolated portion
of this straight line forms the hypotenuse of the trian-
gle. The length of the vertical cathetus is equal to

 = 103/T0  (Fig. 1, inset). The tangent of the
angle of inclination of straight line (3) to the horizontal
axis defines Et. Another result following from the
expression for logIext is of practical importance (and
was hitherto unknown):  (via the quantity Iext =

) makes it possible to determine the cross sec-
tion St of capture of charge carriers by slow traps [see
formula (4)].

Transition from the TSC spectrum given by (1) to
the point of its maximum, where T = Tm and dI/dT = 0,
yields the approximate equality [8]

(5)

In dimensionless coordinates , this equal-

ity represents a universal diagram for characteristic
parameters of both slow traps (Et, St) and corresponding

St
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thermally stimulated bands (β, Tm) in semiconductors
and insulators. The parameter S0 is defined as S0 =
β/ϑNeffTm.

The accuracy of estimates for parameters Et and St
can be judged by checking whether these estimates are
consistent with diagram (5) and whether the shape of
the experimental bands coincides sufficiently with that
of the bands given by (1) and calculated using the above
parameters.

2.2. TSCs and Characteristic Parameters of the Traps

Integrated TSC spectra in the temperature range 90–
300 K both in p-ZnTe (Fig. 1, curve a) and in n-ZnS
(Fig. 2, curve a) consist of two broad bands. Resolution
of these bands into elementary bands (Fig. 1, curves b–k;
Fig. 2, curves b–d) employing the “thermal decontami-
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Fig. 1. Curve a corresponds to an integrated TSC spectrum
for a p-ZnTe crystal; in spectra b–k, solid lines represent
low-temperature portions of theoretical TSC bands accord-
ing to (1), and filled circles represent experimental values of
TSC obtained using “thermal decontamination.” The
dashed line is the envelope of elementary bands b–e. The
rate of recording the TSC spectra was β = 0.2 K s–1. Curve
a' reproduces the temperature dependence of the IEP-spec-
trum intensity. The inset shows an arbitrary TSC spectrum
in coordinates –103/T (the solid thick line); the trian-

gle has corners located at [0, 0], [logIext, 0], and [0, 103/T0].
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nation” method [7] and estimation of the energy Et
using formula (3) indicate that energy states grouped
quasi-continuously in two zones, which have almost
equal widths but are quite far apart, exist in the band
gaps of both compounds (Fig. 3, schemes c, c'). The
states EV + (0.45–0.66) eV (hole levels I) in p-ZnTe are
responsible for the high-temperature integrated TSC
band, whereas the states EV + (0.06–0.26) eV (hole lev-
els II) are responsible for the low-temperature inte-
grated TSC band (Fig. 1, curve a). A similar relation is
also observed between integrated TSC bands (Fig. 2,
curve a) and the states EC – (0.6–0.65) eV (electron lev-
els I) and EC – (0.14–0.18) eV (electron levels II) in
n-ZnS.

The cross sections St were calculated using for-
mula (4). These cross sections increase in p-ZnTe as
energy Et increases; this behavior of St is observed both
when we pass from one level to another within each
group of levels and when we pass from levels I to levels II
(Fig. 4). The width of energy intervals containing levels
I and II in n-ZnS is very small (Fig. 3). Taking this cir-
cumstance into account, we cannot estimate with confi-
dence the type of dependence of St on the energy Et

within the systems of levels I and II in n-ZnS. In con-
trast, when we pass from levels II to levels I in n-ZnS,
a jumplike increase in St is observed. The cross sections
for the deepest states EC – 0.65 eV and EC – 0.18 eV in
systems of electron levels I and II, which, according to
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Fig. 2. Curve a corresponds to an integrated TSC spectrum
of an n-ZnS crystal. In spectra b–d, solid lines represent
low-temperature portions of theoretical TSC bands accord-
ing to (1), and filled circles represent experimental values of
TSC obtained using “thermal decontamination.” The rate of
recording the TSC spectra was β = 0.2 K s–1. Curve a' shows
the temperature dependence of the IEP-spectrum intensity.
the suggested model (Section 4), are related to individ-

ual vacancies  and , are equal to St ≅  10–15 cm2

and St ≅  10–22 cm2, respectively.1 

The parameters Et and St of traps are consistent with
universal diagram (5) (Fig. 4, inset). The accuracy of
determination of these parameters is also indicated by
the agreement between the shapes of experimental
bands (the latter are represented by filled circles in
Figs. 1 and 2) and the bands calculated using the values
of Et and St for bands (1) (for calculated bands, see
Fig. 1, the low-temperature portion of curve a and
curves b–k, and Fig. 2, the low-temperature portion of
curve a and curves b–d).

3. THE IEP SPECTRA: 
SPECTRAL SHIFT OF IEP BANDS

An IEP spectrum for p-ZnTe features a peak at
hνmax ≅  0.84 eV (Fig. 5, curve a); the spectrum was
measured at 295 K in conditions of successive excita-
tion with the band-gap and extrinsic-absorption light.
A band peaked at hνmax = 0.85 eV is observed in the
IEP spectrum as a result of similar measurements for
n-ZnS (Fig. 5, inset, curve a'). In conditions of combined

1 Unless otherwise specified, the states of vacancies VC and VA are
hereafter denoted taking into account their charge acquired when
majority carriers are localized at these vacancies.
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Fig. 3. (a) Scheme of electronic levels of vacancy VA that
were predicted theoretically for n-ZnS [1]. (b, c) Schemes
of electronic levels of an individual vacancy VA (b) and of a
vacancy–impurity pair formed of a vacancy VA and a shal-
low ionized acceptor (rm ≥ 30 Å) in an n-ZnS crystal (exper-
imental results of this study). (a') A scheme of hole-trapping
levels in p-ZnTe according to published data [9–16]. (b', c')
Schemes of hole-trapping levels of an individual vacancy
VC (scheme b') and a vacancy–impurity pair composed of a
vacancy VC and a shallow-level ionized donor located at a
cationic site in p-ZnTe (experimental results of this study).
The numbers m = 1, 2, …, ∞ correspond to the numbers of
coordination shells within which the components of
vacancy–impurity pairs are located.
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excitation, the IEP bands in both compounds exhibit a
spectral j shift to lower energies (Fig. 5, curves a–f; inset,
curves a'–c'). The magnitude of the j shift depends on
the intensity of background irradiation with band-gap
light. The largest magnitude of the effect in each of the
compounds is equal to the width of the corresponding
system of levels I: ∆ ≅  0.2 eV for p-ZnTe and ∆ ≅
0.05 eV for n-ZnS (Fig. 3).

Optical-ionization energies for photoelectrically
active traps (E0) are determined from photon energies
hν that correspond to low-energy points in the IEP band
with intensity I = 0.1Imax (Fig. 4). The common origin
of integrated TSC bands and IEP spectra is indicated by
the fact that the values of E0 are found within the range
of thermal-ionization energies Et of levels I for each of
the compounds. The magnitude of the Frank–Condon
effect is small for levels I, despite the fact that these lev-
els are fairly deep (∆E = E0 – Et ≤ 0.03 eV).

In Section 5, we report data that show that not only
the IEP spectra and high-temperature TSC bands but also
the entire range of studied nonequilibrium phenomena in
each of the compounds have a common origin.

4. THE VACANCY–IMPURITY MODELS 
OF THE TRAPS

According to previous publications (see, for exam-
ple, [9–16]), the hole traps in p-ZnTe can be related to
cationic vacancies, acceptor impurities of Group I ele-
ments, and such like. The number of levels observed so
far in each of the publications ranged from one to four.
All these levels taken together form a spectrum that is
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Fig. 4. Dependences of capture cross sections St for traps in
p-ZnTe on reciprocal temperatures of the peaks for corre-
sponding discrete TSC bands resolved using “thermal
decontamination” (Fig. 1). In the inset, the straight line cor-
responds to the universal diagram [St/S0, Et/kTm] for charac-
teristic parameters of traps (Et and St) and of TSC spectra
(Tm and β); filled and unfilled circles correspond to experi-
mental parameters of the traps and corresponding TSC
bands in p-ZnTe and n-ZnS.
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rich in features; the width of this spectrum and the dis-
tribution of hole levels in it correspond to the spectrum
ascertained in this study in a specific p-ZnTe crystal
(cf. schemes a' and c' in Fig. 3). The high informative-
ness of the results reported in this paper is the result of
using thermal and photoelectric spectroscopic methods
simultaneously. It is also important that these methods
were implemented in conditions of varying the position
of quasi-Fermi levels over a wide energy range.

According to the model we suggest, the hole traps
EV + (0.45–0.66) eV and EV + (0.06–0.26) eV in p-ZnTe
are related to the vacancy–impurity pairs with various
interatomic distances (rm). These pairs consist of atoms
of a shallow-level ionized donor at a cationic lattice site

( ) (for example, the residual Al impurity) and a
vacancy VC. The deepest donor states EV + 0.66 eV and
EV + 0.26 eV in the systems of levels I and II are related

to individual vacancies  and .

It is assumed that the electron traps in n-ZnS are also
related to the vacancy–impurity pairs but, in contrast to
these pairs in p-ZnTe, consist of randomly distributed

(rm ≥ 30 Å) atoms of acceptor  (atoms of residual
impurities of the elements of Groups I and V) and
vacancies VA. Studies of n-ZnS annealed in the Zn melt
confirm the view that intrinsic defects are involved in
the formation of electron traps (Fig. 6, inset, curve a) in
accordance with the suggested model. The energy posi-
tions of the deepest states in the system of electron lev-

els I and II, which are attributed to individual  and
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measured using the same method. The increase in the inten-
sity of background excitation corresponds to alphabetical
order in the designations of the spectra.



52 RIZAKHANOV et al.
 centers, are close to those of theoretically predicted
[1] levels of these centers (cf. Fig. 3, schemes a, b).

The proposed models involve not only concepts
concerning the microstructure and physicochemical
origin of traps in p-ZnTe and n-ZnS. It is assumed at the
same time that the traps in p-ZnTe and n-ZnS (as well
as those in CdS, CdSe [17], ZnSe [18], and γ-La2S3 [9])
are located in the region of macroscopic inhomogene-
ities with collective electric fields that repel the major-
ity charge carriers; due to these fields, the cross sections
St become effective.

5. DISCUSSION

5.1. Photoelectric Properties

Two series of hole traps in each of the studied com-
pounds (Fig. 3) are the result of the two-electron and
two-hole nature of vacancies VC and VA. The low-tem-
perature TSC bands (Figs. 1, 2, curves a) appear as a
result of thermal ionization of levels II that are in the

( – )+ state in p-ZnTe and in the ( – )– state
in n-ZnS. After a single ionization, levels I of vacancy–

impurity pairs ( – )0 are activated in p-ZnTe and

those of vacancy–impurity pairs ( – )0 are acti-
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Fig. 6. Intensities of the IEP spectrum and low-temperature
TSC band for various p-ZnTe and n-ZnS samples. In the
upper inset, curve a represents the dependence of IEP-spec-
trum intensity in n-ZnS on the duration of annealing in the
Zn melt at 920 K; the lower inset shows the dependences of
the IEP-spectrum intensity in n-ZnS on the intensity of
background excitation with band-gap light (this intensity
was estimated using the value of intrinsic photoconductiv-
ity) at temperatures T = (a') 293, (b') 233, (c') 203, (d') 138,
and (e') 100 K.
vated in n-ZnS. The aforementioned thermal ionization
gives rise to high-temperature TSC bands. The TSC
spectra are composed of elementary bands, each of
which is related to a vacancy–impurity pair with a spe-
cific configuration. An analysis performed by the
method of thermal decontamination supports the con-
clusion that the TSC spectra are integrated (Fig. 1,
curves b–k; Fig. 2, curves b–d).

The j shift of IEP bands, which is observable as
p-ZnTe and n-ZnS are irradiated with band-gap light, is
caused by a gradual increase in the occupation of levels
I with majority charge carriers (beginning with the
deepest levels).

Levels II in both p-ZnTe and n-ZnS do not manifest
themselves in the measurements of IEP. However, these
levels can indirectly affect the photoelectric activity of
levels I owing to an important special feature of multi-
charged centers. Specifically, the capture of a second
charge carrier by a vacancy–impurity pair results in a
situation where levels I cannot manifest themselves
owing to a strong interaction between the two charge
carriers and the fact that they are indistinguishable [20].

An increase in the IEP-spectrum intensity (Figs. 1,
2, curves a') with increasing temperature is observed
both for p-ZnTe and for n-ZnS with levels I and II that
are occupied at low temperatures in nonequilibrium
conditions. This increase has an activation energy equal
to the depth of the shallowest level in the system of cor-
responding states II (Fig. 3). This result is a conse-
quence of an increase in the number of photoactive lev-
els I in the course of gradual thermal ionization of lev-
els II. Levels II are unoccupied, and levels I are filled
with majority charge carriers in the temperature range
between the peaks of TSC bands. In this state, both
compounds exhibit the most pronounced nonequilib-
rium sensitization. Thermal depopulation of levels I
and quenching of IEP occur at high temperatures. The
activation energy for the IEP quenching in p-ZnTe
(n-ZnS) is equal to the ionization energy Et of the level
EV + 0.66 eV (EC – 0.65 eV) that is most widely spaced
from the valence (conduction) band in the system of
levels I.

The IEP-spectrum intensity increases in both com-
pounds in the temperature range that corresponds to an
efficient occupation of levels I with increasing intensity
of background irradiation with band-gap light; this
intensity is determined from the magnitude of intrinsic
photocurrent (Fig. 6, inset, curves a', b'). In contrast, an
inverse dependence of the IEP-spectrum intensity on
the intrinsic photocurrent (curves c'–e' in the same
inset) is observed in the temperature range where the
charge carriers are captured by levels II.

In Fig. 6, we show the values of conductivity at the
points that correspond to the peaks of IEP bands and
low-temperature TSC bands in the 19 p-ZnTe and
n-ZnS samples studied by us. It can be seen that there
exists a distinct correlation between the TSC and IEP
peak values, which follows directly from the fact that
SEMICONDUCTORS      Vol. 38      No. 1      2004
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both phenomena in each of the compounds are related
to the same traps.

5.2. Energy Spectrum of Traps

The ionization energy for a hole (electron) trap that
interacts with a donor D+ (acceptor A–) is given by Etm =
Et∞ – e2/εrm in the first approximation. Here, Et∞ is the
depth of the level of an individual hole (electron) trap
and e2/εrm is the shift of this level due to the proximity
of the ionized donor (acceptor). In accordance with
experimental data, the calculated values of Etm for both
p-ZnTe (the relative permittivity ε = 11.6, rm =
a(m/2)1/2, and the lattice parameter a = 6.01 Å [21]) and
for n-ZnS (ε = 8.4 [21] and rm ≥ 30 Å) fall within two
groups of levels (Fig. 3, schemes c, c'). The values of
Et∞ are equated to the ionization energies of individual

(m  ∞) vacancies  and  in p-ZnTe and 

and  in n-ZnS (Fig. 3). The difference Etm – Et for
each of the levels in p-ZnTe increases as rm decreases;
this difference amounts to about 0.1 eV in a system of
levels I and II for shallower hole states (m = 1). The dif-
ference under consideration is caused by the fact that
the deviation of the defect potential from a simple Cou-
lomb potential is disregarded in calculations; the Cou-
lomb potential is important for a vacancy–impurity pair
with closely spaced components.

5.3. The Concentration Distribution of Vacancy–
Impurity Pairs ρ(r)

Two peaks are characteristic of the distribution ρ(r)
of donor–acceptor pairs composed of simple atoms
[22]. One of these peaks corresponds to compact pairs
(m = 1), whereas the second peak corresponds to ran-
domly distributed pairs (m  ∞). However, in the
case of the vacancy–impurity pairs under consider-
ation, which include two-hole (VC) and two-electron
(VA) centers, a doublet structure for each of the peaks
ρ(r) should be expected.

Indeed, all four expected peaks in the TSC spectrum
in p-ZnTe with a complete set of vacancy–impurity
pairs are observed. These peaks are indicated by arrows
at m = 1 and m  ∞ (Fig. 1, curve a). In contrast to
integrated TSC bands attributed to vacancy–impurity
pairs formed of closely spaced components (m = 1),
integrated bands attributed to randomly distributed
vacancy–impurity pairs (m  ∞) are less pro-
nounced. It is noteworthy that the existence of a single
(low-temperature) peak of the two aforementioned
peaks can only be judged by the behavior of elementary
bands that are resolved using thermal decontamination
(Fig. 1, dashed line; this line envelopes the discrete
bands b–e).

The vacancy–impurity pairs are photoelectrically

active only in the ( – )0 state. Therefore, only two

VC
– VC

0 V A
+

V A
0

VC
– DC

+
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of the four expected peaks of the ρ(r) distribution are
observed in the IEP spectra of p-ZnTe (Fig. 5). The IEP
and TSC spectra clearly show that the vacancy–impu-
rity pairs are distributed with the predominance of pairs
with closely spaced components.

The TSC and IEP spectra in n-ZnS are related to
randomly distributed vacancy–impurity pairs that are

photoelectrically active only in the ( – )0 state.
Two bands in the integrated TSC spectrum (Fig. 2,
curve a) and a single IEP band with characteristic j shift
(Fig. 5, inset) correspond to these pairs.

Studies of TSC in a high-temperature region (T >
300 K) show that not only the vacancy–impurity pairs
but also deeper traps exist in n-ZnS. The concentration
of these traps far exceeds that of vacancy–impurity
pairs, so that the former ensure the constancy of elec-
tron lifetimes and the equality of intensities of inte-
grated TSC bands (Fig. 2, curve a). High-temperature
TSCs exceed low-temperature TSCs (despite their
common origin) in p-ZnTe where there are no other
traps except for those studied (cf. peaks denoted as m = 1
in curve a in Fig. 1). This phenomenon may be caused
by two factors: (i) the lifetime of holes in the state with
simultaneously occupied levels I and II is shorter than
that in the state with only levels I filled with holes and
(ii) the low-temperature TSC band has a slightly
reduced intensity owing to the fact that the temperature
of its peak is close to the temperature of preliminary
excitation of p-ZnTe.

5.4. Kinetic Properties

We now consider the facts that support the assump-
tion (Section 4) that macrobarriers have an effect on the
kinetic parameters of traps in p-ZnTe and n-ZnS.

(i) The dependence St = f( ) in p-ZnTe is expo-
nential, i.e., St = St0exp(–ϕ/kTm) (Fig. 4). The parame-
ters ϕ ≅  0.1 eV, St0 ≅  10–16 cm2, and St0 ≅  3 × 10–20 cm2

can be interpreted as the height of the recombination
barrier and the intrinsic cross sections for levels I and
II, respectively.

(ii) The cross section St is larger for levels I than for
levels II (by four orders of magnitude in p-ZnTe and by
almost seven orders of magnitude in n-ZnS). It is diffi-
cult to explain this behavior based only on the assump-
tion that there are differences in the charge states or the
mechanisms of capture of charge carriers between lev-
els I and II.

(iii) Low-temperature irradiation of p-ZnTe with
fairly intense band-gap light results in the reversal of
the sign of the photocurrent variation under exposure to
IR light. Spectral regions corresponding to the stimula-
tion and quenching of the photocurrent coincide, which
undoubtedly indicates that both phenomena are related
to the same centers of type I. The defects responsible
for the photocurrent quenching are known as the r
recombination centers with large cross sections for hole

V A
+ AC

–

Tm
1–
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capture Sp = 10–14–10–16 cm2 [23]. The reversal of the
sign of variation in the intrinsic photocurrent in p-ZnTe
is most likely indicative of the increase in the cross sec-
tion for centers of type I to the value characteristic of
the intrinsic cross section St0 ≅  10–16 cm2 (see above).
The cause of this behavior is the considerable decrease
in the height of macrobarriers as the quasi-Fermi levels
shift to the edges of the allowed bands and the resulting
transformation of centers of type I into r centers.

Expressions (1) and (5) are derived assuming that
the capture factor R = 0. The agreement between theo-
retical and experimental results of studying TSCs
(Figs. 1, 2; Fig. 4, inset) is important evidence that the
traps in p-ZnTe and n-ZnS belong to the class of slow
traps. The same conclusion can be drawn on the basis of
direct estimations of the factor R. For example, the cross
sections St for levels II are smaller (Subsection 2.2.) than
those for recombination centers Sr ≥ 10–20 cm2 [23].
Taking into account also that thermal depopulation of
levels II occurs in a situation where at least levels I are
occupied (the concentration of active recombination
centers is high), we realize that the condition R ! 1 is
satisfied with a large margin for these levels.

Systematization of single-electron traps according
to their kinetic properties allowed us to conclude that
slow traps with both normal kinetic properties and
anomalous kinetic properties exist in semiconductors
[17–19]. Two-hole traps in p-ZnTe and two-electron
traps in n-ZnS exhibit bikinetic properties.

According to the suggested model, the capture of
majority charge carriers by levels I in p-ZnTe and

n-ZnS occurs in an attraction field of charges , ,

( – )–, and ( –A–)+. This circumstance makes
it possible to explain the fairly large extrinsic cross sec-
tions of the centers under consideration, St0 ≅  10–16 cm2

(in p-ZnTe) and St0 > 10–15 (in n-ZnS) (see above),
despite the larger depth of these levels and the higher
temperature of measurements. If we also take into
account that the traps in p-ZnTe and n-ZnS are photo-
electrically active in the state with a single captured
charge carrier, we may state that the traps in this state
exhibit normal kinetic properties.

In contrast, the capture of majority charge carriers

by levels II occurs either in an attraction field of  and

 centers or in the zero field of neutral ( – )0

and ( – )0 centers. Nevertheless, the measured
values of cross sections for levels II St = 10–22–10–24 cm2

are much smaller than theoretically predicted cross sec-
tions St ≈ 10–16–10–13 cm2 for the centers with the afore-
mentioned charge states. It is also difficult to explain
the values of St taking into account the dynamic aspect
of the mechanism of the charge-carrier capture by the
centers under consideration. For example, the event of
localization of holes at the shallowest level EV + 0.06 eV

VC
2– V A

2+
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2– DC

+ V A
2+
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–

V A
+ VC
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+

V A
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–

in a system of states II in p-ZnTe (Fig. 3) can be
assigned to a single-phonon process with a large degree
of confidence. However, the measured value of cross
section for this level is extremely small (St ≅  10–24 cm2,
see Fig. 4). The fact that the traps in the state with two
charge carriers in p-ZnTe and n-ZnS do not exhibit pho-
toelectric activity is also indicative of the anomalous
kinetic properties of these traps.

When evaluating the kinetic properties of states II in
p-ZnTe and n-ZnS, we should also take into account
that not only the directly measured but also the extrap-
olated (intrinsic) cross sections for these states are
extremely small: St < 10–19 cm2 (Fig. 4). This fact sug-
gests that the observed anomalous kinetic properties of
traps in the state with two charge carriers may be a
result of not only the effect of macrobarriers. It is not
inconceivable that the two-hole and two-electron cen-
ters under study exhibit specific quantum-mechanical
special features; as a result, the elementary processes of
capture of majority charge carriers and photons at lev-
els II of these centers are hampered.

6. HYPOTHESIS ON THE TYPE OF SPATIAL 
DISTRIBUTION OF COMPONENTS 
OF VACANCY–IMPURITY PAIRS 

IN A MACROINHOMOGENEITY STRUCTURE

If the cross section St of a trap interacting with a
large-scale inhomogeneity in a crystal (dislocation,
intercrystal boundary, and so on) with a collective elec-
tric field that repels the majority charge carriers
expands into a range of values with the energy Et
remaining unchanged, then this circumstance is impor-
tant evidence that the traps are distributed throughout
the entire volume of this macroinhomogeneity [18, 19].
The hole and electron states in p-ZnTe and n-ZnS are
specific in that each of these states has a discrete cross
section St. Therefore, it is not excluded that the compo-
nents of vacancy–impurity pairs, which act as traps
(VC and VA) in the above compounds, occupy quasi-
equipotential sites in the structure of macroinhomoge-
neity, whereas the other components (which are not
traps) are distributed randomly in this structure.
A model that is close in essence to the above model and
allows for the existence of ordering in the distribution
of point defects in a structure of large-order disorder
(dislocation) was also suggested by us for the electron
trap EC – 0.2 eV, which was also related to the donor–
acceptor pairs but in a γ-La2S3 crystal [19]. Only the
distribution of atoms of nontrapping (acceptor) type is
ordered in γ-La2S3. In contrast, the atoms of the trap-
ping (donor) component occupy sites that are located at
different distances from the dislocation core; as a result,
the cross section expands into a range of values.
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Abstract—A simple analytical method is suggested to calculate the mobility of majority carriers in semicon-
ductors. The method allows one to adequately describe experimental data in a wide range of temperatures and
doping levels in various kinds of semiconductors: elementary (Si), III–V (GaAs), IV–IV (various SiC poly-
types), and III–N (GaN). The high accuracy of the results of the calculation suggests that the method is univer-
sal, and it may be used to calculate the mobility of majority carriers in other semiconductor materials. The sim-
plicity and accuracy of the technique make it promising for computer simulations of multilayer semiconductor
structures. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nowadays, there is no need to convince anyone of
the efficiency and utility of numeric simulation of char-
acteristics of semiconductor structures. On the con-
trary, trust in the results of computer simulation is often
so high that it becomes necessary to remind oneself that
computer simulation describes the processes inside
semiconductor structures correctly only when the
model equations, the boundary and initial conditions,
and the relations approximating the dependence of the
electrical parameters of a material on external factors
are adequate for the problem under study.

Meanwhile, the description of such important char-
acteristics as electron and hole mobilities, µn and µp, in
a wide temperature range encounters certain difficulties
that make it impossible to adequately describe these
parameters. It is noteworthy that detailed studies of var-
ious mechanisms of charge scattering in semiconduc-
tors have been performed (scattering by ionized and
neutral impurities; by acoustic phonons, including
intravalley and intervalley processes; by polar and non-
polar optical phonons; piezoelectric scattering on
acoustic phonons; carrier–carrier scattering) [1–5],
which allow one to determine with sufficient accuracy
the temperature dependence of µn and µp. However, this
calculation of mobility requires precise values of a set
of physical constants of a material, which are known
with satisfactory precision only for silicon. For other
materials, including such promising materials as SiC
and GaN, the unknown values of physical constants
turn into fitting parameters [5]. Furthermore, the math-
ematical complexity of the relations used in these cal-
culations makes them almost impossible to apply in
1063-7826/04/3801- $26.00 © 20056
developing numerical models of the characteristics of
semiconductor devices. This is the reason why the
majority of known software packages, such as DESSIS
[6], ATLAS [7], and MEDICI [8], use models of the
well-known Caughey–Thomas [9] type to describe car-
rier transport.

One should note that the Caughey–Thomas model
was initially suggested and applied to describe the
dependence of mobility on the doping level in Si [9, 10].
However, later it was used to describe mobility in GaAs
[11] and various polytypes of SiC [12, 13]. The
Caughey–Thomas model is simple, and it describes
well the dependence of mobility on the doping level at
room temperature. Nevertheless, formal attempts to
take into account the temperature dependence of mobil-
ity in terms of this model [10–13] result in considerable
errors in the model’s predictions at low temperatures
and heavy doping.

In fact, the method of introducing the temperature
dependence of mobility, suggested in [10–13], allows
one to describe only the portion of the dependence
where mobility decreases with increasing temperature
in the high-temperature range. This circumstance may
be regarded as the most serious disadvantage of the
approach used in [10–13], especially given the rising
interest in cryogenic applications of semiconductor
devices and devices based on structures made of a semi-
conductor and a high-temperature superconductor [14].

Recently, a new approach to the calculation of the
temperature dependence of mobility was suggested in
[15]. It was successfully used to describe the mobility
of majority carriers in SiC [16] and GaN [17]. Virtually
all the available experimental data on carrier mobility
004 MAIK “Nauka/Interperiodica”
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Table

Semiconductor 
material Carrier type

µmax,
cm2 V–1 s–1

µmin,
cm2 V–1 s–1 Ng, cm–3 γ α β

Si Electrons 1414.0 68.5 9.2 × 1016 0.71 2.42 0.26

Holes 470.5 44.9 2.2 × 1017 0.72 2.20 0.36

GaAs Electrons 9400.0 750.0 7 × 1016 0.50 2.30 0.50

Holes 450.0 30.0 5 × 1017 0.50 2.30 0.45

4H-SiC Electrons 880.0 30.0 2 × 1017 0.67 2.60 0.50

Holes 117.0 33.0 1 × 1019 0.50 – –

6H-SiC Electrons 400.0 25.0 1 × 1018 0.80 2.10 0.70

Holes 95.0 25.0 5 × 1018 0.40 2.00 –

3C-SiC Electrons 750.0 50.0 2 × 1017 0.80 2.50 0.30

Holes – – – – – –

GaN Electrons 1000.0 55.0 2 × 1017 1.00 2.00 0.70

Holes 170.0 3.0 3 × 1017 2.00 5.00 –
in these materials were adequately described in a wide
range of temperatures (50 K ≤ T ≤ 1000 K) and doping
levels (1013 cm–3 ≤ N ≤ 1020 cm–3).

In this study, the approach suggested in [15] is
extended to silicon and GaAs. The calculated results
are compared with the experimental data.

2. KEY EQUATIONS OF THE MODEL

The starting relation describing the dependence of
mobility on the doping level at room temperature (T =
300 K) has the form

(1)

where i = n, p for electrons and holes, respectively; the
parameters µmax, i, µmin, i, Ng, i, and γi depend on the
semiconductor material; and N is the dopant concentra-
tion.

The parameter µmax, i in Eq. (1) characterizes mobil-
ity in lightly doped samples, where the principal scat-
tering mechanism is scattering on lattice vibrations,
whereas µmin, i characterizes mobility under heavy dop-
ing conditions, when impurity scattering dominates.
Taking into account these factors and the difference
between the temperature dependences of mobility asso-
ciated with lattice µL(T) = µL(T0)(T/T0)–α and impurity
µI(T) = µI(T0)(T/T0)β scattering, a relation that simulta-
neously describes the mobility dependence on N and T
was obtained in [15] based on Eq. (1):

(2)

µi N( ) µmin i,
µmax i, µmin i,–

1 N /Ng i,( )γi+
----------------------------------,+=

µi N T,( ) µmax i, T0( )
Bi N( ) T

T0
----- 

  βi

1 Bi N( ) T
T0
----- 

  α i βi+

+
----------------------------------------------,=
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where

(3)

T0 = 300 K.
It is easily seen that relations (2) and (3) give a cor-

rect qualitative description of the temperature depen-
dence of mobility within light and heavy doping limits.
At a fixed doping level, relation (2) describes the exper-
imentally observed nonmonotonic temperature depen-
dence of mobility. The dependence of the extremum

point T = Tmi, where  = 0, on the doping level and

other parameters can be represented as

(4)

One should note that Eq. (2) becomes directly
Eq. (1) at T = T0.

Below, we will compare the results calculated from
Eqs. (2) and (3) with the available experimental data for
each particular material.

3. CALCULATED RESULTS AND DISCUSSION

The relations presented in the preceding section
were used to calculate hole and electron mobility in
four semiconductor materials: elementary Si and com-
pounds, GaAs (III–V), SiC (IV-IV), and GaN (III–N).
All the parameters necessary to describe the mobility of
the majority holes or electrons in these materials are
listed in the table. Figures 1–5 show the mobility of the

Bi N( )
µmin i, µmax i,

Ng i,

N
--------- 

 
γi

+

µmax i, µmin i,–
--------------------------------------------------

T T0=
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dµi

dT
--------

Tim T0

βi

α i
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Bi N( )
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1
α i βi+
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majority carriers in different materials. Solid lines show
the results calculated using Eqs. (2) and (3) and the data
listed in the table. The points are the experimental data
[18–20]. As can be seen in the figures, Eqs. (2) and (3)
describe adequately the mobility of majority carriers in
Si, GaAs, SiC, and GaN over a wide range of tempera-
tures (50 K ≤ T ≤ 1000 K).

One should note that the application of Eqs. (2) and
(3) suggests a one-to-one correspondence between the
mobility at T = 300 K and the doping level. Meanwhile,
a considerable scatter in the experimental doping levels
N corresponding to a given mobility µ is obtained in
nearly all new semiconductor materials, which is
mainly caused by the lack of control over the level of
compensation in the samples under study. This circum-
stance may present difficulties in the use of Eqs. (2) and
(3). In this study, this problem was solved as follows.

The doping level N0 was determined for a chosen
experimental value of µ at T = 300 K using Eq. (1).
Then the dependence µ(N0, T) was calculated from (2),
(3) for the chosen N0.

It is interesting that in the case of Si, where the com-
pensation level is usually well controlled, the inaccu-
racy in the mobility description in a wide temperature
range does not exceed 7%.

4. CONCLUSION

A simple analytical method is suggested to calculate
the mobility of majority carriers in semiconductors.
The method allows one to adequately describe experi-
mental data in a wide range of temperatures and doping
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Majority electron mobility, cm2 V–1 s–1

Fig. 1. Temperature dependences of electron mobility in
n-Si at different donor concentrations: N = (1) 9 × 1015,
(2) 2 × 1017, (3) 1 × 1018, and (4) 2.5 × 1018 cm–3. Solid lines:
calculated from (2), (3) and the data from the table; the same
in Figs. 2–5. Points: experimental data from [18, 19].
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Fig. 2. Temperature dependences of electron mobility in n-
GaAs at different donor concentrations: N = (1) 5 × 1013,
(2) 1 × 1015, and (3) 5 × 1015 cm–3. Points: experimental
data from [19].
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Fig. 3. Temperature dependences of electron mobility in n-
4H-SiC (axis C ⊥  E) at donor concentrations (1) 5 × 1014

and (2) 4 × 1016 cm–3. Points: experimental data from [20];
the same in Figs. 4 and 5.
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Fig. 4. Temperature dependences of electron mobility in n-
6H-SiC (axis C ⊥  E) at donor concentrations (1) 2 × 1016

and (2) 2 × 1017 cm–3. Experimental points were taken
from [20].
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Fig. 5. Temperature dependences of electron mobility in
n-GaN (wurtzite) at different donor concentrations: N = (1)
3 × 1016, (2) 1 × 1017, (3) 1.5 × 1017, (4) 2.0 × 1017, and (5)
3.5 × 1017 cm–3. Experimental points were taken from [20].
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levels in various semiconductors, including an elemen-
tary semiconductor (Si) and semiconductors of the
III−V (GaAs), IV–IV (various polytypes of SiC), and
III–N (GaN) types. The high accuracy of calculation
suggests that the method is universal and can be used to
calculate the mobility of majority carriers in other
semiconductor materials.

One should note that the simplicity and accuracy of
the method suggested make it a promising instrument
for computer simulation of multilayer semiconductor
structures. This method is already being used to analyze
static and dynamic characteristics of structures based
on silicon carbide [21–25].
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Abstract—The electronic structure of three polymorphic modifications of boron nitride is calculated using
the full-potential linear augmented plane wave method with exchange-correlation potential within the frame-
work of the local density and generalized gradient approximation. The calculated values of the bulk modulus
obtained from the three equations of state are in reasonable agreement with experimental data. The effect of
hydrogen on the electronic structure and physicochemical properties of hexagonal and cubic boron nitride is
studied. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The problem of the formation of wear-resistant sur-
faces of superhard materials is now attracting great
attention. Among these materials, one should especially
distinguish diamond, which has the highest hardness
and strength, as well as an extremely high elastic mod-
ulus value [1, 2]. The unique physical properties and
high thermal conductivity of diamond and diamond-
like materials are widely used in microelectronics [3].
Accordingly, the interest in the study of materials based
on dense modifications of boron nitride BN has consid-
erably increased [1–4]. At the same time, hexagonal or
graphite-like boron nitride (BN-h) (which is a stable
modification of BN under normal conditions) is also of
great interest, since it is an analogue of graphite and has
similar mechanical characteristics; for this reason BN-h
is often called “white graphite.” Such materials have
strong bonding inside the layers and weaker bonding
between the layers (Fig. 1). For elevated pressures and
temperatures, there are diamond-like modifications of
boron nitride, namely, wurtzite (BN-w) and zincblende
(BN-z) [4–9]. The formation of the hexagonal tetrahe-
dral phase (BN-w) requires lower energy and is consid-
ered to be a high-pressure martensite phase [8, 9]. The
mechanism of the direct phase transition determines
not only the structure of the new phase but also the
degree of its crystalline perfection, which varies
widely, depending on the conditions of synthesis [1, 2,
4, 9]. It is known that the synthesis of diamond-like
boron nitride in the presence of alkali and alkaline-
earth metal hydrides allows one to grow crystals with a
more perfect structure also at lower pressures [10]. At
the same time, this procedure can result in the subse-
quent contamination of boron nitride with hydrogen.
When graphite-like boron nitride is in a medium with
1063-7826/04/3801- $26.00 © 20061
high hydrogen content and is exposed to intense radia-
tion, hydrogenation of this material cannot be excluded
[11]. It is known that heat treatment of boron nitride
powders in hydrogen appreciably lowers the sintering
temperature of the samples and increases the density
and strength of the material [12]. All this together is the
reason why there is such interest in studying the effect
of hydrogen on the electronic structure (ES) and physi-
comechanical properties of boron nitride at the micro-
scopic level; this effect is the main subject of this paper.

The electronic structure of various modifications of
boron nitride was repeatedly studied by numerous
authors using methods based on first principles [13–18],
and most of the papers dealt with hexagonal boron
nitride. Since the minimal basis of wave functions was
used in the early papers, the calculations did not cor-
rectly reproduce the conduction band (CB) nor even the
structure of the valence bands (VBs). The scatter in the-
oretical values of the dielectric gap is as high as 10 eV
(from 2.4 to 12.7 eV), whereas experiments yield val-
ues in the range 3.2–5.8 eV [19]. The electronic struc-
tures of the three modifications of boron nitride were
most consistently studied in [15, 16, 18]. However, the
conclusions concerning the nature of the gap drawn in
[14, 15], using the same full-potential linear augmented
plane wave (APW) method, differ. Thus, in [14] a direct
gap was obtained at the point H (4.3 eV) and an indirect
gap equal to 3.9 eV corresponded to the points H–M,
whereas according to [15], the VB edge is not at the
point H but at the point (1/4, 3/8, 0). In this case, the
term lies 0.2 eV higher that at the point M, and the
direct gap was obtained at the point M (4.5 eV). In [16]
an indirect gap H–M equal to 4.1 eV was obtained. The
same value was obtained in [18] in the context of the
pseudopotential approach. One should note that the cal-
004 MAIK “Nauka/Interperiodica”
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(a) (b)

Fig. 1. Distribution of charge density in the basal and prismatic planes for (a) hexagonal boron nitride and (b) graphite.
culated values of the bulk modulus B for BN-h in
[16, 18] are an order of magnitude larger than the
experimental values, whereas the values obtained for
the two other phases (BN-w and BN-z) are in reason-
able agreement with the experiment.

In this paper, we describe the results of the calcula-
tions of the ES for the three modifications of ideal
boron nitride using the generalized gradient approxi-
mation for the exchange-correlation potential in which
nonlocal effects are partially taken into account, and we
study the effect of hydrogen on the ES and properties of
hexagonal and cubic boron nitride.

2. METHOD OF CALCULATION

The electronic structure of ideal boron nitride and of
boron nitride with interstitial hydrogen atoms was cal-
culated by the full-potential linear APW method [20].
For the exchange-correlation potential, we used the
local density approximation (LDA) and generalized
gradient approximation (GGA) [21]. The radii of the
“muffin-tin” (MT) spheres for N and B were chosen to
be equal to 1.4 and 1.2 au, respectively, and remained
the same for all the structures studied. The expansion of
crystal potential and charge density inside the MT
spheres was restricted to the value lmax = 10. The non-
spherical contributions to the charge density and poten-
tial inside the spheres were taken into account up to
lmax = 4. The plane waves with vectors up to Kmax =
6 au–1 were included in the space between the spheres.
The potential in the space between the spheres was
Fourier-expanded and the summation over the vectors
of the reciprocal lattice was restricted to Gmax = 14.
Self-consistency was attained for 72, 60, and 172
k-points for BN-h, BN-w, and BN-z, respectively. It was
assumed that hydrogen does not appreciably affect the
parameters of the hexagonal and cubic phases. The
radius of the hydrogen sphere was assumed to be equal
to the radius of the boron sphere. Several hydrogen sites
were simulated for hexagonal boron nitride. Tentative
estimates of the total energies were obtained using the
linear MT-orbital (LMTO) method, which allows us to
considerably reduce the computation time. Then the
two cases in which a hydrogen atom was found to be
inside a layer in the basal plane and between layers
were recalculated using the full-potential linear APW
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Table 1.  Electronic characteristics of boron nitride in eV (the LDA results are given in brackets)

BN-h BN-w BN-z

Lower VB width

This calculation 3.9 (3.8) 5.8 (5.9) 5.7 (5.9)

Furthmuller et al. [18] 4.0 6.3 6.2

Xu and Ching [16] 4.0 6.3 6.9

Park et al. [15] 3.8 6.0 5.9

Experiment 5.8 [23] 5.2 [24]

Upper VB width

This calculation 9.1 (8.9) 10.9 (10.9) 10.1 (10.6)

Furthmuller et al. [18] 9.0 11.3 11.0

Xu and Ching [16] 10.4 11.8 10.9

Park et al. [15] 9.0 11.0 10.7

Experiment 13.5 [24]

Total VB width

This calculation 18.1 (17.6) 20.4 (20.2) 20.2 (20.0)

Furthmuller et al. [18] 17.8 20.6 20.4

Xu and Ching [16] 18.8 21.0 21.1

Park et al. [15] 17.7 20.3 20.1

Experiment 15–20 [19] 22.0 [19]

Band gap

This calculation 4.26 (4.24) 5.17 (5.02) 4.47 (4.35)

Furthmuller et al. [18] 4.1 (H–M) 4.9 4.4

Xu and Ching [16] 4.1 (H–M) 5.8 5.2

Park et al. [15] 4.0 4.9 4.4

Catellani et al. [14] 3.9 (H–M)

Experiment 4.3 [25] 6.0–6.4 [24]

5.0–5.7 [28]

Direct gap γ–γ
This calculation 6.55 (6.23) 8.36 (8.17) 8.81 (8.66)

Park et al. [15] 8.2 8.8

Xu and Ching [16] 8.9 8.0 8.7
method. In the cubic phase, the atom H was placed at
the site with coordinates a(3/4, 3/4, 3/4); for high
hydrogen concentrations, the calculation was performed
using the fcc unit cell. For low hydrogen concentrations,
a simple cubic cell was used in which boron atoms occu-
pied sites of the fcc cell. Nitrogen atoms occupied the
sites with coordinates a(1/4, 1/4, 1/4), a(3/4, 3/4, 1/4),
a(3/4, 1/4, 3/4), and a(1/4, 3/4, 3/4). To evaluate the
bulk modulus, we calculated the dependence of the
total energy on the cell volume for each structure; in the
case of BN-h additional c/a-optimization was per-
formed for each of the calculated cell volumes. The
equilibrium lattice parameters were determined by the
total-energy minimization. The bulk modulus was cal-
culated by numerical differentiation of the approximat-
ing curve using three different equations of state: a
SEMICONDUCTORS      Vol. 38      No. 1      2004
fourth-degree polynominal, Murnagan’s equation, and
the equation of state from [22].

3. BORON NITRIDE ELECTRONIC STRUCTURE
Since the ES of ideal boron nitride modifications is

discussed in sufficient detail in the early papers [15, 16,
18], we only briefly describe the main results. Our cal-
culations show that BN-h is an indirect-gap insulator:
the top of the VB lies close to the point K rather than at
a symmetry point of the Brillouin zone (BZ) and the
edge of the CB lies at the point M. In contrast to the
results of [15, 16, 18], the direct gap (4.63 eV) corre-
sponds to the point H, whereas the gap at the point M is
4.73 eV (4.5 eV [15, 18] and 4.6 eV [16]). In Table 1,
the main electronic characteristics of the three phases
of BN are given, together with the results of our earlier
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studies and the experimental data of [19, 23–26]. The
use of the GGA approximation does not appreciably
change the dielectric gap (see Table 1). We note that the
difference between the values of energy terms near the
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Fig. 2. Total densities of electronic states for boron nitride:
(a) BN-h, (b) BN-w, and (c) BN-z.
bottom of the CB in the direction K–H and at the point M
is rather small, and the difference in the energies of the
top of the VB at the same points is even smaller, on the
order of 0.02–0.05 eV, i.e., almost within the accuracy
of calculation. At the same time these data show that the
gap in BN-h is indirect. Our calculation using the full-
potential LMTO method also predicts an indirect gap of
4.6 eV but between the points (0.289, 0.167, 0) and
(0.192, 0.333, 0.108).

In Fig. 2 we show the total densities of electronic
states (DoS) for the three phases of BN plotted with
respect to the top of the VB. The calculation of partial
DoS demonstrated that the structure of the VB is almost
completely determined by nitrogen; the contribution of
boron is small but its effect on the formation of states at
the edge of the CB is greater. The values of the effective
charge at nitrogen and boron spheres indicate a ten-
dency for the charge to be transferred from boron to
nitrogen. In Fig. 1, the charge density distributions in
the basal and prismatic planes for BN-h and for graph-
ite are shown. We can see that the extent of the charge
region for boron is greater than for nitrogen. As regards
chemical bonding, charge transfer implies the appear-
ance of the ionic component in boron nitride, which
profoundly affects its physical properties. The charge
redistribution both inside the layers and between them
is more complicated in boron nitride than in graphite
(Fig. 1b).

The values of the bulk modulus for the three phases
of BN are given in Table 2. For a more rigorous esti-
mate, we used the three equations to find the total
energy as a function of volume Etot(V). Whereas for
Table 2.  Bulk modulus B, its first derivative with respect to pressure B' in GPa, and lattice parameters for the three phases of
boron nitride in Å

BN-h BN-w BN-z

B B' B B' B B'

Murnagan’s equation 24.6 14.7 404.5 3.9 398.2 3.7

Equation of state [22] 25.4 11.2 404.0 3.7 402.9 3.7

Fourth-degree polynomial 25.4 11.5 404.6 4.0 397.7 3.7

Park et al. [15] [251.4*] 349.0 353.0

Xu and Ching [16] 335 2.48 390 6.3 370 3.8

Furthmuller et al. [18] 261 3.66 401 3.59 397 3.59

Cohen [27] 367

Experiment 25.5a 15a 410 ± 80b

410 ± 80b 369c

Lattice parameters a c a c a

Our calculation 2.480 6.493 2.528 4.164 3.582

Experiment 2.500 6.660 2.550 4.200 3.615

Furthmuller et al. [18] 2.486 6.439 2.521 4.165 3.576

Note: The superscripts a, b, and c denote the experimental values from [28–30], respectively; * denotes the result of the calculation with
fixed c/a equal to the experimental value.
SEMICONDUCTORS      Vol. 38      No. 1      2004
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BN-w and BN-z after the optimization of the structure
with respect to volume the results are in good agree-
ment with experimental data, for BN-h the difference
between theory and experiment is practically an order
of magnitude (the value in the square brackets in Table 2).
Even greater values of B were obtained in [16, 18]. For
this reason, in addition to volume optimization (for a
constant ratio c/a), we carried out c/a optimization for
each value of the volume for BN-h. The minimal values
of the energy obtained for each volume were used to
approximate the curve Etot(V). In this case, good agree-
ment with experiment was obtained for the first time,
both for B and for B' (the first derivative of B with
respect to pressure). The optimized values of the lattice
parameters for the three structures are also given in
Table 2.

On the whole, the results of the calculations show
that the ES for all three phases is reproduced quite cor-
rectly and can be used for calculations and for interpret-
ing various electronic properties of boron nitride.

4. EFFECT OF HYDROGEN 
ON THE ELECTRONIC STRUCTURE 

OF GRAPHITE- AND DIAMOND-LIKE 
BORON NITRIDE

In order to analyze the effect of hydrogen on chem-
ical bonding and the properties of hexagonal and cubic
BN, it is necessary to determine the possible hydrogen
sites in the unit cell. The corresponding experimental
data are not known. This may indicate either that such
hydrogen structures are not formed or that such experi-
ments were not performed. By analogy with graphite,
in which the hydrogen molecule can occupy the posi-
tion of one of the carbon atoms at hexagon sites [31],
we may assume that a similar configuration is also pos-
sible in hexagonal boron nitride. Moreover, a com-
pound is known (BNH2)3 whose molecule has a struc-
ture of benzene type (a hexagon ring with alternating B
and N atoms and with hydrogen atoms located nor-
mally to the ring plane). A similar location of hydrogen
is also characteristic of boron hydrides. We may assume
that the location of hydrogen in BN-h is most probably
in the interlayer space but very close to the basal planes.
However, in the context of the supercell approach, a
detailed analysis of such models requires considerable
computation time; thus, we used simplified models to
describe the behavior of atomic hydrogen in hexagonal
boron nitride. Hydrogen atoms were placed in the basal
plane, in the interlayer space, and on the faces and
edges of the unit cell parallel to the c axis. The results
of the evaluative calculations of the total energy by the
LMTO method show that the most favorable positions
with lowest energy lie between the layers and at the
centers of the faces. Fig. 3 shows the electron energy
spectra for two hydrogen positions in boron nitride, one
between the layers (case 1) and the other at the center
of the hexagon (case 2). The calculation of the total and
partial DoS shows that the contributions of hydrogen
SEMICONDUCTORS      Vol. 38      No. 1      2004
are comparable to those of boron. In the first case
(Fig. 3a), hydrogen states in the gap appear, and near
the Fermi level EF there are regions where E(k) is flat,
which may be an indication of the instability of the
structure. Since in this case the hydrogen concentration
is high, we have a band of finite width, but the disper-
sion in this band tends to zero with decreasing H con-
centration. Indeed, in this case hydrogen, which is
located between the layers, cannot ensure the stability
of bonds with boron or nitrogen atoms because of the
large interplanar distances; the same behavior is
observed if hydrogen is located in the centers of the
faces. The calculation of the volume dependence of the
total energy using the c/a optimization does not reveal
a minimum on the curve Etot(V); this is also evidence
against the model under consideration.

If a hydrogen atom is located in the basal plane, then
there is a gap between the bands, just as for ideal BN-h,
and hydrogen mainly contributes to DoS in the energy
region near the bottom of the CB. The position of the
Fermi level coincides with the DoS peak. The calcula-
tion of the total energy predicts that in this case isolated
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Fig. 3. Electron energy spectra for hexagonal boron nitride
with atomic hydrogen (a) in the interlayer space and (b) in
the basal plane.
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monolayers are more favorable. If we consider the
dependence of the total energy on the parameters a and
c, then a minimum appears only in the case where the
parameter a is fixed and a ≥ a0, where a0 is the experi-
mental value of the lattice parameter for BN-h. In this
case, the volume of the unit cell changes because of the
decrease in the interplanar spacing. The minimum is
observed if c decreases by about 10%. Such a variation
in the parameter c is possible for high pressures, under
which the phase transition can set in. It is well known
that the change in the volume of graphite-like boron
nitride with pressure is mainly determined by the lattice
compressibility along the c axis and that the presence of
hydrogen decreases the pressure at which the transition
occurs first to the martensite phase BN-w and then to
BN-z [10]. It is possible that even low hydrogen con-
centrations in the basal plane (or near it) may stimulate
the onset of the martensite transformation, which in
turn may lead to a sharp increase in the bulk modulus.
The estimate for case 2 (for V/V0 = 0.892, where V0 is
the experimental equilibrium volume of BN-h) shows
that B is increased by more than a factor of 2 compared
to pure BN-h. The following values were obtained: B =
57.7 GPa from Murnagan’s equation and 67.9 GPa by
the method of [22].

Thus, the results of the calculations indicate the
“transparency” of the hexagonal modification of boron
nitride to atomic hydrogen. At elevated hydrogen con-
centrations, the formation of molecular hydrogen is
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Fig. 4. Total DoS of (a) cubic (diamond-like) boron nitride,
(b) boron nitride with low (about 11.1%), and (c) high
(about 33.3%) hydrogen concentrations.
most probable. In this case, the H2 molecule can be
located between the layers and fill in the volume like a
ball; i.e., the hydrogen molecule can be found between
layers as in a potential well. Similar behavior is
observed in the recent experiments with graphite,
although the origin of this behavior is not quite clear
and requires further research.

In the case of cubic boron nitride, the situation is
slightly simpler, since hydrogen can be introduced into
a free tetrahedral interstitial space. The results of the
calculation of the DoS for BN-z with different hydro-
gen concentrations are shown in Fig. 4. In cubic boron
nitride, hydrogen mainly contributes to the DoS at the
bottom of the CB. The volume dependence of the total
energy of an electronic subsystem with a high hydrogen
content (about 33%) has no minimum, but if the hydro-
gen concentration decreases (less than 11%), equilib-
rium states can exist, with an increase in volume of less
than 3.3%. In Fig. 4b we see that the decrease in H con-
centration shifts the sharp peak of the DoS away from
EF. Nevertheless, the large value of N(EF) and the exist-
ence of flat regions in the spectrum indicate that this
state is metastable. On the whole, hydrogen only
slightly affects the bulk modulus of cubic boron nitride,
which is already quite large in the case of a diamond-
like modification of boron nitride (382.1 GPa in pure
BN-z and 383.3 GPa in BNH).

5. CONCLUSION

Our calculations for ideal modifications of boron
nitride show that taking into account nonlocal effects in
the context of the generalized gradient approximation
for the exchange-correlation potential only slightly
affects the electronic characteristics of boron nitride.
Our procedure for optimizing the structure of hexago-
nal boron nitride allowed us to obtain for the first time
a value of the bulk modulus that was in good agreement
with experiment. It is shown that dissolved hydrogen
can be present in cubic boron nitride; however, such
structures are extremely unstable with respect to exter-
nal factors. The structure of hexagonal boron nitride
that has a composition close to BNH with hydrogen in
the basal plane (case 2) is metastable under the above-
specified conditions. If the volume of the unit cell is
decreased by about 10%, the bulk modulus increases by
more than a factor of 2 compared to ideal BN-h, in
agreement with experiment [12]. We note that the loca-
tion of hydrogen in hexagonal boron nitride is more
likely near the surface. In [11] it was shown that hydro-
gen is mainly located in the intergrain space. The loca-
tion of hydrogen at the surface can result in an increase
in hydrogen reactivity to impurity atoms, which are ini-
tially present in powders before the synthesis of boron
nitride. This assumption is supported by the formation
of the gas phase in the reaction space of the compres-
sion chamber [10]. Cleaning the surface of impurities,
hydrogen increases the density and strength of the
material. The interaction of hydrogen with the (001)
SEMICONDUCTORS      Vol. 38      No. 1      2004
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surface of cubic boron nitride can proceed according to
the scheme suggested in [32] for diamond. In this case,
it is necessary to consider the formation of boron or
nitrogen dimers due to the variation in the coordination
number of the nearest neighbors at the surface. The
interaction of hydrogen with the (0001) surface in BN-h
can be more complicated and can strongly depend on
the nitrogen and boron content in the plane considered.
All these problems require detailed study and will be
discussed in our future publications.
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Abstract—The results of experimental studies of InP:Zn obtained by diffusion of zinc in an open system into
InP with an unprotected surface are reported. The effects of heat treatment in a nitrogen and a hydrogen atmo-
sphere performed prior to the Zn diffusion on the InP parameters are studied. It is ascertained that a surface
layer saturated with nitrogen is formed as a result of thermal annealing in a nitrogen atmosphere. It is shown
that this layer retards the phosphorus evaporation, reduces the generation of recombination centers in indium
phosphide, and increases the concentration of the electrically active zinc impurity in the p-type region of indium
phosphide. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The main method of producing p+-type regions in
the production technology of optoelectronic and micro-
electronic devices based on InP is the diffusion of zinc.
A low concentration of the electrically active zinc
impurity and a high concentration of defects generated
in the course of this diffusion result in a low yield of
devices and a deterioration in their parameters and reli-
ability. A high concentration of defects is caused by an
intense process of phosphorus evaporation from the
semiconductor bulk [1, 2].

A high concentration of phosphorus vacancies as a
result of the evaporation of phosphorus atoms deter-
mines a low concentration of electrically active zinc
ions. In the course of diffusion, zinc atoms migrate over
the interstitial lattice sites and not only become incor-
porated into the sites of indium sublattice and act as an
electrically active impurity [3–5], but are also found to
be bound by phosphorus vacancies and form neutral
complexes that include zinc atoms and phosphorus
vacancies (VP–Zn–VP or Zn–VP) [6]. Since the forma-
tion of neutral complexes is more likely than the incor-
poration of zinc into indium vacancies [7], the concen-
tration of electrically active zinc is low compared to the
total concentration of diffusing zinc.

In order to reduce the phosphorus evaporation from
the bulk of indium phosphide during the diffusion pro-
cess, an increased pressure of phosphorus vapors is
usually provided over the InP wafer surface. The prob-
lem of phosphorus evaporation is solved most simply
by using pulsed diffusion [8]. However, this method has
a low throughput and reproducibility, which results in a
low yield of devices and, accordingly, a high produc-
tion cost. For a long time, researchers endeavored to
discover a more efficient method for carrying out zinc
diffusion (diffusion from a solid source, diffusion
through a protective dielectric coating, and diffusion
from polymeric zinc-containing films).
1063-7826/04/3801- $26.00 © 20068
Zinc diffusion into indium phosphide with an
unprotected surface is the most attractive method from
the standpoint of simplicity, ease of production, and
output. The purpose of this paper is to study the special
features of formation of p+-type regions using the above
method for diffusion.

2. EXPERIMENTAL
Diffusion of Zn into InP with an unprotected surface

was carried out in a flow-through system in a quartz
reactor mounted in a diffusion furnace. The crucible
with zinc and wafers of single-crystal InP with an elec-
tron concentration of 2.6 × 1016 cm–3 were placed in the
reactor. The ends of the reactor were sealed using metal
lids in which mobile molybdenum rods were incorpo-
rated. The system was first purged with hydrogen; the
rods were then used to place wafers and the crucible
with zinc at the tube center, where the required temper-
ature was maintained. The diffusion of zinc was carried
out for 60 min at a temperature of 470°C.

The concentration profile of zinc in the bulk of
indium phosphide was measured by secondary-ion
mass spectroscopy (SIMS) using an IMF-4F (Cameca)
system. The concentration of zinc atoms was calibrated
using the ion-implanted InP samples. Chemical elements
on the InP surface were detected using an electron spec-
trometer. In order to determine the concentration profiles
of majority charge carriers and the profiles of diffusion
length and effective lifetime of minority charge carriers,
we used photoelectrochemical C–V profiling [9–11].

3. RESULTS AND DISCUSSION
We now consider the effect of thermal annealing

(TA) in a nitrogen and a hydrogen atmosphere on the
electrical properties of single-crystal indium phos-
phide. Studies of the effective lifetime of minority
charge carriers τeff in the surface region of InP samples
subjected to TA without special protection of the semi-
004 MAIK “Nauka/Interperiodica”
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conductor surface showed that the atmosphere in which
the TA was carried out had a significant effect on the τeff
distribution (Fig. 1). For example, the effective lifetime
of minority charge carriers near the InP surface
decreases as a result of TA at 470°C for 60 min in atmo-
spheres of hydrogen and nitrogen. The thickness of the
layer within which this decrease is observed after TA in
a nitrogen atmosphere is much smaller than that after
TA in a hydrogen atmosphere. The decrease in τeff in the
surface layer is attributed to the generation of recombi-
nation centers in the course of TA; these centers are
formed as a result of phosphorus evaporation from the
bulk [12–14]. Studies of the as-grown sample show that
the effective lifetime of minority charge carriers in the
surface region of this sample is no different from the
corresponding value in the semiconductor bulk. The
shape of the τeff distribution in thermally annealed sam-
ples is indicative of a decrease in the probability of for-
mation of recombination centers over the depth of the
sample during TA in a nitrogen atmosphere compared
to TA in a hydrogen atmosphere.

An analysis of the indium phosphide surface using
an ÉS-2401 electron spectrometer showed that the sur-
face layer of the samples that were thermally annealed
in a hydrogen or a nitrogen atmosphere consisted of
native InP oxide composed of In2O3, P2O5, and InPO4
oxygen compounds. The emergence of the native oxide
is probably caused by oxidation of the InP surface prior
to TA and by thermal InP oxide that is formed owing to
the presence of impurities (oxygen and water) in the gas
in the flow-through system. A SIMS analysis of the
state of the surface of the InP samples that were ther-
mally annealed in a nitrogen atmosphere showed that
nitrogen was present in the surface region of this sam-
ple (Fig. 2); i.e., a surface layer saturated with nitrogen
was formed. Nitrogen was not detected in the surface
region of the as-grown sample.
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Fig. 1. Depth distribution of the effective lifetime of minor-
ity charge carriers in InP (n = 3.4 × 1016 cm–3) (1) before
thermal annealing, (2) after thermal annealing in a nitrogen
atmosphere, and (3) after thermal annealing in a hydrogen
atmosphere.
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Let us consider the effect of the surface layer satu-
rated with nitrogen on Zn diffusion (carried out in an
open system) into the bulk of InP through an unpro-
tected surface. Concentration profiles of the electrically
active impurity and zinc atoms in InP for as-grown
samples and samples subjected to TA in a nitrogen
atmosphere are shown in Fig. 3 (the profiles were
obtained using SIMS). Thermal annealing in a nitrogen
atmosphere was carried out at a temperature of 300°C
for different periods of time. As can be seen from
Fig. 3, the duration of TA has a considerable effect on
the distribution of the electrically active impurity. The
SIMS concentration profiles of zinc atoms for all the
studied samples after diffusion without annealing and
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Fig. 2. Concentration profiles of nitrogen atoms in InP (1)
before thermal annealing and (2) after thermal annealing in
a nitrogen atmosphere. The profiles were obtained using
secondary-ion mass spectroscopy.
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Fig. 3. Profiles of Na–Nd concentration after Zn diffusion
(1) without preliminary thermal annealing and (2–4) with
preliminary thermal annealing in a nitrogen atmosphere at
300°C for (2) 10, (3) 20, and (4) 30 min. Curve 5 represents
the concentration profile of zinc atoms NZn(x) according to
the SIMS measurements.
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after preliminary TA in a nitrogen atmosphere are iden-
tical (Fig. 3, curve 5). Measurements of nitrogen con-
centration in the samples under consideration by SIMS
show that nitrogen is preserved in the surface layer after
zinc diffusion; i.e., zinc diffusion does not result in the
disappearance of the nitrogen-saturated surface layer.

For an unannealed sample, the concentration of the
electrically active impurity (Fig. 3, curve 1) is much
lower than the total concentration of zinc atoms (curve 5).
In this case, the depth of the p–n junction was 0.35 µm,
whereas the penetration depth of zinc atoms was
0.7 µm. In the layer extending from 0.35 to 0.7 µm in
depth from the surface, zinc atoms are in an electrically
inactive state. This state is probably related to phospho-
rus vacancies that form the VP–Zn–VP and Zn–VP neu-
tral complexes. It can also be seen from Fig. 3 that TA in
a nitrogen atmosphere affects the concentration profile of
the electrically active impurity (Fig. 3, curves 2–4). As
the duration of TA increases, both the hole concentra-
tion and the p–n-junction depth increase. If the duration
of TA exceeds 30 min, the p–n-junction depth coincides
with the diffusion length of Zn atoms. The increase in
the degree of activation of Zn atoms in the course of TA
in a nitrogen atmosphere indicates that the concentra-
tions of neutral complexes VP–Zn–VP and Zn–VP and,
accordingly, the concentration of phosphorus vacancies
VP decrease. The depth distribution of the effective life-
time of minority charge carriers indicates that the
recombination of charge carriers is fairly intense in the
n-type region of a p–n junction for the unannealed InP
sample (Fig. 4). Thermal annealing in an atmosphere of
nitrogen reduces the probability of forming these
recombination centers.

Thus, thermal annealing in an atmosphere of nitro-
gen prior to zinc diffusion into the InP bulk through an
unprotected surface gives rise to a surface layer satu-
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Fig. 4. The depth distribution of the effective lifetime of
minority charge carriers in the n-type region of the p–n
junction after Zn diffusion (1) without preliminary thermal
annealing and (2) with preliminary thermal annealing in a
nitrogen atmosphere for 30 min at 300°C.
rated with nitrogen; this layer reduces the generation
rate of phosphorus vacancies and increases the degree
of activation of zinc during its diffusion.

On the basis of these studies, we may assume that
the following processes occur during Zn diffusion into
InP with an unprotected surface.

Phosphorus atoms migrate over phosphorus vacan-
cies with subsequent phosphorus evaporation from the
InP surface in addition to penetration of zinc atoms into
the semiconductor bulk over the interstitial space. As a
result, phosphorus vacancies are generated; the concen-
tration of these vacancies becomes much higher than
that of indium vacancies (Fig. 5a). The formation of
neutral complexes containing zinc atoms and phospho-
rus vacancies is more probable than the incorporation
of zinc into vacant indium sites. As a result, if the con-
centration of phosphorus vacancies is high, zinc forms
the aforementioned neutral complexes. In this case, the
concentration of electrically active zinc in the p+-type
region of InP amounts to no more than 5% of the total
zinc concentration.

A layer saturated with nitrogen is formed at the InP
surface as a result of preliminary thermal annealing in
an atmosphere of nitrogen. This layer prevents evapora-
tion of phosphorus from the InP bulk and thus reduces
the concentration of phosphorus vacancies in the sur-
face region of the semiconductor (Fig. 5b). If the con-
centration of phosphorus vacancies is lower than a cer-
tain critical value, the incorporation of zinc atoms into
the indium sublattice and the resulting formation of the
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Fig. 5. Schematic representation of Zn diffusion into InP
through an unprotected surface (a) without thermal anneal-
ing and (b) with thermal annealing in a nitrogen atmo-
sphere.
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electrically active impurity becomes the dominant pro-
cess. The concentration of electrically active zinc in a
p+-type InP region at a depth of 0.5 µm amounted to
50% of the total zinc concentration in the samples sub-
jected to thermal annealing for 30 min. The value of the
critical concentration of phosphorus vacancies deter-
mines the depth of penetration of the electrically active
impurity; i.e., the p–n-junction depth. In the n-type
region of the p–n junction in the unannealed samples
and the samples subjected to TA for less than 30 min
(Fig. 3, curves 1–3), the process of formation of neutral
complexes is more probable because the concentration
of phosphorus vacancies exceeds the critical value.
A fraction of the zinc atoms incorporated into the indium
sublattice forms an impurity of the acceptor type and
compensates the residual donor concentration. As a
result, a layer with an electron concentration that is lower
than the corresponding value in the semiconductor bulk
is formed in the n-type region of the p–n junction.

4. CONCLUSIONS

A surface layer saturated with nitrogen is formed as
a result of thermal annealing in a nitrogen atmosphere.
This layer prevents phosphorus evaporation, reduces
the probability of generation of recombination centers
in indium phosphide, and brings about an increase in
the concentration of the electrically active zinc impu-
rity during zinc diffusion (in an open system) into the
bulk of InP through an unprotected surface.
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Abstract—RF response and capacitance–voltage and current–voltage characteristics of n-type semiconductor
crystals CdF2:In, CdF2:Ga, and CdF2:Y with a Schottky barrier were studied. Specific features of these charac-
teristics are accounted for based on the assumption that the charge transport from the metal to the depletion
layer is due to the formation of Cd0 excitations in the contact layer, which occurs because of the supply of elec-
tron pairs from the metal (Au). These excitations compensate donors in the space-charge region of ~1 µm thick-
ness, adjacent to the contact. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Measurements of the Schottky barrier impedance
are widely used to study electron states in semiconduc-
tors and, in particular, to determine the concentration of
electrically active impurities. One of the methods used
for this purpose is the measurement of the capacitance–
voltage (C–V) characteristic of the Schottky barrier
under reverse bias. For the case of an impurity that is
uniformly distributed in a sample and forms a discrete
donor level, the quantity C–2 is a linear function of V:

(1)

where Vk is the barrier height; εε0, the permittivity of
the crystal; e, the elementary charge; Nd, the concentra-
tion of ionized donors, which defines the space charge
density; and S, the metal–semiconductor contact area.
If the capacitance is measured by applying a small ac
voltage to the sample, the frequency used must be low
enough so that the measurement process does not distort
the equilibrium occupancy of donor levels at the inter-
face between the depleted layer and the sample bulk.

In the presence of several donor levels with different
binding energies, the plot of the C–2 = f(V) dependence
consists of several linear portions, and their slope
decreases as the bias voltage increases. This is because
the Fermi level successively crosses at increasingly
deeper levels of the impurity. For discrete levels with
the energy Ej > EF, j = 1…m (EF is the Fermi energy)
and the density of corresponding centers Nj, Eq. (1) is
replaced by [1]:
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The levels Nj are numbered in order of increasing
binding energy. The higher the binding energy of a
level, the closer the coordinate xj at which the level
intersects the Fermi level is to the contact. Since the
rate of thermal emission from donors, which deter-
mines the time at which equilibrium occupancy is
established, depends on the binding energy, the capaci-
tance measured by the modulation technique is fre-
quency-dependent. To determine the total concentra-
tion of donors in the crystal, the voltage modulation fre-
quency must be low enough so that the rate of thermal
emission from the deepest donors ensures their equilib-
rium occupancy at the boundary of the layer limited by
the coordinates x = 0 (contact) and xm.

In the case of inhomogeneous doping of a semicon-
ductor, the profile of the concentration distribution
Nd(x) can be determined using the differential form of the
dependence of the capacitance on the reverse bias [2]:

(3)

In this paper, we study the temperature dependences
of the RF response, as well as capacitance–voltage (C–V)
and current–voltage (I–V) characteristics of semicon-
ductor CdF2 crystals with a Schottky barrier. It is shown
that the compensation mechanism operative in these
crystals is associated with the presence in the depleted
layer of excitations that provide the transport of the
charge from the metal to this layer.

2. ELECTRONIC PROPERTIES 
OF SEMICONDUCTING CdF2

CdF2 is an insulator of high ionicity with a band gap
of 7.8 eV. The fluorine atoms are located at sites on a

Nd x( ) C3

S2eεε0
dC x( )

dV
--------------- 

 
-------------------------------------.=
004 MAIK “Nauka/Interperiodica”



        

DONOR COMPENSATION IN THE DEPLETION LAYER 73

                                                                          
simple cubic lattice. The Cd atoms occupy half the cen-
tral positions in fluorine cubes, which alternate with
“unfilled” cubes (interstices of the cation sublattice).
Free or weakly bound electrons are introduced into the
crystal by doping it with donor impurities and subse-
quent calcination in a reducing atmosphere, so the crys-
tal becomes an n-type semiconductor. Group-IIIa
impurities (rare-earth elements according to modern
chemical terminology) form hydrogen-like donor states
in the crystal with a binding energy of ~0.1 eV. In and
Ga, elements belonging to Group IIIb of the periodic
table, form bistable centers in CdF2 [3, 4]. These cen-
ters are identical to DX centers in III–V and II–VI
semiconductors: along with shallow donor states, they
form deep two-electron DX states [5, 6] (as for the dif-
ference between these two groups of donor impurities,
see [7]). The formation of these states is accompanied
by deep relaxation of the lattice, which gives rise to the
potential barrier between the deep and shallow states of
the center. Owing to this barrier, the shallow state is
metastable. The microscopic nature of the DX-state in
CdF2 was defined by Park and Chadi [8]. Their calcula-
tions show that the impurity atom is shifted along the
fourfold axis toward the neighboring interstice by about
3/4 of the length of the edge of the fluorine cube [8].
According to [8], the deep level energy is 0.25 eV for
In and 0.70 eV for Ga. The crystal is compensated:
nearly equal quantities of In or Ga ions are in “deep,”
In+ or Ga+, and ionized, In3+ or Ga3+, states. The con-
centration of trivalent impurity ions is higher than that
of univalent ions owing to the presence of a certain
number of interstitial F– ions (see, e.g., [9]). At low
temperature the majority of impurity centers are in a
deep state, and the crystal conductivity is low.

Strong photoionization absorption bands are associ-
ated with both states of a bistable center. For shallow
donor centers this is a long-wavelength band covering
the IR part of the spectrum, as far as ~10 µm. The “tail”
of this band extends into the visible range; its shape is
well described by the hydrogen-like impurity model
[10, 11]. The deep state is responsible for the band cov-
ering the UV part of the spectrum, from the fundamen-
tal absorption edge of CdF2 (~160 nm), and a consider-
able part of the visible spectral range [12, Fig. 1]. The
photoexcitation of a crystal in this band at low temperature
transforms deep centers into shallow ones, (In3+ + eH) or
(Ga3+ + eH) (here eH denotes an electron bound on a
hydrogen-like orbital near the impurity). Due to the
presence of the barrier, a photoinduced shallow state
can persist for an infinitely long time if the temperature
is low enough. As the temperature rises above ~40 K for
In and ~200 K for Ga, this state dissociates, and two
shallow centers form one deep and one ionized
(“empty”) center [5]. The energies of deep levels esti-
mated from the analysis of kinetics of thermal dissoci-
ation of shallow levels are in agreement with the theo-
retical values mentioned above [12, 13].
SEMICONDUCTORS      Vol. 38      No. 1      2004
The absorption spectra of crystals with rare-earth
impurities contain only the IR band. These crystals are
virtually transparent in most of the visible spectrum,
with the exception of its long-wavelength portion.

3. SAMPLES AND EXPERIMENTAL PROCEDURE

CdF2 samples doped with In, Ga, or Y were grown
in graphite crucibles by the modified Stockbarger–
Bridgman technique. Donor centers in the grown crys-
tals were formed by heating in Cd vapor (additive col-
oration). In this procedure, electrons localized on
dopants or in the conduction band replace interstitial
fluorine atoms, which compensate the charge of triva-
lent impurities. The density n of electrons introduced
into a crystal during coloration was estimated from the
absorption by shallow donor centers in the IR spectral
range under the conditions when virtually all the elec-
trons are localized on these centers [10, 11]. Some other
methods of determining density were used for the case
of In and Ga doping, and similar values were obtained
[9, 14]. To investigate the depletion layer characteris-
tics, we chose crystals with a relatively high resistivity.
The electron density n, equal to the concentration of
donor centers, was 4.5 × 1018, 3 × 1017, and 1.5 ×
1017 cm–3 in the CdF2:In, CdF2:Ga, and CdF2:Y sam-
ples, respectively. The samples were wafers 1–3 mm
thick with polished wide faces. The Schottky barrier
was formed with Au electrodes (the work function of
Au is ~5 eV; that of CdF2, ~4 eV [15]). Before the dep-
osition of the Au contacts, the samples were etched in
HCl. Ohmic indium contacts were deposited onto the
opposite face. When contacts of both types were depos-
ited, the crystals were moderately heated at tempera-
tures that did not cause bleaching (which is observed
during heating in vacuum or in air at temperatures
>250°C). Thus, the concentration of electrically active
impurities in the bulk and on the surface of samples
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Fig. 1. I–V characteristic of a CdF2:In crystal (n = 4.5 ×
1018 cm–3) with a Schottky barrier; T = 150 K. The positive
current and voltage correspond to a reversely biased barrier.
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could be considered constant with a good degree of
accuracy.

Dielectric measurements were taken using a univer-
sal bridge by the method of substituting the sample
with a simulator in the frequency range 10–106 Hz. The
bias voltage was applied to the sample by connecting a
voltage source in the diagonal of a bridge. A crystal in
an electrometric cell was placed in a UTREX cryostat
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Fig. 2. RF response of a CdF2:Y crystal (n = 1.5 × 1017 cm–3)
with a Schottky barrier. T = (1) 297, (2) 241, (3) 201,
(4) 120, (5) 100, (6) 76, and (7) 63 K; (a) capacitance,
(b) dissipation factor.
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Fig. 3. C–V characteristic of a CdF2:In crystal (n = 4.5 ×
1018 cm–3) with a Schottky barrier; ν = 1 kHz; T = (1) 246,
(2) 220, and (3) 196 K.
in which the temperature was controlled within the lim-
its T = 64–320 K. The I–V characteristics of the samples
under study were asymmetric with respect to the sign of
the voltage applied (Fig. 1), which indicates the formation
of a Schottky barrier at the Au contact. The barrier height
at room temperature is estimated as ~1.5 V [16–18]. This
barrier determines the resistance of the samples studied
under reverse and small forward biases.

4. C–V AND I–V CHARACTERISTICS OF CdF2 
CRYSTALS WITH A SCHOTTKY BARRIER

To choose the frequency for studies of C–V charac-
teristics, we measured the temperature and frequency
dependences of impedance for CdF2:In, CdF2:Ga, and
CdF2:Y samples with the contacts described above.
Figure 2 shows the example of the RF response of a
CdF2:Y crystal, where two features can be distin-
guished in the frequency dependence: two steps in the
capacitance (Fig. 2a) and corresponding peaks in the
dissipation factor (Fig. 2b).1 These features shift to a
higher frequency as the temperature rises. This behav-
ior of the RF response is usually attributed to the effect
of two donor levels with different binding energies
[19]. This interpretation contradicts the fact that there is
only one hydrogen-like donor level in a CdF2:Y crystal.
Similar behavior is observed in the frequency depen-
dences of impedance for crystals with DX-centers,
CdF2:In and CdF2:Ga; their spectra also demonstrate
two, and at some temperatures even three, features. As
shown in [9, 20], the high-frequency feature in a
CdF2:In crystal is associated with the interface between
the depleted layer and the bulk; it corresponds to the
Fermi level intersection with the shallow center level.
Presumably, the high-frequency feature in CdF2:Ga and
CdF2:Y crystals is of the same nature. The present
study did not aim to identify all the features in the
impedance spectra for the crystals studied, but rather
concentrated on the low-frequency feature, since it
characterizes the depleted layer region in which donors
are ionized to the maximum extent (see Introduction).

C–V characteristics were recorded at the frequency
ν corresponding to the low-frequency step in the C(ν)
dependence. In all the samples under study, the C–2(V)
dependences are S-shaped, which indicates the nonuni-
formity of the space-charge region (Figs. 3–5); this
behavior is most prominent in the CdF2:Y crystal
(Fig. 5). With a certain degree of conventionality, these
dependences can be divided into three portions that
have different dC–2/dV slopes: portion 1 corresponds to
the region of small forward bias 0.1–0.5 V; portion 2,
small reverse bias <1 V; and portion 3, high reverse bias
>2 V. The concentrations Nd corresponding to these
three portions at T ≈ 200 K are listed in Table 1. The
maximum Nd values are obtained for portions 1; the
minimum, for portions 2. All these values are on one to

1 The geometrical capacitance of the sample is on the order of a
picofarad.
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three orders of magnitude smaller than the “optical”
(bulk) electron densities n in the corresponding samples
(see Section 3). In all cases, the Nd values determined
from C–V characteristics have a weak temperature
dependence, which increases slightly as one approaches
room temperature. Note that Nd must be completely
temperature-independent for the situations described
by Eqs. (1) and (2).

Table 2 presents typical thicknesses w calculated
using Eq. (1) for several biases. The thicknesses vary in
limits from several tenths of a micrometer to several
micrometers; therefore, the surface states cannot be
invoked to account for features in the response and C−V
characteristics in the frequency range under study.

If the difference between the concentrations of
donor centers in the bulk (n) and in the depletion layer
(Nd) are taken into account, it would appear reasonable
that, in the latter case, the centers are compensated
through the transition of electrons from the metal to the
semiconductor, which decreases the effective concen-
tration of ionized donors in the space-charge region. In
this case, the two features in the frequency dependence
of response in CdF2:Y can be attributed to the depletion
of shallow donor centers (the high-frequency feature)
and compensation in the depletion layer region adjacent
to the metal (the low-frequency feature). The compen-
sation of donors in this region expands it; the higher the
degree of donor compensation, the more it expands
(Fig. 6).

A plausible mechanism of compensation in the
depletion layer is the formation of two-electron excita-
tions Cd0 in the region adjacent to the metal; their
appearance may be stimulated by the modification
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Fig. 4. C–V characteristic of a CdF2:Ga crystal (n = 3 ×
1017 cm–3) with a Schottky barrier; ν = 60 Hz; T = (1) 295,
(2) 248, (3) 222, and (4) 210 K.
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(rupture) of chemical bonds at the metal–semiconduc-
tor interface.

As it is isoelectronic to the deep In+ center, this exci-
tation should be characterized by strong lattice relax-
ation similar to that in a deep In center (see above).
Thus, it should give rise to a short-wavelength absorp-
tion band related to its photoionization, similar to the
absorption band of deep In+ levels (see Fig. 1 in [12]).
The lack of this band in the CdF2:Y absorption spec-
trum indicates that there are no Cd0 excitations in the
bulk of this semiconductor. They arise only in the
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Fig. 5. C–V characteristic of a CdF2:Y crystal (n = 1.5 ×
1017 cm–3) with a Schottky barrier; ν = 500 Hz; T = (1) 245,
(2) 200, (3) 160, and (4) 121 K.

Table 1.  Donor concentrations characterizing the depletion
layer (Nd) and the crystal bulk (n), as determined from C–V
characteristics and optical properties of crystal

Crystal and
conditions of (C–V) Nd, cm–3 n, cm–3

CdF2:In 5.70 × 1016 (portion 1) 4.5 × 1018

(ν = 1 kHz, T = 195 K) 0.63 × 1016 (portion 2)

0.98 × 1016 (portion 3)

CdF2:Ga 9.0 × 1016 (portion 1) 3.0 × 1017

(ν = 60 Hz, T = 210 K) 1.3 × 1016 (portion 2)

2.7 × 1016 (portion 3)

CdF2:Y 9.7 × 1014 (portion 1) 1.5 × 1017

(ν = 500 Hz, T = 200 K) 0.41 × 1014 (portion 2)

3.8 × 1014 (portion 3)

Note: Second column lists the portions of C–V characteristics used
for Nd determination. In calculations with Eq. (3), ε = 8 was
used.
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region of the depletion layer that is adjacent to the
metal.

With a small forward bias, the external field causes
an outflow of electrons into the metal and an increase in
the capacitance because of the decreasing thickness of
the depletion layer, and the barrier field increases.
When it passes to negative bias, the current across the
crystal drops sharply and the capacitance decreases
because of the increase in the thickness of the layer. In
this situation, the electric field in the barrier is stabi-
lized at 104–105 V/cm. Under the effect of this field, Cd0

excitations that form on the crystal surface transfer
electron pairs from the surface to a considerable part of
the depletion layer.

It is precisely these excitations that are responsible
for the current in the reverse I–V characteristic (Fig. 1).
Their sensitivity to short-wavelength light suggests that
the I–V characteristic strongly depends on the crystal
illumination due to the occurrence of photovoltage. The
mechanism of photovoltage formation may be pre-
sented as follows. Photons absorbed by strongly

Table 2.  Thickness w of the depletion layer responsible for
the low-frequency capacitance in relation to reverse bias V

Crystal and the conditions
of (C–V) measuring w, µm

CdF2:In (ν = 1 kHz, T = 195 K) 0.21 (V = 0)

0.68 (V = 4 V)

0.84 (V = 7 V)

CdF2:Ga (ν = 60 Hz, T = 210 K) 0.18 (V = 0)

0.40 (V = 4 V)

0.54 (V = 7 V)

CdF2:Y (ν = 500 Hz, T = 200 K) 0.90 (V = 0)

5.43 (V = 4 V)

EF

Ec
Ed

Ev

xj xj

Fig. 6. Energy band bending at the metal–n-semiconductor
contact for (dashed line) weak and (solid line) strong donor
compensation; xj is the coordinate of the Fermi level EF
intersection with the donor level Ed.
relaxed Cd0 states excite electrons to the conduction
band. These electrons outflow into the crystal bulk
under the effect of the Schottky barrier field, and Cd0

excitations destroyed by the light are replaced by new
ones generated in the atomic layers of the semiconduc-
tor in direct contact with the metal.

Figure 7 shows I–V characteristics of a CdF2:Y crys-
tal (a) in the dark and (b) illuminated by a 436-nm line
of a DRSh-250 high-pressure mercury lamp. The dark
and light characteristics virtually coincide under for-
ward bias V > 0.3 V. At V ≈ 0.2 V, the bias applied to the
illuminated sample is compensated by photovoltage,
and the current drops sharply. As the forward bias fur-
ther decreases and subsequently passes to reverse bias,
the current stabilizes. In this range of biases it is deter-
mined by photovoltage, and all the electrons excited by
light are pulled out from the depletion layer into the
bulk. Under reverse bias |V| > 0.5 V, an avalanche rise
in both dark current and photocurrent is observed. The
photocurrent is generated by light of nearly the whole
visible range, with the exclusion of its long-wavelength
portion; it is not generated by λ > 1 µm illumination,
while the crystal bulk containing shallow donor centers
is sensitive to this light.

In principle, another source of photovoltage is pos-
sible, specifically, the photoemission of electrons from
the metal to the semiconductor. This assumption, how-
ever, is inconsistent with the behavior of photocurrent
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Fig. 7. I–V characteristic of a CdF2:Y crystal (n = 1.5 ×
1017 cm–3) with a Schottky barrier; (a) in the dark, (b) illu-
minated with a 436-nm line of a high-pressure mercury
lamp; (1) forward bias, (2) reverse bias; T = 210 K.
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relaxation after the illumination is switched off: at first,
the current drops sharply, and then over a long time
interval (up to several hours) it decreases to the dark
value. Photoemission is incompatible with such a resid-
ual effect.

5. CONCLUSION

Studies of dielectric response, C–V and I–V charac-
teristics of CdF2 semiconductor crystals with a Schot-
tky barrier, reveal a series of specific features that might
appear strange at first glance. The dielectric response
behavior indicates the presence of a structure in the
depletion layer that should not exist in a semiconductor
with only one donor level (CdF2:Y). The concentration
of ionized donors, which is determined from C–V char-
acteristics at a frequency that should have allowed all
the donor centers to be observed, turns out to be one to
three orders of magnitude smaller than the donor con-
centration in the crystal bulk. The conduction observed
when reverse bias is applied cannot be related to minor-
ity carriers in a CdF2 crystal, which has an exceedingly
wide (7.8 eV) band gap. These specific features can be
accounted for if we assume that donors in the depletion
layer are compensated by electron pairs generated by a
golden electrode. These pairs are localized on Cd2+

ions, which are thus converted to Cd0 excitations. The
formation of these excitations, accompanied by a con-
siderable relaxation of the crystal lattice, is apparently
caused by a modification of chemical bonds. The elec-
tric field of the barrier stimulates the diffusion of these
excitations to a depth determined by their lifetime.
Thus, two regions are present in the depleted region:
one adjacent to the contact, in which these excitations
are formed and carry a charge, and a more distant one
that is free of these excitations, as is the crystal bulk.
Cd0 excitations are responsible for the conduction in a
crystal when reverse bias is applied. The lattice relax-
ation associated with Cd0 excitations is similar to the
relaxation of an isoelectronic In+ state (deep state of an
In center). The presence of these excitations in the
depletion layer determines its sensitivity to short-wave-
length light, including the case of a CdF2:Y crystal,
which is virtually transparent in this spectral range. The
disintegration of Cd0 excitations by a short-wavelength
light stimulates their formation at the contact and gen-
erates photovoltage.

In CdF2:In and CdF2:Ga crystals, the compensation
in the depletion layer and in the bulk occurs via deep
(DX) centers, which are more stable than Cd0 excita-
tions. However, the existence of the latter is of funda-
mental importance in this case also, because they pro-
vide the transport of electron pairs from the metal to
impurity ions.

In conclusion, we note that the structure of the
depletion layer in the crystals under consideration is
rather complex, and its detailed analysis is beyond the
scope of this paper. This study concerns that region in
the depletion layer in which complete ionization of the
SEMICONDUCTORS      Vol. 38      No. 1      2004
impurity atoms should have occurred. However, as the
present study has demonstrated, a compensation mech-
anism limiting the electric field in the barrier region is
operative in this part of the depletion layer.
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SEMICONDUCTOR STRUCTURES, INTERFACES,
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Abstract—A method for producing ohmic contacts on semi-insulating GaAs by laser ablation with subsequent
laser deposition of In is proposed. The contacts are formed at room temperature; thus, the high-temperature
annealing used in other technologies is excluded. The ohmic properties of the contacts are retained in a range of
currents that is several orders of magnitude wide, regardless of the direction of current. The electric potential is
distributed linearly along the sample, and the current is limited only by the bulk resistivity of the material itself.
The method is promising for the formation of high-precision arrays of ohmic contacts that penetrate the whole
thickness of the sample in the fabrication of microelectronic devices. © 2004 MAIK “Nauka/Interperiodica”.

e. z

^

s

^

c

^

u
Ž

1. INTRODUCTION

The formation of ohmic contacts on semi-insulating
GaAs is a topical problem in the fabrication of a num-
ber of practically important electronic devices, particu-
larly, radiation detectors. Currently, the deposition of
Sn–Ge–Au, Au–Ge–Ni, or Pd–Ge layers by thermal
evaporation with subsequent annealing is used to fabri-
cate ohmic contacts. This technology includes several
deposition stages and a high-temperature (>300°C)
annealing. Moreover, this method produces planar con-
tacts (electrodes), though in many cases contacts that
extend all the way through the crystal bulk would be
more appropriate. Modern laser technology allows for
high-precision processing of materials, including the
“drilling” of small-diameter (less than 50 µm) openings
in a semiconductor wafer. It would be practically prom-
ising to form ohmic contacts in such openings to pro-
duce groups of devices with minimum mutual interfer-
ence and leakage currents. No practically applicable
technology for fabricating electrodes of this type has
yet been proposed. Laser annealing by low-power
pulses was used to restore the crystal structure of III–V
semiconductors after ion implantation [1]. The applica-
tion of high-power laser irradiation for GaAs treatment
has been less successful, because the surface stoichi-
ometry is modified.

The goal of the present study is to determine how
stable ohmic In contacts on semi-insulating GaAs can
be fabricated using laser annealing, laser etching (abla-
tion), and laser evaporation.
1063-7826/04/3801- $26.00 © 20078
2. EXPERIMENTAL

Indium was chosen as the material for ohmic con-
tacts on semi-insulating GaAs owing to its physical
properties. As an isovalent impurity in GaAs, it reduces
the concentration of dislocations and other defects [2]
and thus improves the conditions of charge carrier
transport. Because of the isovalency of In, a fundamen-
tal difference exists between In/GaAs and other types
of contacts, e.g., AuGe/GaAs. In the latter case, the
contact is ohmic owing to n+ doping of the near-contact
region. In contrast, the introduction of In atoms into the
contact region does not produce n+ doping; therefore,
the contact is ohmic owing to some other mechanism.
As shown in [3, 4], a graded InGaAs junction is formed
in this case. Such junctions were produced by MBE [5].
The formation of a graded junction with an ohmic con-
tact was also confirmed in [6], but in this case the con-
tacts were produced by ion-beam sputtering, so that
thermal annealing at 375°C was necessary to obtain
ohmic properties. We have set ourselves the task of
excluding high-temperature annealing by applying
laser irradiation. This is favored by the low melting
temperature of In, which allows one to reduce the nec-
essary laser power and thus significantly reduce the
probability of uncontrollable crystal damage. Mechan-
ically, In is rather a strong material and is suitable for
the production of a stable joint between a crystal and
Au or Al contact wires.

In order to produce electrodes and study contact
properties, several technological procedures and meth-
ods have been used. First, In electrodes were deposited
onto a chemically cleaned GaAs surface by standard
high-vacuum thermal evaporation. To improve the
004 MAIK “Nauka/Interperiodica”
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mechanical strength of the electrodes, the In layers
were covered with thicker layers of Cr or Al. Electrodes
fabricated in this way were unstable, and their current–
voltage (I–V) characteristics were nonlinear. Thus, to
accelerate the diffusion of In into GaAs and improve
the electrical properties of the contact, we used inter-
mediate low-temperature (120°C) thermal or laser
annealing. The properties of these contacts were com-
pared with the properties of contacts produced by laser
evaporation of In and its deposition onto a locally
etched (by laser ablation) surface of a GaAs crystal.
Laser ablation of GaAs was performed by pulses of the
second harmonic of a Nd:YAG laser (λ = 532 nm, pulse
width 30 ns, peak energy 6 J/cm2). The beam was
focused onto a spot 50 or 100 µm in diameter (the irra-
diation intensity was reduced when necessary). Prior to
contact formation, the GaAs surface was cleaned chem-
ically and by ion-beam milling for 45 min. Then, the
contact area was subject to etching (by laser ablation)
and an In layer was deposited from a glass plate cov-
ered with In. Figure 1 shows traces of the impact of the
laser on the GaAs surface after etching and In deposi-
tion. It was necessary to perform this procedure with a
precisely adjusted laser intensity[7], because with
excessive power In was spattered over the plate surface
in the form of separate droplets. We have also tried to
produce electrodes without preliminary laser treatment
of the GaAs surface; In was simply deposited by evap-
orating it from a glass plate with a high-intensity beam,
but this also led to In spattering. After the deposition of
the In layer onto the surface pretreated with laser abla-
tion, an additional In layer of ~50 nm in thickness was
deposited to improve the electrical and mechanical
properties of the contacts, and it was covered with a
thick Al layer to improve its mechanical strength. The
distribution of elements in the contact region was ana-

Fig. 1. A micrograph of a GaAs surface in the vicinity of a
contact groove produced by laser ablation. The right half of
the groove is covered with In by laser evaporation. The
diameter of the laser beam trace is ~100 µm. The bright area
around the whole laser-treated surface is the thermally
recrystallized surface of GaAs.
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lyzed by Auger spectroscopy. The electrical properties
of contacts were studied by measuring I–V characteris-
tics and the surface potential distribution. The surface
potential was measured by the no-contact capacitance
method [8], the essence of which is as follows. A charge
is induced in the testing microelectrode, which vibrates
immediately above the surface area studied. The mag-
nitude of this charge, which is defined by the local
properties of the surface, is transformed into ac voltage.
Further processing of this signal and the use of 100%
negative feedback automatically provides a self-com-
pensation mode, which improves the metrological char-
acteristics of the measuring device.

3. RESULTS AND DISCUSSION

Figure 2 shows the profiles of the distribution of
chemical elements in the contact region, including the
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Fig. 2. Distribution of the concentration of chemical ele-
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is measured from the edge of the GaAs wafer. (a) Distribu-
tion of In: the points and dashed line are the experimental
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ered with In; the right was covered with In by laser pulse
deposition in a high vacuum.
contact groove etched by laser pulses on the GaAs sur-
face. As can be seen in Fig. 2a, In is distributed accord-
ing to the Gauss law, most likely because of the corre-
sponding distribution of intensity in the laser beam. The
significant fluctuation deviations are due to the differ-
ence in size of the ablation craters, which form as a
result of irradiation by laser pulses. A similar distribu-
tion is observed for other easily adsorbed impurities—
C, O, and Ga (Fig. 2b)—which presumably appeared
during treatment of the crystal, for example, from the
residual gases in the vacuum system, or were brought
together with the indium from the glass plate, the inter-
mediate source of In. These impurities are not removed
by the cleaning flow of Ar ions.

Figure 3 shows the I–V characteristics of samples
fabricated by the two methods described above. As can
be seen, laser treatment significantly improves the
ohmic properties and reduces the contact resistance.
Usually, the I–V characteristics of contacts deposited
without additional thermal treatment are strongly
asymmetric owing to the strong influence of the poten-
tial barrier in the contact region. At the same time, esti-
mating the potential barrier energy is a complicated
task, because the contacts are not clearly pronounced
Schottky barriers, their I–V characteristic is linear on a
log-log scale with a slope of 0.75–0.8. The resistance of
such contacts at small (up to 0.1 V) bias was (2.6–3.3) ×
109 Ω. At a high bias, I–V characteristics are linear,
which is indicative of the influence of the ohmic resis-
tance of the contact region itself, because the current
remains significantly lower than in the case of contacts
formed with laser treatment of GaAs. A characteristic
step and a change in the slope are observed at smaller
biases. Most probably, this can be attributed to the break-
down of a thin potential barrier at the surface, which is
caused by surface states directly at the metal–semicon-
ductor interface. This effect should be enhanced in a
semi-insulating material with nonuniform In distribu-
tion over the surface due to the spatially nonuniform
compensation of defects in GaAs with In.

Contacts fabricated by our technology, including
laser ablation and In deposition, remain ohmic and have
a bias and current that varies within three orders of
magnitude; the current is limited only by the bulk resis-
tance of the sample (~1.5 × 106 Ω, which is typical of
high-resistivity GaAs). When the samples are strongly
illuminated, photovoltage is observed, which indicates
the existence of a potential barrier. The negative sign of
photovoltage appears at the electrode that was enriched
with indium during laser deposition. In semi-insulating
samples, the photovoltage was ~150 mV, and it
decreased as the GaAs conductivity increased. This is
consistent with the known fact that fluctuations of band
edges (potential profile) with nearly the same magni-
tude are formed in semi-insulating GaAs [2] and are
screened by free carriers that appear through generation
or doping.
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Measurements of the distribution of the surface
potential along the sample (Fig. 4) demonstrated that
the surface potential barrier changes as a result of In
deposition in the regions subjected to laser treatment.
As can be seen, the deposition of In into the groove
formed by laser ablation significantly reduces the bar-
rier. Figure 5 shows the potential distribution along the
samples with contacts fabricated by thermal evapora-
tion (Fig. 5a) and laser-pulse deposition of In (Fig. 5b).
It can be seen that, in the first case, the potential distri-
bution remains asymmetrical with different directions
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Fig. 5. Distribution of surface potential along a sample with
contacts produced by (a) thermal and (b) laser deposition of
In. (1, 1') correspond to the two polarities of the applied
bias; (2) corresponds to zero bias. The distance is measured
from the left edge of the crystal. The geometry of a sample
with two electrodes at both ends (front view) is shown sche-
matically. Some portions of the In layer (near the edges of
the sample) are covered with Al to improve their mechanical
strength.
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of the applied electric field, like the I–V characteristics.
A specific feature of these contacts is that the potential
also changes on a crystal surface covered with an In
layer. This effect is presumably related to the nonuni-
form “islandlike” distribution of indium during the dep-
osition of a thin In layer, so that barriers are formed
between GaAs and this layer. These data are in good
agreement with the formation of contact barriers
described above, which affect the run of the I–V char-
acteristics.

In the case of In deposition onto laser-etched areas,
the quality of contacts is much better: the potential dis-
tribution along the sample is linearized, and it becomes
symmetrical in respect to the electric field direction. An
insignificant potential step is seen only near the inter-
face with the In contact, where the GaAs surface is
recrystallized as a result of the laser annealing. The
recrystallized region in the vicinity of the ablation zone
is seen as a brighter halo in Fig. 1.

4. CONCLUSION
A method for the formation of ohmic contacts on

high-resistivity GaAs is suggested, which includes
laser etching of the surface and In deposition. The con-
tacts produced in this way exhibit ohmic behavior in a
wide range of currents, regardless of the bias polarity.
The distribution of the electric potential along the sam-
ple length is linear. This method is promising for the
formation of precise grids of ohmic contacts that pass
through the whole thickness of the crystal in the pro-
duction of microelectronic devices and elements.
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Abstract—The distribution and character of variations in the intensity of lattice vibrations that are induced by
structural defects of various nature over the layer depth of CdxHg1 – xTe/CdZnTe epitaxial structures are inves-
tigated. The results are discussed in detail. Experimental results are obtained by the Raman scattering method
in a micromode over the cleaved surface of the sample formed normally to the [111] face immediately prior to
measurements. Special attention is paid to the possibility of obtaining information on the presence of structural
defects in the cation sublattice and tellurium precipitates in CdxHg1 – xTe epitaxial layers. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Liquid-phase epitaxy has been successfully used to
obtain CdxHg1 – xTe/CdZnTe heterostructures of various
compositions over the last thirty years. As a rule, in
most cases it is of interest to investigate the concentra-
tion profile of material components and/or residual and
doping impurities over the thickness of an epitaxial
layer (epitaxial layer), as well as electrical, optical, and
other properties of the semiconductor structure grown.
Considerably less information is available on the distri-
bution of structural defects over the layer thickness.
These are tellurium precipitates, antisite defects, and
inclusions of different nature. Scanning or transmission
electron microscopy is usually used for such investiga-
tions [1]. The Raman scattering method has practically
not been used for these purposes, since it is not a local
method of analysis in a conventional variant. The use of
an optical microscope in a setup (the so-called micro-
Raman method of recording the spectra) allows one to
apply it in studying the distribution of structural defects
over the thickness of the CdxHg1 – xTe epitaxial layer
[2]. Such information is very important for assessing
the quality of the material and for predicting the prop-
erties of a device fabricated based on the structure
grown. Raman scattering is most sensitive to variations
in the vibrational properties of crystals, which are con-
trolled, specifically, by the structural imperfections in a
sample. Therefore, we used this method to study the
structural quality of the CdxHg1 – xTe epitaxial layers.

An analysis of the available published data shows
that inclusions of a second phase based on Te, Hg, or
Cd are present to some extent in single-crystal samples
of p-Cd1–yZnyTe and p-CdxHg1 – xTe solid solutions.
Local agglomerates that differ from the other part of the
1063-7826/04/3801- $26.00 © 20082
crystal in composition and tellurium precipitates can
also take place. Inclusion sizes can vary over a wide
range from 3 to 50 µm. After etching in the structure-
selective etchant, inclusions of the second phase are
observed as pits with a characteristic dislocation rosette
around them [3]. The existence of similar inclusions
and tellurium precipitates is confirmed using the meth-
ods of X-ray diffraction, Auger spectroscopy for CdTe
[4], infrared (FTIR) spectroscopy for CdZnTe [4–6],
and Raman spectroscopy for bulk CdxHg1 – xTe [7].

It is assumed that large (3–50 µm) Te-based inclu-
sions are caused by concentration supercooling of the
melt during crystal growth both due to the deviation of
the melt composition from stoichiometry and because
of an unfavorable combination of growth conditions.
The emergence of inclusions can be caused by rapid
cooling of the solid solution to room temperature and
by the retrograde character of Te solubility in the solid
phase. The density of such inclusions can be decreased
to a few inclusions per ~1 cm2 of sample area by select-
ing the optimal temperature conditions of growth and
subsequent thermal treatment of CdxHg1 – xTe and
Cd1–yZnyTe. A considerable decrease in the density of
inclusions can be attained by providing the smallest
possible excess of Te (relative to stoichiometry) in the
composition of the melt and by decreasing the degree of
overheating of the melt.

It is known that additional resonance peaks, which
correspond to phonon modes of a lattice of a particular
Te modification, are present in the Raman spectra of
CdxHg1 – xTe crystals that contain Te precipitates [7].
The problem of detecting Te precipitates and analyzing
their distribution over the sample thickness is still of
relevant interest.
004 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

The p-CdxHg1 – xTe (0.21 < x < 0.23) epitaxial layers
grown on Cd0.96Zn0.04Te (111) substrates by liquid-
phase epitaxy (LPE) in a sealed quartz cell from Te-
based solution-melts were investigated. In contrast to
bulk CdxHg1 – xTe, no inclusions of the second phase
were found after selective etching of epitaxial layers.
This is associated with the fact that the temperature of
epitaxial growth is below the growth temperature for
bulk CdxHg1 – xTe and below the point of the highest ret-
rograde solubility of Te (630°C).

The Cd0.96Zn0.04Te (111) substrates were cut from
crystals grown by the Bridgman–Stockbarger vertical
method using a near-stoichiometric melt. After grind-
ing and chemical–mechanical polishing, the samples
were 30–50 mm in diameter and 750 ± 50 µm thick.
The structural quality of the CdZnTe samples was
investigated using metallographic methods. The dislo-
cation density in the Cd0.96Zn0.04Te substrates used by
us was Nd ≤ 4 × 104 cm–2; twins and inclusions of the
second phase were absent.

The secondary-ion mass spectroscopy (SIMS)
results (Perkin-Elmer PHI 550) enabled us to conclude
that no residual impurities were found in the epitaxial
layers. Electrical parameters were measured at room
temperature and at liquid-nitrogen temperature by the
van der Pauw method. The Hall coefficient was mea-
sured with the induction of a magnetic field of 1.5 T,
and resistivity was measured with a switched off mag-
netic field. For as-grown samples, at T = 77.3 K, the
hole density was (1.0–2.0) × 1017 cm–3, and the mobility
was ~300 cm2 V–1 s–1. To decrease the carrier density to
a level of (0.5–2.0) × 1016 cm–3, the samples were ther-
mally treated in saturated Hg vapors. However, in some
cases, we did not manage to decrease the hole density
in the epitaxial layers to the magnitude required. The
parameters of some epitaxial layers are given in Table 1.
To carry out the study, we chose three samples with an
approximately identical composition to facilitate the
procedure of identifying resonance peaks in the Raman
spectra. These samples differed in free-carrier density.

The Raman spectra were obtained in the geometry
of photon backscattering with pumping by an Ar+ laser
at wavelengths of 488 and 514.5 nm. The setup
included a Jobin-Yvon T64000 double monochromator
and a GaAs photomultiplier cooled to 78 K. To investi-
gate the microstructure of the samples, an Olympus
metallographic microscope was used. In this case, the
laser beam was focused on the surface of the sample in
a spot 2 µm in diameter. Optical spectra were detected
on a freshly cleaved surface of the sample from the epi-
taxial layer to the substrate with a step of 2 µm. Several
measurements were made on the substrate itself. To
avoid irreversible thermal effects on the sample or its
degradation, the sample was cooled to 85 K, and the
pumping power of the Ar+ laser was varied from 1 to
10 mW. Thus, the power density of laser emission at the
SEMICONDUCTORS      Vol. 38      No. 1      2004
material surface was as high as 30–140 kW/cm2. The
surface degradation and other irreversible processes in
the samples investigated were observed with densities
of laser radiation that were an order of magnitude
higher than the energy used for the detection of the
Raman spectra. A CCD camera combined with a micro-
scope allowed one to visually observe on a monitor the
state of the object’s surface during the detection of the
Raman spectra. In some cases, measurements were
repeatedly carried out at the same point of the sample
to make sure that the results of the measurements were
completely reproducible and that there were no varia-
tions in spectral dependences.

3. RESULTS AND DISCUSSION

For materials with a zinc blende structure, specifi-
cally, for CdxHg1 – xTe with an orientation 〈111〉  and
〈122〉 , longitudinal LO and transverse TO optical
modes of lattice vibrations, according to selection
rules, manifest themselves in the Raman spectra. For
other configurations, scattering of photons by longitu-
dinal vibrations can occur only in the case of some dis-
tortions of the crystal structure, which may be caused,
for example, by the presence of impurity centers and
structural defects in the sample. In the first case,
Frelich-type vibrational modes also become active.
These modes manifest themselves along with the vibra-
tion modes allowed by the selection rules. For
Cd0.25Hg0.75Te, the frequencies of the main optical
phonons should have the following values (T = 295 K):

 = 119.5 cm–1,  = 140.5 cm–1, and  =
158 cm–1.

The Raman peaks, which are revealed in the region
of the first-order active phonon modes of CdxHg1 – xTe,
had a complex shape (Fig. 1). In the course of fitting the
calculated curve to the experimental one, it became
clear that it is possible to find the best result using the
procedure of summation of seven Gaussian functions.
An example of a similar breakdown of the experimental
Raman spectrum into constituent Gaussian components
is shown in Fig. 1 for sample 5–1. The spectral position
of each of the seven peaks corresponds to a certain res-
onance vibration in CdxHg1 – xTe (Table 2). Analysis of
the Raman spectra, which were obtained using the radi-
ation of an Ar+ laser at a wavelength of 514.5 cm–1, also
provided information on the vibrational spectra of the

ωTO
HgTe ωLO

HgTe ωLO
CdTe

Table 1.  Parameters of epitaxial layers in
CdxHg1 – xTe/Cd0.96Zn0.04Te structures

Sample 
number

Compo-
sition x

Conduc-
tivity type

Hole concentra-
tion 1016 cm–3

(T = 77.3 K)

Layer 
thickness, 

µm

2–4 0.217 p 1.6 30

5–1 0.229 p 6.4 30

8–2 0.212 p 16 28
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HgTe sublattice. As the composition of CdxHg1 – xTe
varies from x = 0 to x = 0.25, the energy gap E1
approaches the energy of radiation of the Ar+ laser,
which operates at a wavelength of 514.5 nm (2.401 eV).
Thus, the mode of longitudinal optical vibrations of the
HgTe sublattice (LOHgTe), which is forbidden by selec-
tion rules, should not emerge in the Raman spectra up
to x = 0.25. However, such resonance vibration is rather
stable in the spectra of the samples investigated. Shy-
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Fig. 1. Raman spectrum of sample 5–1. Dashed lines show
the Gaussian curves into which the experimental spectrum
was decomposed.
ama Rath et al. [8] reported similar results for a study
of Raman scattering in single-crystal CdxHg1 – xTe sam-
ples. In our case, the emergence of the LOHgTe mode
should be expected with a higher degree of probability
since epitaxial films were studied, which are known to
be of poorer quality compared with bulk CdxHg1 – xTe.
The disordering of the crystal structure, which is caused
by a particular factor, introduces variations into scatter-
ing of photons in actual solid solutions. This causes
broadening of resonance peaks and gives rise to vibra-
tional modes, which are forbidden by the selection rules.

It should be noted that two possible identifications
of peaks 4 and 6 are noted in Table 2. They are either
trigonal Te or Te precipitates. The latter case refers to a
region of the crystal several nanometers in size with a
high density of atoms of a particular type (or all types
combined) in the cation sublattice. This region should
comprise an agglomeration of excess Te atoms with
respect to the remaining volume of the crystal; the Te
atoms are somewhat shifted from their equilibrium
state. To determine the magnitude of this shift exactly,
it is necessary to carry out additional experiments, pref-
erably using EXAFS spectroscopy. No phase boundary
exists between the Te nanoprecipitate and the surround-
ing region of the crystal. On the one hand, this should
affect the spectral positions of the Raman peaks with
respect to metal Te. On the other hand, we may assume
that the peaks mentioned will be shifted due to elastic
strains that emerge in this region of the crystal. In our
opinion, the absence of the phase boundary is caused by
the absence of the local reconstruction of the crystal
structure that occurs in the region of the Te nanoprecip-
itate. Therefore, the effect of elastic strains will not be
so significant. Let us consider the case when the Te
atoms agglomerate spontaneously during the cooling of
as-grown Cd1–yZnyTe or CdxHg1 – xTe crystals in the
form of clusters or phase formations of several
micrometers in size. In this case, the pattern will be dif-
Table 2.  Frequencies corresponding to resonance peaks in the Raman spectra and assignment of these peaks to vibrational
modes of CdxHg1 – xTe

Peak number Spectral position (cm–1) Assignment Reference

1 85 Longitudinal acoustic vibration in the HgTe sublattice [7]

90 E mode of vibrations of crystalline Te [4]

2 107–108 Hg atoms at the sites of the Te sublattice (antisite defect) [11]

105 Te atoms at the sites of the HgTe sublattice [8]

107 Hg vacancies [7]

3 116.5 TOHgTe [10]

4 123 Trigonal Te (mode A1) [12]

126 Te precipitates [4, 7]

5 139.5 LOHgTe [8]

6 142 Trigonal Te (E mode of vibrations) [7]

144 Te precipitates [7]

7 157.5 LOCdTe (TOCdTe) [8]
SEMICONDUCTORS      Vol. 38      No. 1      2004
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ferent. The tellurium atoms line up in an order that dif-
fers from that of the crystal bulk (and with a different
symmetry) and form densely packed chains with their
own crystal structure. As a result of this, elastic strains
emerge in the boundary layer (inclusion/matrix), whose
effect increases as the linear dimension of this inclusion
decreases. This is caused by an increase in the ratio of
the number of atoms that form the transition layer to the
number of atoms that are located in the Te agglomer-
ates. Authors of studies [5, 9] consider that these
agglomerates have a trigonal structure. Alternatively,
Shin et al., based on the results of X-ray diffraction
analysis, concluded that the Te precipitates form a local
rhombohedral crystal lattice in CdTe [4]. It should be
noted that in the same study [4] additional X-ray dif-
fraction peaks were observed, which may indicate the
existence of Te inclusions of other modifications in the
sample. We carried out a number of studies to clarify
the various Te phases in CdxHg1 – xTe crystals. These
phases are easily distinguishable from the selective
etching pattern. In some cases, Te inclusions of the
rhombohedral phase occurred, while in other cases
inclusions of the trigonal phase occurred. Simulta-
neously, variations in the corresponding Raman spectra
were observed. Thus, we assumed that it is possible to
interpret in different ways the nature of the emergence
of resonance peaks in the Raman spectra in the region
of Te vibrational modes.

In our case, it is possible to exclude completely the
presence of any modifications of amorphous Te in the
epitaxial layer bulk. First, amorphous Te crystallizes at
T = 280 K; second, its Raman spectrum is generally
similar to the spectral dependence of the total density of
vibrational states. In this case, an intense broad peak
should be observed in the spectrum at a frequency of
157 cm–1, which is considerably higher than any single-
phonon excitation in a Te crystal.

It should be noted that second-order resonance scat-
tering peaks were absent in the experimental Raman
spectra for all the samples. Given the power and wave-
lengths of laser radiation used, we might have expected
the emergence of 2TOHgTe, 2LOHgTe, 2TOCdTe, LOHgTe +
LOCdTe, and TOHgTe + LOHgTe resonance peaks in the
Raman spectra. Similar vibrational modes were
observed, but for single-crystal samples [8]. This
required that the Raman spectra be detected using pro-
longed signal integration times and an extremely low
scanning rate. In our case, for the CdxHg1 – xTe samples
with composition x ≈ 0.2, the peaks mentioned should
be observed at frequencies ≈233, 279, 315, 297, and
256 cm–1, respectively. Such is the case if we take into
account that the vibrational modes of the CdTe sublat-
tice are located at frequencies (x ≈ 0.22, T = 85 K)
ωLO1(ωTO1 [8]) = 157.5 cm–1, whereas the modes of the
HgTe sublattice are positioned at frequencies ωLO2 =
139.5 cm–1 and ωTO2 = 116.5 cm–1 [10]. Instead of this,
in the experimental Raman spectra obtained from the
side of the surface, as well as over the cleaved plane in
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the immediate proximity of the surface of the sample, a
peak in the frequency region ω ≈ 415 cm–1 was
observed. Its emergence may be caused by the third-
order phonon scattering (3LO1), which seems unlikely
at first glance. To reveal the nature of this peak com-
pletely, further research is required. Furthermore, as
follows from the above, this peak emerged in the
Raman spectra from various crystallographic planes.
We may assume that the aforementioned peak is related
to the combination of LO and TO phonons, which cor-
respond to the Brillouin zone boundary.

The emergence of local vibrations in the experimen-
tal optical spectra can be caused by antisite defects,
such as the incorporation of Cd atoms into the HgTe
sublattice or the emergence of Hg atoms at Cd sites in
the CdTe sublattice, and, finally, by antisite Te in one of
these sublattices. Frequencies of these vibrations can be
calculated using the following relationships for the spe-
cific value of x:

(1)

(2)

(3)

(4)

Here, dn are the force constants, whose values are the
following (x = 0.22, T = 78 K): dCd–Te = 95.4 N/m,
dHg−Cd = 95.4 N/m, dHg–Te = 104.8 N/m [9], dTe–Te =
68.1 N/m; and mn are the masses of the corresponding
ions. From the calculations carried out, the following
wave numbers of the aforementioned local modes were
found: ωTe : HgTe = 152.9 cm–1, ωTe : CdTe = 146.9 cm–1,
and ωHg : TeTe = 107.1 cm–1 for x = 0.22. The calculation for
a single atomic Te–Te pair, for example, in a one-dimen-
sional chain of Te atoms, yields ωTe–Te = 179 cm–1 [13].

It should be noted that there are several interpreta-
tions as to which particular mode of vibrations Raman
peak number 2 belongs. Three possibilities are given in
Table 2, two of which are practically opposite. In addi-
tion to them, it is possible to add the possibility of scat-
tering photons under a two-phonon combination of the
LO–TA type in the same spectral range [14]. In this
case, it should be taken into account that the frequen-
cies of transverse optical phonons at the X and L points
of the Brillouin zone of CdxHg1 – xTe (x ≈ 0.2) are equal
to TA(X) = 29 cm–1 and TA(L) = 25 cm–1 [15]. Hill
pointed out that this vibrational mode (105–108 cm–1)
should correspond to Hg vacancies [7]. This mode was
observed in the Raman spectra of p-CdxHg1 – xTe and
was not observed in the spectra of n-CdxHg1 – xTe [7]. In
our experiments, this mode was observed at various

ω2 Cd : HgTe( ) 1
mCd
--------- dCd–Te dHg–Cd+( ),=

ω2 Hg : CdTe( ) 1
mHg
--------- dCd–Te dCd–Hg+( ),=

ω2 Te : HgTe( ) 1
mTe
-------- dHg–Te dTe–Te+( ),=

ω2 Te : CdTe( ) 1
mTe
-------- dCd–Te dTe–Te+( ).=



86 BELOGOROKHOV et al.
energies of laser excitation at wavelengths of 488 and
514.5 cm–1 in the p-CdxHg1 – xTe epitaxial layers, which
were subjected to postgrowth thermal annealing in Hg
vapors at T = 350°C. As a rule, after such a procedure,
the concentration of Hg vacancies decreases, which
should suppress the mode at 107 cm–1, if its emergence
is caused by these vacancies. It is also necessary to take
into account that the frequency of the last of the vibra-
tional modes listed, which was calculated according to
Eqs. (1)–(4), coincides with that given in Table 2
(mode 2). Based on the above, we believe that its pres-
ence in the Raman spectra is caused by antisite defects
of the HgTe type [11].

Figures 2a–2c show the spectral position of all the
vibrational modes listed in Table 2. The origin of the
abscissa scale coincides with the epitaxial layer sur-
face. Accordingly, the CdxHg1 – xTe/CdZnTe interface is
located at a distance of 28–30 µm from the epitaxial
layer surface. In Figs. 2a–2c, this interface is shown by
a vertical straight line. Let us first consider the struc-
tural quality of the HgTe sublattice by analyzing the
position of the Raman peaks that correspond to its
vibrational modes 3 and 5. In samples 1 and 2 (Figs. 2a,
2b), a similarity is observed in the behavior of the low-
frequency and high-frequency vibrational modes of
HgTe. Their spectral positions practically coincide with
the frequencies of the main optical phonons of HgTe,
which are listed in Table 2. There are slight deviations
(~0.5–1 cm–1) in the surface (~3 µm) region of the epi-
taxial layer. In the case of sample 3, such deviations are
much larger, ~1–2 cm–1 for TOHgTe and ~1–3 cm–1 for
LOHgTe, and they are more noticeable in the central
region of the epitaxial layer. We may assume from the
character of the shift of these modes that the HgTe sub-
lattice in sample 3, especially in the midsection of the
layer, is elastically stressed (compressed). However,
this conclusion could not be confirmed or disproved
unambiguously based on the results of the behavioral
analysis of other vibrational modes. Let us consider
mode 2 (107 cm–1). Its position varies from the surface
to the epitaxial layer boundary in samples 2 and 3. The
deviations from the value predicted (107 cm–1) are very
large (as large as 5.5 cm–1 at certain points of the layer).
Therefore, it is possible to question the assignment of
this mode to vibrations of Hg atoms in the sites of the
Te sublattice.

It is noteworthy that any structure caused by the LO-
phonon intersubband resonance in the inversion layer is
not observed in the Raman spectra of the samples at a
frequency of 132 cm–1. It is sometimes assumed that the
intensity of this mode can serve as a parameter that
characterizes the quality of the crystal surface [16]. In
our case, it is more logical to interpret it in the context
of the surface of the CdxHg1 – xTe epitaxial layers free of
the inversion layer. The next point we should mention
is associated with the absence of any peaks in the
Raman spectra of the samples at frequencies of 133–
135 cm–1. In some studies, these peaks are associated
with a cluster mode, which has Γ1 symmetry [17], or
with the resonance mode of a cluster, which consists of
one Cd atom and three atoms in the Te sublattice [16].
The absence of this vibrational mode in the spectra of
the samples investigated in our study can be considered
as indirect proof of the statistically microscale-uniform
distribution of the major components in the bulk of the
CdxHg1 – xTe solid solution.

Let us consider the analysis of a possible distribu-
tion of excess Te in the epitaxial layer bulk and in the
adjoining interfacial region in more detail. It can be
seen from Figs. 2a–2c that the position of some peaks,
namely, 1, 4, and 6, vary in the vicinity of the layer–
substrate interface. All these peaks, to a certain extent,
are associated with the presence of excess Te in the epi-
taxial layer. It should be noted that Te precipitates in the
samples investigated accumulate in the vicinity of the
layer–substrate interface and in the surface region.
These precipitates are practically absent in the central
(~10–15 µm) part of the epitaxial layer. This is not sur-
prising since, during the heat treatment of as-grown
epitaxial layers at T = 340–380°C for 6 h in saturated
Hg vapors, the diffusion of structural defects into the
epitaxial layer boundaries should occur. The results
obtained are in agreement with the data reported by
Sochinskii et al. [2]. When analyzing the Raman and
cathodoluminescence spectra of bulk CdTe samples,
which were thermally treated in Ga and Cd vapors at
T = 500–600°C, they concluded [2] that Te precipitates
start to vanish in the central part of the sample by
migrating to its boundaries. Additionally, it was noted
that small Te precipitates are annealed out in several
hours, whereas heat treatment of about 22 h is required
to anneal large (5–10 µm) precipitates.

If Te inclusions are in a stressed compressed state,
their resonance peaks should be shifted to lower wave
numbers [12]. Alternatively, if tensile elastic stresses
occur, the peaks shift to the opposite side. The thermal
expansion coefficient for trigonal Te is anisotropic and
attains its largest value in the direction coinciding with
the axis of the Te chain. Therefore, assuming that the Te
inclusions form the extended structure, we can predict
to a first approximation their preferential spatial orien-
tation from the shift of corresponding peaks in the
Raman spectra with decreasing sample temperature.
Let the C axis of the chain of Te atoms be oriented nor-
mally to the sample surface. In this case, the spectral
shift of the vibrational mode A1 (123 cm–1) should not
be so noticeable compared with the case when this
axis is parallel to the surface. In contrast with bulk
Cd1–yZnyTe and CdxHg1 – xTe crystals, Te inclusions
were not observed in the CdxHg1 – xTe epitaxial layers
investigated by us. Therefore, the different variation in
the spectral position of modes E and A1 can be attrib-
uted to the variation in the preferential geometry shape
and average size of Te nanoprecipitates. Consequently,
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Fig. 2. Mutual arrangement of resonance peaks into which the Raman spectra were decomposed. The compositions of the CdxHg1 – xTe
samples over the epitaxial layer depth: (a) x = 0.217, (b) x = 0.229, and (c) x = 0.212. The numbers of peaks correspond to the vibra-
tional modes listed in Table 2.
analyzing the difference of frequencies, which corre-
spond to the vibrational modes discussed, over the layer
thickness, we can gain the information as to whether
the shape of Te precipitates varies or not.

Let us now consider the experimental data. It can be
seen that the A1 mode is absent in the Raman spectra of
SEMICONDUCTORS      Vol. 38      No. 1      2004
sample 3. In sample 2, this mode is observed only in the
immediate vicinity of the epitaxial layer boundaries,
and it is observed over the entire distance from the film
surface to its boundary, extending into the substrate,
only in the first sample. The behavior of this mode is
not monotonic. It shifts by 2–2.5 cm–1 in the interfacial
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region and in the middle of the epitaxial layer, at a dis-
tance of 12–15 µm from the epitaxial layer surface
(Fig. 2a). Consequently, we may assume that the shape
of Te precipitates in the first sample varies from the
layer–substrate interface to the surface. Therefore, the
spectral behavior of other Te vibrational modes (modes 1
and 6) in this epitaxial layer, depending on the spatial
coordinate, correlate with the A1 mode (mode 4). It
should be noted that resonance scattering peaks of pho-
tons are practically absent in the Raman spectra of the
first epitaxial layer. These peaks correspond precisely
to Te inclusions in bulk CdxHg1 – xTe and are located at
frequencies of 126 and 144 cm–1. Therefore, the E vibra-
tional mode (90 cm–1) emerges only in the near-surface
region. This mode is shifted to higher wave numbers,
and this shift is the largest for that part of the sample
where the A1 mode is subjected to the largest shift, but
it is directed oppositely. A similar situation may be
caused by the existence of local elastic stresses of the
crystal lattice in the epitaxial layer. This is a quite con-
sistent conclusion, which is also confirmed to a certain
extent by the behavior of vibrational mode 3 (TOHgTe).
Its spectral position over the epitaxial layer length var-
ies out-of-phase with mode 4 discussed above. In sam-
ples 2 and 3, the A1 mode emerges only in the interfacial
region from the substrate side and in the surface region
of the epitaxial layer. In the substrates of the samples
mentioned, the spectral position of this mode varies
with decreasing sample temperature in the opposite
direction relative to 123 cm–1 (Figs. 2b, 2c). This fact,
as was noted in the previous paragraph, may indicate
differences in the spatial orientations of Te inclusions.
As one approaches the CdxHg1 – xTe/Cd1 – yZnyTe inter-
face, this vibrational mode tends to ~123 cm–1.

Vibrational mode 6 (142, 144 cm–1) behaves quite
differently. Thus, for example, it is practically absent
for epitaxial layer 1, transfers from the substrate bulk
into the layer and is located at frequencies 142–
142.5 cm–1, extends to the middle of epitaxial layer 2,
and exhibits complex behavior in the third case. The
complexity lies in the fact that, both for the Cd1–yZnyTe
substrate and for the CdxHg1 – xTe epitaxial layer, this
mode is considerably shifted to higher frequencies.
Moreover, as can be seen from Fig. 2c, over a distance
of approximately 18 µm from the layer–substrate inter-
face, this shift is so substantial that assigning mode 6 to
vibrations of atoms constituting the Te precipitate can
be questioned. It is most likely that the vibrational
mode, which is related to LOCdTe (TOCdTe), can manifest
itself in this region of the epitaxial layer. Specifically,
epitaxial layer 3 may contain not only Te nanoprecipi-
tates but also more complex agglomerates, which affect
the vibrational properties of the CdTe sublattice. This
conclusion can be partially confirmed by the results of
research into the character of variations in vibrational
mode 1 (E mode of Te vibrations, 90 cm–1). As in the pre-
vious case, this mode is practically absent in the first epi-
taxial layer. In the second epitaxial layer, this mode occu-
pies a position close to equilibrium and deviates from it
only in the near-boundary region of the layer. In the third
layer, this mode is shifted by several inverse centimeters
to the lower side from the equilibrium value (ω =
90 cm–1). This mode starts to shift in the opposite direc-
tion as one crosses the CdxHg1 – xTe/Cd1–yZnyTe bound-
ary. This may be associated with the reversed sign of
elastic stresses for the layer–substrate region in the
third epitaxial layer. Judging from the shift of Raman
peaks 1 and 6, the effect of stresses on the vibrational
properties of the Te sublattice is considerable, which
also affects the vibrations of the cation sublattice.

Figures 3a–3c show data that reflect the character of
variations in the vibrational modes listed in Table 2
over the epitaxial layer depth. Comparing these results,
we may assume that, for the first sample, the structural
imperfections of the HgTe sublattice occur mainly in
the surface region of the epitaxial layer, with the depth
ranging from 0 to 7 µm. This concerns vibrational
modes 3 and 5; their intensity falls abruptly as one
approaches the layer–substrate interface. For sample 2,
these modes are extended over almost the entire layer
depth and most strongly manifest themselves in the half
of the epitaxial layer that adjoins the substrate. In the
third case (Fig. 3c), a situation that combines the first
two variants is realized. Comparing this conclusion with
the above analysis of the data shown in Figs. 2a–2c, it
can be seen that the frequency shift of the aforemen-
tioned modes from the undisturbed state is largest for
the third epitaxial layer. Consequently, from all the rea-
soning given above, one may conclude that the elastic
stresses in the HgTe sublattice are the most substantial
for the third sample. Indirect confirmation of this con-
clusion can be found by analyzing variations in the
intensity of vibrational mode 2, which corresponds to
the Hg vacancies, over the layer depth. For samples 2
and 3, as can be seen from Figs. 3b and 3c, the distribu-
tion of intensity of vibrations of this mode over the epi-
taxial layer is generally similar to that for modes 3 and 5.
Alternatively, for the first epitaxial layer (Fig. 3a), no
such similarity is observed. Moreover, starting from the
middle of the layer and up to its surface, the behavior of
vibrational modes 3, 5, and 2 is substantially different.
Thus, we may assume that the Hg vacancies are at least
not the main source of elastic stresses in the HgTe sub-
lattice. Here, attention should be paid to the manifesta-
tion of mode 7, which reflects the state of the CdTe sub-
lattice (LOCdTe) in the epitaxial layer. In all three cases,
the variation in intensity of this mode follows the same
law as for the HgTe sublattice. Consequently, we may
state with a high degree of confidence that it is not so
much single cation vacancies that may be responsible
for elastic stresses in the CdxHg1 – xTe epitaxial layers
investigated by us, but their complexes. It should be
noted that, based on our data, it seems impossible to
trace the possible participation of impurity atoms in the
SEMICONDUCTORS      Vol. 38      No. 1      2004
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Fig. 3. Distribution of intensity of vibrational modes listed in Table 2 in the Raman spectra of the CdxHg1 – xTe epitaxial layers
investigated. Notation corresponds to Fig. 2.
formation of similar agglomerates. However, it should
be noted that we failed to reveal the presence of any
prevailing impurity both in the Cd1–yZnyTe substrates
and in the CdxHg1 – xTe layers using the SIMS method.
The question of possible Zn diffusion from the sub-
strate during growth of the epitaxial layer and its distri-
SEMICONDUCTORS      Vol. 38      No. 1      2004
bution over the epitaxial layer bulk will be considered
in a separate paper.

By analyzing the form of distribution of intensity of
the vibrational modes listed in Table 2 over the depth of
the CdxHg1 – xTe/Cd1–yZnyTe epitaxial layers, we may
assume that the lattice vibrations caused by vacancy
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complexes are the most active among these modes. In
our view, the Te nanoprecipitates may play the role of
the aforementioned complexes.

4. CONCLUSION

In this paper, the results of investigating the distri-
bution profile and the features of variations in the lat-
tice vibrations, which are initiated by structural
defects of various nature, over the layer depth in
CdxHg1 – xTe/Cd1–yZnyTe epitaxial structures are dis-
cussed in detail. Based on the results obtained, we may
conclude that, in contrast to bulk crystals, LPE-grown
CdxHg1 – xTe epitaxial layers contain no extended Te
inclusions, but nanometer-size Te precipitates occur in
them. Direct proof of such a conclusion can be obtained
using transmission electron microscopy or EXAFS
spectroscopy. After the thermal annealing of the sam-
ples at 340–380°C, the Te nanoprecipitates are redis-
tributed in the surface and interfacial regions of the epi-
taxial layer. Experimental results are obtained using the
Raman scattering method in a micromode over the
sample cleaved surface prepared immediately prior to
measurements. Low-temperature micro-Raman spec-
troscopy is experimentally complex, and the interpreta-
tion of the results obtained is ambiguous. However, this
method provided unique information that was some-
times inaccessible to other experimental methods of
investigating the morphology of epitaxial layers in
CdxHg1 – xTe/Cd1–yZnyTe epitaxial structures over their
depth with localization as small as 2 µm.
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Abstract—The effect of a resonant laser pulse on the quantum dynamics of an electron in a system of two semi-
conductor quantum dots (QDs) is studied theoretically. The pulse characteristics (frequency, amplitude, and
duration) corresponding to the highest probability of electron transition from the ground state of one QD to the
ground state of the other QD are determined with regard to possible difference in the QD sizes. A specific model
with QDs of near cubic shape is considered. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, much attention has been paid to
semiconductor nanostructures: quantum wells (QWs),
quantum dots (QDs), etc. (see, e.g., [1–5]). Further
miniaturization of the basic elements of semiconductor
devices requires a deeper understanding of the physical
processes in nanostructures. One such process is the
interaction of electrons in nanostructures with an RF
electromagnetic field. This interaction is fundamental
for the operation of quantum-cascade lasers [6], reso-
nant tunneling diodes [7], certain models of quantum
computers [8], and so on. Recently, a number of new
effects occurring in QWs and QDs under the action of
laser radiation were predicted theoretically: electron
localization in one of the QWs of a double-well structure
[9], the emission of single photons by a QD [10], etc.

It was suggested in [11] that the action of a laser
pulse on a system of two spatially separated QDs can be
used to transfer electrons from one dot to the other. The
essence of the mechanism that causes this effect can be
outlined as follows. An electron occupying initially the
ground quantum-confinement level in the conduction
band of one of the QDs (localized in this QD) interacts
resonantly with the field of the laser pulse, which
causes a transition of the electron to an excited state. If
the energy of this excited state is close to the top of the
potential barrier separating the QDs (see Fig. 1), the
electron becomes delocalized between the dots. In such
a state, the probability amplitudes for finding the elec-
tron in the first and the second QDs are equal. There-
fore, under the action of the same laser pulse, the elec-
tron can make a transition to the ground quantum-con-
finement energy level of the second dot and remain
there after the pulse. Thus, the excited level serves as a
“transport state” for the electron. It was shown previ-
ously for a simple model system consisting of two iden-
1063-7826/04/3801- $26.00 © 20091
tical QDs [11] that the parameters of a laser pulse (its
frequency, duration, and intensity) can be chosen in
such a way that the probability of an electron transition
from one QD to the other exactly equals unity. It was
suggested, in particular, that this effect can be used in
designing schemes for quantum computation based on
semiconductor nanostructures [11, 12].

It should be noted, however, that, at the current level
of technology, it is virtually impossible to fabricate two
absolutely identical QDs [13]. Thus, it is necessary to
consider how important the difference in the geometric
parameters of the QDs is for the resonance electron
transfer between them. We need to examine whether a

U

BA

εA1

εA2

Ωr

εB2

εB1

Fig. 1. Energy-level diagram for a nanostructure consisting
of two QDs, A and B. Here, εA1, εA2, εB1, and εB2 are the
energies of the ground and excited quantum-confinement
levels in the corresponding isolated QDs; U is the height of
the potential barrier separating the QDs; and Ωr is the reso-
nance frequency. Dashed lines indicate the energies of the
states delocalized between the QDs, which arise due to the
tunneling effect.
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small difference in the sizes of the QDs may result in
considerable, or even complete, suppression of this
effect. The purpose of this study is to extend the results
obtained in [11] to systems of two QDs with nearly, but
not exactly, equal sizes. For the case of a nanostructure
consisting of two QDs of near cubic shape, we find the
conditions for the existence of the effect of laser-
induced resonance electron transfer between the dots.

2. MODEL AND BASIC EQUATIONS

Let us consider two QDs (A and B). We assume that,
if the dots were isolated, each of them would have at
least two quantum-confinement levels with the energies
εAi and εBi (here, i = 1 or 2 is the number of a level) (see
Fig. 1). When the spacing between the QDs is suffi-
ciently large and/or the barrier separating the QDs is
sufficiently high, the wave functions of the ground
states of both dots ϕA1(r) and ϕB1(r) are strongly local-
ized in the corresponding dots and the overlap between
them is weak. Thus, the matrix element V characteriz-
ing the electron tunneling between the |A1〉  and |B1〉
states is exponentially small, and an electron localized
in one of the dots will stay there for a macroscopically
long time, τ ~ 1/V (hereafter, we set the Plank constant
" = 1).

Next, we choose the energy levels εA2 and εB2 of the
excited states |A2〉  and |B2〉  to be close to the top of the
potential barrier separating the QDs. Then, the matrix
element of electron tunneling between the |A2〉  and |B2〉
states will be large, which leads to their strong hybrid-
ization, i.e., to the formation of two states (a bonding
and an antibonding state) extended between the dots.
Let us enumerate all of the levels considered in order of
increasing energy: states |1〉  = |A1〉  and |2〉  = |B1〉  are
localized, and states |3〉  and |4〉  are delocalized. As the
subsequent consideration is based on the resonance-
field approximation, we disregard the possible exist-
ence of other quantum-confinement levels whose ener-
gies differ notably from the energies ε1, ε2, ε3, and ε4 of
the four above levels (accordingly, we skip the “insig-
nificant” levels and enumerate only the four resonant or
near resonant levels).

Taking these considerations into account, we can
write the Hamiltonian of an electron in an electromag-
netic field in the following form:

(1)

here,  and  are the operators of creation and anni-
hilation of an electron in the corresponding states, pij =
〈i| |j〉  are the matrix elements of the momentum oper-
ator, and A(t) is the vector potential (we use the Lorenz
gauge with zero scalar potential and disregard the inter-
action term quadratic in the vector potential).

H t( ) εiai
+ai e/m*c( )A t( ) p31a3

+a1(+
i 1=

4

∑=

+ p32a3
+a2 p41a4

+a1 p42a4
+a2 h.c.+ + + );

) ) ) )

) ) ) ) ) )

)

ai
+) ai

)

p)

Let the frequency Ω of the laser pulse be close to the

resonance frequency Ωr = ε3 – ε1, which equals the dif-
ference between the energies of one of the excited
states (for definiteness, we choose state |3〉) and the
ground state |1〉  of dot A. We assume that δ ! ε4 – ε3,
where δ = Ω – Ωr is the detuning from the resonance.
Level |3〉  serves as the transport level. In the resonance
approximation, Hamiltonian (1) can be written as

(2)

where we introduced λ1 = –(ie/m*Ω)E0p31 and λ2 =
−(ie/m*Ω)E0p32 using the well-known relationship
between the vector potential and the strength of an elec-
tric field with frequency Ω and amplitude E0.

The electron wave function Ψ(t) satisfies the
Schrödinger equation

(3)

with the Hamiltonian (2). It can be written in the form

(4)

At the initial moment (t = 0), the electron is localized in
the ground state of QD A; i.e., A1(0) = 1 and A2(0) =
A3(0) = 0. Our goal is to determine the probabilities
pi(t) = |Ai(t)|2 of finding the electron in state |i〉  at the
moment t. Note that the quantities p1(t) and p2(t) are the
probabilities of finding the electron in the ground states
of QDs A and B, respectively.

Let us pass to the representation Ψ(t) =  in

(3), where the unitary operator  has the form

(see [14]). The wave function  satisfies the equa-
tion

(5)

The Hamiltonian  is time-independent:

(6)
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thus, the solution to the time-dependent equation (5)
can be written as

(7)

Here,  and  are, respectively, the eigenfunctions
and eigenvalues of the time-independent Schrödinger
equation

(8)

The coefficients Bk are determined from the condition

 = Ψ(0) = |1〉 . Expanding state  in states |i〉 , we
obtain

(9)

Taking into account (6), we derive from (8) and (9) a
system of equations for the coefficients Cki and an equa-
tion for the eigenvalues :

(10)

(11)

Using expansion (9), we derive from (7) the expres-
sion

(12)

Here,

(13)

with the initial conditions being Di(0) = δ1i. The
required probabilities of finding the electron in state |i〉
at time t are equal to pi(t) = |Di(t)|2 (here, i = 1, 2, 3).

In the general case (|λ1| ≠ |λ2| and ε1 ≠ ε2), the
expressions for the probabilities pi(t) are very awkward.
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In the particular case ε1 = ε2, these expressions can be
written as

(14)

where

(15)

If level |4〉  is chosen as the transport level, the above
results remain valid, with the only difference that λ1 =
–(ie/m*Ω)E0p41 and λ2 = –(ie/m*Ω)E0p42 in this case.

When λ2  0, expressions (14) and (15) describe
the Rabi oscillations between the ground and excited
states in the first QD; the transitions between the QDs
do not occur. When ε1 = ε2 and λ1 = λ2, expressions (14)
and (15) yield the same results as obtained in [11] for
identical QDs. In this case, p2(T) = 1, provided that δ = 0
and ωRT = π/2 + πn (where n is an integer). In other
words, adjusting the laser pulse duration T, one can
ensure that the electron definitely makes a transition
from one dot to the other within the pulse duration.

It can be seen from (14) and (15) that the probability
p2(t) is always less than unity if λ1 ≠ λ2. The difference
in the energies ε1 and ε2 of the ground states of two non-
identical QDs leads to an even larger decrease in the
maximum value of p2(t). Assuming |ε2 – ε1|, ||λ2| – |λ1||,
and δ ! |λ1|, we find that p2(T) attains its maximum
value

(16)

at T = π/2ωR, where

(17)
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In order to check the sensitivity of the effect of res-
onance electron transfer between QDs to a spread in the
QD sizes, we have to calculate the quantities ε1, ε2, λ1,
and λ2 as functions of the geometric parameters of the
QDs, i.e., to consider some specific model of a double-
QD nanostructure and determine the electron-energy
spectrum and the wave functions. Below, we present
such a consideration for QDs of near cubic shape.

3. ELECTRON-ENERGY SPECTRUM 
AND THE MATRIX ELEMENTS OF ELECTRON 
TRANSITIONS IN A SYSTEM OF TWO NEAR 

CUBIC QUANTUM DOTS

Let us consider the following model [15] (see Fig. 2).
Two QDs A and B are located at distance b from each
other along the x axis. The shape of QD A is a cube with
edge length a, and the shape of QD B is a rectangular
parallelepiped with edge length a along the y and z
directions and a + δa along the x direction. The electron
potential energy V(r) in the dots is assumed to be zero.
The QDs are separated by a potential barrier that has
finite height U in the x direction and is infinitely high in
the y and z directions (see Fig. 2). For simplicity, we
assume that the electron effective mass m* in the dots
and within the barrier is the same.

In this case, the variables in the time-independent
Schrödinger equation can be separated. The wave func-
tion has the form

(18)

where n2 ≥ 1 and n3 ≥ 1 are integers. The energy eigen-
values are equal to

(19)

Ψ x y z, ,( ) 2
a
---Ψ x( )

πn2y
a

----------- 
  πn3z

a
----------- 

  ,coscos=

ε εx

π2n2
2

2m*a2
----------------

π2n3
2

2m*a2
----------------,+ +=

A

B

a

a

a
b

a + δa

y

x

z

Fig. 2. Model of a double-QD nanostructure: dot A has a
cubic shape, dot B has the shape of a rectangular parallel-
epiped, and they are separated by a barrier of thickness b.
QD A occupies the region 0 < x < a, |y| < a/2, |z| < a/2; QD
B occupies the region a + b < x < 2a + δa + b, |y| < a/2, |z| <
a/2. The electron potential energy V(r) = 0 for r ∈  A and
r ∈  B; V(r) = U for |y| < a/2, |z| < a/2 and x < 0, a < x < a + b,
x > 2a + δa + b; and V(r) = +∞ for |y| > a/2, |z| > a/2.
where εx is determined by the dispersion relation,
which results from the conditions of continuity of the
wave function Ψ(x) and its derivative (this dispersion
relation is rather awkward and we omit it here). Thus,
the problem is reduced to solving a one-dimensional
Schrödinger equation.

Consider the subband corresponding to n2 = 1 and
n3 = 1 (see (18) and (19)). Let us assume the value
π2/m*a2 to be the new energy reference point; then, ε = εx.
We assume that (i) the difference in the linear dimen-
sions of dots A and B is small (i.e., δa ! a) and (ii) the
dot spacing b and the height U of the barrier separating
the dots are sufficiently large, so that (2m*b2U)1/2 @ 1,
which means that the overlap between the wave func-
tions of the deep levels of the QDs is very small. In
what follows, we assume that b @ a. Let us determine
the energies ε1 and ε2 of the two lower (localized) levels
of this nanostructure (ε1, ε2 ! U) and the energies ε3 and
ε4 of the two levels close to the barrier top (U – ε3 ! U,
U – ε4 ! U), which are delocalized between the QDs
(see the energy diagram in Fig. 1).

The energies ε1 and ε2 coincide very closely with the
ground-state energies εA1 and εB1 of isolated QDs A and
B, respectively; the discrepancy is exponentially small
with respect to the parameter (2m*b2U)1/2 @ 1. To cal-
culate the probability and the time of the resonance
electron transfer between the QDs (see (16) and (17)),
we need to determine the difference ε2 – ε1. For δa/a ! 1,
we find that

(20)

Here, ξ is the numerical coefficient in the expression
ε1 = ξ2/2m*a2 for the energy of the ground state in an
isolated QW of width a and depth U. This coefficient
depends on the QW parameter m*a2U and can be deter-
mined in each specific case by solving the correspond-
ing dispersion equation; the value of ξ increases from
zero to π as U increases from zero to infinity.

It is known that the second discrete level in an iso-
lated one-dimensional QW of width a appears when the
height of the potential barrier attains the critical value
Uc = π2/2m*a2. In a double-well system, splitting this
level subsequently leads to the appearance of the third
and the fourth levels, both delocalized between the
QWs. The barrier height Uc3, corresponding to the
appearance of the third level, depends on the parameter

(21)

For α ! 1, which corresponds to the case of interest
(where we have two QDs of nearly equal size, although
probably rather distant from each other), the solution of
the dispersion equation yields Uc3 ≈ Uc(1 – δa/a). It
should be noted that Uc3 differs from the critical value

ε2 ε1–
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SEMICONDUCTORS      Vol. 38      No. 1      2004



ELECTRON TRANSFER BETWEEN SEMICONDUCTOR QUANTUM DOTS 95

                     

Uc for a single QW of width a + δa; the reason is that,
for α ! 1, the QWs cannot be treated as isolated.

The third level in a double-well system corresponds
to the bonding state that arises due to the hybridization
of the wave functions of the two levels of separate
QWs. Its wave function is nearly symmetric with
respect to the center of the structure (exact symmetry
exists for δa = 0). If U – Uc3 ! Uc3, the energy of the
third level can be expressed as

(22)

which is confirmed by numerical calculations. With a
further increase in U up to Uc4 ≈ Uc(1 + 4a/π2b), the
fourth level appears; it corresponds to the antibonding
state, whose wave function is nearly antisymmetric
with respect to the center of the structure. At this stage,
this level is of no importance for us, as the third level
was chosen as the transport one (the results remain vir-
tually unchanged if the fourth level is chosen as the
transport level).

In Fig. 3, the wave functions of the three single-elec-
tron levels under consideration are shown for a nano-
structure with a = 20 nm, b = 80 nm, δa = 0.2 nm, and
(U – Uc3)/Uc = 10–2. For this set of parameters, ε1 ≈
0.350U, ε2 ≈ 0.354U, and ε3 ≈ 0.9998U. We do not
present the analytical expressions for the wave func-

ε3 U
π2

4
-----

U Uc3–( )2

Uc

-------------------------,–≈

0 200
–0.02
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400 600 800 12001000
x, Å
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Ψ(x), Å–1/2

Fig. 3. Wave functions of an electron in a double-QD sys-
tem (see Figs. 1, 2). The nanostructure parameters are a =
20 nm, b = 80 nm, δa = 0.2 nm, and (U – Uc3)/Uc = 10–2;

here, Uc = π2/2m*a2 and Uc3 = Uc(1 – δa/a). The long-
dashed and short-dashed lines show the wave functions of
the two lowest states localized in the different QDs (the first
and the second energy levels in the nanostructure); the solid
line shows the wave function of the state delocalized
between the QDs (the third level).
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tions, which are simple but too lengthy. Knowing the
wave functions, one can easily calculate the matrix ele-
ments λ1 and λ2 for the electron transitions 1  3 and
2  3, respectively (see Section 2). Assuming that
the electric field is polarized along the x axis (i.e., E0 =
E0ex), we find for the case of U – Uc3 ! Uc that

(23)

here, the parameter α ! 1 was defined above (see (21)),
and the numerical coefficient β depends on the QW
parameter m*a2U and the coefficient ξ (also defined
previously). For the case under consideration (U ≈ Uc;
i.e., m*a2U ≈ π2/2), ξ ≈ 1.85. Then, β ≈ 0.94 and expres-
sion (20) for the difference ε2 – ε1 can be written as

(24)

where γ ≈ 0.39. Numerical calculations indicate that the
relation (|λ2| – |λ1|)/|λ1| = α between the matrix ele-
ments λ1 and λ2, which is given by formula (23), is sat-
isfied with good accuracy for (U – Uc3)/Uc ≤ 0.1. If
(U − Uc3)/Uc increases to 0.2–0.3, the difference
between |λ1| and |λ2| grows, so that (|λ2| – |λ1|)/|λ1| =
(2–3)α. This circumstance is related to the growing
asymmetry of the wave function of the third level due
to the tendency for it to be localized in the deeper well
(see Fig. 4). Nevertheless, if α ! 1, the absolute values
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Fig. 4. Wave function of an electron at the third (transport)
level of the double-QD structure (see Figs. 1, 2) with a =
60 nm, b = 240 nm, δa = 0.2 nm. (U – Uc3)/Uc = 10–3 (long-

dashed line), 10–2 (thick solid line), 10–1 (short-dashed
line), and 0.3 (thin solid line); here, Uc = π2/2m*a2 and
Uc3 = Uc(1 – δa/a).
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of λ1 and λ2 remain close to each other even in the case
of (U – Uc3)/Uc ≈ 0.5.

4. DISCUSSION
First of all, we note that the probability of electron

transfer between the QDs can be increased by changing
the resonance frequency from Ωr = ε3 – ε1 to  = ε3 –
(ε1 + ε2)/2, which follows from formula (16) and is also
reasonably understood from physical considerations.
Then, taking into account (23), one can rewrite Eq. (16)

for the probability  as

(25)

the corresponding pulse duration T (see (17)) now
equals

(26)

Provided the resonance frequency is appropriately

readjusted, the deviation of  from unity is due only
to the differences between the matrix elements λ1 and
λ2 and the energies of the localized states ε1 and ε2, i.e.,
ultimately, the difference in the size and/or shape of the
QDs. In our model, this difference is characterized by
the quantity δa/a (see Fig. 2). Let us compare the con-
tributions from the terms α2 and (ε2 – ε1)2/|λ1|2 in

Eq. (25) for the probability . First, we evaluate the
parameter α (see (21)), having chosen some reasonable
set of geometric characteristics of the structure under
consideration. Let us assume that the sizes of the QDs
differ by δa = 0.2 nm, which is of the same order of
magnitude as the thickness of a single atomic layer; this
is an “optimistic” but still realistic estimate. Then, for
example, for a = 20 nm and b = 80 nm, we obtain α ≈ 0.2.
Thus, the corresponding term in (26) is only responsi-

ble for a decrease in  as small as 4%. An increase
in the QD size a and a decrease in the spacing b
between them leads to a decrease in α and, accordingly,

to an increase in .

As far as the term (ε2 – ε1)2/|λ1|2 in (25) is concerned,
the condition ε2 – ε1 ! |λ1| (along with the condition
α2 ! 1) is not sufficient to make resonance electron
transfer possible. The fact is that the electromagnetic
field acts on the nanostructure over a finite time interval T
and, thus, contains harmonics in the frequency range
δω ~ 1/T ~ |λ1|. Hence, the necessary condition for the
validity of the resonance approximation (2) is the rela-
tionship δω ! ∆ε, or, in fact, |λ1| ! ∆ε; here, ∆ε is the
energy spacing between the transport level (in the case
under consideration, level 3) and the closest level of the
spectrum. Under this condition, levels 1 and 2 are in
resonance only with the transport level and out of reso-
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nance with any other level. Thus, the following double
inequality has to be satisfied:

(27)

It should be stressed that the value of |λ1| can be var-
ied by a corresponding change in the pulse power (see
(23)), while the quantities ε2 – ε1 and ∆ε are determined
only by the parameters of the nanostructure. Therefore, the
latter have to be chosen in such a way that ε2 – ε1 ! ∆ε.

The value of ε2 – ε1 is given by (24). The value of ∆ε
can be estimated as follows. As was shown in Section 3,
for Uc3 < U < Uc4 there is only one delocalized excited
level (close to the barrier top), and the levels closest to
this level belong to the continuous spectrum. Then,
according to (22),

.

Thus, ∆ε increases with increasing U. If U > Uc4, the
level closest to level 3 is level 4 and ∆ε = ε4 – ε3. In this
case, depending on the parameters of the structure (a, b,
δa, U), this difference may either increase or decrease
as U increases. However, with large values of U, the
difference in the matrix elements λ1 and λ2 is signifi-

cant, and the probability  of resonance electron
transfer decreases (see (16) and Section 3). Thus, the
value U ≈ Uc4 can be used as the optimum barrier
height. Since (Uc4 – Uc3) ! Uc at a/b ! 1 (see Section 3),
we can use formula (22) to estimate the corresponding
optimum value of ∆ε; the result is

Then, taking into account (24), we find that the condi-
tion ε2 – ε1 ! ∆ε can be written as

(28)

The validity of this inequality requires that the two
small parameters δa/a and 4a/π2b satisfy the condition
δa/a ! 4a/π2b. In this case, inequality (28) takes the
form

(29)

where we took into account that 4/γπ2 ≈ 1. For example,
for a = 20 nm, b = 80 nm, and δa = 0.2 nm, we have
δa/a = 0.01 and (a/b)2 ≈ 0.06; thus, condition (29) is
satisfied, albeit without a margin. Indeed, numerical
calculations indicate that, for this set of parameters, the
ratio (ε2 – ε1)/∆ε cannot be smaller than 0.3, which
means that double inequality (27) cannot be satisfied.
If, keeping a constant, we reduce the spacing b between
the QDs, the inequality (2m*b2U)1/2 @ 1 (which is a
necessary condition for localization of the wave func-
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tions of the ground levels in the two QDs) will be vio-
lated: at U ≈ Uc = π2/2m*a2, we have (2m*b2U)1/2 ≈
π(b/a, and the ratio b/a ≈ 4 is close to the lowest accept-
able value. Thus, the only way to meet the above crite-
ria for the possibility of resonance electron transfer
through the third level is to consider a structure with the
QD size a increased severalfold at least, with the value
of b/a kept unchanged. For example, for a = 60 nm, b =
240 nm, and δa = 0.2 nm, the ratio (ε2 – ε1)/∆ε can be
decreased to ~0.1; then, double inequality (27) is satis-
fied, albeit marginally, for (ε2 – ε1)/|λ1| ≈ 0.3.

A further increase in a (with the ratio b/a kept con-
stant) leads to an even stronger reduction in the value of
(ε2 – ε1)/∆ε, which makes it easier to satisfy inequality
(27). However, in this case, the height of the barrier
between the QDs U ≈ π2/2m*a2 decreases rapidly. For
example, U ≈ 14 meV for m* = 0.067m0 and a = 20 nm.
At the same time, U ≈ 0.14 meV for a = 200 nm, and
the structure should be cooled to ultralow temperatures
to avoid detrimental thermal effects. Thus, the values
a = 60 nm and b = 240 nm (with δa = 0.2 nm) are,
apparently, close to optimum: on the one hand, the nec-
essary conditions for the resonance electron transfer are
satisfied (although not rigorously); on the other hand,
the experiment can be carried out at liquid-helium tem-
peratures. Assuming that (ε2 – ε1)/|λ1| ≈ 0.3 and taking
into account the smallness of the parameter α ≈ 0.07,
we find from (25) that the probability of electron trans-

fer can be as high as  ≈ 0.9. Since the right-hand
part of inequality (27) is not rigorously satisfied, the

value of  may actually be somewhat lower; never-
theless, it is obvious that a slight difference in the sizes
of the QDs does not lead to complete suppression of the
effect of resonance electron transfer between the dots.

If the barrier height is increased to U ≈ π2n2/2m*a2

(n = 2, 3, …), levels 2n + 1 or 2n + 2 play the role of the
transport level (the one close to the top of the bar-
rier). These levels are formed due to the splitting of
the (n + 1)th levels in the individual QDs (note that n
must be odd: for even n, the matrix elements λ1 and λ2
are anomalously small, because the deep and the
excited levels of the structure have wave functions of
nearly the same parity with respect to the centers of the
corresponding QW). When the barrier height increases,
it becomes easier to satisfy the condition (2m*b2U)1/2 @ 1
for the localization of the ground states of individual
QDs, and the spacing b between the dots can be reduced
by about a factor of n. In turn, this circumstance makes
it easier to satisfy inequality (29) and, accordingly, ine-
quality (27). However, in this case, the parameter a/b is
no longer small, and some of the approximations made
become invalid. Thus, the issue of laser-induced elec-
tron transfer between the ground states of deep QWs
requires a separate analysis, which we plan to do in the
course of future research.

Finally, let us estimate the optimum value of the ampli-
tude E0 of the electric-field strength for the electromag-

p2
max

p2
max
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netic wave. Let us assume again that (ε2 – ε1)/|λ1| ≈ 0.3;
then, for a nanostructure with a = 60 nm, b = 240 nm,
δa = 0.2 nm, and (U – Uc3)/Uc ≈ 0.1, we obtain from
(23) and (24) E0 ≈ 3 V/cm, which corresponds to the
pulse intensity I ≈ 10–2 W/cm2. Note that, for such a
value of E0, disregarding the term in (1) that is quadratic
with respect to the vector potential is justified.

Estimation of the optimum duration of the laser
pulse for the above set of nanostructure parameters by
formula (26) yields T ~ 1 ns. The value of T must be
smaller than the lifetime τ of an electron in the excited
state with respect to a spontaneous transition to the
ground state with emission of a photon or phonon, since
the unitary evolution of an electron in the field of an
electromagnetic wave is otherwise broken. According
to [15], the value of τ depends heavily on the nanostruc-
ture parameters and may attain 1 µs, so that the condi-
tion T ! τ will be satisfied.

5. CONCLUSION

We studied theoretically the quantum dynamics of
an electron in a nanostructure consisting of two tunnel-
ing-coupled QDs under the action of a laser pulse. We
derived an analytical expression for the probability of
an induced transfer of an electron between the states
localized in different QDs, with the possible spread in
the QD sizes taken into account. Such a transfer occurs
through resonance excitation of an electron to a level
that, being close to the top of the barrier, has a wave
function that is delocalized between the QDs. This
effect is an analogue of the Rabi oscillations for a three-
level system. We determined the dependences of the
frequency and the duration of a laser pulse correspond-
ing to the maximum probability of the electron transfer
on the nanostructure energy spectrum and dipole matrix
elements. Within the model considering QDs of near
cubic shape, we formulated the criteria that the nano-
structure characteristics (the QD size, the spacing
between the QDs, and the barrier height) have to com-
ply with in order to make resonance electron transfer
possible. We concluded that a slight processing spread
in the QD sizes results in only an insignificant reduction

in the electron-transfer probability (  ≈ 0.9). We
believe that, with the current level of nanostructure
technology, this effect can be observed experimentally.
The optimum parameters of the laser pulse are to be
determined from the characteristics of a specific nano-
structure or found by trial and error. Apparently, this
effect can be used to implement operations with qubits
in some models of quantum computers [16].
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Abstract—A new approach to describing the observed features of recombination in semiconductor nanostruc-
tures is suggested. In addition to radiative exciton recombination, a nonradiative channel of exciton Auger
recombination involving local interface states is taken into account. Recombination statistics and kinetics in
semiconductor nanocrystals are considered both for low and high densities of local interface states. The case of
a low excitation level, where a statistical approach to recombination in isolated nanocrystals is no longer valid,
is analyzed. It is shown that the presence of nonradiative exciton Auger recombination accounts both for the
linear dependence of photoluminescence intensity on the excitation level and for the low photoluminescence
quantum efficiency. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In numerous papers that have appeared in recent
years (e.g., [1–8]), the photoluminescence (PL) of
semiconductor nanostructures and nanocrystals was
attributed to exciton radiative recombination. The exci-
ton mechanism of PL became especially popular
because the exciton binding energy and the oscillator
strength for excitonic transitions increase sharply with
decreasing nanocrystal size not only due to quantum
confinement, but also due to the effect of “dielectric
enhancement” [6–12]. The enhancement of Coulomb
attraction between a hole and an electron in semicon-
ductor nanocrystals surrounded by an insulator is pro-
duced by the redistribution of the electric field due to
the smaller permittivity of the insulator compared to
that of the semiconductor.

Calculations show that the exciton binding energy
and oscillator strength for excitonic transitions increase
with decreasing dimensionality, i.e., for the transition
from quantum wells to quantum wires and quantum
dots for a fixed nanocrystal thickness [10, 12].1 It fol-
lows that, for one- and zero-dimensional nanocrystals,
the exciton mechanism of PL can dominate over radia-
tive interband recombination even at room temperature.
Since PL in semiconductor nanocrystals is excited by
band-gap light, theoretical description of excitonic PL
in such structures must take into account that there are
two coupled subsystems: an excitonic subsystem and
an electron–hole subsystem. Such an approach was
used in a number of publications [2, 4, 5, 12].

1 Since for a quantum dot an exciton is not a mobile quasiparticle,
one can use the term exciton only with certain reservations in this
situation. However, it is important that the electron–hole spec-
trum remains strongly renormalized by Coulomb attraction.
1063-7826/04/3801- $26.00 © 20099
Until recently it was assumed that, for fairly low
excitation levels, PL of semiconductor nanocrystals is
related to excitonic radiative recombination, whereas
nonradiative recombination involves free electron–hole
pairs that recombine at defects at the nanocrystal inter-
faces. In this paper, we suggest a different recombina-
tion model. According to this model, nonradiative
recombination is also excitonic, and its mechanism is
exciton Auger dissociation at local centers at the inter-
face. We analyze both exciton and free electron and
hole recombination statistics and kinetics for the limit-
ing cases of high and low densities of local states at the
interfaces. We show that, compared to other models, a
number of experimental facts find a simpler and more
consistent explanation if our model is used.

We perform specific estimations and calculations
using the parameters characteristic of silicon nanocrys-
tals, although the results obtained have a more general
significance and can be used in describing the proper-
ties of other semiconductor nanostructures and nanoc-
rystals.

2. RECOMBINATION MODEL

In what follows, we explain the behavior of PL in
silicon nanocrystals by including the mechanism of
nonradiative exciton Auger recombination at deep local
centers. For crystalline silicon, this mechanism was
analyzed in [13–15], where it was shown that in some
cases it controls the effective lifetime of free charge
carriers. For this mechanism, the exciton nonradiatively
dissociates at a bulk local center emitting a hot electron
(or hole) into the corresponding band. As shown in
[13, 14], the probability of an exciton Auger process in
crystalline silicon is considerably higher than the prob-
ability of multiphonon recombination, since local car-
004 MAIK “Nauka/Interperiodica”
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rier density in an exciton is determined by its Bohr
radius and is rather high (on the order of 3 × 1018 cm–3).
In nanocrystals, due to the effects of quantum confine-
ment and dielectric enhancement, the characteristic
exciton size is substantially smaller than the Bohr
radius of the bulk exciton. Therefore, in nanocrystals
we can expect a further increase in the probability of an
exciton Auger process. In addition, if the nanocrystal
size is decreased, not only bulk but also interface local
centers become involved in the exciton Auger process
(due to the increase in overlap of the wave functions of
the exciton and these centers). Moreover, for quantum
wires and especially for quantum dots of size smaller
than 5 nm, the interface centers must play the major
role, since, for structures of such a small size, the den-
sity of deep bulk centers can be vanishingly low.

Unfortunately, the microscopic theory of exciton
Auger recombination in quantum wires and quantum
dots is not yet well developed. Therefore, we assume
that in the systems considered, just as in crystalline sil-
icon, the above mechanism can result in small charac-
teristic times of nonradiative recombination (smaller
than the time of radiative exciton recombination).
Moreover, for quantum dots, the time of exciton nonra-
diative recombination can be an oscillating function of
the quantum dot diameter due to the discreteness of the
energy spectrum; this circumstance provides more pos-
sibilities for explaining the experimental results.

Finally, we assume that the following hierarchy of
relaxation processes is valid. The smallest times corre-
spond to the cooling of electron–hole pairs generated
by light and the formation of excitons. The times of
nonradiative and radiative exciton recombination are
longer, and the time of multiphonon recombination of
electrons (and/or holes) is the longest.

Note that the phenomenological equations of conti-
nuity that describe the relation between the densities of
electrons, holes, and excitons in nanocrystals can only
be used if the statistical approach is justified, i.e., if N,
Nx @ 1, where N and Nx are the numbers of electrons
and excitons in a nanocrystal.

However, for the excitation levels used in the exper-
iment, the opposite condition is often satisfied, namely,
N, Nx ≤ 1. For example, in the case of pulsed laser exci-
tation (with excitation intensity I = 1022 cm–2 s–1, pulse
duration on the order of 10–8 s, radiation focused on the
area of 1 mm2, light absorption coefficient α ≈ 104 cm–1),
only a single electron–hole pair is generated in a quan-
tum dot of diameter 3 nm; subsequently, this pair forms
an exciton. If there is at least one local level at the inter-
face of the quantum dot considered, then the nonradia-
tive exciton time of decay by the Auger process can be
very short. If the number of local interface levels is
increased, the nonradiative exciton lifetime becomes
even shorter. Only those nanocrystals for which the
exciton radiative time is shorter than the nonradiative
time emit radiation. The greater the average number of
local interface levels in nanocrystals, the smaller the
number of radiating quantum dots. Therefore, for nano-
structures the PL intensity should decrease as the den-
sity of surface levels increases; the PL decay time
should also decrease. This is precisely what is observed
experimentally [4].

The presence of local interface levels (to be more
exact, the relation between the number of free electrons
and/or excitons and the number of interface centers)
largely determines the recombination mechanism in
nanocrystals also in the case where the inequalities N,
Nx @ 1 are satisfied. For example, in case I, where the
number of the local centers Nt in a nanocrystal is much
greater than Nx, we have the following scenario of
recombination processes. At first, a hot electron–hole
pair is thermalized, and then this pair forms an exciton.
Then there is competition between the two processes:
the process of excitonic radiative recombination and
the process of nonradiative Auger dissociation of exci-
tons at a local center with simultaneous emission of a
hot electron or hole into the corresponding band. Then
the hot carriers are thermalized and, finally, mul-
tiphonon recombination with a long characteristic time
τn sets in. After switching the illumination on, at first
the filling of local levels by electrons changes so that
the electron and hole flows from the levels to the free
bands and the backflows become practically equal. In
this case, the exciton density is very low compared to
the density of free electrons (or holes), and the exci-
tonic PL intensity is extremely low. For short-pulse
excitation, when the stationary state during the pulse is
not established, the excitonic luminescence decays
with a characteristic time τx equal to the total excitonic
recombination time, and the density of free electrons
(or holes) at first grows with the same τx and then
decreases with a large characteristic time τn.

In case II, in which the inequalities N, Nx @ 1 are
satisfied but at the same time the inequality Nt ! Nx is
valid, recombination in nanocrystals occurs in the fol-
lowing way. After binding thermalized electron–hole
pairs into excitons, excitonic radiative recombination
and nonradiative Auger recombination at deep centers
occur simultaneously. In addition, electron–hole pairs
that have not formed excitons recombine by the nonra-
diative multiphonon mechanism. In this case, excitonic
nonradiative Auger recombination at local centers has
the following specific features. At first, the filling of
local centers is changed so that the probabilities of
Auger processes with emission of hot holes and hot
electrons become equal. The next stage of the recombi-
nation process corresponds to the simultaneous dissocia-
tion of two excitons at the same center with emission of
a hot electron and a hot hole. This is actually the final
stage of the process of nonradiative excitonic recombina-
tion at local centers. After thermalization, the pair can
again form an exciton and take part in recombination.

In our case, the relation between the densities of
excitons and free electron–hole pairs depends on the
characteristic times τx and τn, excitation intensity I,
SEMICONDUCTORS      Vol. 38      No. 1      2004
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temperature T, and exciton binding energy Ex. Thus, the
ratio of the exciton density to the density of electron–
hole pairs increases with decreasing temperature T and
with increasing exciton binding energy Ex; this is used
as one of the proofs of the excitonic nature of lumines-
cence in silicon nanostructures.

3. RECOMBINATION STATISTICS 
AND KINETICS

Now we calculate the stationary densities of exci-
tons and free charge carriers, as well as the exciton and
free carrier relaxation times for cases I and II for nanoc-
rystals with specific parameters. We will show how to
interpret some experimental results for silicon nano-
structures within the framework of our recombination
model.

First, we estimate the surface density of local levels
at the interface; this density corresponds to the presence
of at least a single local center in the quantum wire
(quantum dot). In what follows, all estimations and
numerical calculations are carried out for the case
where the diameters of the quantum wire and quantum
dot d are equal to 2.5 nm and the length of the quantum
wire is h = 10 µm. To find the desired density, we use
the condition NSS = 1, where NS is the surface density
of the centers and S is the surface area equal to πdh for
a quantum wire and πd2 for a quantum dot. Substitution
of the parameters yields values on the order of 109 cm–2

for a quantum wire and 3 × 1012 cm–2 for a quantum dot.
The corresponding “bulk” densities are 1016 cm–3 and
1020 cm–3, respectively. The latter values are to be com-
pared with the bulk densities of excitons and electrons
in nanocrystals, i.e., with the numbers of electrons and
excitons in a nanocrystal divided by its volume.

As stated above, for relatively low excitation inten-
sities corresponding, for example, to excitation by a
nitrogen laser, we cannot use the statistical approach to
describe recombination in quantum dots, since in this
case the conditions N, Nx ≤ 1 are satisfied. The statisti-
cal approach can only be used for sufficiently high exci-
tation levels; under these conditions, the role of higher-
order Auger processes is greatly increased, resulting in
a sublinear dependence of the PL intensity on the exci-
tation level (e.g., see [4]).

For relatively low excitation intensities, the statisti-
cal approach can only be used for quantum wells and
quantum wires. In the latter case, it is convenient to deal
with densities per unit length [12]. Using such normal-
ized densities, we write down the following system of
equations describing recombination kinetics and statis-
tics for quantum wires far from equilibrium:

(1)

(2)

dnx

dt
-------- γ1np γ2nx– τ xr

1– nx– Gnntnx– Gp ptnx,–=

dn
dt
------ γ1– np γ2nx Gnntnx Cnn pt– α*d2I ,+ + +=
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(3)

(4)

where n, nx, p, and nt are the densities of electrons in the
conduction band, excitons, holes in the valence band,
and electrons at the local centers, respectively; pt = Nt – nt;
Nt is the density of the local centers; α* is the effective
absorption factor taking into account the multiple
reflection of light; I is the illumination intensity; γ1 and
γ2 are the probabilities of exciton formation and disso-
ciation; τxr is the radiative exciton lifetime; Gn and Gp
are the coefficients for Auger processes of exciton and
dissociation at local centers with emission of a hot elec-
tron and a hot hole; and Cn and Cp are the coefficients
of multiphonon capture of an electron and a hole by the
local center. Obviously, γ1, γ2, τxr, Gn, Gp, Cn, and Cp are
functions of the shape and size of nanocrystals, as well
as temperature. Establishing the form of these functions
is the aim of the microscopic theory.

Let us consider the steady-state case. Using Eq. (3),
we can find the electron density on the local levels:

(5)

Summing Eqs. (1), (2) and taking Eq. (5) into account,
we derive the generation–recombination balance equa-
tion

(6)

Using Eqs. (1), (4), and (5) and the thermodynamic
relation between γ1 and γ2 [12], we obtain the expres-
sion relating the exciton and free-electron densities:

(7)

where n0 is the exciton statistical factor and Ex is the exci-
ton binding energy. Solving system of Eqs. (6) and (7),
we can find the densities of free electrons and excitons.

In case I, in which the exciton density is much
smaller than the density of local levels, for silicon quan-
tum wires we can use the fact that the probability of the
Auger process with emission of a hot electron is higher
than the probability of the Auger process with emission
of a hot hole; i.e., Gn > Gp. Moreover, we assume that
the following inequalities are valid:

dnt

dt
------- Gn– ntnx Cnn pt Gp ptnx Cpnt p,–+ +=

n p pt,+=

nt

Gpnx Cnn+( )Nt

Gn Gp+( )nx Cnn Cp p+ +
--------------------------------------------------------------.=

1
τ xr

------
Gp Gnnx Cp p+( )Nt

Gn Gp+( )nx Cnn Cp p+ +
--------------------------------------------------------------+ 

  nx

+
Cn Gnnx Cp p+( )Ntn

Gn Gp+( )nx Cnn Cp p+ +
-------------------------------------------------------------- α*d2I .=

nx n n
Gnnx Cp p+( )Nt

Gn Gp+( )nx Cnn Cp p+ +
--------------------------------------------------------------– 

 ≈

× n0 Ex/kT–( )exp[ ] 1– ,

Cnn @ Gnnx, Cnn @ Cp p, GnNtτ xr @ 1.



102 SACHENKO, KRYUCHENKO
By using these inequalities, we can reduce the gen-
eration–recombination balance equation (6) to the form

(8)

Using Eq. (8), we obtain the following expression for nx:

(9)

In this case, the internal quantum efficiency of exci-
tonic PL is

(10)

and the density of free electrons can be determined
from the following condition:

(11)

where pt = Nt – nt is the density of holes trapped at local
levels. Taking Eq. (9) into account and solving Eq. (11),
we obtain

(12)

Substituting the above expressions for nx and n into
the inequality Cnn @ Gnnx, we find the criterion of the
validity of case I,

(13)

We can see from expressions (9) and (12) that in this
case the exciton density linearly depends on illumina-
tion intensity, and the density of free electrons and
holes trapped at local levels is proportional to I1/2. Thus,

GnNtnx α*d2I .≈

nx α*d2I/GnNt.≈

η 1/τ xrGnNt,≈

pt

GnNtnx

Cnn
----------------- n,≈ ≈

n α*d2I/Cn.≈

α*d2ICn

GnNt

-------------------------- ! 1.

106

1019 1020

105

104

103

1, 1', 2, 2'

3

3'

Intensity of laser excitation I, cm–2 s–1

Density, cm–1

Fig. 1. Illumination-intensity dependence of the densities of
(1, 1') free electrons, (2, 2') holes trapped at local centers,
and (3, 3') excitons in silicon quantum wires at T = 300 K
and for the exciton binding energy Ex = 0.1 eV. The densi-

ties of interface local centers Nt (cm–1) are (1–3) 3 × 106 and

(1'–3') 107.
the internal quantum efficiency of excitonic PL is sig-
nificantly smaller than unity and decreases with
increasing density of local centers as 1/Nt.

In Fig. 1, we plot the densities of holes trapped at
local interface levels, free electrons, and excitons as
functions of the excitation intensity. These densities
were obtained by numerical solution of the system of
Eqs. (5)–(7) for the following set of parameters:

n0 = 106 cm–1, α* = 2 × 105 cm–1, d = 2.5 nm,

T = 300 K, Gn = 102 cm/s, Gp = 10 cm/s,

Cn = 1 cm/s, Cp = 0.1 cm/s, τxr = 10–5 s.

It can be seen from Fig. 1 that, in the range of exci-
tation intensities considered for the steady-state case,
the exciton density is several orders of magnitude lower
than the density of free electrons and holes trapped at
the interface levels. The increase in the densities of free
electrons and trapped holes with illumination intensity
is sublinear, and the increase in the exciton density is
almost linear. Finally, it can be seen from Fig. 1 that the
densities of free electrons and trapped holes are practi-
cally equal.

Next we analyze the recombination kinetics for the
case of short excitation pulses where the pulse duration
ti is much smaller than the above characteristic times,
except for the thermalization times and the time of exci-
ton formation from electron–hole pairs. In this case,
during the pulse duration a quasi-equilibrium between
electron–hole pairs and excitons is established, and the
total density of excitons and electron–hole pairs is
determined by the relation

(14)

where

In what follows, we only consider the case in which
the exciton binding energy Ex is sufficiently large, so
that nx @ n. Thus, for example, for an illumination
intensity of 1022 cm–2 s–1, excitation pulse duration of
10–8 s, temperature of 300 K, and binding exciton
energy Ex = 0.3 eV, the density of free electron–hole
pairs is estimated to be only 1% of the exciton density.

At time ti, which corresponds to switching the illu-
mination pulse off, we have

(15)

and the densities of free electrons and holes are negligi-
ble. Then Eqs. (1) and (2) assume the following form:

(16)

(17)

nx n+ α*d2Iti,=

nx
n2

n0 Ex/kT–( )exp
-------------------------------------.≈

nx t ti=( ) α*d2Iti,≈

dnx

dt
--------

nx

τ x
eff

-------,–≈

dn
dt
------ Gnnt0nx Cn pt0n,–=
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where

and nt0 is the density of trapped electrons before the
illumination is switched on. The function

(18)

is a solution of Eq. (16) with initial condition (15). With
allowance for Eq. (18), the solution of Eq. (17) has the
following form:

(19)

Expression (19) is valid if Cnpt0 < 1.

In Fig. 2, we show the time dependence of excess
densities and “instantaneous” characteristic relaxation
times τi = –ni/(dni/dt) for excitons and free electrons.
The plots were obtained by numerical solution of a sys-
tem of kinetic equations for excess densities for arbi-
trary deviations from equilibrium. The following values
of the parameters were used in the calculations:

I = 1021 cm–2 s–1, Ex = 0.3 eV, γ1 = 109 cm/s,

Nt = 106 cm–1, nt0 = 0.9Nt.

The numerical values of the other parameters are the
same as in Fig. 1. The excitation illumination pulses
were assumed to be rectangular, and their duration was
ti = 10–8, 3 × 10–8, and 6 × 10–8 s. We can see from
Fig. 2a that, for such short pulses, the densities of exci-
tons and electrons do not attain their steady-state val-
ues. We also see that, after switching the pulse off, for
excitons the relaxation kinetics is monotonic, whereas
for electrons it is nonmonotonic, in agreement with the
above theoretical analysis. At the same time, in Fig. 2b
we see that the pulses of specified duration are not suf-
ficiently short for the instantaneous relaxation times to
remain constant during the entire period of relaxation.
For excitons, the instantaneous relaxation times first
increase and then decrease, whereas for electrons they
first decrease and then increase. The cause of this
behavior is the variation in filling of interface levels by
electrons during relaxation.

The above results allow us to explain why in the
case of an unpassivated interface the PL intensity is
extremely low. The reason is that excitons formed from
electron–hole pairs very rapidly dissociate nonradia-
tively at local interface levels, and the dissociation time
is the shorter, the greater the density of local levels.

In case II, the densities of free electrons and holes
are equal. If the inequality

τ x
eff τ xr

1– Gnnt0+( ) 1–
, pt0 Nt nt0,–= =

nx t( ) α*d2Iti t/τ x
eff–( )exp≈

n t( )
α*d2ItiGnnt0τ x

eff

1 τ x
effCn pt0–

---------------------------------------≈

× Cn pt0t–( )exp t/τ x
eff–( )exp–[ ] .

τ x
eff

Gn Gp+( )nx @ Cn Cp+( )n
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is taken into account, the equation of generation–
recombination balance under steady-state conditions
assumes the following form:

(20)

where

Thus, the densities of excitons and electron–hole
pairs are related by

(21)

nx

τ x

----- n
τn

----+ α*d2I ,=

τ x
1

τ xr

------
GnGpNt

Gn Gp+
-------------------+ 

  1–

, τn

Gn Gp+
GnCnNt

-------------------.= =

nx
n2

n0 Ex/kT–( )exp 1/γ1τ x+
-----------------------------------------------------------.=
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Fig. 2. (a) Time dependence of the excess densities of exci-
tons and free electrons and (b) of the instantaneous relax-
ation times for silicon quantum wires; T = 300 K, Ex =

0.3 eV, Nt = 106 cm–1, and I = 1021 cm–2 s–1. The curves
correspond to (1–3) excitons and (4–6) free electrons. Exci-
tation-pulse durations timp are (1, 4) 10–8, (2, 5) 3 × 10–8,

and (3, 6) 6 × 10–8 s.
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We note that the term 1/γ1τx was earlier disregarded.
The estimations using the values γ1 = 109 cm/s and τx =
10–6 s show that this term can be important only for the
case of large exciton binding energies and low temper-
atures, where Ex/kT > 25. Its inclusion affects only the
density of electron–hole pairs, which in this case is sig-
nificantly lower than the density of excitons.

As can be seen from expressions (20) and (21), the
dependence of the densities of excitons and electron–
hole pairs on illumination intensity and on other param-
eters in the equations can generally be found analyti-
cally. However, for silicon nanocrystals under typical
conditions, the exciton recombination rate is consider-
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Fig. 3. Illumination-intensity dependence of the densities of
(1–3) electron–hole pairs and (4–6) excitons for silicon
quantum wires; T = 300 K, Nt = 104 cm–1. The exciton bind-
ing energies Ex are (1, 4) 0.1, (2, 5) 0.2, and (3, 6) 0.3 eV.
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Fig. 4. Temperature dependence of the density of (1–3)
excitons and (4–6) electron–hole pairs in silicon quantum
wires for the excitation intensity I = 1018 cm–2 s–1. The
exciton binding energies Ex are (1, 4) 0.1, (2, 5) 0.2, and
(3, 6) 0.3 eV.
ably higher than the rate of recombination of electron–
hole pairs; i.e. nx/τx @ n/τn. In this case, we obtain

(22)

(23)

It follows that, just as for case I, the exciton density
increases linearly with illumination intensity, whereas
the density of electron–hole pairs grows as I1/2.

The results of solving Eqs. (17) and (18) are shown
in Fig. 3, where we plot the densities of excitons and
electron–hole pairs as functions of the illumination
intensity. In the calculations, we used the density of
local interface centers Nt = 104 cm–1 and the same set of
remaining parameters as for Fig. 1.

It can be seen from Fig. 3 that, first, the dependence
of the exciton density on the illumination intensity is
practically always linear, even for the case where the
density of electron–hole pairs exceeds the exciton den-
sity. The slight superlinearity of curve 4 in the region of
low excitation intensities is due to the fact that, in this
case, the strong inequality nx/τx @ n/τn is not satisfied.
Second, although the density of electron–hole pairs
decreases substantially with increasing exciton binding
energy, the exciton density remains almost unchanged.
Finally, we can see from Fig. 4, where the temperature
dependence of the densities of excitons and electron–
hole pairs is shown, that the temperature dependence of
the exciton density is relatively weak. This fact shows
that, for all the situations considered, the inequality
nx/τx > n/τn is satisfied; i.e., the rate of exciton recombi-
nation exceeds the rate of recombination of electron–
hole pairs.

In case II, for short excitation pulses, recombination
kinetics calculated in the same approximations as for
case I but with allowance for the relation p = n and ine-
quality nx/τx @ n/τn is described by

(24)

(25)

i.e., the characteristic electron-density decay time is 2τx.

4. DISCUSSION

Now let us compare the results for cases I and II. We
can see from Figs. 1 and 3 that the density of free elec-
trons in case I is comparable to the total density of exci-
tons and electron–hole pairs in case II, although the
density of the surface centers in case I is three orders of
magnitude higher than in case II. To obtain similar
results for nonradiative, purely multiphonon recombi-
nation, one has to assume that in addition to deep levels

nx α*d2Iτ rx,≈

n n0
Ex

kT
------– 

 exp 1
γ1τ x

----------+ α*d2Iτ x
 
 
 

1/2

.≈

nx t( ) α*d2Iti
t
τ x

----– 
  ,exp≈

n t( ) α*d2Itin0
Ex

kT
------– 

 exp t
2τ x

--------– 
  ;exp≈
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there are fairly shallow levels (trapping levels for holes)
with a high density and that the density of deep levels
remains low for any degree of interface passivation. At
the same time, in our approach, the accumulation of a
large number of holes at local deep centers is naturally
explained by the fast Auger process of exciton dissoci-
ation (with emission of hot electrons).

In the above approach, the size of the silicon nanoc-
rystals and the effect of the environment (the density of
the interface centers) were assumed to be unchanged.
However, it is obvious that, in order to compare with
experiment, it is necessary to perform averaging both
over the nanocrystal size and over the parameters of the
interface environment. Nevertheless, one can explain a
number of experimental results obtained in [2, 3, 5, 16]
for porous silicon by using our approach even disre-
garding the distribution of wire sizes but taking into
account the fact that wires of the same size can have dif-
ferent surroundings. In particular, according to the
results obtained for cases I and II, excitonic PL inten-

sity  = nx/τxr increases with decreasing temperature
because of the increase in exciton density and in the

probability of radiative excitonic recombination  ∝
T–1/2 [12]. This increase in the PL intensity agrees with
the experimental results in [2]. The larger increase in

 with decreasing temperature observed in [16] for
as-prepared samples of porous silicon can be attributed
to the decrease in exciton recombination rate in the
crystalline substrate. The experimental temperature
dependence of the free carrier density obtained for oxi-
dized wires with a low density of interface levels [17]
qualitatively agrees with the results in Fig. 4. The linear
dependence of the excitonic PL intensity on the illumi-
nation intensity observed in porous silicon for rather
low excitation levels [3, 5] also finds a natural explana-
tion within the framework of our model. It is related to
the fact that both radiative and nonradiative excitonic-
recombination rates depend quadratically on the den-
sity of electron–hole pairs.

The above results account for the substantial change
in the dependence of the PL internal quantum efficiency
on the density of local interface centers. Thus, for low
densities of local levels (Figs. 3, 4), the PL internal
quantum efficiency for silicon nanocrystals is estimated
to exceed 10%, whereas for high densities of local lev-
els (Fig. 1) it is less than 0.01%. These examples show
the important role played by the environment of indi-
vidual nanocrystals; it can change the PL internal quan-
tum efficiency for individual nanocrystals by orders of
magnitude even if the other parameters (e.g., the nanoc-
rystal size) are the same.

Note that the recombination model, which does not
take into account nonradiative dissociation of excitons
at local interface centers, cannot explain the small val-
ues of PL internal quantum efficiency in silicon nano-
structures consisting of nanocrystals of approximately

Ix
PL

τ xr
1–

Ix
PL
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the same size with a large average density of local lev-
els. This is illustrated in Fig. 5, where the temperature
dependence of the internal quantum efficiency of exci-
tonic PL is shown for the above set of parameters
(except for the nonradiative exciton lifetime τxn, which
was assumed to be infinite). The parameters for the var-
ious curves are the values of the exciton binding energy
and the density of local interface centers. In Fig. 5 we
can see that the quantum efficiency tends to 100% with
increasing Ex and decreasing temperature even for very
high densities of local interface centers.

In fact, the methods of self-organization that are
widely used in the preparation of semiconductor nano-
structures do not allow one to obtain nanocrystals of the
same size, especially those with the same interfaces.
The spread in nanocrystal size can itself substantially
complicate the interpretation of experimental results.
As an example, we can cite the results of [8]. In this
paper, PL of individual silicon quantum dots was stud-
ied after the preparation of an ensemble of silicon
nanocrystals of similar sizes. It appeared that only a
small fraction of all these nanocrystals emits light. This
may mean that either their sizes slightly differ, thus
affecting the dependence of radiative exciton lifetime
on the size of nanocrystals (see [12]), or that different
quantum dots have different interfaces and only the
interfaces of certain nanocrystals are properly passi-
vated (the latter factor is more probable).

5. CONCLUSION

In this paper, we suggested a new model of recom-
bination in semiconductor nanostructures including the
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Fig. 5. Temperature dependence of the internal quantum
efficiency of excitonic PL for silicon quantum wires for the
excitation intensity I = 1019 cm–2 s–1. The following values
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Auger mechanism of excitonic nonradiative recombi-
nation at deep interface local levels.

We have shown that, even for individual nanocrys-
tals when a statistical approach may be used to describe
recombination, recombination laws can appear to be
completely different for structures with highly dissimi-
lar densities of interface centers.

We established that our model can consistently
explain a number of experimental results obtained for
silicon nanostructures. In particular, by including only
the nonradiative mechanism of excitonic recombina-
tion with the lifetime depending on the density of local
interface levels, one can explain both the linearity of the
PL intensity dependence on the excitation level and the
low PL quantum efficiency for nanostructures with an
unpassivated interface.

We also showed that, if the nonradiative channel of
excitonic recombination is dominant, the density of
free charge carriers in silicon nanostructures should
increase as I1/2 increases with illumination intensity I.
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