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A method based on variational principles is proposed for constructing few-mode models of
distributed nonlinear systems to a higher accuracy of approximation than the Galerkin method for
a prespecified basis of trial functions. This method may be useful for studying the initial

stages of the laminar-to-turbulent transition, when the increase in the number of trial functions
sharply increases the stiffness of the reduced system, so that it is advisable to use optimal
few-mode models. The proposed method is used to construct and analyze a modification of the
Lorenz model for a Saltzman system. 97 American Institute of Physics.
[S1063-7847)00105-7

INTRODUCTION be substantially different from the Lorenz model obtained by
the Galerkin procedur?.
The Ruelle—Takens theorehwhich states that the tran-

sition to chaos in dynamical systems can occur through a
finite number of bifurcations, raises interest in finite- BRIEF EXPOSITION OF THE METHOD
dimensional models for describing the laminar-to-turbulent
transition in systems with distributed parameters. Such mod-
els are ordinarily constructed by the Galerkin procedure, au d d
which gives a system consisting of a finite number of ordi- gt F Xy ,[?Tm,r,u : @)
nary differential (_aquatlons fqr the _amplltuo_les O.f the pertur'whererz{xl, ... Xy} is the spatial coordinate, the function
bations. The choice of a basis of trial functions in the proce- ; . g . : S

. o ) . u on its domain of definitiorV is subject to the initial con-
dure is based oa priori information about the behavior of

dition u(r,t)|;—o=u’(r), and on the boundary of this do-

the system and the character of its instabilities, and the miniz. .\ the functionu satisfies the appropriate boundary con-

mum number of these functions that can provide sufficientlydiﬁOns for the physics of the phenomenon under study.
complex behavior is 3. It is clear, however, thatthe use of a | ot s now define the scalar product ov as
s_ma_II_ numper of modes in the _Galgrkln method leads to ?f(r),g(r))=fvf(r)g(r)dv. We will seek an approximate
significant inaccuracy of approximation. Of course, the necyg|ytion of equatior() in the form
essary accuracy can always be achieved by keeping a large
number of modes of the perturbations. However, enlarging
the basis of trial functions without changing the number of
order pare}meter_s_ in the dynamics of a §yst_em near th_e thres\rfv_here the trial function$d; satisfy the necessary boundary
old of its instability (see, e.g., Ref.)3will significantly in- conditions and, in addition, obey the condiion that
crease the stiffness of the system and require a substantia(f'.H_)Eo only it i= ie thzay are orthogonal. We then
decrease in the size of the numerical integration $tep. intrlociuce the residual '
In this situation it seems advisable to proceed with the
analysis of the initial stages of the laminar-to-turbulent tran- . ou d Jd
sition by constructing an optimal model in the framework of ~ N(AA.N)=—-—F ey
a prespecified basis of a small number of trial functions. ThisWhereA (A A
paper gives a further development of the method propose ~ ULy e P .
by the author in Ref. 5 for constructing such a model from2 In accordagce (\j’\_”th thg_f?alerklr; meth(_x;be, S'g fRef.
considerations of minimizing the integral of the square of the ), a sysFem oh ordinary differentia (_aquatloneo S or
residual in the neighborhood of the moving point of the dy-1'¢ 2MPlitudes;, ... Ay can be obtained from the require-
. . . . . . ments of orthogonality of the residual of the trial functions:
namical system, which permits a significant improvement in
accuracy as compared to the Galerkin approximation. (Hi(r),N(A,A,r))=0, i=1,...n. ®)
The use of the method is demonstrated on the Saltzman
system, which arises in a number of problems in the descrip-
tion of the initial stages of the laminar-to-turbulent transition A=f(A) (4
(the onset of Beard cell§ or stratification of a current-
carrying liquid-metal conductéf). For this system we shalll
construct the simplest three-mode model, which turns outto ~ A;(0)=(u®,H))/(H; ,H;), i=1,...n, (5)

We consider a partial differential equation of the form

u='J=_Z1 A (HH, (1), 2

Ultimately we obtain the system of equations

with the initial conditions
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wheref={f,, ... ,f,} are nonlineatin general functions of d 62
the amplitudes. aAi =fi(A)— T A
(|

In the present paper we propose to construct a system of
n

ODEs on considerations that the following functional be aC . )
minimal on the trajectory: X 121 (9—Ajfj(A) +0(e), i=1,...n (9
o= to+sL A A)dt= tote N.N)d 5 with the initial conditions(5); this model differs from the
B to—e (AA)dt= to,g( N)dt, ©) model obtained by the Galerkin method and contains an un-

determined parameter, the optimum value of which should

wheret, is the moving time variable anel is the time inter- ~ correspond to a miniqnw;n of some figure of merit of the
val on which the minimization is carried out. model, such as(e) =/ °+ Ld7 (the numbersTy andT are
This means that we launch the trajectory from the mov-chosen appreciably Ionger than the characteristic times for
ing point in such a way that is optimally approximates thesystem(9)). It is easy to see that one can to good accuracy
initial equation(1) in a temporal neighborhoag of the mov-  take the optimum value of equal to the shortest character-
ing point. It is easy to see that this approach reduces to thigtic time of the stability, as that time is what determines the

Galerkin method foe=0. radius of convergence of the expansioreiin Eq. (8).
We denote the corrections to equationd) by
B={Bi, ... Bn}:
. _ GENERALIZATION OF THE METHOD TO THE CASE OF A
B=A—f(A); SYSTEM OF EQUATIONS
then the functiorL may be written in the form Let us consider a system &f partial differential equa-
tions
n
L(AA)=(N,N)=C(A)+ X, @B, (7) Mj_pl 2 9 -
= P axl""’axm’r’ul""’uk ., J=1,...k
" . . (10)
wherea;, ... ,a, are positive coefficients, and the function _ _ _
C(A) = 0 reflects the inaccuracy of approximati@. such thatu;=u,= ...=u,=0 is a particular solution of
Without loss of generality one can assume thatthis system. We seek an approximate solution of the system
a;=...=a,=1. Indeed, if this condition is not met, then by approximating each function; (j=1, ... k) by means
one can take the trial functions irf2) in the form  of n; trial functions:
H,=H,;/Ja; (i=1, ... n), which brings Eq(7) to the re- dj+1
quired form. S u=u;= > AMHI(), j=1,...k (12)
It is helpful to separate the problem of minimizing the i=dj+1

functional S into two separate problems: that of minimizing whered, = E’
the functlonalsl—f o .(N,N)dt with the first end free and
trial functlons

the second end f|xed and the problem of minimizing the et us now introduce the residual for each equation of
function S,= ft"”(N N)dt, with the first end fixed and the system(10):

second end free Under the condition that the parameter

_,n; and, henced,=n is the total number of

small, the solution of such problefnteads to systems of L _ ‘7_1"1_ 7 J ~ ~

ODEs: N;(A,A,1) pn F axl""’axn’r’ul""’uk ,
dA_f(A) S&C(A) 82 J j=1,...,k.
dt’ ' T2 oA 4 A As before, the requirement that the residual be orthogo-

e nal to the trial functions yields a system ofODEs (4) for
x| > —f(A)|+0(e%), i=1,...n, (8 the amplitudesA, . .. ,A,. Further, in distinction with Eqg.
=1 9A, (6), here we we take the integrahdin the form

where the plus and minus signs correspond to the first and . K

second problems, respectively. L(A,A)=j§l (Nj,Nj)B;., (12)
The difference in signs arises because we have broken

the invariance with respect to the operation —t by mini-  wheref, . .. ,B are non-negative coefficients which deter-

mizing the functionals on asymmetric time intervals mine the contribution of the residuals of the various equa-
[to,tp+e] and[ty—e,ty]. The solution of the original prob- tions to the functiori.

lem of minimizing the functiona(6) on the symmetric inter- The values of these coefficients will be chosen below.
val[ty—e,tg+¢] is obtained by dropping all the terms (8) Each of the scalar products (fi2) can be represented in the
which are odd ine. We obtain the few-mode model form
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dj+1 not the case are determined in an analogous way by compar-

J
(Nj,Nj)+C;(A)+ Yi Biz, ing the behavior of the slower amplitudéise., those with
=g+l smaller indices\).

where, as beforeB,, ... B, are corrections to equations In the second case the equivalence of the terms in Eq.
(4). (12) will be understood to mean equivalence of their average

From the fact that equation(1?) is satisfied by Values overatim@=2sx/Im(\,). Rewriting the expression
Up=U,= ...=U,=0, itis clear thath=0 will be a station- for L in the variablesa,, ... a,, then assuming that
ary solution of the system of equatiof. We now require 8= - - - =a,=0, and keeping only the terms quadratic in
that the values of the coefficienf, . .. ,8x be such that @i anda,, we obtain
near this point in the phase space of the systénthe dis- ;| ¢ d 2N
tribution of the various terms if12) will be equivalent. —f Ldt=~2 a\/alaz—Re(Al) vaja, 2 YiV1iVai,
Since the corrections to equatio@ in the proposed method t =1
are substantially nonlinear, it is sufficient to use the GalerkinyhereV,; andV,; (i=1, ... h) are the elements of the first
approximation(4) to determine the values of the coefficients. gnd second columns of the matik
We rewrite this system in the form We must therefore set

A — 2 dj+1 -1

AZDATOAD, 13 ﬁj:(, > 7’iV1iV2i) , =100k
whereD is a square matrix with the elements 1=dj+1

We have thus found the values of the coefficients
Dijza—fi _ B1s .- ..Bk. If we now rewrite the functiorL in the form
A Ao (7), where we will have

In the general case, systeth3) can be reduced to the X .
following form with the aid of a linear coordinate transfor- C(A)=le BiCi,  ai=Bjv, i=1...n,
mationA=Va, whereV is a square matrix having the prop- o ) ) »
erty V- 'DV=diag(\,, A and the subscript is determined by the inequalities

a; N O oo 0y L 0<|_$d1’
d a, 0 )\2 a, , J _ 2, d1<| gdz,
dt| : | | : ;| ToE).
a, 0 ) \a, k, dy_1<i=n,

) o we will again get the problem of optimizing the functional
Without loss of generality, it can be assumed thatg) and from there on the problem of constructing the sys-

Re()\l_)BRe()\z)B s -ZReOfn)- ) tem of ODEs can be treated in analogy with the previous
It is clear that the behavior of the dynamical system andgegction.

hence, the value of the terms in E42) will be determined
by the fastest amplitudes, i.e., by the amplitudes with the ExaMPLE OF THE USE OF THE METHOD

largest real part of the index. . . . : I
: ) o In this Section we will consider as the initial system of
There are two most important cases: the first is when

\, is real, and the second is whag and\, are a complex partial differential equations the Saltzman system, which
1 ’ T 2 -

. . : arises in a number of problems in the description of the ini-
conjugate paifwe assume that these eigenvalues are nonde: . o
jugate pait 9 etlal stages of the laminar-to-turbulent transitighe onset of

generatg , i T
In the first case, we rewrite expressit®) for L in the aig[igsguse’cttgfsS(:{?;[!flca“on of a current-carrying liquid-
variables aq, ... ,a,; then, assuming thab,=a;= ... ' .
= a,=0, and keeping only the terms quadraticiy) we get V2 aVZp Y IV o 30
n ping only q @ we g lﬂ: %0_!#_ w—w+a—+yv4¢, (14
2 n ot X 0z dz X IX
~| — _ 2
L~| qrar—Ma 241 YiVii, 20 _099y 00w v o .
- ax oz gz ax Bax eVl (19
whereVy; (i=1, ... 0n) are the elements of the first column

where «, B, y, and { are positive coefficientsy(x,z,t),

of the matrixV. ) e
6(x,z,t) are some scalar fields satisfying the boundary con-

We see immediately that for the coefficierglg, . . . By

we should set ditions
dj+1 -1 0|z:020|z:20:‘//|z:0: llf|z:20:Vzl//|z:0:V2‘/f|z:zozo-
_ 2 . . . .
Bi= ( =T 7ivli> T For the problem of two-dimensional thermal convection
]

in a plane layer of liquid of height, as a result of its heating
Of course, all this is valid if the sums on the right-hand from below, the coefficient is the viscosity{ is the ther-
sides are nonzero. The weight coefficie@tfor which thisis  mal diffusivity, « is the product of the acceleration of gravity
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and the coefficient of thermal expansion, e the ratio of whereN; and N, are the residuals for Eq$14) and (15),

the difference between the temperatures of the lower andespectively, and the positive coefficients and 8, are cho-
upper layers of liquid to the height,. In this problemy is  sen in accordance with the previous Section, such that at
the stream function of the liquid antlis the deviation of the smallX,Y,Z the contributions of the residuals of these equa-
temperature from the equilibriulinear inz) profile. tions to the functiorL will be equivalent.

For the problem of stratification of a liquid conductor, For example, in view of the fact that the dynamics of the
the coefficienty is the viscosity/ is the magnetic viscosity, system will be governed by the fastest mode, with index
and « and 8 are proportional to thg total electrical cqrrent —(o+1)+ \/m
through the conductor. As beforg, is the stream function, A= ,
but now @ is the perturbation of the equilibrium profile of the 2
magnetic field distribution over the cross section of thewe obtain

conductor’® o . ,
This problem is attracting interest because it is the un- LOXY,2,XY,2)=(X= oY+ oX)Te(or)

derlying basis of one of the best-known few-mode models +(Y=rX+XZ+Y)?

that have been proposed for the laminar-to-turbulent transi-

tion, viz., the Lorenz mod&l +(Z—XY+DbZ)%2+ X272,

wherec=a?/(o+\)2.

X=0oY—oX 1 .
grmon (16) At large values of the control parameteithe function

Y=rX—Xz-Y, 1 c(o,r) is given approximately bg~o/r.
' (17 Using EQq.(9), we obtain to terms of second order&n
Z=XY-bZz, (18) X=a(Y=X)—2(YZ(coZ+(2c+1)X2)/2
where o=1v/{, b=8/3, and r=4apBa*(27y{) ! (here —XZ2%(co+ch)), (22)
a=2zy/m), and the a dot denotes differentiation with respect . ) 5
to the dimensionless time=3a2t/2. Y=rX—=XZ=Y—=e“XZ(X“+coZ)/2, (22
This model is obtained by substituting Z=XY—bZ—e2(YX(X2+20Z)/2— ZX2(o+b)). (23)

(z\ [ x Thus for the Saltzman system the Lorenz substitution
¥=3LX(O)sin| —sin 2a)’ (19 (19, (20) yields a model which is different from the known
model (16)—(18). It contains an additional parameter,
27 which determines the time interval over which the minimi-
—Z(t)sin(—)) (200  zation of the functionaB= fLdr is carried out. As we have
a said above, the optimal value of this parameter corresponds

J2a
TotT

into the Saltzman system and then eliminating the modes th&® the minimum of the integrdi(e) + ;" 'Id7. Itis easy to

do not appear here by means of the standard procédure. see that below the boundary for loss of stability of the trivial
It is known from Eq.(6) that as the number of modes in stationary solution of the systefie., forr < 1) one must set

the Galerkin approximation increases near the threshold of =0, and this model goes over to the Lorenz model, i.e., in

instability, these three modes give the largest contribution. Ithis particular case the proposed method gives the same

is also clear that as the number of modesncreases, the model as does the Galerkin method.

number of order parameters remains uncharigadd the In the caser>1 it is clear that ag is increased from

remaining modes will be adiabatically tuned to them. Therzero the value of the integral initially decreasge., our

for the minimum relaxation time\ 7 at sufficiently largen ~ model is more exact than the Lorenz mgdetaches a mini-

we haveA r=n"2. For example, it is clear from Ref. 4 that mum at some value of, and then begins to increase. This is

the presence of such rapidly damped modes, which are ndtecause at large it is insufficient to stop at the terms qua-

important in a qualitative analysis of the character of thedratic ine in Eq. (9).

phase transition, does, however, force one to choose the step For example, for the moddR1)—(23) with the param-

for the numerical integration much smaller thAm, on ac-  eterso=10 andr =28, the functiorl (&) reaches a minimum

count of the stiffness of such systems. Thus analysis of that e =0.035. Its value at that point, obtained as a result of a

laminar-to-turbulent transition provides the clearest exampl@éumerical experiment, is 0.7(0), i.e., it is substantially less

of the necessary of increasing the accuracy of the model ndhan in the Lorenz model. Interestingly, the case under dis-

through an enlargement of the basis but by using moreeussion corresponds to a strange attractor of the Lorenz type.

complicated expressions on the right-hand sides of the equa- In general, at large supercriticaliti¢se., for o<r and

tions of the few-mode model. b<r) the shortest characteristic time of the system is 1/
Let us now use the method proposed in this paper t@nd one can take=1/r. For example, for =28 one will

construct a modification of the Lorenz model. We take thehaves=~0.036, in agreement with the numerical integration

a
o= P2
r

ﬁY(t)cos( g) sin( a

functionL in the form results reported above.
Of course the use of the modé&1)—(23) instead of
L(X,Y,'Z,X,Y,Z)zﬁlf NZdV+ ,Bzf NZdV, (16—(18) gives significant corrections to the value of the
v % threshold of instability of the nontrivial stationary states of
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the initial system(14), (15). For example, whereas in the The author is grateful to N. B. Volkov and A. M.
Lorenz model all the stationary solutions lose stability andiskol'dskii for some stimulating discussions and to O. V.
the Lorenz attractor witlh~24.74 becomes the only stable Zubareva for assistance in doing the calculations.

limit set, for the model constructed in this paper the dynam-  This study was done as part of Project No. 94-02-
ics of the system will become chaotic by the poirt 19, 06654-a.

£=0.045, for example, and the relatioi{¢)=0.78(0)

holds.
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The integral equations of ideal magnetohydrodynamics are derived by the Green’s function
method, taking into account the velocity of the medium inside the inhomogeneity before and after
its disturbance by the incident field. The extinction principle of of magnetohydrodynamics is
demonstrated for a moving half space. A comparative analysis is made with the results of an
analogous problem in which only the velocity of the interface between the two media is

taken into account. @1997 American Institute of Physids$$1063-78497)00205-5

As a rule, in studying the propagation of small distur- disturbance is adiabatically turned on at infinity, i.e., the time
bances in a conducting medium in a uniform static magnetidependence of the problem begins in the infinitely remote
field, it is assumed thatB=By+b, p=po+p, and Past. As we shall show, the form of the integral equation
depends on the form of the background medium surrounding
the inhomogeneity, which we will call the exterior medium
in distinction with the internal medium of the inhomogeneity
(the interior medium

P=P,+p, i.e., that the total magnetic fieH is a superpo-

sition of the unperturbed field,, which is specified and

produced by external currenfand analogously for the un-
turbed densit d &), and an induced field . . . .

EerNULe h?n:.po and przsiur o), and an in dut;e h|e di As we know, the equations of linearized ideal MHD for
(p.p), which is produced by currents caused by the 'Sihe deviationsu and b of the velocity and magnetic field

turbance, i.e., which is due to wave mouon.;l’he assUMPLoRm the equilibrium values in an exterior medium with pa-
of small amplitudes implies thab<Boy, p<po, and  rameters described by continuous functions are of the form
p<P,. Also of the same order of smallness is the velocity[note: the square brackets denote the ve@nrss produci

u, but which has an equilibrium value of zero. 2

For a number of problems, particularly in stability analy- 2 grad divu— — + Cun&_b, B =0,
sis, one is interested in the case of nonzero initial velocity of at gt Ampy

the medium. In the present paper this will mean taking into ob

account a velocityJ, of the medium of the inhomogeneity curlfu, B;]— Ezo, rsV(t). D
prior to its disturbance by the incident field. Here it is as-

sumed that the inhomogeneity is located in an unbounded The corresponding equations in the interior medium are

magnetohydrodynami@MHD) medium characterized by the 2
L . J°u db 2 i

pgrameterﬁl (the unperturbed magnetic figJd/; (the Al- Vézgrad diu— —= +curl —,——| +grad di\pU,) =0,
fven velocity), Vg, (the speed of soundandp, (the density Jt gt 4mp,
of the mediun. b

We will also assume that there is a certain inhomogeneeur[u,B,]— r +cur[Ug,b]=0, reV(t). 2
ity (a geometrically uniform regionwhich is characterized
by the parameterB,, Va,, Vg, andp, and has a volume On the surface of discontinuit®(t) the field functions

V(t) and a boundar$(t) that in general depend on time. We must satisfy boundary conditions which follow from the con-
will investigate how the deviatiom from the equilibrium  tinuity of the mass fluxpun}s=0, momentumy j,}s=0,
velocity Uy, is affected by the velocity of the medium in the energy{W,}s=0, tangential component of the electric field
inhomogeneity, the velocity of its boundaries, and the rate of E-}s=0, and normal component of the magnetic field
deformation of the boundary of the inhomogeneity under the Bn}s=0:
infl;luebnce of an incident disturban¢the last being a mutual [pU=0, {pUU,—B,B,J4m}=0,
effecy.

The approach used in this paper is to generalize further {pU,U,—BB,/47}=0,
the method of integral equations in MHDyith the introduc- 2 PP B
tion of discontinuous functions describing the medium both {pUz+p+(Bi+B))/Bm}=0,
inside a}nd .outS|de thg mhomogeneﬁy. Letus bru_aﬂy consider 1y B,—U,B,}=0, {U,B,—UB,}=0, {U}=0,
the derivation of the integral equations for the given case of )
boundary-value problems under general assumptions about U_+
the parameters of the medium, the shape of the inhomogene- PPz e
ity, the time dependence of the properties of the medium
inside the inhomogeneity, and the motion of it boundary.
However, we will make the simplifying assumption that the

+U,p+(B%U,— BZ(U~B))/471'] =0;

Up+u, reV(t),
u, rsV(t),

B,+b, reV(t),
By+b, raV(t),

()
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where{a} is the jump in the quantita on passage through Ja

the surfaces(t). o
For specificity, we take the=0 plane to be the plane

tangent to the surface of discontinuity, i.e., thaxis is di-

rected along the normal to the surface of discontinuity. s the jump in the functior on passage through the surface
When considering the boundary conditiof® in the S(t) from the outside and satisfies conditiori8), and
laboratory reference frame, in which the surface of disconti-5s(t) is the surfaces function. Equation(4) describes the
ngity is perp(_andicular to the axis and moves along that axis fg|g throughout the entire space under study, since the
with a velocity us, one must replace, by u,—us every-  poundary conditions at the surfaces of discontinuity of the
where in Eq.(3) (see Ref. 2 for details . field functions have already been taken into account. Here
In seeking solutions in integral form in the class of g face terms arise which are obviously due to surface cur-
piecewise-smooth functions, with allowance for certain addiygpts. Requiring that the right-hand side of E4). be finite
tional conditions, the discontinuous solutions are, generallyy oy the spatial and temporal coordinates, we write the gen-

speaking, obtained automatically from the statement of the g solution of equatiofd) in the form of a convolution:
problem. For this, with the aid of the characteristic function

1, reV(),
0, raV(t),

Ja

Here the curly brackets denote the classical derivafiags

u=ugt+ G*W,

x(r,t)=

whereuy is the general solution of the corresponding homo-

Egs. (1) are propagated to the entire space under considegeneous equation, i.e., the incident field, a@dis the

ation in the following manner: Green'’s function, which is the fundamental solution of equa-
5 tion (4), i.e., it satisfies the equation

J°U
(Var+Vagrad divu— —7 —V3;si(s - grad divu) 2

~ 0°G ~
Va,+V3)grad divG— —» — V4 -grad divG)
_V2[sy,(5- V)curl u]=W, 7 (VartVs)g 2 a181(s1-9
where —VZ.[s1,(5-V)eurGl=e8(t—t")s(r—r").

Va Va b i i i
ﬂsl— _AZS2 cur— This function, which has the form
B1 B, =7 gt G(r—r',t—t')=G-1, is found and described in detail in
Ref. 1; hereG is a differential operator written in the basis
(e1,6;,,63), Wheree,=s,=B; /B, andl=I(r—r’,t—t’) is
written in the form of a Fourier—Laplace integral. Knowing
B, the fundamental solutio&(r —r’,t—t’), and taking into ac-
4ﬂp1,curlcur[uo,b] count the properties of the convolution and the presence of
the characteristic functioy(r,t), we can rewrite Eq(4) as

an integral equation of MHD:

W= x(V4,—V3,)grad divu— x

2

B
Al

sl,curlcur[sl— B—zsz,u
1

Vg
- ngrac{gracb ‘Ug)+x

B
+ [F;l ,[n,{curl[u,Bl]}S]} OS(t)

B, } u(r,t)=uo(r,t)+ (V4 — V3,)Ggrad divf dt’f uldr’
+ [[n.{cur[Ug,bl}s] | 8S(t). = Jvan
4mp,y
+V2,G| s;curleurl B2 fx dt’j uldr’
In Eqg. (4) the time derivative is a derivative in the general- AL L 5L Blsz’ - v(t")
ized sense of the wortli.e., A
G

+8(t)(u(0)), By

2 Bl J (= ’ ’
VaiSi— B—Zsz, curlﬁ %dt V(t,)bldr

_[ou
at |\ at
where (@u/ot) is the ordinary derivative, and
(u(0))=u(+0)—u(—0)=0, since the parameters of the
medium do not undergo jumps at a finite time.

The fact that all the quantities suffer a discontinuity at
the boundang(t) of the regionV(t) is taken into account by
replacing the classical derivatives by the generalized deriva-
tives according to the rulés

curl a=(curl a) + nx{a}sdS(t),
div a=(div a) +n-{a}s6S(t),
grad o= (gradp) + n{¢}séS(t),
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V2 w
~ VS2 , ,
—G——ygrad Uy-grad| dt pldr
P2 — oo V(t')
~ Bl %
—G|=——,curl curl Uy, dt’ bidr’
4mp, —o v(t')

1) " Bl
+f dt’f G(r—r',t—t")
- S(t")

4mp,’
X [n,{cur[u®*—u",B,]+ curl[ Uy, b®*— b‘“]}]} ds,

(5
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where the exterior components of the fieldS andb®* atthe  with the unit vectori. For brevity and convenience in what
boundaryS(t) are expressed in terms of the interior compo-follows we introduce the following notation for the incident
nentsu™ andb'™ with the aid of Eq.(3). field:

It must be emphasized that the method used to solve the
boundary-value problems on the basis of the integral equa- S o o
tions (5) presupposes not only that the initial differential uo(r,t)=j2,l upexp(—iky: 1 +iwgh), ®)
equationg1) and(2) are represented in integral form, which
can always be done by constructing the appropriate Greenighere j=1 corresponds to the Alfvewave, j=2 to the
function, but also the use of an additional assertion — theaccelerated magnetosonic wave, aje3 to the slowed
extinction principle. The physical meaning of this principle magnetosonic wave.
is known from electrodynamics, but here it has a broader We choose as a trial solution for the transmitted field in
content! This principle was used to develop an algorithm for the half space>0 a superposition of the following waves:
solving diffraction problems. Outside the regions of inhomo-
geneities Eqs(5) can be written in the form of integrals of
the known internal fields of the inhomogeneity, i.e., the total
field outside an inhomogeneityhe diffracted fieldl is writ- ‘ .
ten as a sum of an incident and a scattered wave. The scatith as-yet unknown amplitudes/, wave numbers’, and
tered field is expressed in terms of MHD potentials of thefrequencies»’. By virtue of the linearity of the initial differ-

3
u(r,t)=>, uexp—ikl-r+iolt) (7)
=1

type ential equations and of the boundary conditions, the velocity
ug of the interfacial surface will obviously also be expressed
[Hu _f u(r',t") (r=r" t—t")dr’ as a superposition of waves:
IL,|  Jv[b(r',t") ' '

In the case e V the field functions on the left-hand side us(r,t)=% [ugexp(ik™ r+iw™)
of Eq. (5) are treated as the total internal fields at a point
inside volumeV. The integral equation formalism permits +0ulexp —iky-r+iwgt)].
one to decouple the initial group of equations into equations o . ] ) )
for finding the propagation constants in the inhomogeneity After subst!tutmg the trial squt|0_|(17) mtolthe integrand
and the equations for the amplitudes of the waves in it. of the volume integrals, we do the integration over the v_oI—
As an example, let us demonstrate the extinction prindmeV(t’) (r e V(t’)) and over time. As a result, we obtain
ciple for the diffraction of MHD waves on a moving half an integral expression for the Alfaewave
space. As we solve the problem we will make reference to -
the analogous problem of the diffraction of MHD waves on a| = f dt’f u (r,t")I(r=r’,t—t")dr’
uniformly moving plane boundary between two MHD - V(')
media | | | | exp(—ika T +iwal)
Suppose there is an MHD inhomogeneity characterized =uX[ 5 >
by a densityp,, a static magnetic fiel®,, and sound and Viaa(Ka$1)" = wj
Alfvén velocitiesVg, andV,, and located in a spaceyz exp{—i[kyy+2(o'/Va181,— KyS1,/S1,) ] +iw't}
bounded by a plane parallel to they plane and moving + 20 [Var(Ka-81) — '] ,
uniformly with a velocityU, perpendicular to the plane of ALLTA
the interface. The medium outside the inhomogeneity has (8)
parameters3;, By, Vg, andV,q; the vectorsB; lie in the
yz plane. Incident on the inhomogeneity is a packet of MHD
waves: an Alfva wave, having compqnent:;x+andl3x, a+nd . wa—Ug(Ka-s1)/s1,
accelerated and slowed magnetosonic wayges u; , b, @ =TT Vs ,
+ 0 Al°1z
b; of the form

where

Uge(r 1) =Ug,@XP( — iKao- T +iwgt), and, analogously, for the magnetosonic waves

kAOZwonAolvAl(nAo'S_]_): |._i :f dt’f ui(r’,t')l(l’—r’,t—t')dl"
i=2,3 % V(tl)

Uoi(r,t)=ugexp(—ikg -r+iwgt)

+ugiexp(—iky - r+iwgt),

exp(—iks r+iwsgt) . exp(—ikg -r+iwgt)
! A(w,k) Q(kg ) (k;~Kg,)

}N?erei =2,3; the wave vectork; satisfy the dispersion re- eXp(—ik5~r+iw5t)] .
ation N N “ 1
4_ 2.\ 2 2\ L2072 \/2 L2 2 Q(kg ) (k,—kp,)
—w5(Va+ Ve ks+ Vi, Ve ks(ko- =0.
0o~ wo(Viar+ Ve Ko+ Va Vaiko(Ko- s1) where
The componentsuy are considered in the basis . , 2 a2 s ,
(e ,e,,63), wheree,=s;, and the unit vectoe, is coincident A(w,kg)=w*— (Vi + V) 0?k3+ V2, V5 K3(kss,)?,
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Q(ko)ZZkOZ{(VilJrvgl)wg Analyzing Egs.(8) and(9), we can say that the integral
terms describing the diffracted field decompose into a num-

—Va1V&1ko[coS D+ cosdsy, /ng, 1} ber of terms: terms of the type
Accordingly, doing the surface integral gives exp(—ika-r+iwat),expf —ik™ - r+in*t),
T,- —jﬁ:f dt’f W(r A (r=r t—t')dS describing the refracted waves, and terms of the type
3 e Jst)

exp{ —i[Kyy+2z(w'IVpa181,—KyS1y/S1) [ +iw't],

—1 ] N o+ .+
jex;:( koI +iwot) exp(—ikg -r+tiwgt).

=iu T 1l K '
Q kOx 'kOy ! ka) : : : :

While the last exponential function describes the same
where wave as the incident magnetosonic field, the next-to-last ex-
QKL KL KL ) =202V a8 (0D — (V2,4 V2,) ponential function coincides with the incident Alivevave if

Ox 1™ 0y ' ™0z 0 Zl 0 Al S1 we setow’ = wo; then
X (w)*(kp)*+ Vi Var (ko) (kg s0)?], ‘
o ) : : _®o ySly =k
Q24 Kox ,kf)y ,kJOZ)=2[(w{))2—Vf\2(k{)- s1)?] Va1S1z  S1z Aoz
X{(Va,+V3)(wh)?kl,+V3a, Ve, and, owing to the translationql symmetry of the probl_em, we
. - . havek,=Kaoy . From the requirements imposed, we find the
X[k, — (kbz)?*s12(Kp- )1} frequency of the refracted Alfvewave:
|
2(Va1S1,~ Ug)Vias(S-np)?
WA= @Wo 2 2 2 2 2 (10
Vai{251,Vaa(S-Na)2=Ug(Na- $1)V(Na- Ug) 2+ 4Vi,(Na- 5)2 = (Na- Up)}
and the law of refraction
(Soyt+S,C018)°
2 y " 92z 2 2
- + +
ey S sucotn RS, s, colB) Ugcols Uil (1 8o 520008
Sqio— =
ALS12 0 Sly+slzCOT»B U%COIZ,B
(S2y+ SZZCOt:B) 2
—1\/1+4V2 == 11
A2 Uocotzﬁ (1)
|
wherea and B are, respectively, the angles of incidence and 3 _ ‘
refraction of the Alfve wave. > uexp—ikl-r+iwlt)
Analogously, for the magnetosonic waves we have the =1
frequency transformation 3 _ _
=> ul exp(—ikh-r+iwlt)
+ + j=1
. . (Q1—UgcosrpmQ; 12 :
WT=wy o = 3
—Ugco N . .
(Q2 0C0Bpm) Q1 + Al exp(—ik!-r+ie't)
i=1
and, in addition, .
B.ul —ikl.r+iwl
o mws K —ko +]Zl Bjul exp —ikh-r+iwht), (14)

-t T Lt . R
© —oy K ko whereA; andB; are the result of the operation of the differ-

ential operators on the corresponding exponential functions
in the initial integral equation.
. ) . ) It should be noted that for clarity of notation the inte-
(Q1 —Uocosr.)sinB.=(Q; — U082 )sine, (13 grals|, andl; are evaluated under the conditiéfy, # k2,
) # ko Ko, # kb, # kg, . i.e., we have ruled out the conversion
whereQ; , will be discussed below. of one type of MHD wave into a wave of another type; this
Thus after substitution of the integral terrhg, |;, TJ- is described mathematically in Ref. 5 and occurs at points
(i=2,3;j=1,3) into the initial integral equation, we obtain where the phase velocities of two or more waves coincide in
an identity which is valid for all interior points of the region: their transformation on a flat surface.

and the law of refraction is
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In the analysis of identity14) an extinction principle In the case of magnetosonic waves the laws of refraction
comes into play, according to which the MHD field of di- and of the frequency change are described formally by for-
poles can be represented as a sum of two groups of termsjulas(13) and(12), but Q;" has a simpler form:
one of which satisfies the field equation in the exterior me-
dium, i.e., terms of that group have the character of an inci-_ ., \/1 > o ——vs S
dent field. Thus the the incident wave is exactly extinguisheé?i - E[(VAi+VSi) - \/(VAi+VSi) —4VVsicoS ;.
at any point inside the medium as a result of interference of
the field it creates with the field of the dipoles, and a new  Thus in the boundary-value problem of MHD we ob-
wave appears with a different propagation velocik)) (It  serve a frequency change due to motion of the medium in the
follows that the terms of identity14) which vary according transformation of the waves; this is called the Doppler effect

to exp(—ik!-r +iw't), form the relation (relations(10) and(12)). However, unlike the case of acous-
. : . n 4 , tic and electrodynamics, where the frequency is affected
uexp(—ikl-r+io't)=Ajuexp(—ik!-r+io't) solely by the velocity of the source, in MHD the frequency
and cancel each other out, if it is assumed thatdhsatisfy ~ change is influenced not only by the velocity of the medium
the following dispersion relations: but glso(ln thg case of Alfva waves, for gxamp}epy th_e
Alfven velocitiesV,; and Va, in the exterior and interior
wi— wa(kaUg) —Vas(s,-ka)?=0 (15  regions and by the direction of propagation of the Atfve

wave relative to the unperturbed magnetic fieBls and

for the Alfven waves and B,. Thus, for example, in the propagation of an Alfiveave

(0")*=2(0")%k"-Ug) — (0™)? along the fields; we have
X{(VE+ V) (k51— (k™ Ug) — (k™ Up)2]} wo(1—Ug/Va1Sy,)
w = 1
+VA,V3(kH)2(k™ - 5)2=0 (16) AT 1-Ug/Vana )51,

for the magnetosonic waves. The phase velocitiesind perpendicular to it

Qi ,=w'/k{,, which were discussed above, are found from

relation(16). It should be noted that the wave numbers of the ~ @a=@o(1—=Ug/Va1S1,).
forward and backward waves have different absolute values
both in the case of the Alffewave and the magnetosonic
waves. For the Alfve wave they are given by

Along the magnetic field, we have

or 0o(1—=Up/Vas1S1,)
—(Na-Ugp) = V(Na- Ug)2+4Vias(s,-np)? AT 1-Ug(Na $1)/VasS1,

2 2
2Viaa(S2:Na) and for - S,) —0=wa .o

The incident field is extinguished by the field of the sec- It is important to note that the frequencies of the re-
ondary waves. Hence we obtain equations for finding thdracted magnetosonic waves are interrelated not only with
amplitudes of the secondary wavéhese have not been the corresponding frequencies of the incident unperturbed

kA:wA

written out for the sake of brevity waves but also with one another. In the case when the
A . o o boundary moves with a velocity),>Q; /cosx., the re-
up(r,t)+Bjulexp( —ik-r+iwbj—131)=0. fracted wavesthe accelerated and slowed wavese not

In the case when the second medium is initially at res
and only the interface is moving, the structure of the interna

field will be the same, but the wave numbers in this case WiIIQl /cose- <Up<Qq /COS‘”’_ then yve V,V'" havg only the ac-
satisfy the following equations: celerated refracted wave in the interior medium.

If the unperturbed Alfva wave is incident at an angle

xcited in the interior region, since the plane moves away
Faster than the wunperturbed wave reaches it. |If

wa—Vay(ka-)?=0 satisfying the relation
for the Alfven waves, and i Ug—Va1S1,
0= (V2,4 V2) 02K+ V2 V2 k(K- )?=0 “VaiSiy—VazSzy
for the magnetosonic waves. then “total internal reflection” of the Alfva waves will oc-

The laws of refraction and of the change of frequencycur, and the corresponding angtg by analogy with electro-
will be of an absolutely different character. For example, themagnetic waves can be called the critical angle of incidence.
law of refraction for an Alfve wave has the form The scattered field is found by a simple integration of the
internal field, since for points outside the inhomogeneity (

Var(S1y F81,601) = UgCOla =V ap(Spy 52,C018) —UgColB V(t)) the integrands do not contain singularities, and Eq.

while the frequency change is given by the relation (5) becomes an equivalency relationship. Substituting the in-
ternal field found for the Alfva component of the velocity
WA= W (Va1S1,=Uo)Vaa(Sp- Na) _ into Eq.(5) and taking into account thats V(t), we find the
Va1l Va2812(S2- Na) = Ug(sy Na) integrand outside the inhomogeneity:
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|;ef=f dt’f uy(r’,t)I(r=r’,t—t")dr’
- V(t")

:uX

where

n

The final reflected field of the Alfwewave is

ul(r,t) =ullexp( — ik r+io

where

wp

(KR"1)=Kaoyy ~[@X 1V 1512+ KnoyS1y /51,12,

465

exp{i w"t—ikoyy +iz[ @"IV 181, 1 KoyS1y /1, ]}

:wA_Uo(kA'Sl)/Slz

ref__

© Uo—VaiS1,
0 b
Up+VaiSi,

Tech. Phys. 42 (5), May 1997

2w"[Var(ka )+ @"]

and the field structure is conserved both in the motion of the
medium and in the case when the medium is at rest and only
the interface is moving. Motion of the medium has a sub-
stantial influence on the amplitude of the reflected wave. The
magnetosonic reflected waves are treated in an analogous
way.
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Evaluation of the rate constants of dissociative and ternary recombination reactions
of argon ions on the basis of the results of ballistic experiments

N. N. Pilyugin

Scientific-Research Institute of Mechanics, M. V. Lomonosov Moscow State University,
119899 Moscow, Russia
(Submitted May 30, 1995; resubmitted November 4, 1995

Zh. Tekh. Fiz.67, 12—18(May 1997

Experimental data on the change in the electron density in the wake of a ballistic object traveling
at velocitiesV,,=3.4—4.9 km/s in argon at pressungs=30—-100 Torr are processed and

analyzed. A reaction scheme is proposed which takes into account the recombination of charged
particles, processes of ionic conversion, and the excited states of the atom. The solution of

the equations of a nonequilibrium boundary layer for flow in the wake is used to formulate the
inverse problem of determining the rate constants for dissociative recombination
Ar§+eHAr+Ar and ternary recombination Ax e+ Ar—Ar+ Ar. The “nearest-neighbor”
approximation is used to obtain theoretically an expression for the ternary recombination
coefficient as a function of temperature and pressure. Numerous solutions of inverse problems
and a comparison with experiments demonstrates the validity of the expression obtained

for the ternary recombination coefficient. It is shown that this expression is valid for moderate
pressures and complements the Pitagusdult for low pressures and the Langevin

result for high pressures. @997 American Institute of Physids$$1063-784£7)00305-X]

INTRODUCTION data on the reaction AHe+N,— Al+N,. It is shown that

the proposed model for the ternary recombination coefficient
The nonequilibrium flow of a partially ionized gas in the s well satisfied for this reaction also.

wake behind a ballistic object traveling at hypersonic veloc-

ity is characterized by a change in pressures from several
ODEL OF THE KINETICS WITH THE PARTICIPATION OF

atmosphergs to a few torr, temperatures from 8000 to 300 @HARGED PARTICLES IN THE WAKE OF A BALLISTIC
and a reaction zone that extends for more thahdiémeters g 3ecT IN ARGON

of the object. Therefore, in just a single ballistic experiment
one can determine the nonequilibrium physico-chemical pro- L&t us consider the following most probable processes in
cesses over a wide range of variation of the thermodynami@ Medium around an object moving in ardor”
parameters.Thanks to the present-day achievements in thel) dissociative recombination
mathematical theory of information processing and modeling Ky
of hypersonic wake flows, it has become possible to make Ar, +e—Ar* +Ar,
use _of thi vast information obtaineq in ballistic 2) conversion of atomic ions
experiment$~ In Ref. 5 the electrodynamic method was b
o " )

tjhsed to measure the conductlwty and electrqn de_mrgtm At 2Ar Arj + AT,

e wake behind models traveling at velocitigs=3.3— kyf
4.9 km/s in argon at pressur@s =30-100 Torr. With the 3) Ternary recombination
results of the measurements of Ref. 5, the solution of thé y )
inverse problem was used in Ref. 2 to find the rate constant 3
k,(T) for dissociative recombination of Ar+e and also the Art+etAr— At +Ar,
Schmidt and Prandtl numbers. The data processing in Ref. 4 capture reaction
made use of the theory of a laminar boundary layer for the Keapt
only 3 of the experiments in Ref. 5 that even approximately ~ Ar*+e— Ar*,
satisfied this flow regimdaccording to the characteristic 5) quenching collision
Reynolds number In the present paper all seven of the mea- ot
surements in Ref. 5 are used_on the basis of a turbulent .« 4 A, “f}”CAHAr,
model of wake flow (and according to the authors of Ref. 5,
this model is in better agreement with the observatioas  6) decay of an atom
expression for the effective recombination rate constant is
obtained and used to find the true rate constants for dissocia-
tive and ternary recombination. The temperature dependencg de-excitation of an excited state
derived for the rate constant for ternary recombination is m
confirmed by an additional processing of the experimental Ar* —Ar+hv.

T
Ar* > Art +e,
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HereA* is an atom in an excited state. We denote the num-

ber densities of Ar, At, Ar,*, and Ar" by n,, nq, n,, and
n, , respectively. Then in the simplest casethout diffu-
sion) the kinetic equations in the medium take the form

dng My
W: _klnzne_ kgnenanl_kcapnlne+ o (1)
T
dn, Ny
= kiNaNe+ KaNeNany — KeapNiNe+ -
n*

- kquencln* Na— 7__1 d @
dn2 2
dr o —kinane+ [Kapning —KafNang]. ©

These equations are supplemented by the condition o(;f

guasineutrality

Ne=N;+nN, (4)
and the expression for the total number of particles
—=nN;+Ny,+ng,+n,+n,. (5)

kT

Keap1Net KiNone+Kgnening
-1 -1
kquencrna+ T T

If Egs. (8) and (9) are substituted intd1), then the ki-
netic equation for the electrons becomes

*

C)

ne
ot = Ke(Tine, (10
keff(T)
T -1 KeanK
[1_(kquencma7+ T—1+1 k1+k3|<p+%ap
B K

1+ -2

na
(11

Estimates of the last two terms in Ed.1) give, in order
magnitude, Kquencfla ~3X10'>1, 7/7~10°>1,
kcap(Kp/na)~1O‘9<k1. Thus it follows from these esti-

mates and Eq(1l) that

ky+ksKp(T)
Kp(T)

Ke(T)~ (12

a

Expression(12) contains the rate constants of dissocia-

On the basis of the available constants for similartive recombinatiork,(T) and ternary recombinatioky(T),

processes'? et us estimate the right-hand sides of E(.
and (3) for the given experiments. Fong~10' cm 3,
n;~n,~5x10% cm 3, T=10° K, and n,=3x 10 cm 3
we havek;~10"8 cm®/s, kp,=10"31 cmb/s, kyy=10"14cm
%, Kquenci= 10 1° /s, 7=10"% s, and7; =102 s. Esti-
mates of the terms in Eq3) show that the ion conversion

reaction takes place in a quasi-equilibrium manner, i.e., the

following relation holds:

NN, Ko

n,  kap Ko,

(6)
whereK,(T) is the equilibrium constant for ion conversion
processes, which is given by

Ood: 1 MKT _Ed _hwe
g, 2m? Vamh?® e ),
I

wheregg, g1, andg, are the statistical weights of the atom,
atomic ion, and molecular ion, respectivelly,is the mass of
an atom,r;=2.434 A is the distance between nudéf
we=1.5807x 10"*s 1 is the frequency of a vibrational quan-
tum, andE4=0.5 eV is the energy of dissociation of the
molecular ion(Ar3).

Equations(4) and(6) imply the relations

Kp(T)= @)

K
_pne
ne na
n2_ K ’ 1= K . (8)
_P _P
1+ 1+
a na

It follows from estimates of the terms in EqR) that

where the third particle is an Ar atom. Using expres<it?)
and the temperature dependericg(T) found previously
from experiments, one can in principle finki(T) and
ks(T). The form of these functions was found in accordance
with the theoretical models of Refs. 7, 9, and 12:

I(10

k30
T ka(T)=—7.

ki(T)= (13

CALCULATION OF THE EFFECTIVE RECOMBINATION RATE
Kfﬁ OF ELECTRONS WITH ARGON IONS ACCORDING
TO THE RESULTS OF WAKE MEASUREMENTS

Let us first solve the inverse problem of determining the
effective rate constants of a reaction from the measurerents
and Egs.(10) and (11) under the following rather general
basic assumptions.

1. The main reaction in the medium behind the object at
x/D=50-500 for the electrons, according to the relations
given above, is the effective reaction

Ar +e—Ar+Ar. (14

2. The rate constant of the reaction up to a constant
factorky has the form

keit(T) =koK(T)(cm/s),

where the functiork(T) is given below.

3. One can use the solution of the equations of a non-
equilibrium boundary layer, which describe the flow in the
far turbulent isobaric wak@ This yields the following for-

dn, /dt=~0, which leads to the following expression for the mula for the temperature distribution along the axis of the

guasisteady density of excited atoms:
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Ch
Cx

—2/3
X
\/CXS) ’

wherex is the coordinate along the axis of the wakig,and
Cy are the drag and heat exchange coefficients of the objec
S is the area of the midsection of the object=R®x.7 is the
turbulent Prandtl number, angis the ratio of specific heats.
The coefficient of convective heat transfer in the flow of
an inert gas around a sphere was found in accordance wi
the recommendations of Ref. 11.
With allowance for quasi-neutrality and the assumptions
made above, we obtain for the reactidd) by the technique
of Refs. 4 and 6 the following kinetic equation for the molar

T

o0

=1+(y— 1)M§( 1— )CXPrUO(x),

Uo(X)= 2.72( (19

mass density of electrons on the axis of the wake:
v + 2¥_ I'(x)W2
ax T3x o T
\I’:\PH y X:XH y
_ papoDKer(T) T. _ Cofte
T—T, po=, ¥=— (16)

wherep, is the dimensionless density of the gas on the axis
of the wake,u., and u are the mean molecular weight of
the gas and the mass of an electrDnis the diameter of the
model, andV.,, is the velocity of the model.

Equation(16) is solved in quadratures in the dimension-
less variables

N4 X

=5 Y t=1+ Jon.

the solution of Eq(16) is written in the form
=y 2%(1+BJi(y) 1,

DkoWV Xy

51:3\/KPOOW

T

Oe -

17)

_Jm dv K(T.(1+v?))
N | pyve? T (1409
Taking into account the relation,=Vp/u., between

the molar mass densityy and the volume density,, we
obtain from Eq.(18) the expressions

(18)

TABLE 1.

i Ko, - 11
Experiment V., Pe o Ney- 10
No. km/s Torr e KM m cm
1 4.9 100 1.19410 2 1.5 8.03
2 4.2 100 4.8961072 1.7 3.73
3 35 100 1.99910°2 1.6 1.83
4 3.5 80 54111073 1.4 1.39
5 3.6 60 1.59510°3 1.2 1.00
6 3.5 40 1.83810 3 1.2 0.645
7 3.3 30 1.3161074 1.0 0.464
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From the measured valuesmf andn.y, relation(19) is
used to findky and the other constants which govern the
temperature dependence kafi(T). In the casekez=Ko/T™
the technique of solving the inverse problem is identical to
that set forth in Ref. 4.

A numerical solution for all 7 experiments gave the val-
ues ofky andm presented in Table I, which gives the veloc-
ity V.., the gas pressune,, and the measured initial values
of ngy (atxy /D =50) for each experiment. Figure 1 shows a
comparison of the measurédurves labele@&) and theoret-
ical (curve labeledr) distributionsF(y) for experimentsl,

2, and6, respectively, and the vertical bars indicate the con-
fidence interval. Interval estimates kyf andF(y) were con-
structed using relations similar to those considered in Refs. 3
and 4.

N. N. Pilyugin 468



4500.00 - ~5.50 |,
i
3500.00 |- ~6.00 -
x &&
W 250000 - )
7
§
[\ -7.00}
7500.00 7 4
2 2
345 I
~7.50 1 i i 1 L L
50!7.001.0‘7 3[']0 a:lao 57 30 4 240 260 280 300 320 340 360
2 a/z, . log 7
FIG. 3.
FIG. 2.

Figure 2 shows distributions of the temperature along th&/here @={kio,m,kgo,nj, k is the number of the iteration,

axis of the wake, where the numbers on the curves corrednde=0.01 is the specified accuracy.
spond to the experiment numbers in Table I, and Fig. 3 1Nhe calculations imply a very good<1%) agreement

shows the temperature dependence of the effective coeff2etWeenker(T) and the functior(22) at the optimal values

cient of dissociative recombinatidqs= ko /T™. Curvesl-7
correspond to the experiment numbers. An analysis of th
calculations showed that the initial conditioné.(,p..) have
an appreciable influence on the temperature dependence
keii(T). The inferred dependence kf; on V., andp., indi-
cates that it is necessary to use form(1a).

METHOD OF SOLVING THE INVERSE PROBLEM AND THE
RESULTS OF A NUMERICAL SOLUTION

To find the four parametets;5, m, ksg, andn, we use
Eg. (12) to determine the minimum of the following sum for
each experiment:

N
S= ;l (ye-y1)?,

where y7 is a coefficient found from experimentsee

Table ; yiT is the theoretical expressigh2), which contains

the constants to be determined:
yTo KioTi "+ KaoTi "Kp(T)

L LHK(Ton (T

(21)

(22

whereN is the number of points into which each temperature,

interval is divided.
By virtue of the nonlinearity ofS(kiq,m,kzg,n) the
minimum of the function was found by direct coordinate

descent? The parameters to be determined were sought in

the intervals 0.5m=2.0, 0.3<sn<1.6. The number of mesh
points taken was\=11. The search for the minimum was
terminated when the following condition was met:

D — 0] < g 0,
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of a found. Analysis of the data shows that the temperature

dependence ok, is close toT~ "3 in accordance with the

theoretical idea8.The results of the calculations of the con-
sjantse for all the experiments were subjected to further

statistical processing. The sampling meanthe true value

a, and the sampling standard deviatiorfor the coefficients
found were computed according to the formulas from Refs.
15 and 16. Values adopted for the data processing included
significance levele=0.01,N=7, and Student’s coefficient
for (N—1) degrees of freedom),=3.71. The result was

K10

To-2=1.149, (23

_ cm?
K 10=8.83x 10*3?Km, 0.553<

m=1.458, 1.386m=1.530. (24)

Similarly, for the rate coefficient of ternary recombina-
tion we got

6

P —23¢M Kao _
Kao=163x10 #—K", 0.855< 15°7=3.11, (25)

Nn=0.468, 0.38%n<0.552. (26)

We note that the relations for the coefficient of dissocia-
tive recombination which were obtained in Ref. 2 and used
in Ref. 5 are statistically indistinguishable from formy2s)
according to the Fisher test .

The ternary recombination coefficient obtained héoe-
mula (25)) has the following noteworthy features) the
value ofk;(T) at T~1000 K is significantly highetby sev-
eral orders of magnitudieghan the values given by the theo-
ries of Thomson and Pitaevski'’ 2) the value ofk(T) for
the reaction AF +e+Ar—Ar-+Ar is close to that obtained
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in Ref. 18 for the analogous coefficient in the reactioni.e., (4/3)7R3n,. Using this and expressia(30), we obtain
Art+e+N,—Ar+N,; 3) the dependence df; on T is  for the number of recombination events in the so-called
close toT~ %5 which differs from the depends obtained by “nearest-neighbor” approximation

Thomson and Pitaevaid!’ 26212 1
hese f ire a theoretical explanation, which | o omr?n — R = o il el
These facts require a theoretical explanation, which is  z  =n.v .7rjn; = 7R3N, =nnin o )
set forth below. Based on the above processing and formulas 3 3kT/ n,

(25 and(26), the data were recalculated for the theoretically (32)
more trustworthy relations Hence the ternary recombination coefficient which we

—~ — are looking for is B,=Kk3z)
I(10 k30

k1:-|-_1.5, kszm- (27 5 [8kT 4 e* Bo @)
=1Tr —_——— .
2 mMe9 KTp T\/fna

The calculations showed that, has approximately the
same value for all the experiments and is independent of The temperature dependencekafin (32) differs from
p.., while the value ofk 5, varies appreciably with pressure. the Pitaevskiformula!” for the procesf* +e+A—A+A:
This necessitates a more detailed analysis of the ternary re- 5 6 6

2°\2m\mge
combination process+ A" + A—A+A. Ba= 3;7k\4)—;2M0 =
a

Analysis of the derivatioH of formula(33) shows that it
was obtained under the assumption that the mean free path
obeys the relatiohy;=<\.,. Using the relations given above,
Let us first estimate the mean free path in the wakeone can obtain from this a restriction on the pressure:
plasma for the characteristic value¥~2x10® K, n
n,=3x10"7 cm 3, n,=10" cm 3, oe,=10 15 cn?. The p(Torr=<3.05< 10" 24—, (34)
mean free path of an electron for the Coulomb interaction Toea
with an iontYis |s;=1.4 cm. The mean free path of an elec-  For ng~102 cm™3, T=2X10° K, 0e,=107%° cn?, it
tron for an interaction with an atom s,,~3x10 3 cm.  follows from this thatp<2x 10~2 atm~1.5 Torr. Thus for-
The average distance between atoms mula(33) is inapplicable for wake experiments on account of
A 13 the pressure limitation.
?na) ~2.3X10 8 cm<<h g <lg;. (28)
, " , . RESULTS OF CONSISTENT CALCULATIONS
Let us estimate to within a numerical coefficient of order
unity the rate of ternary recombination in the presence of an It follows from Eq. (32) that the quantity
atom as a third particle, employing arguments analogous to _
thosé&1%for A* +e+e—A+e. We assume that an electron BapVkT=const. (35
can be captured by an ioA" to a closed orbit and can Direct calculations have been carried out to search for the
recombine, provided that it flies past the ion at an impacoptimum parameterk,q, n, By, andn, with the following
parameter, such that the potential energy of attraction to expression used as the theoretical recombination coefficient
the ione?/r, is greater than or of the order of the averageinstead 0f(22), in accordance with E(35):
kinetic energy of the electron-(3/2)kT. Consequently, klonerﬁon(nH)Kp(Ti)n;l(Ti)

(33

DERIVATION OF AN EXPRESSION FOR THE COEFFICIENT
OF TERNARY RECOMBINATION

Roz

e?/r o~ (3/2)kT, from which we find the effective radius of yl (36)
. . .. i -1 '
the Coulomb interactiong+A™) or the Thomson critical 1+Kp(Ting *(T)
radius where the parameters were sought in the interval
62 1.45=m=1.55, 0.45n<0.55.
o™~ 3T (29 If it is assumed that the measurements are equally accu-

o _ _ rate, when the data are processed according to the formulas
The number of such collisions per cubic centimeter pelof Ref. 16 one finds for the coefficient of dissociative recom-
second is equal to bination

Nev eﬂrgnia (30 — 8 cm’® klo
_ K1o=1.17X10 2—K™, 1.06< = =<1.29,

where v, is the average thermal speed of the electron and S 10
n; is the ion density. — ~

In order for capture to occur it is necessary that in flying m=1.500, 1.49&m=1.502, (37)
past the ion the electron interact with an atom, to which itwhich is in good agreement with other datain a similar
can transfer the potential energy released in the capturavay we obtain for the rate coefficient of ternary recombina-
Then the probability that at the time of the collision of the tion
electron with the ion there will be a third particle in the
neighborhood, i.e., at a distan&y, is approximately equal z@ 100

to the average number of particles in a volume (4/Rj, 5T p(Tor)’

470 Tech. Phys. 42 (5), May 1997 N. N. Pilyugin 470



40
¥
3.0 4.0
2.0 2.0
1.0 10
L 1 1
%% 2.0 3.0 2.0 5.0
1 I 1 1 1 R ) Z
7.0 1.5 2.0 2.5 3.0 35
1 1 1 1 )
0.80 1.2 1.6 2.0 249
T/10%, K
FIG. 4.
_ (_';m6 _
K 30=1.36X 10*23?K“, n=0.500,
Rgo ~
1.03< 75-3<1.78, 0.498n<0.501. (39
T-107%,K
0.6 0.8 1.0 1.2 14
y T T T T Yy
45}
35+
25
1.5¢
0.5 L 1 2.0
0.7 1.2 1.7 2.2
T-107%,K
FIG. 5.

471 Tech. Phys. 42 (5), May 1997

The results of calculations using these constants are pre-
sented in Fig. 4 and 5, where the solid curvesy&(d), the
dashed curves were calculated according to fornf@éaand
the optimum constant7) and(38) found here.

To ascertain the uncertainty in the initial numerical pa-
rameters and to establish how well the theoretical model fits
the experimental data, we carried out special mathematical
experiments with a variation oK (T). It was found that
varying K, over a range of 4 orders of magnitude had little
effect on the results.

At first glance it appears that the pressure dependence
obtained for the ternary recombination coefficient can be ex-
plained by the phenomenon of ion mobility in a §ds. that
case the mean free path, of the ions is less than the
Thomson kinetic radius, of Eqg. (29), which leads to a
restriction on the gas pressurep>p,, Wwhere
P, =103T?% gy [atm], [oo]=AZ%. For our experiments
p~0.latm<gp, ~40 atm, i.e., the inequalitp>p, does not
hold. Direct calculations have shown that the model for the
recombination coefficient based on the Langevin theory
agrees poorly with the experimental data.

COMPARISON WITH ANOTHER TERNARY RECOMBINATION
REACTION

It is of interest to do an independent comparison of the
proposed temperature dependence of the ternary recombina-
tion coefficientks(T) for another gaseous medium. For this
purpose we did additional calculations for the problem of
Ref. 18, where the rate constant of the following reaction
was investigated:

Al"+e+N,—Al+N,. (39

For this reaction, the rate constant was specified in Ref.
18 to be of the formks=k3,/T™, where the exponent was
sought in the interval 28m=6.0, and it was found that

1 ALY +e +N,~ AL+N,

10-2 1 I

L
1.00 2.00 5.00 700

FIG. 6.

N. N. Pilyugin 471



(1.27£0.15x10° Y cm® 4N. N. Pilyugin and A. N. Pilyugin, Teplofiz. Vys. Tem@3, 351 (1995.

3= 7572 C S (40 5V. N. Gadion, V. G. Ivanov, G. |. Mishiret al, Zh. Tekh. Fiz.42, 1049
(1972 [Tech. Phys17, 832(1972].

In the present paper we calculated the inverse proffiem °N. N. Pilyugin, S. G. Tikhomirov, and S. Yu. Chernyauiskizv. Akad.

for m~0.5 and found that Nauk SSSR Mekh. Zhidk. Gaz., No. 6, pp. 165-11980.
"A. V. Eletskii and B. M. Smirnov, Usp. Fiz. Nauk36, 25 (1982 [Sov.
(7.35:0.69, . o’ Phys. Usp25, 13 (1982].
SZT]-O v T (41 8B. M. Smirnov, Atomic Collisions and Elementary Processes in Plasmas
[in Russian, Atomizdat, Moscow(1984.

The result of a calculation of the linear electron density ®A. Kimura, K. Teshima, and M. Nishida, Trans. Jpn. Soc. Aero Space Sci.

N, /N_ 4 along the axis of the wake with the use of this 18 No. 41, pp. 103-1181975. _ _
constant is shown in Fig. curve 1 is the theory, curve? 10va. B. Zeldovich and Yu. P. Raer, Physics of Shock Waves and High-

. ' . . ! Temperature Hydrodynamic Phenomefia Russiand, Nauka, Moscow
experiment The dashed curve® and4 in Fig. 5 show the (1966
confi'dence' intgrval. It should be noted that the variance ofiy G, vasirev, T. V. Zhikhareva, and G. K. Tumakaev, Zh. Tekh. B,
N, differs little in the two case$40) and(41). From a com- 541 (1979 [Sov. Phys. Tech. Phy&4, 311(1979].
parison ofN, for Ar* (formula(38)) and Al" (formula(41)) 2D, |. Slovetski, Mechanisms of Chemical Reactions in Nonequilibrium
it is seen that the rate constants for ternary recombination argPlasmaS[in Russia, Nauka, Moscow(1980.
in good agreement. This serves as additional evidence ipR- S: Devoto, PTK/, No. 2, pp. 10-171969.
favor of the adopted theoretical model ﬂQ{(T) A. E. Mudrov, Numerical Methods for the PC in BASIC, Pascal, and

. FORTRANin Russian, MP Rasko, Tomsk1991).
The author is grateful to S. A Losev and G. D. Smekhovlss. A. Aivazyan, |. S. Enyukov, and L. D. MeshalkiApplied Statistics.

for a discussion of the results and to A. N. Pilyugin for Investigation of Dependenci¢® Russiai, Finansy i Statistika, Moscow
assistance in doing the calculations. (1995.

This study was done with the financial support of the®v. A. Kolemaev, O. V. Staroverov, and V. B. Turundae¥sRiheory of
Russian Fund for Fundamental Reseafeloject Code No. Probabilities and Mathematical Statisti¢gn Russian, Vysshaya Shkola,
95-01-01611 Moscow (1991). )

L. P. Pitaevshi, Zh. Eksp. Teor. Fiz42, 1326(1962 [Sov. Phys. JETP

Lo ) . 15, 919 (1962].
'E. P. Andreev, N. N. P_|Iygg|n, O K. Taganov, and 3. G. lehomlrov,_ 8N, N. Pilyugin, S. Yu. Menzhinskj and A. N. Pilyugin, Teplofiz. Vys.
Investigation of the Radiation Emitted from Gases in Aeroballistic Experi- Temp.32, 656 (1994
ments[in Russian, 1zd. MGU, Moscow(1988. 19 T ' . . L - .
23, Yu. Menzhunskiand N. N. Pilyugin, Teplofiz. Vys. Tem81, 787 N. N. Pilyugin and G. A. Tirski, Dynamics of Radiation-Emitting lonized

(1993. Gaseqdin Russian, Izd. MGU, Moscow(1989.
3A. N. Pilyugin, N. N. Pilyugin, and S. G. Tikhomirov, Teplofiz. Vys.
Temp.31, 517(1993. Translated by Steve Torstveit

472 Tech. Phys. 42 (5), May 1997 N. N. Pilyugin 472



Interaction of an expanding gas cloud with a perforated screen
A. V. Vinogradov, V. A. Volkov, V. Yu. Gidaspov, and P. V. Rozovskil

Moscow State Aviation Institute, 125871 Moscow, Russia
(Submitted September 29, 1995; resubmitted March 18, )1996
Zh. Tekh. Fiz67, 19-22(May 1996

The expansion of a high-pressure gas cloud in a vacuum chamber in the presence of a low-
pressure background gas is considered. The interaction of the expanding cloud with the background
gas and with a perforated screen placed in the path of the flow is modeled numerically. The
influence of the permeability of the screen on the overall picture of the interaction and on the
parameters of the resulting flow is studied. 1®97 American Institute of Physics.
[S1063-78497)00405-4

In this paper we consider unsteady flows arising in thechamber is assumed to be filled with a background gas. The
expansion of a high-pressure gas cloud in a low-pressureelocity is assumed to be zero everywhere, and the tempera-
background gas. Such a situation arises in the vacuum charture and pressure in the vapor cloud and in the background
bers of certain experimental apparati®n account of an gas are assumed to be uniform and equall§ p, and
insufficiently deep evacuation of the chamber. In the correTy, py, respectively. In addition, it is assumed that
sponding experiments the high-pressure gas cloud wasy,>py and that both gases are ideal, with specific heats that
formed either as a result of the electrical explosion of a foildo no depend on temperature.
or thin wire when a high discharge current was passed This initial field is a rather crude approximation to the
through it from a capacitor barlkor as a result of evapora- real flow fields of expanding clouds in experimental appara-
tion of the sample material by means of a high-power lasetus. Nevertheless, in the course of the subsequent temporal
pulse? evolution of such an initial field the flow that will form is

The chief goal of the studies done on such apparatus iqualitatively and in some ways quantitatively similar to the
to create optimum conditions for the formation of condensa+eal flow fields.
tion clusters in the expanding cloud and their subsequent The influence of the permeability of the perforated
deposition on special substrates or on the walls of the chanscreen on the flow was modeled in analogy with Refs. 7 and
ber. However, studies by the present authors have shidwn 8 with suitable boundary conditions at the screen, obtained in
that the bow shock wave that is reflected off the wall, uponthe framework of the following assumptions about the gas
reaching the boundary of the layer of compressed backfow in the perforation channels) At any instant in time the
ground gas, decomposes into refracted and reflected waveiw in the perforation channels and in some neighborhood
after which there occur multiple reflections of the newly of them is steady, and the influence of the viscosity and
formed shock waves from the walls and from the boundarythermal conductivity of the gas can be neglectedl2e gas
of the layer of compressed background gas. This causes aflew prior to entering the perforation channels is continuous
ditional adiabatic compression and a corresponding increasend subsonic. 30n the whole, in each channel and in a
in the temperature of this layer, and that may lead to evapoeertain neighborhood of it there is blocked flow with a tran-
ration of the clusters, which have to cross it in order to reactsition through the speed of sound.
the wall or target. From the standpoint of theoretical appli-  Under these assumptions the flow field in front of the
cations and the mounting of experiments it is important toscreen, i.e., for &r<r,, wherery, is the coordinate of the
have at one’s disposal various means by which one can irscreen, is completely independent of the character of the flow
fluence the parameters of the unsteady flow in the apparatulsehind the screen, which can be ignored altogether. The flow
thereby altering the conditions of formation and precipitationfield in front of the screen can be calculated by solving nu-
of the clusters. One such means is a perforated screanerically on the given interval a suitable initial/boundary-
mounted in the path of the expanding cloud. The presentalue problem for the time-dependent quasi-one-dimensional
study is a natural continuation of Refs. 3—5. Here a numeriEuler equations with the boundary conditions described be-
cal simulation is used to investigate the influence of the perlow, which take into account the specifics of the problem
meability of the perforated screen on the overall pattern andinder study.
parameters of the flow. At the coordinate origin(=0) the obvious symmetry

We considered flows with planar, cylindrical, or spheri- boundary conditionu=0 is imposed. At the perforated
cal symmetry, which were described by time-dependenscreen (=ry,) the form of the boundary condition depends
guasi-one-dimensional Euler equations. The field of the paen time. In particular, up until the timg, corresponding to
rameters at the initial time were specified as follows. It wasthe arrival of the bow shock wave at the screen, one has on
assumed that the cloud of evaporated material occupies thmth sides of the screen a nonmoving background gas at
spatial region 8<r<r,, wherer is a generalized coordinate equal pressures. Therefore, fap<<t<t, the condition
equal to the distance from the point in question to the planey,,=0 is imposed.
axis, or center of symmetry. All the remaining volume of the ~ The boundary condition at the screen after reflection of
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the bow shock wave from it and at all subsequent times carquation(2) at values of the permeability and isentropic
be written, under assumptions 1-3, in the form exponentk for the gas behind the strong discontinuity that
ks has arrived at the screen, i.e., for the gas flow to the screen.
pwtw=p-a‘eu, (1) The complete solution for the decay of an arbitrary
where the asterisks indicate the critical sound velocity andgtrong discontinuity on a screen at which assumptions 1-3
density of the gas flowing to the screem,is the flow-rate hold depends on two parameters, vikl,, and the Mach
coefficient, & is the ratio of the total area of the minimum numberM g of the oncoming flow, the first of which, accord-
cross sections of the perforation channels to the total area dfg to the assumptions adopted, is clearly less than 1, while
the entire screen, and the produgi= 7 is called the per- the second can be arbitrary. Depending on the particular val-
meability of the perforated screén. ues ofM, andMg, the complete solution of the given prob-
The difference of the flow-rate coefficient from unity ~ lem admits five subcases, which we shall henceforth denote
can be neglected, and one can assume approximately thay a pair of numbers separated by a decimal point and en-
n~e (Refs. 7 and B Using assumptions 1-3 and the known closed in parentheses.
gasdynamic relations for isentropic flows, one can reduce 1. If My satisfies the inequality

Eq. (1) to the form 1>My> J(k—1)/2k, )
k+1 (kﬂ)/z(k_l): 7 ?) then, depending on the Mach numbdis of the oncoming
w 2+(k—1)M\2N ' flow, three different types of flow can be realized after the

decay of the discontinuity: these will be designatedla$),
r1(1.2), and (1.3). The first of these(1.1), is realized if the
conditionM <M,y holds in addition to the conditio(¥). In

“this case a fan of rarefaction waves propagates counter to the

Eers&nlc_a,\r/lld subionlf.tFor thle Iatttigwf u;trotc:}uc;e_ the r;Ot%ncoming flow, and the flow parameters immediately in front
ion My=Msuf 77,k). Let us also takeg to be the time at ¢ 0 sereen are found from the formula

which the outer boundary of the expanding cloud reaches the

where the left-hand side is the known gasdynamic functio
g(M,k), with k the adiabatic exponent.
For »<1 this equation, as we know, has two roots: su

screen. Then the boundary condition at the screen as a func- aw_ (K=D)Ms+2  py _[ay|¥ ¥
tion of time can be written as as (k—=1)My+2' ps |ag '
0 for te<t<ta, Pw [ aw|2KED
Muy=1{ M k) for th<t<ts, @  ps \as ©
Meud 7,Ko)  for tg<t, The second type of flow(1.2), comes about as a result

Iof the decay of the discontinuity when the following condi-

whereky andk, are the isentropic exponents of the classica ; »
H 0 P P tion holds in addition tq4):

gas and vapor, respectively.

The boundary conditio3) together with the character- Mw<Mg<Mgw,
istic relations satisfied along the characteristi¢cs=u and
r{ =u+a enable one to find all the remaining parameters of M cvm \/1+ k__le /\/kM2 _ E (6)
the gas flowing into the screen and, hence, they completely sw 2 w w2

predetermine the initial/boundary-value problem under In this case the disturbance moving counter to the on-

study. . . coming flow is a shock wave with a Mach number in relation
For numerical solution of the problem we used the sam§e

. . . 0 the gasMrg>1 which is found by solving an irrational
algorithnf as in Refs. 4 and 5. However, since a perforate quation of the form
screen, unlike a wall, is permeable for the gas, it can be
reached not only by shock waves but also by contact discon- 2 Mﬁs— 1
tinuities. In both cases, as a rule, discontinuities of the gas- Ms= k+1 Mes
dynamic parameters will arise at the corresponding points in ~ M,= >
time. The problem of the decay of an arbitrary discontinuity \/ 2(k—1) Mgq k )
at a perforated screen has been considered in a rather general k+1 Més\ 1+ k+1 (Mzs—1)
formulation in Ref. 7. There, however, only the most funda- )
mental aspects of the construction of the solution are dis- Here the velocityDgs of the reflected shock wave rela-
cussed, and the final form of the computational formulas idive to the screen and all the remaining parameters of the
not given. In the particular case in question, i.e., in theflow immediately in front of the screen can be expressed in

framework of assumptions 1-3, a complete solution of thderms of the parameters of the oncoming flow and the value
given problem can be obtained in closed form. obtained forM g in accordance with the formulas
In the formulas that follpw, the subscri@ indicates Drs=as(Ms—Mgg),
parameters of the flow behind the shock wave or contact 5
discontinuity at the time when they have just reached the Uw=Us—2as(Mgg—1)/(k+1)Mgs,
screen, and the subscrig¥ indicates the parameters at the oK pw M2R5(k+ 1)

screen immediately after the decay of the corresponding dis- Pw_ 1+ (M3-1), —= (8)
continuity. We also leiM,, be equal to the subsonic root of Ps k+1 Ps

)

B (k—1)MZst2"
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It can be shown that fulfillment of conditiof6) will It is easy to see that in the limiting case fgr—0 the

guarantee that the value Bfzg found according to formula solution given above goes over continuously to the known
(8) will be negative. However, all 5 approachedl gy, the  solution for the reflection of a shock wave from an imper-
corresponding value dDgg approaches zero, so that in the meable wall.

limiting case whenMg is exactly equal toM gy, a shock The main purpose of an experiment is ordinarily to
wave that does not move relative to the screen is formed imchieve the maximum number of clusters reaching the wall
front of it. or substrate; this number is determined, in particular, by the

The third possible type of flow(1.3), comes about as a parameters of the reflected secondary shock waves and of the
result of the decay of a discontinuity at the screen when théayer of shock-compressed gas. Therefore, one is most inter-
condition M g> Mgy, holds in addition to(4). In this case a ested in quantitative data concerning the influence of the
single shock wave, even one that does not move relative tpermeability of the screen on the intensity of the reflected
the screen, is no longer sufficient for braking the oncomingshock waves and on the parameters of the flow immediately
gas the required amount, i.e., fb,,. Therefore, in this case in front of the screen. Computational results illustrating this
two shock waves arise, one of which does not move relativénfluence in the case of a flow with planar symmetry are
to the screen and one of which propagates counter to theresented in Figs. 1 and 2. For the series of calculations
oncoming gas. The flow parameters between these two shoskown only the permeability was varied, while the rest of the
waves are indicated by the subscriptV. To determine the initial data were identical and corresponded to typical condi-
parameters in front of the screen, let us first solve numeritions for experiments with silver vapory=1 cm, ry=5
cally the equation analogous (@) but with Mg, in place of cm, py=5.27 kPa,T;=1792 K. The background gas was
My to find the Mach numbeM g5 of the shock wave mov-
ing counter to the oncoming gas flow. Then we use the value

obtained forM ggand the known parameters of the oncoming 80001
flow in formulas analogous t¢8) but with W replaced by
W Sto find the parameters of the flow between the two shock 6400+
waves. Then, using formulas analogous (& but with 7
MRgs replaced byM sy and with the subscrips replaced by < 4800}
WS we find the parameters of the flow directly in front of - 3 2
the screen. ~
2. If My<1 then the inequality4) does not hold, and, 200
depending on the particular value Bfg, there are just two
types of flows that can be realized after the decay of the 1600}
discontinuity, namely(2.1) and (2.2). Type (2.1 comes
about forMg<M,y and type(2.2) for Myy<Mg<x. These 0 0_L5 1:0 1"5
two types are completely analogous to typgd) and(1.2), t-107% s
including the use of the computational formul@ and (7),
(8), respectively. FIG. 2.
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also taken to be silver vapor p;=10 Pa andly,=300 K, principle the temperature and pressure of this vapor should
which corresponds to the case when the latter remains in thdepend on the permeability of the screen, since prior to this
chamber on account of insufficiently deep evacuation of thehese parameters could have increased in the reflected shock
chamber after a previous experiment. waves propagating counter to the vapor flow, the intensities
Figure 1 illustrates the influence of the permeability of of which, in turn, depend on the permeability of the screen.
the screen on the overall pattern of the flow in front of it. However, in comparing the temperatures of the vapor flow-
This figure was made by constructing on the plane of indeing into the screen, we note that they are just the same for
pendent variables,t the streamlines, the trajectories of the »=0.1 and 0.3 and only slightly different, much less than
strong and weak discontinuities, and the sonic characteristidbe difference in the corresponding temperatures of the back-
of the fans of rarefaction waves, which were captured byground gas, forp=0.1 and 0.8.
means of additional meshes. The pattern of the flow in the This leads us to the preliminary conclusion that varying
case of an impermeable wall, i.e., fg=0, is shown in Fig. the permeability of the screen over rather wide limits will
la, while the patterns in the case of perforated screens withpparently not enable one to influence substantially the con-
7=0.3 and 0.6, respectively, are shown in Figs. 1b and 1c. Itlitions of cluster formation in the expanding vapor cloud, in
is seen from Fig. 1 that qualitatively similar flow patterns arespite of the fact that the intensities of the shock waves re-
observed in all three cases. On the other hand, it is also sediected from the screen depend on its permeability. However,
that there are significant quantitative differences, which arghe final justification of this conclusion will require addi-
due to the leaking of the compressed background gas throudlonal results from parametric calculations and also experi-
the perforated screen. In particular, in the last two cases thmental confirmation. Meanwhile, another conclusion is obvi-
thickness of the layer of compressed background gas desus from the already available results of the calculations: a
creases monotonically and ultimately vanishes completelypermeable screen or target will pass all the compressed and
At this time tg the directly expanding vapor begins to reach (accordingly heated background gas, after which the condi-
the screen. Therefore, the clusters formed in the vapor cations for the clusters formed in the expanding vapor cloud to
now reach the screen unimpeded, provided that they have notach the surface become more favorable than in the case of
evaporated sooner, i.e., after after the increase in temperatuaa impermeable wall or target.
and pressure caused by the passage through the expandirl]\% G. Chace and H. K. Mooréeds), Exploding Wires Plenum Press
vapor cloud of the shock waves reflected from the screen. ~U- = =2 (1569 [Russ. ransl 1L I\}IoscF()) \/(/1933]. » '
In connection with this last circumstance it is useful to 25 "y gyigakov, B. N. Kozlov, A. P. Maorov et al, Abstracts of the
examine some plots which will illustrate the influence of the Eleventh All-Union Conferencéeningrad,(1993), p. 131.
permeability on the character of the time dependence of théA. L. ltkin and P. V. RozovsKj Zh. Tekh. Fiz.55, 1182 (1985 [Sov.

; ; Phys. Tech. Phys30, 675(1985].
temperature of the gas flowing into the screen. These plots A 3\’/ Vinogra doi’/ VA V(mkoi’] V. Yu. Gidaspov, and P. V. Rozoviki

are shown in Fig. 2 fpr four _values of the permeability, O, zn Tekh. Fiz.63(11), 20 (1993 [Tech. Phys38, 946 (1993].

0.1, 0.3, and 0.8, in increasing ord@urves1-4, respec-  5A. V. Vinogradov, V. A. Volkov, V. Yu. Gidaspowt al. Vychislitel.

tively). The last three plots pertain to the case of a permeablgTekhnol.4(10), 89 (1995. _ _ _

screen. They differ qualitatively from the first plot, which is 2 V: Vinegradov, V. A. Volkov, V. Yu. Gidaspoet al., in Mathematical
. . o Modeling[in Russiaq (in press, 1995

for an impermeable wall, in that they exhibit a downward 7y 1. Grin', A. N. Kraiko, and L. G. Miller, Zh. Prikl. Mekh. Tekh. Fiz.,

jump of the temperature. This jump occurs when all of the No. 3, pp. 95-1021981).

background gas contained between the outer boundary of theS: Yu. Tonchak, Candidate’s Dissertatifin Russiaf), Moscow (1988,

expanding cloud and the screen has flowed through the 148 PP-

screen and the expanding vapor begins to come through. ITranslated by Steve Torstveit
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Role of different polarization mechanisms in the self-organization of the director
of a thin layer of nematic liquid crystal

Yu. K. Kornienko and A. P. Fedchuk

I. 1. Mechnikov Odessa State University, 270100 Odessa, Ukraine
(Submitted November 28, 1995
Zh. Tekh. Fiz67, 23-28(May 1997

A theoretical analysis of the processes occurring in a symmetric metal—liquid-crystal-metal
structure is carried out to obtain the dependence of the anisotropic component of the surface free
energy on the angle of deviation of the director from the direction of easy orientation. The
differences between the angular dependence of the surface energy obtained in this paper from the
form described by the Rapini potential are discussed. The coordinate dependence of the

ionic and dipolar polarization are calculated, as is the order parameter characterizing the ordering
of the dipole moments of the liquid-crystal molecules. The interrelationships of the the

boundary polarization with the equilibrium orientation of the director near the surface bounding

the liquid crystal and with the value of the internal electric field in the volume of the

mesophase are discussed. 1897 American Institute of Physid$§1063-78407)00505-9

INTRODUCTION surface energy includes an isotropic comporiegtand an
anisotropic componerf,,. As was noted in Ref. 10, the
Liquid crystals(LCs) are unique objects for investigat- specific form ofF, is a key question in the physics of LC
ing collective effects, particularly self-organization surfaces. In the simplest case of small angles of deviation
processe$which are currently a focus of research attention.« from the direction of easy orientatitin® the anisotropic
The long-range correlations, as a rule, are determined by thaurface energy is of the forfy,= (1/2)Wsirfa. In all other
properties of the LC volume in the absence of outside influcases one uses fét,, a potential of more complex form,
ences, and the orientation fluctuations propagating into the.g., in the form of an elliptic sité or Legendre polynomials
interior of the LC layer are specified by the boundary condi-of even powers, with an argument of eosr sina (Ref. 15.
tions at the surfaces bounding the sanfpiowever, as was However, all these approximations, in our opinion, have a
shown in Ref. 3, in a thin gap filled with a dielectric liguid common shortcoming: the lack of a consistent physical
between conducting walls, the long-range correlations fallnodel. Furthermore, there has been no conclusive theoretical
off with distance much more slowly than in the case of di-analysis of the anisotropic surface energy. There is just one
electric walls. This leads to a number of interesting effectspaper in the literatuf€ in which a mechanism was proposed
For example, in such a system one observes an orientationfalr making the surface energy different from the Rapini po-
phase transition analogous to the &aericksz effect but oc- tential: the flexoelectric effect. The authors arrive at an ap-
curring in the absence of crystal electric fields; this was firspproximation of the form
predicted by the authors in Ref. 4. If the bounding surface
also has a definite translational symmetry, then the propaga- B
tion of long-range correlations of the director orientation into 0a™
the interior of the sample depends on the character of the
packing of the surface atoms, as we showed in Ref. 5. FumwhereU, is a quantity that depends on the difference of the
ther, as was shown in Ref. 6, when the uniform orientation obrder parameter near the surfe&eand in the volume of the
the nematic LC is disrupted the medium loses local inversionmmesophas&, and which is related in a definite way with the
symmetry, which in the unperturbed case is ensured by antflexoelectric coefficient®,, and 5.
parallel packing. This leads, in particular, to a polarized sur-  Even in that paper, however, the anchoring enevgy
face layer,® the experimental characteristics of which areenters only as an adjustable parameter and is not tied in with
directly related to the orientation of the director near thethe properties of the structure components. Therefore, the
bounding surfacé.Consequently, there is an obvious needgiven model, in particular, cannot be used for an analysis of
for a study of the characteristics of this layer in connectionthe aforementioned structure in which the LC layer is
with research on self-organization processes in such systemsounded by solid conducting surfaces.
To determine the boundary orientation of the molecules, as It is certainly of interest to analyze such a system theo-
we know?? one must minimize the surface energy of the LCretically in order to find the anisotropic surface energy. In
layer. Despite the fact that there have been a number addition, as we mentioned earlier, near the solid surface
papers on this topic¢e.g., Ref. 1}, this problem remains bounding the LC there arises a polar layer of molecules.
unsolved from a theoretical standpoint for systems includingrhere are no reported studies of the contribufigy of this
nematic LCs with conducting solid substrates. layer to the surface energy. We thought it was very important
It is knownt? that the surface free energfy, assumes its  to fill this gap in knowledge by considering in the framework
minimum value along the direction of easy orientation. Theof a unified model the processes occurring in a structure

W 2'J
2 3%

cog 6+U, cos' g+ const,
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consisting of a thin layer of nematic LC bounded by solid As we have shown in Ref. 4, - depends in a definite

substrates with conducting coatings, including processes afay on the angle& between the director and the plane of the

near-electrode polarization, and on the basis of this analysislectrode, specifically

to determine the anisotropic component of the surface ener .

of the LC molecules. P P Y elemes teq it 6, @

whereg, is the dielectric constant corresponding to the pla-

nar orientation of the LC, angl, is the dielectric anisotropy.
The boundary values of the electric field and carrier den-

sity atx=0 andd will be, respectively,

We consider a symmetric structure consisting of a metal kT d

(M), a nematic liquid crystalNLC), and a metalas neces- ELclx=04= 1—(2Cn0)1’2tar( (Cnyl2)2 5)’ )

sary the results of this study can be generalized to the case of g

an asymmetric metal-LC—semiconduc{® structure; an 1o

incomplete step in this direction this was taken by the au- an:n|x=0,d:nO/0052((Cnolz) 5] (6)

thors in a previous pap8r We consider the simplest one- ) -~

dimensional case: the axis is directed perpendicular to the W€ must also use the following boundary condition,

two electrodes, one of which is at the coordinate origin angVhich comes from applying Gauss’ theorem of electrostatics

the other ad. The LC is assumed ideal, i.e., devoid of in- fOr the metal—LC interface:

trinsic charge carriers, which might be formed as a result of

dissociation of the molecules or which might be impurity

ions. Thus charges can appear in the NLC only on account ol‘b
t

the emission of charge carriers from the metal electrodes; i e field is zero inside th_e metal electrode and, second, that
the simplest case one may consider only thermionic emist1€ Surface charge density is equal to the product of the el-

sion. The thermionic current through the M—LC barrier is ementary charge and the boundary surface density of carriers

determined by the parameters of both the metal electrode an(&“’h'Ch is equal to the boundary volume densify, raised to

the electrical double layefEDL) of the liquid crystal, and the 2/3 power

the properties of the EDL in turn depend on this current. As

a result, in the immediate proximity of the contact a definitegeg 1 Ts OF THE CALCULATION AND DISCUSSION

density of emitted charge carriens,y is established in the

NLC; according to Refs. 4 and 17, this density is given by ~ As we know, the surface energy enters as a term in the

free energy functional:

_AT2 27Tm 12 (]S_(Pm qu,LCM gy u !

o= kT ] TR TRT )T TR q,(@)_ff 4
Tdx

q

where¢ and ¢,, are the work function of an electron in the whereF,; and Fq, are the unknown values of the surface
LC and metal, respectivelyAV -y is the potential drop energy for each of the boundaries, af,d6/dx) is the
across the EDL of the LC, which is determined in turn by thevolume free energy density, which in the general case is of
boundary orientation of the director and the packing of thethe form®
NLC molecules on the surfadé?® 1

The presence of charge carriers in the boundary regions  f= ~[K;(V-n)?+K,(n-(VXxn))?
of the NLC causes their diffusional transport, which is di- 2
rected toward the center of the LC layer, leading to a non- +K3(n-(VXn))%—g,e0E>SiN? o). 9
uniform distribution overx of the charges in the LC layer; . i )
this is equivalent to the appearance of a nonuniform electric 1 N€ poroblem ~of minimizing the functional8) is
field E_c(x) in the structure. To find the functional depen- equivalent’ to solving the Euler—Lagrange equation, which

dence of the electric field strength and of the density ofl 9éneral has the form

MODEL CONCEPTS

eLemeoELclx=0=a(Nme) %2 (7

In writing this theorem we took into account, first, that

charge carriers, we solved jointly Poisson’s equation and the df d df
equa.tion of diffl_Jsion—_drift quilibriur_n with the bounqary dx _ dx W)ZO (10
density (1) substituted in. Previously in Ref. 4 we obtained
the following functions: with the boundary conditions
d df dFol
n(x)=n0/co§((Cn0/2)1’2(x— 5)) 2) d(dordx) X:O+ ao x:O—O, (1)
_kT 12 7 df _9F -0 (12)
ELC(x)—F(ZCnO) tan (Cny/2) X_E , 3 d(derdx) » a0 X:d— .
where C=0g?%/(kTe ceo), No IS the minimum density of Let us restrict discussion to the case of a transverse
charge carriers in the L@t x=d/2), ande| ¢ is the dielec- bending deformation of the LC director, with a characteristic
tric constant of the LC. elastic constan;. As we have shown previoust{, this
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FIG. 1. Boundary angl®, versus the thickness of the LC layer.
y angi@ y FIG. 2. Surface energy versus the boundary argle

situation arises when an initial planar orientation of the mol- .
S . . i sin(26,)
ecules(which in practice can come about in the capillary  F -k, [ ———=dg,.
filling of a cell) is then subjected to the influence of the d
internal electric fIE|d, which is directed, as we have Said, Since the boundary ang@ depends on the thickness of
perpendicular to the planes of the electrodes of the structurgne |ayer, the integration cannot be done analytically. Figure

(16)

This gives a volume free energy density of the form 2 shows the functiofr o( 6,) which we obtained by numeri-
1 de\2 1 cal methods. It is in satisfactory agreement with the experi-
f=5Ky cog 0(&) - ESaSOEEC Sir? 6. (13)  mental curves obtained by other auth®¥é? Let us discuss
the result. It is clear from the Fig. 2 that the function
With the given simplifications, the Euler—Lagrange ®,(6,) cannot be approximated by a Rapini potentifle
equation becomes dashed curve in Fig.)2It seems reasonable to explain the
20 [de\2 £460E2 differences as follows: it has been noted in several papérs
_2_(_ tan 0+ ——2"LC tan v=o0. (14) that a polar layer with a nonzero polarization vect®y
dx dx K1 which in general depends on the coordinate, arises in an LC

Numerical estimates show that in our case the third terntear a solid boundary surface. There are two possible causes
can be neglected in comparison with the first two. The solufor a polarized state: ionic polarization and dipole polariza-
tion of the resulting differential equation is tion. The presence of a polar layer leads to the following

contribution to the free energy of the LC:

2X
0(x)= 00( 1- F) : (15) 1
fe(x)= EP(X)ELC(X)v (17)
where 0y= 6| ,_,.
To determine the boundary valdig we solved Eqs(5)—  WhereE, c(X) is the electric field calculated earlier.
(7) jointly. This gave us the dependence &f on the LC With the use of(17) the surface energy due to the

layer thicknesdl (Fig. 1). The following parameters of the mechanism under discussion is

structure components were used in the calculations:

om=4.4 eV (SnQ), e, =7, £,=10, »=4.2 eV (Ref. 20. fszf fe(x)dx. (18

As we see from the plotted curve, at small LC layer thick-

nesses <1 um) the director orientation is nearly planar, The resulting surface energy can be written as

but when the thickness is increased to tens of microns a 1

homeotropic orientation is observed. We are in fact talking F0=§W Sir? 9+ fs. (29
about an orientational phase transition analogous to the

Freedericksz transition, but in the absence of external field To find the contributiorf to the surface energy we need
(we first predicted this effect for an M—LC—S structre to know the coordinate dependence of the polarization
The functiond(x) obtained above can now be used to deter-P(x).

mine the surface enerdy,. Using the boundary conditions Let us first consider the dipole polarization mechanism,
(11) and(12) (in view of the symmetry of the structure these which is more characteristic of an LC. Suppose that the LC
are the same except for a sjgwe find from Eq.(15) that molecule has an intrinsic dipole momgmtand that the den-
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FIG. 3. Coordinate dependence of the ionic polarization. LC layer thickness:|g. 4. Coordinate dependence of the order parameter. The LC layer thick-
d=0.35 (©), 0.9 @), 13um (L). nesses are the same as in Fig. 3.

sity of molecules isN. To take into account the degree of ihicknessd. Let us discuss this last dependence in greater
ordering of the dipole moments, we introduce, following getajl. The trend of this curve can be explained on the basis
Ref. 24, an order paramet§[f<P1(S|n o)), Wher(.ePl isthe o the following considerations.
flrst-order ngendre polynor.mal'. Then we obtain the follow- Near the surface bounding the LC there is a competition
ing expression for the polarization vector: between two mechanisms. The quadrup@lematio order
Paip(X)=pPNSy(X). (20)  tries to.orient thg molecules para}llel to.the surface. At the
) ) i same time, the internal electric field orients the molecules
The order paramete8, is a function of the coordinate o hangicular to the substrate. As a result, a completely de-
x because of the presence of a nonuniform ordering electrig, ined orientation is established, which corresponds, as we
f!eld E, c(x), and the order parame_ter takes on its Maximumyve said. to the minimum of the free eneriig. 1. In
('rlmOdUIL_‘S valges at the boundaries of the lay&r{0 and 5 jition, as we have also mentioned, the dipole polarization
x=d), while S, =0 at the center of the layexd/2). Let is determined by the order paramety, which in turn is
us assume that proportional to the orienting field. At sufficiently large layer
S (x)=E,B, (21)  thicknesses d>10 um) the ordering effect of the electric
field is substantially weakendéig. 6), leading to a decrease

where B is a certain quantity that depends on the thickness the dipole polarization. This hypothesis is confirmed by

the LC layer. Using this, we obtain for the dipole component
of the polarization

Paip(X) =pPNBE_c(x). (22)
The second polarization mechanism, ionic polarization,

- AN
is due to the nonuniformity of the charge distribution over \
the coordinate in the LC layer. It is clear that -3 1

(Cn0/2)1’2< X— g) ) .
(23

8]
E
O
Here we have made use of the fact that the charge density g
p(X)=qn(x). Figure 3 shows a plot of our calculated values as
of Pion(X) for different thicknesses of the LC layer.

To determine the dipole component of the polarization L
we substitute expressiof®2) together with(3) into Egs.
(17)—(19) and, on the basic of the dependefgg 6,) found
earlier, we find the paramet&, which we use to calculate L/ L 1 4 J L
the order paramete®, and the dipole component of the po-
larizationP;,. Figure 4 showss,(x) for various thicknesses

of the. LC layer, _anq Fig. 5 shows how the boundary value OiZIG. 5. Boundary value of the dipole polarization versus the thickness of the
the dipole polarizationPpqrn= Pgiplx—0 depends on the layer LC layer.

3
T

L IR RR L

o 0 i

Pion(X) = J:p<x)dx= foxdx/cosz
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Influence of heterogeneous chemical reactions on the slip velocity of an inhomogeneous
multicomponent gaseous mixture

E. I. Alekhin, I. N. Golovkina, and Yu. |. Yalamov

Moscow Pedagogical University, 107005 Moscow, Russia
(Submitted December 4, 1995
Zh. Tekh. Fiz67, 29-33(May 1997

In constructing a theory of thermal diffusiophoresis of volatile aerosol particles it is necessary to
have boundary conditions for the tangential velocity component which allow for the

presence of heterogeneous chemical reactions. Conditions of this sort have been obtained by a
number of author§R. N. Guptaet al, Technical Papers, AIAA 22nd Aerospace Science

Meeting, AIAA 19th Thermophysics Confereridew York (1985, pp. 465—490; D. V. Kul'ginov,
Tech. Phys63, 940(1993; A. V. Bogdanovet al,, Preprint No. 1051, Fiz-Tekh. Inst.

Akad. Nauk. SSSR, Leningrad986]. The results of Guptat al. are in the form of analytical
expressions, but their computations actually used Maxwell's method, which is of low

accuracy. Kul'ginowet al. and Bogdanoet al. used the method of matched asymptotic expansions,
which did not permit them to get simple analytical expressions. In the present paper the slip
velocity is calculated by the Loyalka method. Analytical expressions are obtained for the slip
coefficients, and the results of numerical calculations are presented. It is shown that in the
presence of concentration gradients of the components of the gaseous mixture along the surface
of an aerosol particle, the slip velocity can acquire new terms due to the change in the

sticking coefficient along the catalytic surface. Expressions in final form are given for these
terms. © 1997 American Institute of Physid$$1063-784207)00605-3

STATEMENT OF THE PROBLEM

f m, )3/2 p( miViZ) o
The derivation of macroscopic boundary conditions for ~ © '\ 27kT 2kT
the equations of gasdynamics must be based on the solutigfhd ¢, is a small correction to the Maxwellian distribution

of the kinetic equations in the Knudsen lajfef. _ _ function, proportional to the first powers of the gradients of
Let us COI‘ISIdeI’ aN-component gaseous m|XtUre, |nh0' the Ve|0city’ temperature, and concentration.

mogeneous in temperature and concentration, moving near a sypstituting(2) into (1), we obtain the following system
plane catalytic surface. We choose thexis normal to this  of |inearized kinetic equations:
surface and thg axis along the specified gradients of the
temperature of the mixtured{T/dy) and of the relative con- oo f %ﬂ) §. (i E) —Sé (d In T))
centrations of the componentsid /dy). The gas fills the X0 gx ~ “Y0% ¢\ dy 2 dy
half spacex>0.
For describing the flow of the gaseous mixture in the = _E ninili(ei+ @), (4
Knudsen layer we use the Boltzmann equation ]

where
vi-Vfi=2 f(fi’fj’—fifj)gb db & d%;, (1) 1
) lij(eite))=—
it

wheref; is the distribution function of the molecules of the
ith componentg is the relative velocity of approach of two Xf fiofio(@i+ @ — o — @ )gb db & d3;
moleculesb is the impact parameter of the collisianjs the ! b '
azimuthal angle, and; is the velocity of a molecule. is the linearized collision integrdlS},=5/2—w? is the So-

In practice one ordinarily deals with mixtures in which nin polynomial of order 3/2Ref. 9, andw; = ym;/2kTo; is
the relative drops in temperature, concentrations of the comhe reduced velocity of the molecules.

ponents, and the mean-mass velocity over one mean free

pat.h are much less than 1. The heteroge'neous reacthn rateds| cULATION OF THE SLIP COEFFICIENTS

limited by the slow processes of diffusion of the mixture

components toward the surface. Under these conditions one To determine the slip velocity one must solve the system

can linearize the distribution functiofy about a local Max- of equations(4) with the kinetic boundary conditions. At

wellian distribution function: large distances from the surface the solution of systém
has the form

fi=fio(1+ ), 2 m | 12

where Piw= k_TI) Wy, U(X) + @ E(w;), (5)
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where ¢ 5(w;) is the Chapman—Enskog functidn: fr=fio(l+oh), (11)

1 dinT\ 1 .
o) = WA W) | ==+ Jwy X Clwy e
e =a; v/ +(1-a))qi(vis— SppTis)
dCJ' 1 du B R B
arm o WaiWyiBi (Wi | |- (6) +(1-a)(1-0)Rye; , (12

HereA;(w;), C!(w;), andB;(w;) are the thermal, diffusion, ?1/2: 3/2—w{ is a Sonin polynomial of order 1/gRef. 9,
and viscosity functions; U(x=0) is slip velocity to be Ry is an operator which changes the sign of xtle compo-
solved for. In the distribution functiot6) we have kept only nent of the velocity on reflection from the surface,
terms that give a nonzero contribution to the slip velocity. ¥is= (Nis—Nio)/Nio, and rjs=(T;s—T)/T.

Solving the equation by the method of Loyaffaye assume Multiplying Eqgs. (4) by mw;, Bjw,w,;, integrating
that the distribution of the incident molecules on the lowerover all velocity space, and summing ovewe get
boundary of the Knudsen layex€0) can be written in the

following form: dx EI (WyiWyi, ;)i =0,
- 2mi)1’2 ﬁ+1 Aw) dinT
@i Tl Wb Wy Wl —ao d 2kT 2
y ax Z W(WiiwyiBi a(Pi)i:ﬁ Z m; (WyiWyi @) 5
1 . dc; '
ZWe Towl =2 + Zwowe: B (w: )| —
+ nWw; Ci(WJ)( dy)* nWX'WYIB'(W')( dx)’ where the parentheses denote moments of the distribution
function:
where B8 is some unknown quantity. (P(wy; ,Wyi),qpi)i:f P(wWy; vai)in(Pidsvi _

The distribution function of the molecules coming off
the catalytic surface in the presence of heterogeneous chemi- After integrating overx, we obtain on the interfacial
cal reactions is written as the stin surface between phases=0)

fir=f/+1}, )

W, iW,i,®;i)j = Const,
where the first term on the right-hand side (8§ describes Z (Wi Wi 1)y

molecules formed as a result of a chemical reaction, while .

the second term describes molecules reflected off the phase /2 T,

boundary P Z T (WkiWyiBi, i) =const
. 1

We shall assume that the molecules formed as a result of . i £l laebrai .
chemical reactions leave the surface in a diffuse manne?; Exprgssmlr(lS) 'T a$VSter:“9 mealr age raic equgtloEns
thenf’ can be written ad or 8 andU. In evaluating the integrals that appear in Eq.

(13), we keep(as usualtwo terms in the expansions of the

(13

L m 312 miVi2 o , thermal and diffusion functions in Sonin polynomials, and
fi=ain, 2mkT TokT) @ (1+v))io, one term in the expansion of the viscosity functions:
9
o _ Ai=Wiaio+Wiai1 Sy,
wheren; is the density of molecules formed as a result of the . ‘ '
chemical reactiony; = (n/ —njo)/n;o, ande; is the sticking Cl=wicly+wcl;St,,  Bi=wlwibjo.

coefficient, which characterizes the intensity of adsorption . . . .
processes. It represents the probability that a molecule, hay-  S°Ving the system of equationi43), we find the slip
ing struck the catalytic surface, is not reflected back into thevelocity U. We write it in the following form:

gas. 7 dinT j dg; du
The distribution function of the reflected molecules is U:;KTS “dy + 2, DyjKbs dy +MKws| x|
taken as ) (14
m: 3/2 m: V2 . . . . .
"1 =\, i _ wheren/p is the viscosity of the gaf),; is the coefficient of
fi=(1—a;)qn;s ex . . . 1
27kTis 2KT;s multicomponent diffusion of the 1st arjth componentsx
i j
(1 a ) (1-q)f; . (10) is the mean free path of the gas molecukés,, Ky, and

Kwus are the coefficients of thermal, diffusion, and isothermal
Here the first term describes molecules reflected diffuselyslip:
while the second describes molecules reflected specularly;

g; is the accomodation coefficient of the tangential momen- 7l pK o= — E, /k_T 1

tum, T;s and n;s are the temperature and density of the dif- * nV 8ZInbj

fusely reflected molecules of th&h component. Linearizing 02 (203 (o)

the distribution functior(8) aboutf;, with allowance for(9) 0L (ar TS 7177 PTS T 1
X Ts(a'| )+ 4 — ’ ( 5)

and (10), we get O74e)
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, 1 kT 1 4
Dykbe=— =5 S b (e = 2 Ymim(1-(1-a)(1-a; ).

n
2
[ L (07 )+ Opg(a )3 (a; )] (16) In an inhomogeneous gaseous mixture there are concen-
s Ds( i) tration and temperature gradients along the surface of a par-
1 [T 1 02 (a-))2 ticle. For this reason the sticking coefficient is not constant,
AKys=— =—\/5— [ 1 () M] and that means that there is an additional term in the slip
n V27 3inbjo| M Quslei) velocity. Let us calculate this term. We assume that the rela-
17 tive drops in temperature and concentration along the surface
where are small. Taking into account that the sticking coefficient
a; depends on the concentrations of the mixture compo-
nents and on the surface temperature, and keeping only the
Qrdai)= 2 \/_(a,o 3i)bio(1=(1=a) (1= a; ), terms of zeroth and first orders, we obtain
-\ — - Ja
Ofa) =2 nibig(1+(1-a)(1-a; ), a7 = aig(Cion - Cno To) + o AC1+
_ aj; _ -
Ofdar)=2 ni| o 7‘)<1—<1—qi><1—ai ), 200 ner 22 AT, 18
acy aT
Q1a)=Q8 (a7 )= ymni(1—(1—q)(1—a;)) herea;, is the sticki fficient at tain point on th
1@ bs( @ i iN; of aj ), whereq;, is the sticking coefficient at a certain point on the
surface.

. Substituting(18) into (15)—(17), we get
Opg(a)=2 r(clo cl)bio(1-(1=a)(1—a;)),
M Krs= K$s+ K'JI-'S'

Of(@) =2 mbig(1+(1-ap)(1-a7)), K= KO KIL
s, i ch Kye= K%+ KL
0fy(a@)=2 m| clo= 5| (1= (1=a)(1-a;)), T hMsT s
whereKTs, KDS, Kﬁ,ls are obtained from formulad5)—(17)
ol n;big (1+(1—q)(1— with a;, in pIgc_e ofa; _ _ .
ws(@i )= 2 ﬁ (1=a)(d-ai ), The coefficientsK},, KE., andK} . describe the first-
order correction to the slip velocity due to the nonuniformity
Qﬁns(af)zz nibio(1+(1-qg)(1—a;)), of the coefficientse; along the catalytic surface and have

the following form:

L1 kT
KL=/
Ts n 8 Einibio

07 @ig) AQT+ Q7 ((@i0) AQT— 07 i0) Q3 i) AQTJ V7 i) ]

Q7o)

X[AQ$S+

Q%s<ai5>Aﬂ%s+Q%swia)m%s—nés(a@m (@i AQE /0L (ajo)
Qp(aip) ’

Wzinibio Ms Qﬁ’,ls(aro)

L1 kT o1 L 2002 AQY— (O(afy)) PAQR /O o)
Kiis= = =Vo-sp-| A2ust
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FIG. 1. CoefficientK+t4(a; ), 9;,=0.5,R;=
3.

0.9.M;=0.1(1), 0.3(2), 0.5

where

n.
AQ} = —(ap—ai)bio(1-q)Aq;,

"y

AQ'2rs:Z nibio(di—1)A«q;,

ail
AQ?s:Z ni| ajo— 7)(1_Qi)Aai,

Aﬂ#fmés:Z Jmini(1—q)Aa;,

n 4
AQésin \/_E(Cfo_cfl)bio(l_Qi)Aai,
AQ%s:Ei nibio(qi—1)Aa;,
=2 n(c )(1 g)Aa;,

bO
AQJMSZE d —Aa, AQMs 2| nibio(gi—

Ty
QEAS%Z Vmini(1—0)Aey,

A da; A &a_A da; AT
(=——ACy+ ...+ ——Acy+ ——AT.
LT gy - N aT

1)Aai ’

ANALYSIS OF THE RESULTS

The results of the numerical calculation of the slip coef-
ficients for a binary gaseous mixture are plotted in Figs. 1, 2,

and 3[M;=my/(m;+m,), Ry=r,(r;+r,)]. Analysis of
these results shows that the coefficient of thermal Kk

1

i 1 i L L ! 1 1 1
a1t 02 05 04 05 06 0.7 08 09 af

FIG. 2. CoefficientKys(a; ), q;,=0.5,R;=0.9. Curvesl-3 are the same

as in Fig. 1.

so does the fraction of the molecules adsorbed by the sur-
face; this entails an increase in the momentum transfer to the
surface.

The isothermal slip coefficier,,; decreases monotoni-
cally with increasinge; . This is explained by the fact that
as «; decreases, the fraction of the molecules reflected
specularly from the surface increases, and in the presence of
a velocity gradient near the surface the gas must move faster
in the case of specular reflection of the molecules than for
diffuse reflection, under otherwise equal conditions. The de-
pendence of the coefficient of isothermal slip on the trans-
verse momentum accomodation coefficignts analogous to
the dependence om; , as is particularly easy to notice for
a; =0.

The dependence dkps on «; at fixed m; andn; is
monotonic(functions(15) and(16) have the same formAs
we see from the plots, the the coefficient of diffusion slip can
change sign a&; varies. Hence the rate of diffusiophoresis
of aerosol particles having high thermal conductivity can
change direction, since in the course of the chemical reaction
the concentration of the components near the catalytic sur-
face can vary, and; along with it.

In solving the problem of the slip of a multicomponent
gaseous mixture in the presence of evaporation and conden-

Ko

0.41

0.3 M
0.2

0.1}

0.0t z
0.1+
-0.2F
=031 3
-0.4}

L 1 1 I

a1 0.2 03 0‘/- 05 06 0.7 06 0.9 «f

for fixed m; andn; increases monotonically with increasing rg, 3. coefficient&pq(a;), g1 ,=0.5,R,=0.9. Curvesl—3 are the same

a; . This can be explained as follows: whef increases,
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CARS study of the vibrational kinetics of nitrogen molecules in the burning
and afterglow stages of a pulsed discharge

K. A. Vereshchagin, V. V. Smirnov, and V. A. Shakhatov

Moscow Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
(Submitted November 8, 1995
Zh. Tekh. Fiz67, 34—-42(May 1997

The vibrational kinetics of the nitrogen molecule in the ground le%Hﬁg in the burning and
afterglow stages of a pulsed discharge are investigated by coherent anti-Stokes Raman
spectroscopyCARS). The total cross section for vibrational excitation of the nitrogen molecule
by electron impact to the first eight vibrational levels is determined. The rate constant for

the associative ionization reaction involving nitrogen atoms in the metastable “Patewi’D is
estimated. It is found that the best agreement between the calculated and measured
populations of the nitrogen molecules in the ground slétﬁg in the afterglow stage of a

pulsed discharge is obtained when the rate constarit Yoexchangek ) has the value predicted
by the quantum—classical Billing—Fisher model. 1®97 American Institute of Physics.
[S1063-784197)00705-9

INTRODUCTION kinetic processes that can influence the populations of the
vibrational levels of the molecules and the EEDF. Thus a
Pulsed high-current discharges in molecular nitrogen ahumerical modeling of the kinetics of vibrational excitation
medium pressures are widely used in technological proef the molecules for the purpose of determining must be
cesses. In optimizing operation of the devices employed onicluded in a joint solution of the balance equations for the
faces the problem of investigating the vibrational kinetics ofdensities of the plasma components and the EEDF.
the nitrogen molecules under conditions characterized by The rate constari3) for VV exchange between vibra-
high densities of excited and charged particles at low gasional levelsv =1 andv =0 is an important quantity in the
temperatures. nonequilibrium vibrational kinetics of nitrogen molecules.
Inelastic and superelastic collisior{sollisions of the The values of the rate constant measured in the afterglow of
first and second kinds, respectivelyf electrons with vibra-  a discharg&™® differ from the results of Refs. 6 and 7 by as
tionally excited molecules in the burning and afterglow re-much as an order of magnitude. The accumulated experimen-
gimes of the discharge play an important role in the formatal and theoretical datan the kinetics of the processes oc-
tion of the electron energy distribution functioBEDF) and  curring in the afterglow of a discharge permit one to carry
the distribution of the nitrogen molecules over vibrationalout a more correct processing of the measurements of the
levels v in the ground state<12g (VDF).! The state of the VDF and its evolution in time.
electron component determines the integral characteristics of In this paper we give the results of measurements made
the gas discharge, such as the ionization and dissociatidoy coherent anti-Stokes Raman spectrosd@¥RS) and by
coefficients of the molecules, the drift velocity,, and the numerical modeling of the VDF in pure molecular nitrogen
characteristic electron temperatudé . in a pulsed high-current discharge and its afterglow. From a
The description of the integral characteristics in a highlycomparison of the results of the calculation and experiment
nonequilibrium medium is made difficult by the lack of reli- we determine the values of the total cross secuanfor
able data on the rate constants and cross sections of preibrational excitation to the first eight vibrational levels and
cesses occurring in discharges in molecular nitrogen. It hathe rate constaﬁ(ég for VV exchange for the nitrogen mol-
been notetithat there is a large scatter in absolute values okcule and we estimate the rate constant for the associative
the level cross sections, for vibrational excitation by elec- ionization reaction involving atoms in the metastable states
tron impact for nitrogen molecules according to differentN(?P) and N¢D).
measurements and calculations. For example, there is at least
a fourfold disparity in the total cross section for vibrational
excitation to the first eight vibrational levels, i.e.,
angﬁzlav (at an electron energy=2.3 eV). The integral A diagram of the experiment is shown in Fig. 1. We
characteristice 4, andD/u of the electrons are rather insen- investigated the nonequilibrium excitation of pure molecular
sitive to variations in the value afs . Therefore, its deter- nitrogen in a specially made cell at a pressure of 115 torr.
mination in Ref. 2 from the measured dataigpandD/u is ~ The electrodes had a surface area of 45°ramd were placed
only approximate. In our opinion a more systematic ap-1 cm apart. The experiment was done in a weak flow of
proach is to determine the value @f for which the calcu- nitrogen gas that had been purified in nitrogen traps. The
lated and measured data fog,, D/u, and the VDF formed parameterE/N (whereE is the electric field andN is the
as a result of direct electron impact are in best agreementlensity of gas moleculg# discharges with a duration of 40
The stage of excitation of the discharge consists of a set aifs(at half maximum of the current pulsearied in the range

DESCRIPTION OF THE EXPERIMENT
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FIG. 1. Experimental apparatus for CARS spectroscopy of a pulsed high-current discharghd:YAG laser,2 — narrow-band dye lase8 — mirror,
4 — splitter,5 — lens,6 — discharge cell7 — electrode 8 — synchronization unit9 — four-prism filter,10 — wide-band filter,11 — diaphragm12 —
photomultiplier,13 — integrator,14 — chart recorderl5 — control unit of dye laser.

190-200 Td. In the afterglow after the end of the currentCOMPUTATIONAL MODEL; THE RATE CONSTANTS AND
pulse, att>50 ns, it had decreased EFN=5-10 Td. The CROSS SECTIONS OF THE PROCESSES
maximum value of the discharge current reached 1.4-1.5 L .
. . For considering the plasma-chemical processes occur-
kA. Figure 2 shows the time dependence of the electron den- . . :
ring in the burning and afterglow stages of a pulsed dis-

sity Ne mferreq from a processing of the oscilloscope tracescharge in pure molecular nitrogen we integrated numerically
of the current in the discharge.

: - t f ti for th iti f the followi -
To obtain the CARS spectra the radiation of the secontil system of equations for the densities of the following spe

: ies of particles: nitrogen molecules in the ground state
harmonic of a Nd:YAG laser at a frequeney;=18979 15+ S B

: e X 47 vibrational levels, the vibrational level=46 be-
cm ! (with a power of up to 200 kW and a radiation line- 29 ( e

. ) . - ~ing taken as the level of dissociation of the nitrogen mol-
width of 0.05 cm °) together with the radiation of a narrow ecule via vibrational excitatigrand in the electronically ex-

band tunable dye laséwith a pulse power of up to 1 kW at cited states?A®S " B3IT.. COIT.. B’33~ . a'ls~ WBA

a frequencyw,=16475 cm!) was focused to approxi- a2l andwlAu"nitroéén atoms in the Q’Jrounc; std® and

mately the center of the discharge cell. The measurements %&ci?e'd state%Puz’andzD' ions N*. N NI . N** and elec-
1 ) 21 3 4

the gas temperature and the VDF were made in a CO"'neﬂFons. Table | lists the reactions, involving neutral and

scheme of convergence of the laser beams, giving a spatig| . ; . :

) ) arged particles, which were taken into account in the so-
resoltg_lon_of 5?< 20? 100?h'umt.) Trlle use;ul C(;AR;S S|g?atlh lution of the system of equations. We note that, depending
was discriminated from the background radiation of €,y nympers of the vibrational levels of the colliding mol-

pump lasers b_y means of a four-prism filter. The S‘_)ec_:traecules in Refs. 1, 7, and 9-12, different models were used in
were recorded in the integration mode of the photomulupher,the calculations of the rate constants ¥V processes?)

the signal from which was averaged by a boxcar mte_grat.or To determine the rate constants for electron—molecule
and sent to a chart recorder. The accuracy of determination

of the delay timery of the probe pulses relative to the current
pulse was*+ 5 ns for73<<500 ns and+ 20 ns forry>500 ns.

We recorded experimentally the vibrational—rotational
Raman spectrum of th® bands of transitions 0-1, 1-2,
2-3, 3-4, 4-5, and 5-6 at delay times ranging from 30 ns to
20 us from the start of the current pulse. The recorded 7.6
CARS spectra were interpreted with the aid of numerical
modeling by the technique of Ref. 8. Figure 3 shows the < 42
calculated and measured spectra of @ebranch for the
transition 0—1 with a resolved rotational structure. From the

experimental spectrum we recovered the distribution func- 'S 08 ¢ * .

tion of the nitrogen molecules over rotational levels in the ;m °

ground stateX'S; (RDF), which is shown in Fig. 3a and, as 04F

we see, has a Boltzmann form. The RDFs obtained across

the delay range all turned out to be Boltzmann distributions 010 - 4:0 — 7;7 — 0
and, within the error limits of the measurements, were char- t,ns

acterized by a temperature of 32Q0 K, which can be con-
sidered to be equal to the gas temperature in the investigate§s 2. Electron density versus tim@ — Experiment: solid curve —
range of gas pressures. calculation.
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values ofvy,, Te, andD/u necessary for determining the

a
4 electron density and the rate constants for dissociative

electron—ion recombination were calculated according to the
expressions from Ref. 44. Hefig,=(2/3)e, wheree is the

> average electron energy evaluated from the EEDF.

\h_ The total cross sectioors for vibrational excitation was

= determined from a comparison of the calculated and experi-

i A

TTTTTT

mental values oby,, D/w, and the VDF under the assump-
tion that in the burning stage of the discharge the change in
s, 107 0 10*0 200 populations at the lower vibrational levels=0-5 of the
J+(3+1) molecules is due to direct electron impact. In the solution of
a, 10 the Boltzmann equation for the EEDF the values of the first
eight level cross sections of vibrational excitation from Refs.

a1z 15 and 16 were suitably renormalized as the valuepfvas
varied. The resulting EEDF was used to calculate the rate
014 constants for processes involving a discharge component and
016
L

electrons. Then the system of equations for the densities
were integrated numerically over the time interval50 ns.

) At the initial time the VDF corresponded to the Boltzmann
2329 3327 distribution forT=320 K, and the densities of atoms, elec-
tronically excited molecules, and ions were assumed equal to
zero. The procedure of varying the valuessf and perform-
ing the calculations was repeated until numerical agreement

b was reached between the measured and calculated values of
the molecular populations on the vibrational levels 0-5
g and also fow 4, andD/x. We might add that the calculations
& were done for both the measured and calculated time depen-
q dences of the electron density.
a The value found fory was used to determine the EEDF
and the rate constants for electron—molecule collisions in a
a, recombining atomic—molecular plasma. A numerical model-
12 ing of the decay of the plasma was carried out all the way to
20 us. As the initial conditions in the equations for the den-
Q sities we used the calculated composition for the time
% t=50 ns. The rate constants of electron—molecule collisions
a,a were recalculated in the course of solving the equations as
W A the parameters of the recombining plasma were changed. In
I A A the calculations the rate constants of the little-studied asso-
4329 231 ciative ionization reactioig33) involving atoms in the meta-
@~ @, , e stable states NP) and N@D) and also the rate constant
Kg) for VV exchange between the levels=1 andv=0
FIG. 3. Distribution of the radiation intensity in the CARS spectrum of the were varied until the best agreement was achieved between

Q branch of the vibrational transition from=0 to v=1 of the nitrogen  the calculated and experimental values of the populations of
molecule at a pressure of 115 torr and a current strength of 1.4 kA a{he states withy =0-5

t=50 ns. a: Experiment]; is the density of molecules on vibrational level ’

J). b: Calculation for a temperature of 320 K.

lsars: @rb. units

2

DISCUSSION OF THE RESULTS

collisions, we solved the Boltzmann transport equation nu- 1) Burning regimeFigure 4 shows the results of calcu-
merically for the EEDF with allowance for elastic collisions lations and measurements of the dependence Nf Ihg) on
of electrons with molecules and atoms, the excitation of rothe vibrational level numbep at a timet=50 ns in the
tational, vibrational, and electronic states of the molecules byurning stage of the pulsed discharge. A comparison of the
electron impact, the dissociation and ionization of moleculegxperimental and calculated results for the VDF in the dis-
from the ground state in collisions with electrons, and supereharge shows that the best agreement between them is at-
elastic collisions of electrons with vibrationally excited mol- tained when the total cross sectians for vibrational
ecules in the ground and electronically excited states. excitation to the first eight vibrational levels is
The rate constants for excitation of electronic states 0{10.5+1.5)x 10 ! cn?. This value ofos is in good agree-
molecules(without resolution of the vibrational levelffom  ment with the results of Refs. 45 and 46. As can be seen
high vibrational levels of the ground staXéEg were calcu- from Fig. 5, the results of the calculation for the drift veloc-
lated on the basis of the relations from Refs. 42 and 43. Andty vy, and the characteristic temperatén of the EEDF,
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TABLE 1.

Rssf:tlon Reaction and rate constants Ref.
1 No(X'ZF, v+ 1) + Np(X'Z}) ¢ N2(X'E ,v) +N(x'z}) k=K, [1,7]
2 Ny (x! 2 ,v4+ 1) 4+ Na(x! 2 ,s— 1) «— Nz(X ) ,v) +N2(X Th,s)  k=K7 ., (1,7]

[9-12]
3 No(X'ZF, v+ 1) + N(*S) +— No(X'Zf, v) + N(*S) k=K%, [1,13]
4 N (x! z ,v=46) + No(X'T},v) — Nz(X Ef,v— 1)+ N(ES)+N(*'s) k=K" [14]
5 Ny (x! z+, v = 46) + Ny(X' 2+) — N(x! z:+,) + N(*s) + N(*S) k= K""' (14]
6 Np(x's7 V= 46) + N(‘s) = N(“S) + N(‘S) + N(*s) k= K"“ (14]
7 e+ Nz(X 2+, v) 3 e+ N(X' E , §); for k calculated from the cross section o, and the EEDF [15-17)
8 e+Nz(X2 ,v)(-—)e+N2(Y),
Y = A’T}, B3I'I,, C*,, B 32‘, a ’2 JW3A, a ‘E:, a'l,, w'A,; for k calculated from the cross section (18]
[ and the EEDF
9 N (A’2+) + N2 (A’EF) = No(C'TL) + No(X'E) k=13.10"1° [19]
10 N (A’TF) + Nz(A3E+) — Np(B*IL,) + Nz(X 2+) k=177-10"" [20]
11 No(AZH) + Nz(X =}, v > 3) = No(BIT,) + Nz(X = k=3.0.10"" [20]
12 N2(B’IL,) + Np(x! 2+) = No(A’Z)) + Np(x'E}) kx~20-107" [21,22]
13 N,(B’IL,) — Nz(A3E+) + hw A=12-10° [21]
14 Nz(C3II.,) - Nz(B ) + hw A=27-10 [21]
15 Na(C’IL) + Na(X'E) — No(BTI,) + Nap(X' 2+) k=1.0.10"" [21]
16 Nz(C3l'I ) + Ny (x! 2+) = N2 (A’SH) + Np(x! >::+) k=1.0-10"" [21]
17 Na(a''S;) + Ny(x! z:+) - NZ(B3H,) + Np(x! 2+) k=20-1071 [22]
18 Nz(C3l'I ) + Ny (x! 2+) = Ny(a'E]) + Np(x! 2+) k=1.0.10"" [22]
19 N,(x! )3*’) +e— N(‘S) + N(*S) + e; for k calculated from the cross section o, and the EEDF [23,24]
20 N(*S) + e = N(Y) + e Y = 2P,2D; for k calculated from the cross section @, and the EEDF [25,26]
21 N(D) + ¢ = N(*P) + e, for k calculated from the cross section ¢y, and the EEDF [27]
22 N(*s) + N(‘S) + No(X'E}) = No(Y) + No(x'H)
Y =X'S}, A%}, k = 8.27 - 107> exp(—500/T) | [28]
Y = CL, k=10-107% [29]
23 N(*S) + N(D) + No(X'Z7) — No(BIL,) + No(X'E}) k=10-10"% [29]
24 N(*S) + N(P) — N(*S) + N(¥) Y =15, k=18-107" [29]
Y =2D, k=6.0-10"" [22]
25 NCP) + N, (x x},8 <v < 46) = N(*S) + No(A’S)) k=1.0.10"" exp(—1300/T) [21]
26 N(Y) + No(x* 2+) — N(*$) + (! Hr= ZP k=6.0-107 [22]
Y = k=23-107%
27 No(A*ZF) + N(*S) = No(X'S]) + N(Y) ¥ = P =19-107"° [30]
Y =D, k=5.0-10"" [31]
28 Na2(Y) + N(*S) = No(BIL) + N(*S) ¥ =B°%],a'S], k=107 [21]
=1, a'I'I,, w'A.,,‘ k=3-10!
29 | Ny(Y) + N(*S) - Npy(X'SH) +NCP) ¥ =a's], B, k=10""° [29]
Y =¢1,, k=3-10""
30 Nz(Y) + Nz(X 2+) — Nz(X 2+) + Nz(x 2+)
Y = A’S}, k=37-10"" [32)
Y = w‘A., w3A,, B'IL,, k=1.10"1 [33,20]
=cn,, k=1-10"" [21)
Y = 3’32;, a's], k=19.107"° 33,34]
= ', k=9.1-10"12 35]
31 Nz(X T})+e—= Nf +e+e forkcalculated from the cross section o, and the EEDF (36]
32 Naoa ‘z )+ Na(a' ‘): ) e+Y [37]
Nao(a'=]) + Nz(A32:') —e+Y Y=N{, k=5.0.10""
33 N(Y) + NCP) = NJ +e Y =2P,?D, k<1077 [21]
34 Nz(A32:) +e— N{ + e + e; for k calculated from the cross section oy, and the EEDF [38]
35 N(*S) + ¢ = N* + e+ ¢ for k calculated from the cross section o,,, and the EEDF [39]
36 Nf +e— N¥)+N(*s) ¥ = ‘s, k=3.5-10"". (300/T,)°*° [29,40]
Y =2D, k=2.0-10"". (300/T,)"*
37 NT +e— No(Y) + N(*s) ¥ =x'%7, k=2.10"". (300/1,)** [29]
Y = A32+ B3H k=4.3.107"(300/7,)** [41]
38 NI + e = Ny(X'S}) + No(x'=F) k=120-107°%. (300/1,)** [29]
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TABLE |. (Continued)

Rﬁg.ctlon Reaction and rate constants Ref.
39 [Nj+etes N(X'SH+e k = 1.0-107" . (300/T,)*3 [29]
40 |[Nr4+ete— N("S) +e k =1.0-107" . (300/7,)*3 [29]
41 [NF +e+Ny(X'S]) o No(X'S}) + Np(x'}) k. =6-10"" . (300/T,)>° [29]
42 N+ +e+ Nz(X 2+) - Nz(X 2+) + N(“S) k =6-10"7 . (300/T.)*° [29]
43 |Nf+N(X'SH) + Nz(x 7)) = No(x'sH) + Ny k =10"2 [21]
44 (‘s) + N7 = No(X'S) + N* k=24.107B.71 [21]
45 [ Np(X'SH) + Nf = N + No(X'S}) + Np(X'S})  log(k)= —14.6 + 0.0036 - (T — 300), 300 < T < 900 | (28]
46 [Nt + Nz(X 2+) + Nz(X =H) - Ny(x'sH) + N+ k =9-107% exp(—400/T) [21]
47 [N(S) + N7 + No(X'SH) = Ny(X'SF) + N+ k. =9 - 107% exp(—400/T) [21]
48 NS + Nz(A32+) — N(*s) + N} k=3.0-10"" [21]
49 N+ + N(*S) = Nt 4+ Np(x! >::+) + NZ(X ) k=10"" [21)
50 N+ +No(X' + 27, v > 40) = Ny(x* 2+) +N(*$) + N* k=12-107"" [21]
51 N(“S) +N* + Nz(x =f) 2> Nf +N (x =9 k = 0.9 - 1072 exp(—400/T) (28]
52 [N'+N(X'ZH,3<v < 46) — N(*s) + N+ k=12-10"" [21]
53 | NS + Np(x! 2+ 21<v < 46) — N(*S) +N+ k=55-10"" [21]
54 (4s) + N7 S N7 + Na(x'E}) k=6.6-10"" [21]

Note.The rate constanisare given in units of cfiis; the radiative decay probabilitiésare in units of s*; the rate constants for processes involving three
particles are in units of cf¥s; Kd is the rate of dissociation of molecules by a purely vibrational mechanism in collisions with molecules, via
VV-exchange processé¢s i=VV) and VT relaxation(if i=VTm), and in collisions with atoms, vi¥T relaxation(if i=VTa); K., ,, K'¥;s 1, and

K%, 1, denote the rate constants fgivV exchange and/T relaxation of molecules on molecules and atoms, calculated using the model dependence on
v ands.

recovered from the solution of the Boltzmann equation at a
value of the total cross sectian,=10.5x 10 16 cn?, is also

in good agreement with the measured values from Ref. 47 00+~ a
over a wide range of variation of the reduced electric field -
E/N=20-80 Td. The discrepancy between the calculated a R
and measured values of, andD/u is not over 5%. I= .
Numerical modeling of the kinetics of vibrational exci- ho.\ i
tation of the molecules in the discharge, both with the mea- 'Q f-
sured and with the calculated time dependence of the elec- « $g}-
tron density(Fig. 2), confirms the presence of a characteristic '._;ﬁ |
feature in the shape of the VDF observed in experiment. By
50 ns after the start of the discharge current pulse the popu- i
lations of the first five vibrational levels=1-5 have a -
70 1 1 ) [ 1
7} 20 40 60 a0 700
2} b
>
0]
- 1 |
A
S
/] I 1 F 1 1
g 77 J4 51 68 85
FIG. 4. Distribution InN, /Ny) of the nitrogen molecules in the electronic E/N7 7d

ground staté(lzar over vibrational level® =0-5.@® — Experiment; solid

curve — calculation with the experimental time dependendéQfdot-and-
dash curve — calculation with the calculated time dependendé, of

FIG. 5. Plots of electron parameterg (a) andD/u (b) versusE/N. ® —
Experiment of Ref. 47; solid curve — calculation.
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FIG. 6. Electron energy distribution functidife) in the burning stage of
the discharge for the VDF at time=50 ns.E/N=20 Td, T=320 K, and
0s=10.5x10 ¥ cn?; 1 — @=0,2 — a=10"2,

Boltzmann distribution with a vibrational temperature
T,15= 7315 K, which is in good agreement with its experi-
mental valueT ;5= 7290+ 350 K. It is markedly different
from the vibrational temperature of the first level
T,01=1640 K, as is also found in experiment:
T,01=1740+=200 K. The presence of a “bend” in the VDF
indicates that the initial stage of its evolution is governed
mainly by the excitation of vibrational states of the mol-
ecules by direct electron impact. Indeed, calculations confirm 0 1
that in calculating the populations of states witk 1-5 in
the model under discussion one can neglect the influence of
processes of excitation of electronic states of the moleculegG. 7. Distribution of In(N,, /No) of nitrogen molecules in the electronic
and the dissociation and ionization of molecules from theground state(129+ over vibrational levels =0-5 in the afterglow stage of
.. . . the discharge®@ — Experiment; solid curve — calculation; dot-and-dash
ground state as a .result of coII|s_|ons wnf_\ eIectrons.l '_raklngh”ve_Treanor distributio =6 5 (), 20 s (b): T, 1900 K (a), 2500
these processes into account in reactions describing the ), T=320 k.
population dynamics of the lower levels leads to changes of
not more than 10-20% in the absolute values, and that is
within the experimental error. tions of the lower levels are perturbed by 30—-40%. We note
The use of different recursion relations for the rate con-that superelastic collisions of electrons with electronically
stants describing inelastic and superelastic collisions of elee@xcited molecules have a negligible influence on the EEDF.
trons with vibrationally excited molecules will likewise not Thus the formation of atoms in the discharge indirectly
lead to substantial changes in the calculated populations afffects the population kinetics of the lower vibrational levels.
the lower levels. For example, the solution of the balancerhis makes it necessary to solve jointly the balance equa-
equations for the populations of the lower levels calculatedions for the densities of molecules, atoms, and charged par-
using the relations from Ref. 48 differs by 10% from that ticles with the Boltzmann transport equation for the EEDF in
calculated using the simplified relations from Refs. 37order to evaluaters .
and 49. 2) Afterglow According to the data obtained in the cal-
An analysis of the solutions of the Boltzmann transportculations and in experiment, the formation of the VDF in the
equation for the EEDF implies that a key question from theafterglow can be divided temporally into two stages: an early
standpoint of finding the rate constants for electron—stage, corresponding to the time interval from 50 ns to 15
molecule collisions is whether nitrogen atoms are formed inus, and a late stage, the period from 15 tou20 In the early
the ground statéS. According to calculations, under the stage the populations in states withk-0—5 change mainly
actual experimental conditions the degree of dissociatioms a result of inelastic and superelastic collisions of electrons
a=N,/N of the molecules in the discharge reaches valuesvith vibrationally excited molecules. In the late stage the
a~10"2. Figure 6 illustrates the fact that the EEDF differs redistribution of the molecules over vibrational levels is
strongly, over a wide range of energies, from the functiondominated byVV exchange processes.
calculated without taking into account the formation of at- Figure 7a shows the calculated and experimental values
oms in the discharge. The change in the composition of thef the populations for the lower vibrational levels from
discharge is accordingly reflected in the rate constants fos =0 to v=>5 at the timet=6 us. The distribution of the
electron—molecule collisions, and, as a result, the populamolecules over levels differs from the Treanor distribution.

e N
Wy
>
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The vibrational temperatures of the first level, obtained bothwere used for the dependence of the rate constant¥ Yor
experimentally T,0;=2130+200 K) and theoretically exchangeKmﬁn, on the vibrational numbenmn andn of
(T,02=2000 K), are considerably detached from the vibra-the colliding molecules.

tional temperatures corresponding to the first five vibrational

levels, T,5=4420+350 and 4100 K, respectively. The CONCLUSION
guantitative agreement with experiment argues in favor of In summary, an experimental study and a numerical

the interpretation thaF the change in the number of mOIGCUIeﬁ’]OdeIing of the temporal evolution of the populations of the
on the lower levels in the early stage of the decay of thqowervibrational levely =05 of the ground staté'S.* in
plasma occurs more efficiently as a result of inelastic an high-current pulsed dischardat E/N=200 Td cugrrent

superelastic collisions of electrons with vibrationally eXCitedstrength 1.4 kA, gas temperatuFe=320 K) and in its after-
molecules than as a result of their redistribution owing toglow at a pressure of 115 torr in pure molecular nitrogen

VV exchange processes. Here processeslofelaxation of — paye shown that in the buring stage of the discharge the
the molecules_ on molecules and atoms at the measured 9@gange in populations of the vibrational levels of the mol-
temperaturel =320 K do not affect the results of the calcu- g¢jes is governed predominantly by direct electron impact,

lations. _ that the formation of nitrogen atoms in the ground st:8e
The rate of change of the populations depends on thg,g an appreciable influence on the EEDF and, accordingly,
d(_ansmes of electrons and ions. Ther(_afort_a, it is mterrelateqindirecﬂy perturbs the populations of the lower vibrational
with the processes _that govern the _k|_net|cs of_ the electrofyels and that in the early stage of the afterglow of the
component and the ions in a recombining atomic—moleculagischarge the change in populations occurs mainly as a result
plasma. o of inelastic and superelastic collisions of electrons with vi-
_ The main channels for neutralization of the charge argyrationally excited molecules, while in the later stage of the
dissociative electron—ion recombinati®6—-38. Animpor-  afterglow the dominant process in the redistribution of the
tant role in the kinetics of the electron component is playedyglecules over the lower levels \&V exchange.
by the conversion reactiorig3 and 46 and the destruction The numerical model proposed for calculating the den-
of complex ions; these regulate the densities ¢f,N\\; ,  sjties of the different componentsnolecules, atoms, and
and N, ions and thus raise or lower the significance of thecharged particlésand the EEDF gives good quantitative
dissociative recombination channels in which these ions pargreement with the experimental time dependence of the
ticipate. It must be noted that in view of the insignificant gensities of electrons and vibrationally excited molecules
population of vibrational levels with>21 the change in the gnd confirms the CARS measurements.
species of nitrogen ion in reactiofs0 and 53 is small and A comparison of the experimental and calculated results
has only a weak effect on the value of the electron densityyeveals that the total cross sectiog for vibrational excita-
Associative ionization process€32 and 33 involving  tion to the first eight vibrational levels reaches 108 6
molecules and atoms in the metastable staféS ], cn?; a proposed refinement of the rate constantl0 3
a’'Y,, and?P, ?D have an appreciable influence on the cmd/s for the associative ionization reaction involving the
characteristic decay times of the plasma that is created. Participation of atoms in the metastable stateRy(and
decrease in the rate of decay on account of reacti88sis ~ N(°D) improves the agreement of the calculated VDF with
manifested at times~60-800 ns. As the time increases to the measured functions at the tirtre 6 us; the best agree-
t>1 us there occurs a depletion of the populations of elecment between the calculated and measured populations of
tronically excited states mainly in collisions with molecules the molecules at the time= 20 us is found at a rate constant
Ny(X'¥5) and atoms N{S). By the timet=6 us the for VV exchange equal ts3=9x 10" *° cm¥/s.
guenching of the molecules on atoms has significantly in-  The information we have obtained about the values of
creased the density of atoms in the statBsand?D, and os, k, and Ktlfl’, we believe, can be recommended for nu-
therefore the associative ionization chanii@B) becomes merical modeling of the vibrational and charge kinetics of
dominant. On this basis we estimated the rate constant fafiolecular nitrogen in a pulsed discharge and its afterglow.
reaction(33). Good quantitative agreement of the calculated  The authors are grateful to O. A. Gordeev for substantial
and experimental results for the EEDF at the tiseé us is  assistance in providing data on the cross sections for
obtained with a valu&=10"1* cm/s. electron-impact excitation of nitrogen molecules, for show-
The subsequent transformation of the VDF, corresponding interest in this study, and for taking part in a discussion
ing to the late stage of the afterglow, is shown in Fig. 7b.of it.
The Treanor form of the distribution at the time- 20 us
and the results of the calculations confirm the hypothesis thatm. capitelli (ed), Nonequilibrium Vibrational KineticéVol. 39 of Topics
VV exchange processes play the dominant role in the redis—:\r/ll_CL;Arrent Ph(gg; ]seriEsSpringer-Verlag, Berlir(1986 [Russ. transl.,
tr|but_|on of moIecu_Ies over the lower levels. This make§ it ZO!r’A. Oég?d"éev and D. V. Khmara, Teplofiz. Vys. Tempa(l), 133
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The effect of the anode dimensions on the characteristics of a hollow-cathode
glow discharge

S. P. Nikulin

Institute of Electrophysics, Ural Division of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
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An analysis is made of the effect of the anode dimensions and the gas pressure on the possibility
of achieving various conditions of burning of a hollow-cathode glow dischasgé

negative or positive anode fglland also with an anode plasma and an electrostatic double layer.
Analytical relations that agree with experimental data are found for the voltage across the
cathode sheath and the double layer as a function of the anode area and the pressure. Simple
expressions are derived for the critical pressure below which no discharge of a particular

kind is possible. ©1997 American Institute of Physid$$1063-784£7)00805-2

INTRODUCTION cannot burn. However, this occurs only urj] reaches the

h howh? th King i o value ~S.\m/M, whereS; is the cathode area and and
It has been showrt that by taking into account ioniza- 1 are the electron and ion mass, respectively. A further

tion processes in the cathode sheath of a hollow—cathod&ecrease ir5, caused an increase . Moreover, in Refs.
glow discharge one can calculate the current-voltage charag— and 5 it Waas observed that if an anode was Ljsed with an

teri_stics of the disc_harge in satisfac_tory agreement with €X3rea several times smaller thapym/M, the discharge volt-
penment. A_s the discharge currdntincreases and accord- age again began to decrease. The purpose of the work re-
ingly the thicknessd of the cathode sheath decreases, the, eq'in the present article is to analyze the reasons for the
cathode fallU, which in this situation is practically the gnhiq0us effect of the anode size on the characteristics of a
same as the discharge voltagg, attains a constant value 010\ cathode glow discharge.

W E W
-~ M

Uop=— ,
ey e ey

whereW is the average energy used in a single ionizatiorP'SCHARGE BURNING WITH A NEGATIVE ANODE FALL

event, y is the ion-electron emission coefficier, is the In Ref. 3 it was shown that for values 8 higher than
electron Charge_, anH; is the_ th_reshold ionization energy. ~s, mIM a discharge is obtained with a negative anode
_ The approximate equality ifl) can be taken over with ¢ "y_ The negative fallU, is small as a rule~kT,/e,

little IOS_S of accuracy, smcqél, an_d thus the dlschgrg(_a wherek is Boltzmann'’s constant ant, is the temperature of
voltage is 12 orders of magnitude higher than the ionizatiog, e y1asma electrons. About the same small potential fall
potential. The reasobl attains a constant value is that for j.. s in the plasma, and on the whole it can be said that

small d the ionization is caused almost entirely by U, is essentially equal tt, . Let us consider how,, and

y—glectrons, Which.take onan e.”er%”c in the cathode fall, accordinglyU4 would change if the pressure were reduced.
while the contribution to the ionization from slow secondaryya shall neglect the ionization processes in the cathode

electrons 'E |n3|gr_1|f|%ant. T_helaveirage number of mrg:n- I sheath and assume that the ionization in the cavity occurs
erated in the cavity by a single electron is given by the relaq,,y 1 o electrons generated after acceleration in the cath-

tion ode sheath to an energyJ. .
(eU.—E;) eU, As the electron energy decreases fremt dE to E, the
n=—w "W (2)  electron will have formed a number=dE/W ions. How-

. - ~ever, these ions are formed only if the electron with an en-
a_nd itis egsy to see that the condition for a Se|f-COHSISteI’1§rgyE remains in the gas discharge gap and does not escape
discharge is to the anode. Therefore if we allow for the possibility that

yn=1 &) the electron can escape, thén must be written as
which is satisfied folJ. given by Eq.(1) P(E, eU.)dE
The expression fon is valid only when the electron n= w ' 4)

emerges from the gas discharge gap having lost all of its

energy. The results of Refs. 3 and 5 show that as the pressuwéere P(E,eU,) is the probability that an electron with an

is reduced, the voltagd 4 increases because of the increasednitial energyeU, is still located in the cavity when its en-
loss of fast electrons through the aperture of the cAdityat  ergy has been reduced

the anodé:® A decrease of the aperture area or the anode In Ref. 3 an expression was derived for the average path
areaS, facilitated burning of the discharge; i. e., it resulted length L traversed by an oscillating electron in the cavity
in a lowerUy and critical pressurp,, at which the discharge before it exits
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whereV is the volume of the cavity.
Accordingly we can write the probability that an electron
is still in the cavity after traversing a distantas

S ]

4v
Using the approximation of continuous slowing, we can
write down the expression for the energy laHs in a path
lengthdx:

(6)

Wdx

li
wherel; is the mean range before ionizatian, is the ion-
ization cross section, and is the density of the neutral gas.

To simplify subsequent calculations, we take- const.
Then integrating Eq(7), we obtain a simple expression that
connects the path traveled by an electron to its energy

dE — —Wo; Ndx, 7)

_ eU.—E 8
~ WoN -~ ®
Substituting this expression into E@), we obtain
P(E,eUy) = el E 9
(E,eUc)=ex Wo, NL,’ ©)

and integrating Eq4) between the limits from 0 teU.., we

600['
40 - 4
> 5
= 7
200
_———j 2
7 RN [ R W Y I A )
0.1 1
%

FIG. 1. Cathode fall1), positive anode fal(2), voltage across the double
layer (3), and discharge voltag@) plotted against the anode area. Argon,
p= 0.1 Pal4=30 mA, S;=271 cnf, a=b=1,y=0.1.

fairly high pressures, where the electrons deposit nearly all
their energy before exiting at the anode. It is easy to see that
this formula in the appropriate limit describes how at high

enoughp the voltage comes to a constant value, as has

arrive at an expression for the average number of ion§een experimentally observed. Indeed, takipg p, and

formed by an electron in the cavity

)

Wo; NL

It would perhaps be more correct physically to tdke
rather than O as the lower limit of integration, but since
E;<el,, as discussed above, replaciBghby 0 is entirely
admissible. Substituting this expression
consistency condition for a discharge, E8), and using Eq.
(5) and the relatiorN=p/kT, wherep and T are pressure
and temperature of the gas, we obtain an expression th
relates the voltage to the pressure

n=oiNL(1—ex (10

4ypVo, ekTU.S,
S 1o S w
Introducing the notation
kTS,
Po= 21 Vo, (12)

and using Eq.1), we can transform Eq(1l) to a more
compact form

_£|n

Po

L P
p

Uc

Uy (13

into the self-

expanding the logarithm in a series, we obtain

(Uc/Ug)~—(p/po)(—Po/p)=1.

The qualitative shape of the functidh,(p) agrees with
experiment. The main result of this investigation has been to
obtain a relation that explains the experimentally observed
right-ward shift of the characteristic with increasirgy,
which results in a proportional increase in the critical pres-
sure. However, it should be noted that in expresgib?),
Po*S,/V, whereas in Ref. 3 the determining role of the pa-
rameterS, /S, was emphasized. This is likely due to the fact

at under the conditions of the experiments reported in Ref.
the value ofS. essentially varied, as did, in proportion to
the length of the cylindrical cavity. In Refs. 4 and 5, where
the cavity was of smaller volume for the same parameters
S,/S., the discharge burned at higher pressures. Therefore
our relationp,, «« S,/V reflects more accurately the behavior
characteristic of a hollow-cathode glow discharge.

If we assume thap is specified, we can regard expres-
sion(13) as a relation betweed,. andS, . In Fig. 1, curvel
shows the characteristic form &f.(S,). In the calculations
the working gas was assumed to be argon, for which
VM/m=271, andW=26 eV (Ref. 1). The other parameters
used in the calculations are shown in the caption to the fig-
ure.

An estimate ofp., from Eq. (12) is difficult because the

With the expression written this way, the physical mean-coefficient y is not known exactly, Nevertheless, we can

ing of p, becomes obvious. Ab=p, the logarithm in Eq.
(13), and hencd&J ., goes to infinity. That isp, is none other

make this estimate by using the experimental valuéJgf
Then, from Eq(1) and the known value ofV we can deter-

than the critical pressure at which the discharge cannot burmine y and estimate.,, using some characteristic ioniza-
The value ofUg, corresponds to the discharge voltage attion cross section for;. These estimates agree in order of
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magnitude with the experimental valuesmf under various Let us consider what the conditions are for satisfying
conditions. relation (16) in the case of cylindrical geometry. Neglecting
Thus expressior(13), which we have derived folJ,  the thickness of the double layer, we can write the following
with the parametep, determined from Eq(12), describes relation for the ionization probability in the anode plasma
the main qualitative behavior of a hollow-cathode glow dis-
charge under conditions of a negative anode fall. ° Pi=Noi(eU)(Ro—Ra), (17)
where U, is the voltage across the double layer and
o(el)) is the ionization cross section for electrons that have
been collected in the double layer with an eneegdy; .
Equating the right-hand sides of E@{.6) and(17), and
When the anode area is smaller thas,/m/M the an-  using Egs(14) and(15) and the relatiorp=NKkT, we obtain
ode fall becomes positive. Denoting By the anode area for a relation connectingy; andp in the following implicit form
which the anode fall is zero, it is clear that

DISCHARGE WITH A POSITIVE ANODE FALL IN THE ANODE
PLASMA

2 wbkT L, JmiM
Sy=aS./m/M, (14) sieW)=—T s 5y (18)
wherea is a coefficient of the order of unity. Since the form ofr;(E) is quite well known, the calcu-

As the anode size decreases befgythe surface area of |ation of U,(p) or U,(S,) does not present any particular

the plasma from which the electrons reach the anode dogsficulties. Curve3 in Fig. 1 show the characteristic form of
not change, but remains equal $g, which is necessary to U,(S.).

maintain equality between the ion current to the cathode and  \we note that since the ionization cross section has a

the electron current to the anode, while the positive anodg,aximum. for a givers,<S, the plasma—double-layer sys-

fall U, and the length of the anode shegftincrease. If we o near the anode cannot exist if the pressure is lower than
ignore ionization processes in the anode sheath, we can esti-

mate U, using the formula for the “3/2” law in various 27bkTL,ym/M

geometrie$. In cylindrical geometry, if we neglect the elec- Pi= om(So—Sa) (19)

tron current to the end of the anode rod, we can estimate the ] . o )

radiusR, of the plasma surface from the formula whereor, is the maximum ionization cross section.
Correspondingly, for a givep an increase i, above

S the value
0= 5 (15)
a 2mbkTLyym/M
wherel , is the length of the anode. S=S——7 — (20

Curve 2 in Fig. 1 shows the characteristic shape of TmP
U.(S,) in cylindrical geometry. In the calculations the radius results in decay of the plasma—double-layer system near the
R, of the anode was taken to be 1 mm, &gdvaried be- anode.
cause of variations in the length,. As one can see from the In Fig. 1 we have also plotted curke which shows the
figure, even for a small discharge currépt(in the calcula- characteristic form olU4(S,), which is given by the rela-
tion and in the experiment of Ref. b; was taken to be 30 tions Uyg=U.+U, for S,<S§, Uyg=U.+U, for
mA), U, can make a substantial contribution to the totalS<S,<S,, andUy=U, for S;>S,. If S, is slightly larger
voltage drop across the discharge gap, which in the presethan S;, we cannot calculate the functiod,(S,) by the
case can be taken to héy=(U.+U,). This is the reason 3/2-power law, since ionization processes proceed rapidly in
why, as observed in Ref. 8), increases with decreasing this part of the anode sheath. In this section c4himas been
diameter of the planar anode or decreasing length of the ampproximated by a spline. The shape of cuhegrees quali-
ode rod below some optimum value. With increasigghe tatively with the experimental results obtained in Ref. 5. Us-
increase iNJ,, and hence iJ4 will be all the greater. ing the coefficients, b, andy as fitting parameters, we can
As |, andU, increase, so does the probability of ioniza- obtain fair quantitative agreement.
tion processes, which can result in breakdown of the elec- It formally follows from Eq. (19) that with decreasing
trode sheath and the formation of a secondary plasma neér, the critical pressurgy, can be reduced to an arbitrarily
the electrode, separated from the main discharge plasma lsynall value. However, ak, is reduced we can no longer
an electrical double lay€rin the double layer the ratio of the neglect the electrons that arrive at the ends of the anode rod.
ion flux to the electron flux is/m/M (Ref. 6. Therefore, in The results of Ref. 7 have shown that the surface of the
order for the plasma—double-layer system near the anode fgasma region that forms near a small electrode has a nearly
exist the electrons entering the double layer from the mairspherical shape. If we assume that the surface of the main
plasma must create ionization in the region of the anodelischarge plasma is nearly spherical and has an &jeae

plasma with a probability can derive the following expression for the critical pressure
N v pm below which the plasma—double-layer system cannot ex-
Pi=bym/M, (16) ist for any arbitrarily small anode area:
whereb is a coefficient of the order of unity, which allows K
for the fact that some of the ions from the anode plasma can _ b T1 / mm (22)
escape into the anode, and not enter the double layer. " 20, VMS,
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For p<p,, the functionU4(S,) has only two character- crease in the electron space-charge compensation in the
istic parts, corresponding to negative and positive anodéouble layer by ions entering from the anode plasma. As a
falls. Estimates calculated with E¢R1) agree with experi- result, the voltage across the double layer increases, which
mental result:® The point at which the curvel4(S,) is a  on the descending part af,(E) causes an additional de-
minimum must of necessity coincide with, because ifS,  crease in the ionization so that the system goes out of the
falls below S, then U, continues to decrease, and this de-state of equilibrium, while on the ascending part an increase
crease must at some point outweigh the beginning of thén U, enhances the ionization and the random deviation is
increase inJ,. When the discharge burns through an apercompensated. Of course, this argument cannot be said to
ture to the anode, which is located some distdngdérom it,  have exhausted the possibilities. To solve the problem of the
a decrease in its area bel@&y and the transition to discharge stability of any particular state, and also to determine the
conditions with a positive anode fall result in an abrupt in-parameter& andb requires a more detailed analysis of the
crease in the voltage ) « I;‘f).The discharge can then occur processes occurring in the anode region of the hollow-
with a smallU4 only when there is an electric double layer cathode glow discharge. This may be the subject of further
and an anode plasma. The conditions for the existence of &work.
double layer can be determined by assuming that the ions
entering the double layer are generated in a region having @NCLUSIONS

characteristic .size of abqut the radiug of the aperture. This investigation has analyzed the conditions for the
Then the relation connecting, andp takes the form existence of various regimes of burning of a hollow-cathode
KTm/M glow discharge — with a negative and a positive anode fallz
oi(el)= 0 (22 and also the regime with an anode plasma and an electric
aP double layer. The relations obtained, Eq$3), (18) and

The qualitative form ofU,(p) calculated from Eq(22) (22), which relate the voltage across the cathode and across
agrees with the experimental results given in Ref. 3. A fairthe double layer to the dimensions of the anode or the aper-
guantitative agreement with experiment can be obtained bture and to the pressure, are in qualitative agreement with
varying T, which in Ref. 3 varied with increased discharge experimental results. Simple expressioni$2), (21), and
current. However, in the region of largethe calculated and (23), have been obtained for the critical pressure below
experimental curves are quite different because the calculavhich the various kinds of discharge cannot occur. These
tions neglected the initial energy the electrons have wheexpressions have provided estimates that agree in order of
they enter the double layer. Because the electrons have anagnitude with experimental results.
initial energy~KkT, it is possible for the double layer to exist
for U, less than the ionization potential. The value Wf 'A. S. Metel’, Zh. Tekh. Fiz55, 1928(1985 [Sov. Phys. Tech. Phy80,

; : i 1133(1985].
increases with deCfeaSlr[g and forp lower than 2S. P. Nikulin, Zh. Tekh. Fi52(12), 21 (1992 [Sov. Phys. Tech. Phy87,
kTVm/M 1142(1992].
p=—" (23) SA. S. Metel’, Zh. Tekh. Fiz54, 241 (1984 [Sov. Phys. Tech. Phy&7,
a0 m 141(1989)].
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An investigation is made of the conditions for the nucleation of optical breakdown in transparent
material when recombination-stimulated defect-formation reactions occur in it. It is shown

that a positive feedback between the conduction electron concentration and point defects activates
defect formation even if the medium is not heated. Under real conditions, where heating of

the medium by the light is important, lowering of the activation barrier by thermal defect
generation aided by conduction electrons results in optical breakdown of the medium at

light intensities much lower than predicted in the classical “semiconductor” or “thermochemical”
models of thermal breakdown. The analysis confirms that optical breakdown of transparent
condensed media is due to electron-aided defect formation reactions over a broad range of
illumination conditions. ©1997 American Institute of Physids$51063-784£7)00905-7

INTRODUCTION Some models of thermal breakdown taking into account
various feedback mechanisms exist at present.

The causes of nucleation of optical breakdown in weakly  |n the so-called “semiconductor” model, which was
absorbing nonconducting media illuminated by intense optifirst put forth in Ref. 1 and experimentally verified for ger-
cal radiation in the visible and infrared regions and the conmanium heated by infrared laser radiatfathe positive feed-
ditions under which this nucleation takes place are still matback is due to the valence electrons being promoted into the
ters of controversy. Despite considerable efforts extendingonduction band by thermal fluctuatins, which is a process
over more than two decades, the physical models proposeghose probability increases exponentially with the tempera-
to describe optical breakdown and light-induced damage ifure of the medium. The heighV of the activation barrier in
transparent materials have not yet provided correct prediahis model is related to the width, of the band gap of the
tions of the behavior of materials subjected to intense irrasemiconductorW=Ey/2. The absorption of light in free—
diation by light waves, and frequently they contain internalfree transitions, which is proportional to the concentration
contradictions. These difficulties are overcome by introducn, of free carriers, causes the temperatiiréo rise, with a
ing into the theoretical model fitting parameters, the choiceconsequent further increaseng and in the absorption coef-
of whose values is not always well grounded. ficient », during which process the higher the light intensity

The most notable progress in the theoretical descriptiomhe larger the feedback coefficient.
of optical destruction has come with the notion of the ther-  |n the thermochemical modthe onset of optical break-
mal nature of optical breakdown> The model of optical down in a solid is related to thermal generation of point
breakdown is based on the idea that light-induced destructiogefects, a process whose probability also is activated. A new
of transparent materials is due to heating of the medium to aspect that comes into this model as compared to the semi-
high temperature at which the structure and properties of theonductor model is that along with the generation of point
crystal lattice of the material changéor example it may defects, electronic states appear in the band gap of the ma-
melt, evaporate, lose elasticity, gtcThe difficulty in ac-  terial, bringing in fundamental changes in the mechanisms
counting for the heating of a material that initially absorbsfor the increase in the light absorption with temperature.
light only slightly is overcome by introducing into the theo- These changes involve a large increase in the concentration
retical model positive feedback, which provides further ab-n, of free carriers above the equilibrium concentration at the
sorption as the medium is heated. given temperature through multistep excitation of carriers by

Taking into account feedback in describing the nucle-the light into the conduction band via intermediate energy
ation of thermal breakdown solves another problem in datgevels. As a result, the concentration of conduction electrons
analysis — the problem of selecting the breakdown criterionand the light absorption induced by these electrons take on a
If the optical parameters of the medium depend stronglyomplicated temperature dependence, which is determined
enough on the temperatufi most model this dependence not only by the band gap as in the semiconductor model, but
reflects an activation laws exp(—U/KT)), its heating has a also by the activation energy, of a point defect. It has
threshold. When the light intensity is above some value been showhthat in this model thermal instability sets in at
g* appropriate to the given experimental conditions, thetemperatures 2—3 times lower than that predicted by the
temperature of the medium begins to rise exponentially withsemiconductor model.
the time, and it can be assumed that under conditions of _
progressive thermal instability in the medium any criterion E/ectron-thermal generation of defects
of beam damage will be satisfied almost immediately after The models mentioned above for the thermal instability
the heating enters the exponential regime. of weakly absorbing materials have helped to advance
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greatly our understanding of the mechanisms for the nucleate a “ladder” of permitted states in the band gap of the
ation of optical breakdown. In particular, modifications of crystal. Such a ladder permits multistep excitation of elec-
the models so they will describe local absorption have alirons into the conduction band when the crystal is illumi-
lowed investigators to interpret a number of experimentallynated with photons of energy less than the band gap. When
observed features in the behavior of optical danfatjdore-  the electrons appear in the conduction band the light absorp-
over, it has become quite apparent that these models contdiion of the crystal increases, and the crystal heats up, which
internal limitations in that the feedback mechanisms menstimulates thermal generation of additional defects, while in
tioned above operate only when the media are heated to highrn the generation of defects produces new ladders in the
temperatures, and this heating becomes harder to attain Aand gap, which increase the rate of excitation of electrons
the material becomes purer and the band gap widethe into the conduction band, and so on.
defect activation energy highefThis circumstance compels In the recombination-stimulated generation of defects in
us to revisit the problem of thermal optical breakdown anda light-irradiated transparent material an important factor is
search for processes that are activated at lower temperaturtt the presence of free carriers in the conduction band aids
than the processes investigated heretofore. This article préd the generation of defects even if the material is not heated
sents the results of an analysis of one of the mechanisms foip.” Because the electron-aided rate of defect generation is
lowering the activation barrier to the generation of point de-proportional to the electron concentratiog, and this con-
fects in a weakly absorbing crystal and to see how it influ-centration is in turn determined by the concentration of in-
ences the onset of optical breakdown. termediate levels in the band gap, that is, the concentration

The concepts used in the thermal-fluctuation mechanisr@f defectsN, , the concentrations, andN, are interdepen-
for the formation and annihilation of point defects in a crys-dent. This positive feedback between the electron and defect
tal lattice have been widely used to describe the results ofoncentrations causes a fast increase in the number of defects
laser action on materials with a relatively low binding en-or their steady accumulation with repeated exposure to light.
ergy. It is clear, however, that for media in which the acti- The first case corresponds to optical breakdown character-
vation energy for defect formation is 2—3 eV the probabilityized by a sharp threshold and results in breakdown of the
of thermal generation of a defect is essentially zero when thérystal, and the second corresponds to a gradual degradation
material is heated to only a few hundred degrees. of its optical characteristics with defect formatidthe so-

For a medium with a high concentration of free carrierscalled accumulation effert
(including those created by the radiatipmnother known
mechanism in addition to the thermal fluctuation mechanisnf\bsorption of light in the model of defect generation.
for defect formation, which is related to the generation of Following the analysis method used in Ref. 9, we con-

defects in the decay of electronic excitations, is the mechasjger a material with an initial concentration of point defects,
nism of recombination-stimulated defect reactibfie par- N, (to be specific, we take these to be vacanciegose
ticipation in the process by an excited carrier trapped in &jeep acceptor levelg, are filled with electrons, (their
local level of a defect as the latter is created effectively low-injtial concentration is,o=N,). If light is incident on the

ers the he|ght of the activation barrier for the thermal'material Wlth an intensit)a (Cmfzsfl) and a photon energy
fluctuation process of defect formation. The cause of lowery, sufficient for stepwise excitation of electrons from the
ing the barrier is that the electron by its field deforms theVa|ence bancp to the conduction band through an inter-
lattice in its ViCinity, and this deformation in turn facilitates mediate levely (the absorption cross sections for tpev
localization of the electron at the place where the ideal perigndy —c transitions arer; ando,, respectively we obtain a
odic structure is distorted. The concepts associated witBystem of balance equations for the nonequilibrium vacancy

recombination-stimulated defect reactions have been of pragoncentrationN, and electron concentration in the conduc-
tical use in analyzing the causes for the degradation of th@on band,n, and in the acceptor leveh,

parameters of semiconductor heterolagéFae microscopic
theor_y of nonradiative rec_ombination at a defect anc_j thg use % =M+ 7Ne= NN, (N, —n,)— 7'Nn, |
of this theory for analyzing a number of recombination- dt
stimulated reactions are presented in the review, Ref. 8.

In most articlege.g., Refs. 6-Bthe light-induced defect d_tv =Jo(N,—n,)—Jo,n, + 7ng+ v,(N,—n,)Nng
formation has been analyzed for conditions where the photon
energy is sufficiently high to produce electron—hole pairs by —7'Njn,,
interband absorption of the light in the crystal. The analysis
devolves into two consecutive steps: dalculation of the %:
concentration of light-generated free carriers anda&cula- dt
tion of the probability of defect formatiotthermally gener-
ated or electron-inducgdor a known concentration of free Ni=N,=No, N,(0)=n,(0)=No, ne(0)=0. (1)
carriers. A qualitatively different picture is seen when theHere \ + 7n, is the total rate of defect generatidiine sec-
semiconductor is illuminated in the region of its ond term describes the electron-aided progess
transparency.Then electron—hole pairs are not generated byr'N,(N,—n,), and »'N;n, are the rates of annihilation of
interband excitation, and the only supplier of electrons to thempty vacancies and vacancies containing an electron at the
conduction band are lattice defects, whose energy levels créevel E, (in the latter case the electron is promoted to the

‘JO-va_ MNe— ’)/U(Nv_nu)ne—}_ n,Nlnu_ne/Tr ’
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conduction bang y,(N,—n,)n, is the rate of trapping con- 7'
duction electrons at the levél,, and 1k, is the rate of Nv:‘]O-ZTI’7l (")
recombination of conduction electrons.

The coefficients that enter into Eqd) depend on the While substituting Eq(7) into (4) and (5) gives the expres-
templgrature through an activation relation and have th&ions forn, andne, respectively
form

n,=Jo,T o (8)
. W+E—E, v e ta,
n=a’vyN/Qexp — ———|,
T g
Ne=(Jorp7y)2—2— ©)
, F{ E e 2% o1+ o, 7’/-
N =n'=a’veexp — =/, ) . .
T Using the fact that the crystal is heated mainly through the

absorption of the light by free carriers, we obtain the form of

)\:a3yoN2/QeX,{ _WHE , (2)  the dependence of the absorptieron the intensityq of the
T light flux and the temperaturé
wherea is the lattice constantyq is the frequency of atomic oeoy 7(T)
vibrations, N is the concentration of lattice site§ is the 9~ﬂ(T,0|)=<Tene=(thsz)z(r oy 7 (1) (10
density of states in the band, akdis the activation energy 127
for the diffusion of a defect. or after substituting in the explicit forms of the temperature
For the subsequent analysis of optical breakdown of thelependence&) for 7(T) and 5’ (T)
medium we must have the explicit form ef(T,q) in the N2 1 0o0y W—E
framework of our electron-heating model. Under steady-state  x(T,q)= < 5——=(qo,7 )Ze—ex;{ - U)
conditions (T Q (hw) (Gt o1t oy T
W-E U
dN, dn, dng —q2 %_ v)_ _
= =_ °_ =q“pex = xo(q)ex .
dt _dtdt ° T T(r)
the system of Eq9.l) can be written in a somewhat simpli- (1D
fied form as
, Critical temperatures and breakdown threshold
nne— n'N,n,=0, (33

In order to analyze the heating and optical breakdown of
Joi(N,—n,)=Joon, + gne—7n'N,n, =0, (3D the medium, the system of equatiof® must be supple-
mented with the heat conduction equation with a source
whose power is determined by the intensity of the light flux,
In writing Egs. (3) we have made the following simpli- gq=7%wJ, and the absorption coefficiest, which itself is a
fication: we neglect the thermal-fluctuation-induced generafunction of the temperatur€ (x=x(T))

Joon,— yng+ ' Nyn,—n./7,=0. (30

tion of defects without the participation of an electron, since,

. o T %(T)q
as shown in Ref. 9\ < nn, for any realistic values ofi., — =aVveT+ ——° (12)
and have neglected the terma'N;(N,—n,) and al pc

¥»(N,—n,)ne, which have little effect on the results of the with the appropriate initial and boundary conditions.

analysis for N,—n,)/N,<1, and further we have assumed  Putting aside a complete analysis of the solutions of the

that under steady-state conditions a fairly large number o§ystem of equation$3) and (12), we estimate the critical

defects have been generatédd,&Ng) N;=N,—Ng=N, . temperature and the breakdown threshold by employing
The correctness of these assumptions and their physicgbme simple but universal relations derived in the context of

meaning will be discussed later. With these assumptions, the semiconductor model of thermal instabitity

comparison of Eqs(3a) and(3b) gives the relation We recall that the instability of the temperature field

during heating of the medium by light, where the absorption

nﬁin (4) coefficient is a rapidly rising function of the temperature,
o1t 07 results in conditions where the light-induced light absorption

and after substituting Eq4) into (3a), we obtain in the medium exceeds the initial absorptfofihe method of
) , analyzing the loss of stability by a temperature field was
ne=77—N n=2_91 \2 5) introduced into high-power optics from the theory of thermal

n Y moytoy ? explosions in exothermal chemical reactibrsnd is carried

out according to the scheme described below for the very

On the other hand, find f Eq8 d(3b) that ) i ) .
N the other hand, we find from Ed&@4) and (3b) tha simple case of heating of a medium in the vicinity of an

B B o absorbing inclusion. In a transparent medium a steady-state
Ne=Jop7:N, = Joa7; o1+, N, . ®  temperature profile of the form
A comparison of Eqs(5) and(6) gives an expression for gARR R
the defect concentratioN, T K r To r (for r>R) (13
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is formed around an inclusion or radiBswith an absorption It immediately follows from Eq(16) that the additional
coefficientA, whereq is the intensity of the incident light heating associated with absorption by the hdle second
flux, K is the thermal conductivity of the medium, and term in (16)) becomes large if a criterion equvalent to rela-

To=(qAR)/K is the temperature inside the inclusion. tion (15) is satisfied:

If an induced absorbing “halo,’»[ T(r)], is present in R U
the vicinity of the inclusion, the temperature field is distorted o ex;{ — _) =1, (17
because of an additional volume heat source. A simple esti- To

mate of the extra heating of the inclusion, taking into account e, starting from the temperatures
the effective absorbance of the halo, gives the relation

)
_qAR q (= T*Ew. (18)
T@)= 2+ g Amrar 14 n| 2
for the temperaturd@(q) of the inclusion. Using the relation13) between the temperature and the

If » depends strongly enough dn(for example if it is  light flux, we obtain an expression for the critical light inten-
activated, and proportional to exp{/T) as is characteristic sity ¢, above which a thermal instability develops in the
all three models mentioned abgyéhen the solution14) medium
exists only in a limited range of light intensitieg<q, .

. i . . KT, KU 1
Here the issue is a physically meaningful low-temperature - *_ - )
solution, since the high-temperature steady-state soluton AR AR In(%OR)
T~U for a source of limited power always exists. The sta- A
bility threshold of the low-temperature solution is deter-
mined by the conditioh®

R To(d,R) J=A, (19

in which Ty is related tog andR by relation(13).
Let us return to expressiaii4) for the temperature. Re-
calling that according to Eq11),

(19

Discussion and conclusions

Before presenting the final results of this analysis of the
conditions for optical breakdown, let us discuss briefly on
the admissibility of the assumptions made in writing down
the system of equation®).

1) The condition\ < 7n, is satisfied beginning with

U
x(T,q)= %o(Q)eXP( T

by substitutingT(r) =Ty(R/r) and carrying out the integra-

tion, we find with accuracy to terms ifi,/U 1030- a
17 3/ 3 4
T(q)=To 1+ 2 208 V 16 -
(@)=To T A X Tl (16) R
o
é -
‘:Q)
2000+
71 2|1 3| 4
' 700 1 1 1 1 1
0 2-10°
o
b
- 20
o b/
S 11 21 3] 4
N R
S: ~~
~ o
2
- Qp =
[/]
|
g 1 1 L 1 i 700 1 ) | J?
0 2.10° 0 20
q, W/cm? g, W/icm?

FIG. 1. Temperature of the medium versus the intensity of the light flux andFIG. 2. Electron(a) and defect(b) concentrations versus the light flux
the activation barrier height), K: 1 — 5000,2 — 7000,3 — 9000,4 — intensity and activation barrier heightl, K: 1 — 5000,2 — 7000,3 —
11 000. The straight lin© is the heating without the induced absorption. 9000,4 — 11 000; the straight line has the same meaning as in Fig. 1.
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TABLE |. Critical temperatureT« and breakdown thresholgl for various
ne>n, =N n= QeX[{ — ?”) . (20 activation barrier heighttJ.

8 3 U, K T«(U), K g«(U), MW/cn?
At T=300 K andQ=5x10"® cm™3, the value ofn,

varies fromn, ~10° cm™3 for E,=1 eV to n,~10%2 5000 166 67.2
3 i . : 7000 235 94.2
cm* for E,=0.4 eV; i.e., the thermal generation of defects 4, 302 121.0
without the participation of an electron can be neglected fofr 1099 369 148.0
any reasonable value &, . 13000 437 174.8
2) According to Eq.(4), the condition N,—n,)/N,<1 15000 504 201.7

imposes a constraint on the ratio of the transition cross sec-
tions oy and o, and is satisfied fowr;/o,<1. This con-
straint, which was made to simplify the analysis, does not,, the following parameter valuesN=3x10%° cm 3,
affect the overall result, but must be borne in mind in SPEQ=5x10% cm 3, Aw=1.17 eV, k=0.4 Wi/cm deg,
cific calculations using the scheme proposed here, or els'gzlo—z, R=10"% cm, g,=4x10 % cn?, o,=10 18
one must make a more rigorous analysis of the populationémz, 0.=10"8cr?, andr, =10 ° s.

on the basis of the complete set of equatighs _ The final conclusion of this analysis is that optical break-
3) The conditionNy>N, is satisfied better the higher 4 of 4 broad class of transparent condensed media under
the intensityq of the radiation and the more perfect the ini- yica| conditions of optical irradiation is due to electron-
tial structure of the crystal. Generally the initial defects 5ijeq defect formation with the subsequent development of a
(No) act only as nuclei for the light-induced generation of iorma| instability, whose onset has a distinct threshold.

vacancies, and in intrinsic materials their concentrations argq|ow-threshold generation of defects is rapid, takes place
negligible compared to the concentration of light-induced dexen at low temperatures, and results in optical “fatigue” of

fects. _ o _the medium, i.e., gradual degradation of its optical character-
Therefore the assumptions made to simplify the estiigtics with repeated illumination.

mates do little to limit the generality of the analysis, and  Tis work was carried out with the support of the Inter-

h_ave little effect on the main conclusions. The main Condu'national Science Foundation and the Russian Fund for Fun-
sions can be summed up as follows.

o ) _ ) damental Research.
1) Recombination-stimulated defect generation with the

participation of conduction electrons plays the decisive role, - -
. o . E. M. Epshtén, Izv. Vyssh. Uchebn. Zaved. Radiofi5, 33 (1972.
in laser modification of the structure of transparent crystal-2p " young, Appl. Opt10, 638 (1971,
line media, and produces a large number of point defect$a. M. Bonch-Bruevich, V. L. Komolov, M. N. Libenson, and A. G.
even when the medium is not heated. Rumyantsev, Zh. Tekh. Fis5, 107(1985 [Sov. Phys. Tech. Phy80, 61
- i (1989].

2) The pmpOSEd electror_1 thermal moqel of optlcal 4S. I. Anisimov and B. I. Makshantsev, Fiz. Tverd. Télaningrad 15,
breakdown of transparent media is characterized by an acti-1gg0(1973 [Sov. Phys. Solid Stat#5, 743 (1973]. )
vation barrier that is considerably lowéry 0.5—-1 eV than 51. V. Aleshin, S. I. Anisimov, and A. M. Bonch-Bruevich, Zhkgp. Teor.

its typical value in the “semiconductor” or the “thermo-  Fiz. 70, 1214(1976 [Sov. Phys. JET@3, 631(1976]. =
chemical” models 6V. N. Abakumov, A. A. Pakhomov, and I. N Yassievich, Fiz. Tekh.
L R . Poluprovodn25, 1489(199J) [Sov. Phys. Semicon@5, 899 (1991)].
3) The comparatively low activation energiystimulates 7|, kiinger, Ch B. Lushchik, T. V. Mashovetst al, Usp. Fiz. Nauk
the fast growth in the defect concentration in a transparent 147, 523(1985 [Sov. Phys. Usp28, 994 (1985].

material and produces thermal instability and optical break—z'- N. Yassievich, Semicond. Sci. Techn8. 1433(1994.

down of weakly absorbing media at reasonable temperatures}’l'ggﬁomc"ov’ Zh. Tekh. Fiz64(7), 64 (1994 [Tech. Phys.39, 667

T, of the medium and moderate light fluxgg . This con- 10y | vinetskii and G. A. Kholodar' The Statistical Interaction of Elec-
clusion is illustrated in Figs. 1 and 2 and by the estimates trons and Defects in Semiconductfirs Russiar} (Naukova Dumka, Kiev,

listed in Table | for a typical set of parameters of awide-gapn??% N JE. F. Nodotov. Tenlofiz. Vvs. Terb. 276 (196
semiconductor. . I. Anisimov and E. F. Nogotov, Teplofiz. Vys. Tenth. (1963.

The calculations were carried out with E¢§8) and(19) Translated by J. R. Anderson
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Limiting pulse repetition rate in copper vapor lasers
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Two groups of processes which limit the rate-power characteristics of copper vapor lasers are
examined. The first of these is related to the inadequate relaxation rate of the metastable
states and accordingly their high prepulse concentration, which degrades the lasing pulse
parameters. The second group of processes is initiated by the high prepulse electron
concentration. It is shown that if the effect of the prepulse electrons is neutralized in pulse-
periodic copper vapor lasers, then lasing starts up again in the next pulse wittsnafter the
preceding pulse stops. It is concluded that the rate of deexcitation of the metastable states

is so high that it has no effect whatever on the lasing parameters in real gas-discharge lasers based
on copper vapor or copper bromide vapor, and the prospects are opened up for attaining a
lasing power of~10 kW/m with electron-beam pumping. @997 American Institute of Physics.
[S1063-78497)01005-3

Introduction and Statement of the Problem afterglow, has also been used in some theoretical arflites,

H A1
In the first experiments on copper vapor lasers and othe?onEF?]St to. thg elarI:jer WOﬂ?‘. ttaining high
lasers based on self-limiting transitions of metal vapors it € principal advances in atiaining nign average power

was postulated that the repetition rate of the laser pulses was lasers based on the vapor of copper anq Its saltg, beginning
: in Refs. 5, 12, and 13, were achieved by introducing hydro-
determined by the removal of atoms from the lower meta-

. . . —-16 . .
stable states, such as éD(j), to the wall. However, direct gen into the active mediudf;*®which increases the plasma

. . . ..._recombination rate in the afterglow in large-diameter tubes.
experiments carried out with copper vapor lasers at repetmopn this case, limitations on the rate-power characteristics due
rates above 10 kH#Ref. 2 showed that there must be an- '

. . . to prepulse populatioN s Of the metastable states, if such
qther faster quenching process th"_’u permlts suc_:h high rep(_:‘t(')'ccur(this has not been demonstrated by direct experiment
tion rates. It has been shown qualitativiflyhat this process

. ) . ) .are of a thermal nature, i. e., they are due to overheating of
is electron-induced quenching in the after-pulse period. Di- y g

: the active medium, particularly at the center of the tube.
rect measurements of the population of the metastable Stateﬁowever, the methods for overcoming this overheating, as in
Nps, in the afterglow of a pulse-periodic dischatgevealed

CO, lasers, are more of an engineering exercise, and differ

that under optimum conditions the residual population of the, '\ methods that might be initiated by the slow relaxation
metastable states after 10—45 has no effect whatsoever on of the metastable states

the parameters of the next laser pulse. This same conclusion yvaver according to Tabatt al, for a proper ar-

could have beep arrived ébut was nox from an analysis of rangement of the laser pumping and optimum temperature
the data of earlier work. _ and composition of the active mediufmelative to the output

The results of measuring the electron dendify(Ref. 7 owey for a tube with a diameter up to 80 mm and an output
and the plasma conductivitiRef. 4 were invoked to make power of 100 W/m, most of the increase in the lasing power
the assumption that the main limitation on the rate-powegomes from the increase in the plasma recombination rate in
characteristics of the copper vapor laser is the high pre-pulsgetween pulses, a result of adding hydrogen to the active
electron concentratioN¢o, which initiates a large number of mixture. The introduction of baffles to cool the mixture in
phenomena in the pump and laser pulses. As a final resulfze central region of the tubkincreased the lasing power to
the action ofN¢, redistributes the rates of pumping the upper110 w/m. Those investigators believe that the positive effect
state and the lower state in the direction of the latter agomes both from the decrease in the gas temperature in the
Neo increases, which also limits the rate-power characteriscenter of the tube and the faster recombination, also in the
tics. center of the tube . The former factor greatly redulesy,

A direct measurement of the electron quenching conwhile the latter factor increases the rate of penetration of the
stants for the CUD;) statesk,=1.4x10"8 cm®-s™* and  pumping electric field to the center of the tube, thereby im-
the metastable states of other atdives well as high-rate proving the uniformity of the radial profile of the pumping
pulse-periodic electron-beam pumping of laserss rein-  and lasing. However the total improvemea7% in Ref. 17
forced our conviction that the mechanism that limits the rate-and 10% compared to the results of Ref) idnot so great as
power characteristics operates through the effediigf In  to call it a dramatic effect oN,,y on the lasing parameters,
recent times the model of fast relaxation of the metastableven in tubes with such a large diameter, a conclusion that in
states of the copper atoms, specifically the close relation begeneral agrees with the data of Ref. 14.
tween their population and the electron temperaliye the Another promising means of increasing the rate-power
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characteristics is to pump the lasers by beams of low-energ 4 s 8 ¢+ 93w 2 nn 7 2 5 1%

(5—-10 keV runaway electrons formed directly in the active /
medium of the laset. According to our calculations and / \
| ” IM02-M

model experiments, the lasing power per unit length for thej 7 s e —_— —

copper vapor lasers with electron-beam pumping can excee

10 kW/m without using any flow-through systéfhThis is 13
two orders of magnitude higher than that attained at the T -sz @

present timé*~1’ This power level can be realized only at
high repetition rates of pulsed pumping and a high rate o
electron quenching of the metastable states in the afterglov
so that the latter will have only a slight effect on the lasing
parameters.

From the results of some theoretit®ai' and experimen-
tal works®=2! there are still some lingering doubts in this
respect. Therefore before going on to a further step in crea
ing high- power lasers based on copper vapor and the vapo
of other metals, it would be desirable to determine how reli-
able is the foundation for the assumptions underlying thes.
predictions in Ref. 8. This topic is the subject of the presentg 1. Diagram of the experiment to determine the rate-power character-
paper. istics by the method of spatially separated regions of absorption and lasing.

4+ +6

o
+ ™~
&

Experimental method and experimental apparatus

An elucidation of the limiting characteristics of lasers L€t Us consider first the operation of the tube as an am-

based on self-limiting transitions is carried out by the meth-Plifier. We assume that the girst zone contains a medium with

ods of doubled, regular, or trains of pulses. By these methodé€™© Prepulse populatiol,s and some populationN,
it is very difficult to separate out the effects df,, and vyhlle the second zone cqntalns a medium with zero popula-
N, On the lasing parameters, either theoretically or experilion Nr and some populatioN,s. Itis clear that the result of
mentally. The results of Refs. 22 and 23, in which such d"€ passage of light through this amplifier will be exactly
separation was made, are not always taken intgvhat it would _be if the_ light passed through any single zone
account?1°-2224Therefore in the present investigation we Where the active medium has a populathnor Np,s, and it
have used a new method for measuring the effect of metdS not important from_ which dlrec_tl_on the Ilght_ approaches
stable states on the lasing characteristics, which we call thom the master oscillator. Specifically, E(L) implies a
method of spatially separated regions of absorption and lagMall-signal gain oK =exp(l), wherek is the gain, which
ing. is proportional to the quantity

The essence of the method is the following. Let us as- ar
sume that we have an active medium with two zones of kOCB(Nr_g_Nms)a (2
pumping and lasindl and2, of different length and diameter ms
(Fig. 1). Each part can be pumped independently and with &nd! is the length of one part of the tube.
controllable delay between the pump pulses. The @i For a strong signal the increase in the emitted energy,
used to reduce any effect the discharge in one part of théW, with allowance for the Self—limiting nature of the Iasing,
laser may have on the other part. The tube itself can b&
placed in a cavity with a low-transmission mirrdrand an g g
exit mirror 5. We shall show that by shifting the pulses of the AW=hvV| N"- — NQJL, 3
pumping zones we can measure the absolute effebl,qf ms (Omst0r)
on the lasing parameters and separate this effect from that @#fherehv is the radiated photon energy,is the volume of

Neo- the active mediuntfor simplicity in the analysis we assume
The equation for the number of photons in the cavity carthat the population inversion is uniform over the volyme
be written in the following way N" and N are the populations of the levels at the time of
N N g maximum inversion. _ N
P —P_ B( N, — _ers) N- +AN,(dQ/4m), If K>1, then under lasing conditions a result analogous
Jt 26 ms P to Eq. (3) is obtained if we integrate Eq1) over time and

1) over the coordinat& for any boundary and initial conditions
whereN,, N,, andN,s are, respectively, the photon density identical to the amplification conditions, where here too, it is
and the densities of resonant and metastable stgtemnd  not important in which zone of the laser, the first or second,
Oms are their statistical weight® is the Einstein coefficient the populatiorN,,s is zero.
for stimulated emissiom is the probability of spontaneous Hence when parté and2 of the laser are identical and
decay through the operating transitiad€}/4s is the frac- are pumped identically, we can measure the absolute effect
tional solid angle the cavity subtends, and the sigmorre-  of the population of the metastable states on the lasing pa-
sponds to opposite directions of propagation of light. rameters by shifting the pump pulses relative to one another.
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This effect is reflected in the lasing energy of the delayed
pulse. We can clarify this in the following way. If the parts

of the laser are pumped simultaneously with regular pulses
with a repetition raté= (a periodT), then each light pulse is
formed under the same initial conditions Nf,st and Ngt

and has an emission energy, (Wy/2 from each part of the
lasep. We begin by delaying the pumping in the first zone of
the laser. Then the lasing in it develops, according to Egs.
(1)—(3), under the combined initial conditions bk, in the

first and second zones of the tube. The concentration of
metastable states in the first zone of the tubMjs, i. e.,

the prepulse concentration of metastable states in the regular-
pulse mode with a time between pulsestefT. In the sec-

ond zone of the tube, the concentration of metastable states is
Nms-: i-€., at the timet= 7 after the pulse, where is the
delay time of the pump pulse in the first zone relative to the 1 L
pulse in the second zone.#&T thenN,..>Ns7(see e. g.,
Ref. 25, i. e., the development of lasing in the first zone of
the tube actually occurs under the initial conditions OngiG. 2. Evolution of the average lasing powr with the introduction of
N from the second zone. According to Eq$)—(3), the  hydrogen.

way in whichN,s in the second zone of the tube influences

the lasing in the first zone is identical to the action due to the h | ‘ he disch f th
given concentratiomM s if it occurs in the first zone. At the The pump pulses were formed by the discharge of the ca-

same time, the initial conditions dN, for the first zone of pacitorsC, andC, through a thyratron and the transformers
the tube remain unaltered T,1 andT,,. The secondary windings of these transformers
In this way we separa:[e the effect N, from that of were not connected directly to ground, which simplified the

Ngo On the parameters of the delayed lasing pulse in rea?onditions of their operation; in particular, the discharge

conditions of operation of a pulsed-periodic laser. As pointe ould be operated under conditions where the mternal elec-
out before. the same result was obtained in Refs. 22 and 2gr_odes acted as anodes or cathodes. The laser was installed so

However, in those investigations the independently con@S to satisfy the requirements of minimum inductance of the

trolled action ofN,,q, was produced in spatially coincident supply circuit. A typical cur_rent pulse width at half maxi-
absorption and lasing zones and mostly at low repetitior{num was~50 ns for capacitances=C,=C, = 680 pF.
rates, i.e., when thermal effects can be neglected. Moreover,
the auxiliary discharge, which produces the metastable stat&ESULTS AND DISCUSSION
can, under the conditions of Refs. 22 and 23, influence the After the outgassed tube was loaded with copper bro-
rate of recovery of the lasing, increasing or decreasing it. mide in an inert-gas atmosphere, the lasing power with the
The experimental studies were carried out with a coppethyratrons operating simultaneously was 10-15 W. As the
bromide laser with a quartz tube having a discharge zone 46opper bromide continued to outgas, the lasing power de-
cm long and 2.7 cm in diamet€Fig. 1). To protect the exit creased. As in the case with pure copper vapors, this de-
window from the being covered with particles, we installedcrease was due to the steady loss of hydrogen from the active
the diaphragm$ and 7 with an inner diameter of 22 mm, medium, where it accumulates after being released from the
which at the same time limited the size of the laser spot. Thénsufficiently outgassed components of the laser, primarily
copper electrode8-11 were connected with a molybdenum the copper bromide. Therefore all the later experiments were
foil which was soldered into the quartz and acted as an elecarried with mixtures containing hydrogen.
trical feedthrough. The length of the buffer zoBdetween Unlike the work of Refs. 16, 26, and 27, the present
electrodes9 and 10 was 10 cm. This part of the tube was experiments did not use a hydrogen-containing mixture pre-
held at the operating temperature by means of an externglared ahead of time; rather the hydrogen was admitted from
heater. The laser tube had two branch pieces holding thea special generator. By way of example, we show in Fig. 2
copper bromide. The branch pieces were displaced within théhe evolution of the lasing power in a carefully outgassed
tube by 5 cm from the external electrodes. The pressure dfibe for a 17 kHz pulse repetition rate and simultaneous
the CuBr vapor was regulated by an external heater, whileperation of the thyratrons as the hydrogen is let into the
the working temperature in zonésand2 was maintained by tube, which is filled with neon at a pressysg.~2.9 kPa.
the energy dissipated in the discharge. The first stagg0—2 h, 6 min corresponds to a low rate of
The power supply consisted of two oscillators based orhydrogen treatment. With a constant discharge voltage
TGI2-500/20 thyratrons with a controlled delay betweenU=6.25 kV, the hydrogen treatment results in a steady re-
their ignition times. In addition, they could also tuned to duction in the power consumptidd from the rectifier from
operate simultaneously or nearly so, with the simultaneity oR.56 to 2.49 kW. In Fig. 2 the mark denotes the transition
operation monitored by observing the current and voltage oto the new optimum CuBr pressure, which increases with
an oscilloscope, and also from the maximum lasing powerincreasing H pressure, while the symbols and O corre-

1 i
0 40 a0 20 140
t, min
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spond to higher levels of pumping, which the mixtures with
hydrogen can tolerat@espectively[] refers toU =6.75 kV, sured with a germanium photodiode PI3 and the power

P=2.97 kV, andO to U= 7 kV, P = 3.18 kW). Then the &' 1,055 red calorimetrically with an IMO-2M calorimeter,

next two symbolsO correspond to a stage of more intense14. As a rule, the measurements were made at a pump pulse
hydrogen treatment. The first corresponds to a new pump- repetition rate of 17 kHz with the optimum composition of
ing level, U=7.5 kV, P=3.6 kW, while the second corre- he active medium

sponds to a further increase in the hydrogen treatment, whic In Fig. 5 we show the typical pattern of the recovery of
IS fgcorwar;(ids 2% ?(V:?dxcuon in the lpOerI’ c%nsumptlo;rasing energy in the delayed pulse with varying delay time
U=7.5kV, P=3. - As an example, after the second | popyeen the pump pulse of zoreand that of zone2.
symbol O the figure Sh"_V.VS a transition to the pump VOItageCurvesl—B were measured as the operating voltage on the
corresponding to the initial part of the cuntd:=6.25 kv rectifier was varied frontd =6.25 to 7.5 kV or the energy of
andP=2.44 kW. The dashed part of the curve correspondg, . pump pulse was varied frof=0.145 to 0.18 Jby the

to the stage of increase in the output power for more intensSump energy we mean the quantiiy=P/F: this is a some-
hydrogen treatment with =6.25 kW. what higher value tharE=CUS/2, whereU, is the initial

As one can see fro-m Fig. 2, |.ntroduct|on of hydr ogen Car‘\/oltage across the capacitor, since in the latter case the stray
cause large changes in the lasing power and efficiency. Aé

. . . Capacitance of the supply circuit is not taken into accpunt
the H, pressure increases, the diameter of the laser spot iN=urvesl and3 were measured when the electro@eand 11
creases substantially. Under optimum conditions it has

h boundarVFia. 3. Si h . f lasing is | dere operated as cathodes, and citweas measured when
sharp boun aryFig. 3). Ince the region o _asing Is farger they were the anodes. The form of the curves is also essen-
than the diameter of the diaphrag®snd?7, it is clear that

hi d h d th ical effici ¢ htiaIIy independent of which of the zones of the laser is
this reduces the power and the practical efficiency of t umped first, the first or the second.

laser. We note that under our conditions, because the hydro- As is shown in Fig. 5, when the prepulse population of
gen pressure can be regulated precisely, the effect of that 98 metastable states and the initial concentration of elec-

e e e o at separatein e vorcs,when he fect

. : ; neutralized, N,y loses its influence over the lasing param-
earllgr. Anothgr pr'operty of this Igse.r was that placing Beters for several microseconds, and lasing recurs in a time
peaking capacitor in the second winding of the transformer
always lowered the output power of the laser.

In Fig. 4 we show the rate-power characteristics of the
laser forF>17 kHz, taken for one operating zone of the tube
(length1=40 cm. One can see from this figure that near
F=17 kHz, where we performed most of the experiments to
measure the effect oN,, on the lasing parameters, the
increase of the output power is proportional to the repetition
rate. From this result we can conclude that at these repetition
rates and pump power, neith&l,q nor Ngy particularly
affect the lasing parameters.

_To mvestlgat_e the influence of metastable states on thg o Recovery of lasing energy in a copper bromide vapor lddex3)
lasing power, a diaphragfi? was used to select out a central ang lead vapor lase#) for various conditionspye~2.9 kPa,F =17 kHz;
region 5 mm in diameter. The lasing parameters were meas, kv: 1 — 6.25,2 — 6.8,3 — 7.5,4 — results of Ref. 22.

T, Us
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7~1 us and less after the previous pump pulse. A morewhich is close to the observed value. Another parameter by
characteristic and interesting property is that the rate of rewhich we can determine the effect Nf,,s on the recovery of
covery increases as the pump pulse energy increases. lasing is the ratio of the prepulse absorption coefficlegnto

If we follow the arguments of Ref. 10, then we conclude the maximum gairk™®* obtained during the pump pulse for
that 38% of the energy stored in the capacitor goes into ionthis repetition rate, when the effect o,y is negligible.
ization, under conditions where most of the ions are singlyrrom Eqgs.(2)—(5) it can be shown that
ionized copper ions. Similar results were also obtained in an B max
analysis of other theoretical and experimental studies. Here elwo=Ko /K™, ©®
the electron concentration in the near afterglow isand the criterion that the effect df,,q on the lasing param-
N=1.25¢<10"cm™® (curvel) and 1.55¢10'*cm™2 (curve  eters be small is that the condition
3). The actual difference may be even greater, since under
conditions of the curves and2 the current pulse was drawn ko<k™ ™
out into a tail on account of the impedance mismatch due 190 satisfied
the inadequate conductance of the plasma, which caused a '
bend in the curve of the recovery of the lasing energy in theare
interval 7=5-7 us. The weaker the pump pulse the more
prominent the bend.

If we consider the case of curve3, with
Ne=1.55x 10" cm 3, then usingke=1.4x10"8 cm®/s the
characteristic quenching rate ksN.=2.2x1° s, which

The quantities entering into the right-hand side of &).
readily and accurately measurable experimentally. Con-
sequently we can always use this method in real experiments
to estimate the actual effect blf,,; on the lasing parameters
and separate it from the effect bf,,.

These estimates do not take into account a number of
. . difficulties, in particular, structure in the lasing spectrum,
corresponds to a lifetime of-0.46 us. In practice, under subpopulations of metastable states during the time of the

these con'dltlons lasing startsm=0.7,u«.s, orl5 decqy life- lasing pulse, and in the after-pulse period occurring because
times, which corresponds to a decay in the population of th%f the impedance mismatch, etc. Nevertheless these esti-

metastable_ states by a factor of 45 Lasin_g Is restored to tl}%ates give a correct picture of the mechanism and of the
O£9b||e ve: Vt\"th res;luetgén;o erle{gsiuizgzﬁgé;. z" fat ; r?e;a- degree to whichiN,,o influences the lasing pulse parameters,
stable state populatioNmo= 1. ms - AS INREL S, 5y they reflect the true order of magnitude of the relaxation

thﬁ EfﬁCt Of N w?s not obsetrve(: \c,iwtthr:nt? 10,{# s evedr'1t' rate of metastable states and the recovery of lasing capability
W gn ﬁ. pr:lmp pL;SE ;V;S pro rz;:_e ,d \a/‘v's’ e” (t:r?nt t'h'onBy the active medium, which is governed by the prepulse
under which curves and- were obtained. Vve recafl that the population of metastable states. In support of this picture,

repetition per_|(_)d in _these expe_nments_ W@ 58 pS. ) Fig. 5 shows a curvécurve4) of the recovery of lasing in a

. The.specmc lasing energy in the f|r§t pulse, a”OW'”g forIead vapor laser with electron-beam pumping, where the
d|str|but|o_n over the diametefFig. 3 is ;V0:753'7X 10 population in the afterglow was not determined from the
qlcn?, V.Vh'Ch corresponds tNP:1'5.7X 10% cm . _photons lasing behavior, but was measured independéhtkhe fig-
na lasing pulse. Consequently, using ‘29 00”9'3“‘9“)' WE " Ure shows that the lasing recovers according to relgdon
estimate Nm@~(gm3/gr)Np=2.36x 10% cm qnder However, unlike the investigation with the copper bro-
threshold CO”S'“O”L for 7=0.7 M. Accordingly, — nige laser, the recovery rate in the lead vapor beam-pumped
Nmso=161026>< 1_031 cm_ for theo maximum value and | qer goes not depend on the electron concentration in the
1.38x10™ cm™= for 7=2 s, or 9% of the number of pho- afterglow (in other words, on the pump enejgyhis is ac-

tons in a pulse. counted for in the following way. Even at the minimum spe-

In principle, the situation that arises here has been studC-ifiC energy in the experiments of Ref. 22, the specific en-
ied many times, and the results of this investigation can b%rgy of a beam-pumped Pb IaswE,:lO‘e,J/cn? and a

considered well established. The issue concerns lasers W'thrs)%ysical efficiency of 2%, the concentration of electrons at
h

phototropic shutter, using absorption on the resonance tra e termination of the lasing pulse Ne~4><1013 cm3,

sitions. This model appears as follows. A phototropic shutte(NhiCh for k,=2.1x10"7 s for the lead state PHD.,)
is placed in a copper vapor laser with a potential specifiv(Ref' 9 givgs a'quenching rateN,=0.8x 107 s 1, Thiszis

H — 3
nurpsper of photons emltt_ed per pulse, e'h%l_l'wx 10 higher than the rate of electron cooling. For this reason, the
em = and then_absorphon n _the shutter is caused gy late of recovery in Ref. 22 did not depend g, while in
equivalent density of nonrelaxing atoré,=1.38< 10" the present case of the CuBr laser it does so depend, since in

_3 _ . . . _ ) - ] ) .
cm (T_hz l,us_). The que,ftfn |s;j_how mF\iJth Zd;ei_th's Al this case the cooling rate is higher than the quenching rate.
tenuate the lasing energy? According to Ret. 29, this attenu- 55615 hased on pure copper vapor the electron con-

ar?onhamouqts to the energy lossthat goes into bleaching centration as a rule is higher than in lasers based on the
the shutter, i. e., halides”° If we take this fact into account, the expected rate
of lasing recovery in the Cu laser in the near afterglow can

e= 9r N (4) be even higher than shown in Fig. 5 for a copper bromide
(9 +t0m9 ™ laser. Indirect support for this statement comes from the fact
that lasing starts in the second pulse 300 ns after the termi-
and corresponds to a time 1.6, for which nation of the first puls&.
It is also interesting to note that the rate constant for
e/lwy=0.1, (5)  quenching the metastable states in Ba and Pb is higher than
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B s after termination of the previous pulse. This results is in
accord with the conclusion drawn by Tabata et‘abn the
basis of another method for measuring the effectNgfy,
and also with the results of the present investigation and

® much earlier papers.Only the thermal nonuniformity to-

5 gether with the nonuniformity due to the skin effect can pro-
R°" duce an attenuation of the lasing energy by a factor of
~1.6 at the center of the tube, with an overall attenuation
over the aperture, as discussed above, not more than 30%; i.
e., neither the relaxation rate of the metastable states nor the
Boltzmann thermal population can greatly influence the en-
ergy characteristics of the Cu laser. As long ago as 1979, the
D elaaiaty sl N data of Ref. 6 together with the criteri®) and (7) could

50 00 150 200 250 have been used to conclude unambiguously tat, has
s HS only a slight influence on the parameters of the pulse- peri-
odic copper vapor laser.

FIG. 6. Gain and the amplification coefficient for the number of photons in

a test pulse. Conclusions

The investigations reported in this article have shown
that in real gas-discharge lasers the metastable states of the
copper atoms are quenched in collisions with electrons in
less than 1lus. Consequently the energy parameters of the
U laser can in no way be limited by an inadequate rate of
guenching the metastable states. Therefore, under conditions
. : . ; where it is weakened or neutralized, the effect of the
in our experimentgshorter pulse, no reflections in the cur- .

prepulse electrons, for example in electron-beam pumped la-

rent puls¢ and b a higher efficiency in exciting the reso- ; . . . L
sers or in spatially separated active media, lasing in copper
nance states of the copper atom as compared to the resonance

vapor lasers, as well as in lasers based on Ba, Mn, or Pb
states of Ba or Pb. ) L . .
. : vapor, is restored to its initial level in a few microseconds
It is further of interest to compare the data we have L . LT
) . - after termination of the previous pump pulse. This situation
obtained with the results of Ref. 14, shown in Fig. 6, where -
. opens up clear prospects for further substantial improve-
the curvesl and 2 show experimental measurements of the . -
) . . : ments in the power characteristics of copper vapor lasers, up
small-signal gainK on the axis and a distand®=3.5 cm . . .
. . . . o the values predicted in Ref. 18, i.e., up to 10 kW/m and
from the axis, respectively, as functions of the d|splacementt
. " above.
of the test pulse relative to the regular repetition period
When the length of the tubd £210 cm and the energy
output for T=230 us (Wo=4 wJicn?) are taken into ac-
count, these curves, plotted in the appropriate coordinatesl,\éV-ETz- %ﬂtarééwej Piltch, N. Solimenet al, IEEE J. Quantum Electron.
show a ch_ange in the gaknand the number_ OT ph(_)tons taken 2AL A, Ylsaev, M. A: Kazaryan, and G. G. Petrash, JETP LE8t.27 (1972.
from a unit volume. Curv@ shows the variation in the con- 3p_a Bokhan and V. I. Solomonov, Kvantovaya Elektroscow No.
centration of metastable states on the axis of the tube. At a6(18), 53 (1973 [Sov. J. Quantum Electro, 481 (1974].

distanceR=3.5 cm,N,,5 is much smaller than on the a)a%, 4P. A. Bokhan, V. A. Gerasimov, V. |. Solomonacat al, Kvantovaya
and in this figure it is not shown Elektron. (Moscow 5, 2162 (1978 [Sov. J. Quantum Electrorg, 1220
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Nonstationary two-flux model of radiation transport for optical tomography
of scattering media

S. V. Selishchev and S. A. Tereshchenko

Moscow Institute of Electronic Technology, Department of Theoretical and Experimental Physics,
103498 Moscow, Russia
(Submitted December 18, 1995

Zh. Tekh. Fiz.67, 61-65(May 1997

A nonstationary two-flux model is formulated for the transport of radiation in an inhomogeneous
scattering medium and is applied to the situation where such a medium is irradiated by the
narrow beam of a pulsed laser. It is shown that when the time distribution of the transmitted
photons is measured it is possible simultaneously to reconstruct the two spatial functions

(the coefficients of absorption coefficient and of scattering of the radiation by the mebjum
means of an inverse Radon transformation and the solution of a system of nonlinear
differential equations on the projection lines. An analytic solution is obtained in quadratures for
these differential equations. The results constitute a method of solving problems in optical
tomography in an inhomogeneous scattering medium13®7 American Institute of Physics.
[S1063-78497)01105-1

INTRODUCTION the radiation transport equatiéfi:.he most important charac-
teristics of the scattering medium that enter into the transport

A large number of papers have recently appeared dealingguation are the radiation absorption coefficign(r) and
with the possibility of tomographic approaches to recon-the differential angular scattering coefficient
structing the internal structures in strongly scattefitogbid) . (r,Q’—€Q’) wherer denotes the point of the medium,
medial? However, examples of reducing these problems teand Q' and Q are the directions of the photon before and
the well-known Radon transformation have been given onlafter scattering, respectively. Thus in the most general for-
for weakly scattering(dilute) media® As in the case of mulation of the problem, we can consider the reconstruction
x-ray tomography, the idea is to irradiate with a continuousof two independent functions, which depend on three
optical beam. Since not much progress has been made in tig,(r)) and seven g4(r, Q'—Q)) variables. Since the
steady-state case, it is natural to turn to nonstationary modefsroblem in this formulation is still too difficult to solve, in-
of the interaction of the radiation with the material. More- vestigators frequently have recourse to a simpler model and
over, the results of a large number of experiméhtn the  the corresponding simpler functions to reconstruct. We em-
transmission of ultrashort optical pulses through a turbid mephasize that the function that is to be reconstructed is deter-
dium have suggested that the use of pulsed radiation may b®ined by a theoretical model chosen to describe the interac-
one of the most promising directions of research in this aredion of radiation with the medium.

The diffusion approximation to the transport equation is  In accordance with the above discussion, the purpose of
generally used to describe theoretically the transmission dhe work reported here is to analyze the nonstationary two-
optical radiation through a turbid medium, both in theflux model of radiation transport in an inhomogeneous
steady-state case and in nonstationary ch3a¥e believe strongly scattering medium and to demonstrate the possibil-
that the diffusion approximation does not make a good fit toty of tomographic reconstruction of the characteristics of the
the tomographic idea of passing narrow beams through theedium defined by this model.
object, since a great deal of information is lost regarding the
direction of the probe beam. An analysis of the propagatiofNONSTATIONARY TWO-FLUX MODEL OF RADIATION
of a short optical pulse in a scattering medium, based on thERANSPORT IN AN INHOMOGENEOUS STRONGLY
time-dependent transport equation in the approximation oPCATTERING MEDIUM
single and double scatteriigs inappropriate for strongly Because of the complexity of the analytic solution of the
scattering media. complete transport equation, some approximation is gener-

The Kubelka and Munk approximatidnyhich is based ally used. We shall use the concept of two photon fluxes
on a model of two light beams, propagating, respectively, inpropagating in opposite directions. In the steady-state case,
the forward and reverse directions, is frequently used in théhe model we shall use will be the well-known two-flux
case of continuous optical radiation in a turbid medium. Itmodel of Kubelka and Munk.
would appear that this approximation, like the diffusion ap-  Let us consider the generalization of the two-flux ap-
proximation, could be generalized to transient processegproximation to the time-dependent process for describing the
Nonetheless, the two-flugfour-flux) approximation has so propagation of a point unidirectional pulse in a semi-infinite
far been used only for analyzing steady-state processes. inhomogeneous scattering medium. An important point is

The most general means of describing the interaction ofhat our approach differs from the model of Kubelka and
optical radiation with mattefafter Maxwell's equationsis ~ Munk not only in that it takes into account the time depen-
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dence in an inhomogeneous medium but it is also applied ta 4 J
a narrow(collimated beam, whereas a plane wave source is;, 7 Po(£, Q0,1 + a_§®o(§yﬂo,t)+ m(r)®o({,Q0,1)
ordinarily used for reducing the problem to a single dimen-
sion. This circumstance introduces definite changes in the —ug(r)®o(f,—Qp,t)=U(Qq) 8({— {o) 4(1),
physical significance of the characteristics that are to be re-
constructed for the inhomogeneous strongly scattering mé ﬁq) (& — Qg t)— iq) (£, — Qg t)
dium. vat 0 T gg O T

As is usual in computational topographye introduce _ _
a fixed coordinate systemx(y,z) and a coordinate system M) Po(Z,~ Lo, )~ o1 Po(£, L0, 1)
(&,¢,2) rotating about the axis. The transport equation for =U(—Qq) (L~ o) 8(1). 3
the radiation in the one-velocity approximation in the rotat-

ing coordinate system can be described in the following way. (Usmg the notation, F..(£,1)=®0o(£,8.1),

L) =By(L,—Qp,t), U(Qy)=U, assuming that

19 U(—Q)=0, and taking the source into account in the initial
——=®&(r,Q,t)+Qgradb (r,Q,t) + u(r)d(r,Q,t) and boundary conditions, we obtain the main system of
vt equations for the time-dependent two-flux model of radiation

transport in an inhomogeneous strongly scattering medium
—J D(r, Q) ug(r, Q' —0)dQ' =9(r,Q,t), 1) .
J J
S P G0+ SZF LD+ MDF (L0~ po(NDF (L)

wherev is the velocity of light in the mediump(r,Q,t) is

the photon flux density at the poimt=(¢,Z,z) at timet, =0,

moving in the directiorQ2; u4(r,Q'— Q) is the differential

angular scattering coefficient of the radiatigm,(r) is the d

absorption coefficient of the radiationu(r)=pua(r) »at’ &0 a—gF,(g,t)+m(r)F,(g,t)—mS(r)F+(§,t)

+ [ug(r, Q' —Q)dQ’; andS(r,Q,t) is the radiation source

distribution function. =0, (4)
We shall consider only those photons that travel alonqz+(§0’t):U05(t)' F ({—+%,1)=0,

the axis of the initial beam. Since it is highly unlikely that

the photons scattered away from the axis will return to traveF, (£,00=0, F_({,00=0. 5)

again along the axis, we can assume that the scattering of

photons reduces to backscattering along the axis. Cons

qguently the(back scattering coefficient can be written as

us(r, Q' —Q)=my(r) (2’ +Q), whered(-) is the Dirac .

delta function,my(r) is a function of the coordinates, which (4) for a homogen_eo_us _medlurrm(r)=m=const and

we shall call the one-dimensional scattering coefficient, hav-mS(r_):mS: cons_t. EliminatingF_(¢,t) from Egs. (4), we

ing in mind the one-dimensional nature of the two-flux obtain the equation

_ Expression(5) determines the boundary and initial con-
%itions.
Let us examine the solution of the system of equations

model, and also the fact that this coefficient is a function of 1 &2 52 ) 5
only one variable on the axis of the laser beam. Since the 72 7zF+~ a—ngﬁr — r+t(m —mg)F, =0,
photons scattered in the direction of theaxis must be con- (6)

sidered as absorbed energy in this model in order to preserve o
energy balance, the absorption coefficign(r) must be re- Whose solution is

placed by a functiorm,(r), which by analogy will be be F.(&,H)=Uomvd(mut—m¢')—exp(—me’)
called the one-dimensional absorption coefficient. We shall
denotem(r) =m,(r) +mg(r) and rewrite Eq(1) as mgv{’
+Upn(mut—m{’ ) ———
1) Jot?-¢2
;Ed)(r,ﬂ,t)ﬂtﬂgrad@b(r,ﬂ,t)Jrm(r)CID(r,Q,t) 1 (M (72— 77 2)exp — mt), @
—us(N®(r,—Q,1)=S(r,Q,t). (2)  where 7(-) is the Heaviside step functiory(-) are the

modified Bessel functions of the first kind and first order, and
For a short pulse of laser radiation emitted at titse0 '=¢—1{,.

from the point ro=(¢,49,29), we can write Expression(7) can be regarded as an approximate de-
S(r,Q,t)=U(Q)(r —rp) 8(t). We shall assume that the la- scription of the radiation transmitted through a layer of thick-
ser pulse is directed along tlieaxis. We denote b}, the  ness{’, where the first term describes the unscattebed-
direction along the beam axis. Since we will consider onlylistic) component of the radiation transmitted though the
those photons that travel along ték, axis, while the pho- layer of thicknesg’. As one might expect, this component
tons scattered out of this direction can be consideredbeys the well-known exponential law of attenuation. The

as absorbed, we can write  ®d(r,Q,t) second term describes the scattered component of the radia-
= ®y(L,Q,1) (& &) 8(z—zp). We consider two directions, tion. The typical form of the time distribution Ed7) is
Q=04 andQ=—€Q,. Then we obtain shown in Fig. 1. The vertical lin& corresponds to the un-
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FIG. 1. Typical time distribution of a short optical pulse after passing C
through a scattering layet.— Ballistic component2 — scattered compo- 0

nent.
FIG. 2. Geometric arrangement of measurements with parallel projections in
tomography.

scattered component. The scattered component has the shape

of line 2’ for thin layers and” for thicker layers. 1 & 52 1 mg(&) | d
The relative amounts of the unscatteret{l®) and scat- 32 g2+~ gz2F+ 17 2MO)+ me(d) SiF+

tered @J(f)) components can be found by integrating sepa- ) )

rately each term in Eq7) over the time mg(¢) o ) ) mg({)
——— —F,+|m2(0)—mZ()+m({) ——

(ns) _ * _ ' _ ’ —
Uy (g)—fo Ugmvd(mrvt—m¢")exp(—m¢’)dt=Uqexp —m'(0)|F, =o0. (10)
(=m¢")=Ugexd —m({—o)], 8 Integrating Eq.(10) over the time, we find an equation

for the total energy of a pulse transmitted through the scat-
tering medium

U - [ o :
T denfonz= g u:—fﬂsﬁgu;— m2(£)—m2(2)
X (mgy/(vt)2— ' ?)exp( — myt)dt N »
my, ,
=Uglexp — ¢’ ym?—m?)—exp(— ¢'m)] +m(é’)m—m (O |U,=0, (11)
=Uglexp(— ({— o) Vm?—m3) —exp(— ({—{o)M).  where

[’

U+(§)=JO F.(g,t)dt and U, ({o)=Up, U, ({—»)=0.

©)

The equations for the unscattered () and scattered
(U®)) components have the form

[UP9]=[m*()—m' (H]UP¥=0, (12
To go over to optical tomography of a scattering me-

dium it is necessary to analyze the propagation of an optical ; mg({) . mg({)
pulse in an inhomogeneous medium. Let us congiBigy. 2) U - M[Uf)] —[mz(g)—m§(§)+m(g) m()
the usual geometrical scheme of measuring with parallel
projections® We shall examine the absorption and scattering
coefficients in a particular plane=z, in the stationary
coordinate system  x(y,2): m(x,Y,Zg) =m(X,y);
me(X,Y,25) =Mg(x,y) and in the rotating coordinate system U"?(£0)=Uy, UL¥({—)=0,
(&,¢,2) for each fixed value of ¢

OPTICAL TOMOGRAPHY OF A SCATTERING MEDIUM IN
THE TWO-FLUX MODEL OF RADIATION TRANSPORT

—m'(J)

U= —mﬁ(é)%exp{ = Fm(x)dx),
‘o

U (z9)=0, UY =0. 13
M(X(£,2),Y(£.2).20) =m(2); m(x(£.0 (€02 OF (L) + (£=) 13
=m({). Then instead of Eq(6), we obtain the following The solutiod of Eq. (12), as expected, expresses the law
equation of exponential attenuation
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ear differential equatioi18) for m(¢). Equation(18) is the
Bernoulli equation, which can be solved in quadratdtes,

4
f d
eXp( LO 1(x) X)
g 1
ez [ tsooen| 2 [ o ax

(19

. (14

14
urd=u, exp[ - L m(x)dy
0

It is well known' that the relation14), or equivalently,
Eqg. (12) in the problem of tomographic reconstruction of the
two-dimensional functioom(x,y), leads to the inverse Ra-
don transformation. By applying the inverse Radon transfor-
mation.2~{-} (Ref. 7) to the projections

uo(¢y)
Uy

my({)=

p("%(£,6)=—~In where

M2(0) =M’ () —m?({)+m'({)
m({)—M({) '

where ¢ is the angle of rotation of the coordinate system  f,({)= (20
(&,¢) about the stationary system, ) and ;= {4(&,6) is

the point of intersection of the beam with the boundary of the
medium (Fig. 2) we obtain the reconstructed image of the
function being soughtm(x,y). However, in the case of a
scattering medium it is necessary to reconstruct simulta-
neously another two-dimensional functiang(x,y). One C=—mr"m——.
approacf? is to postulate that the absorption coefficient m*(£o) =M*(Zo)
m(x,y) and the scattering coefficiembs(x,y) are propor- To reconstruct completely the functiomy(x,y) it is suf-
tional to the densityn(x,y) of the medium, which reduces ficient to calculate the quantityng({) from formula (19)
two unknown functions to one. We can propose a more gerever the entire length of the projection for any one value of
eral approach. We shall assume that each measuremehe rotation angle 6. In the particular case where
records the time distribution of the transmitted photons. Themng(x,y) = 8m(x,y) we obtain the equation

from that distribution one can extract the part that corre-
sponds to the ballistitunscatteredphotons that is described

by Eq. (12). Then, using the inverse Radon transformation,

1
O-M(©D)" D

1

f3(0)= -

(22

(1-8%) M2(H)=M'({)
M(2) M({)

m'({)= m3(¢)— m({), (23

we obtain one of the unknown function¥(x,y)

m(x,y) =2 Yp?(&6)}.

To find the second unknown functiang(x,y) we pro-
ceed in the following way. Assuming that the solution
U, (¢) of Eg.(11) is a nonnegative function, it can be writ-
ten in exponential form in some functidv ({)

(15

¢
U+(§)=erxr{—L M(X)dx}- (16)
0

Applying the inverse Radon transformation to the pro-
jections

U.(4)

p+(§,0)=—|n UO

we obtain the functioM (x,y)

M(x,y)=2"Hp.(£6)}. (17)

To find the relation between the functions(x,y),
ms(X,y), andM (x,y), we substitute expressidqf6) into Eq.
(19)

L M)
M= -MQ)
MED-M (Dm0 )
M) —M(0) S(£)-
(18)

Since the functiorm(x,y) is already known, we must
find my(x,y) for each projection line by solving the nonlin-
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whose solution ism(¢)=(y1—8%) "M(¢), which agrees
with the previously obtained resuft.

CONCLUSIONS

To simplify the problem of reconstructing two indepen-
dent functions depending on three variab{#® absorption
coefficien} and seven variable&he differential scattering
coefficient of the radiationwe have formulated a nonstation-
ary two-flux model of radiation transport in an inhomoge-
neous scattering medium applied to situations where the me-
dium is irradiated with a narrow laser beam. We have
introduced the underlying tomographical reconstruction and
the model-dependent characteristics of the scattering me-
dium, called nominally the one-dimensional absorption coef-
ficient and scattering coefficient, but which depend nonethe-
less on three spatial variables. It is shown that when the time
distribution of the transmitted beam photons is recorded it is
possible simultaneously to reconstruct these two spatial func-
tions with the aid of the inverse Radon transformation and an
auxiliary solution of the set of nonlinear differential equa-
tions on the projection lines. An analytical solution in
quadratures is obtained for these differential equations. In
this way, by staying away from the equation of radiation
transport, we have proposed a mathematical method for car-
rying out optical tomography of scattering media by illumi-
nating them with narrow beams of a pulsed laser.
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Ultrawide-bandwidth gain in a coaxial dielectric Cherenkov maser
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A coaxial waveguide partially filled with a dielectric as the slow-wave structure of a dielectric
Cherenkov maser is investigated. The dispersion of the fundamental mode of this

waveguide is very weak at phase velocities close to the velocity of light, and for this reason a
very wide gain bandwidth is possible under conditions of an interaction with a relativistic

electron beam. The dispersion equation for an infinitely thin tubular beam in a coaxial waveguide
with a dielectric liner adjoining either the outer or inner conducting surface is derived. The

gain bandwidth as a function of the parameters of the electron beam and the slow-wave system are
investigated on the basis of numerical solution of the dispersion equation, and a comparison
with similar dependences for the conventional configuration of a dielectric Cherenkov maser is
made. The structural features of the coaxial configuration which enable novel approaches to

the problems of matching the microwave signal at the entrance and exit of the system are
discussed. ©1997 American Institute of Physids$1063-78407)01504-3

INTRODUCTION electric for a given microwave power. Another type are
structural features: the presence of an internal rod compli-

among the diverse ultrahigh-power devices in relativistic mi-Cates the structure, but in return it simplifies the problem of
crowave electronics by the possibility of achieving very widedUMPing the beam; in this case, if the dielectric is present
gain band. A dielectric waveguide as a smooth slow-wav@nly on the inner surface of the coaxial structure, then the

system has no stop bands, and for high permittivities it caf?€@M can be dumped onto the outer surface at any location

give a quite weak dispersion of electromagnetic waves in 4respective of the presence of the dielectric in a given sec-
wide frequency range at relativistic phase velocities. For thigion. Furthermore, novel designs of devices for extracting
reason, a DCM can be regarded as a relativistic analog of ti@d introducing microwave energy are possible in the co-
largest-bandwidth device in classical vacuum microwave?Xial geometry. Finally, the third type of characteristic fea-
electronics—a spiral traveling wave tube. In Ref. 1 it wastures are those associated with the character of the dispersion
shown that the wide gain band of a DCM is obtained only forof the principal electromagnetic mode of a partially-filled
definite values of the parameters of the electron beam angPaxial waveguide—"quasi-TEM” wave.
slow-wave system and the relative bandwidth at th@dB The quasi-TEM wave, similarly to a TEM wave, in a
level can reach 40—50% with a maximum gain of 40 dB inuniformly filled coaxial structure has no critical frequency,
the 3-cm wavelength range for electron energies and beaRt in contrast to the TEM wave, it does have a field com-
currents(300—600 keV, 2—10 kjcharacteristic for high- PonentE, and it exhibits dispersionin the high-frequency
current direct-action accelerators. These figures were ofimit, its phase velocity approaches \z, wheree is the
tained by solving numerically the dispersion equation for apermittivity, and assumes its maximum valug,,< c at a
DCM in the standard geometry, which was used in mosfrequency approaching zero. The quantity,, is determined
experimental investigations of DCMs based on a high-by the degree of filing of the waveguide. The less space
current bearfi®—a thin tubular beam in a circular metal occupied by the dielectric, the closerdat is. On account of
waveguide with a dielectric liner. However, it is also of in- this dispersion, the Cherenkov interaction of the quasi-TEM
terest to investigate a different possible configuration of avave with the electron beam depends on the ratio of the
DCM—coaxial. velocity v 2 @nd the beam velocity. In the case wheun is

A coaxial geometry for a DCM was studied in Ref. 7 much less thamw ., the coaxial and conventional configu-
where the dispersion equation was analyzed approximatelfations are essentially similar. if>v 4, then synchronism
for the case when both conducting surfaces are coaxial arlgetween the beam and the quasi-TEM is impossible, which
the outer and inner surfaces are loaded with a dielectrigoroduces conditions for exciting the highest mode, so that
Such a geometry was also recently realized experimentally ithe coaxial geometry of the DCM can be used to generate
Ref. 8. The characteristic features of the coaxial configurashort-wavelength radiation with high-energy bedfht.the
tion of a DCM, as compared with the conventional configu-beam velocity is close to ., then, conversely, the condi-
ration, can be divided into three types. One type are thdion of synchronism with the quasi-TEM wave can be satis-
general physical features which were noted in Ref. 7: thdied in a very wide range of frequencies. This feature is of
possibility of increasing substantially the kinetic power of interest from the standpoint of the possibility of obtaining an
the electron beam by increasing the maximum current andltrawide gain band in a DCM.
also a lower electric field strength on the surface of the di- This paper examines a coaxial configuration of a DCM

A dielectric Cherenkov masdiDCM) is distinguished
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FIG. 1. Transverse section of the region of interaction of a coaxial DCM. - 5=2.8 cm
a—Liner on the inner conductor, b—liner on the outer conducterputer | L ,
conductor,2—beam,3—dielectric,4—inner conductor. 0'76."7 4 8.0 L 0.0 L 2.0

Frequency, GHz

with a single dielectric liner adjoining either the inn@) or  FiG. 2. Frequency dependences of the phase velocity. Dashed cHgye—

the outer(b) conducting surface. The geometry of the systemmode of a waveguide with a dielectric liner, solid curves: a—quasi-TEM

is shown in Fig. 1. In contrast to the case when both surfaceggode of a coaxial structure with a liner on the outer surface and an inner rod
loaded with a dielectri® the E t of the field with different radii, b—quasi-TEM mode of a coaxial structure with a liner

are loade _WI a dielectric, the &, componen 0 e I_e on the inner rod and different radii of the outer surface. The liner parameters

of the quasi-TEM mode does not vanish anywhere inside thgre fixed: outer radius 2 cm, inner radius 1 am: 2.

beam transport channel, so that the conditions of Cherenkov

interaction of a beam and the quasi-TEM mode are most

favorable |n'th|s system. !n the sections below, t'he d|sper3|on Fo(X,¥)=Jo(X)Yo(y) = Jo(y) Yo(X),

of the quasi-TEM mode is analyzed in comparison with the

fundamental mod&,, of a circular waveguide with a dielec- F1(%,¥)=J1(X)Yo(y) = Jo(y) Y1(X),

trlc_l|n_e_r, the (ﬁspersmn equation for a coa_1X|aI system_ with oY) =1o(X)Ko(y) = 1o(y)Ko(X),

an infinitely thin tubular beam, shown in Fig. 1, is derived,

and the dependences of the width of the gain band on the .731(X,y)=11(X)K(y)+1o(y)K1(X),

parameters of the coaxial DCM are investigated in compari- 2 2
son with the same dependences for a DCM in the conven- p2—, w_z_kZ, q’=k?— w_2 2)
tional geometry by solving the dispersion equation numeri- c c

cally, and the results of these investigations are discusseg, s the frequencyk is the longitudinal wave number, and
The structural features and a possible design of the devic%,ly Yo1, lo1, andKg , are Bessel functions.

for intrOdUCing and extracting the microwave Signal in a In the case when a dielectric is present on the outer
wide-band coaxial DCM amplifier are also discussed. surface of a coaxial line, the dispersion equation is obtained
from Eq. (1) by interchanginga andb. If after doing soa is
made to approach zero, an equation is obtained for a wave-
guide with a dielectric liner.

The dispersion characteristics of a quasi-TEM wave of a  Figure 2 displays the computational results for the phase
coaxial waveguide with a dielectric have been investigated ivelocity for the cases when the same dielectric liner loads the
detail’ Here we present the computational results for theinner or outer surface of the coaxial structure and also the
frequency dependences of the phase velocity in a form that isurface of a circular waveguide. The liner parameters were
convenient for comparing with the similar characteristic ofchosen to be the same for which in R&fa wide gain band
the working mode of a DCM with the conventional was demonstrated for a DCM with the conventional geom-
configuration—theEy; wave of a circular waveguide with a etry in the 3-cm wavelength range. A comparison with the
dielectric liner. The dispersion equation fertype axisym-  coaxial geometry is especially demonstrative when the di-
metric modes in a coaxial structure with a dielectric on theelectric adjoins the outer surface of the coaxial liR&y. 2a;
inner surface(the designations of the geometric dimensionsin this case, the conventional geometry is the particular case

1. DISPERSION OF A QUASI-TEM WAVE

are shown in Fig. JLlhas the form a—0. One can see that for a small radius of the inner con-
¢ Fy(pd,pa) 1.7,(qd,gb) d_uctor the di_spersion of thE_o1 and quasi-TEM modes is
S E-(od =3 7(adab)’ (1)  virtually identical at frequencies above 10 GHz. At frequen-
P Fo(pd.pa)  q.7o(qd.qb) cies below 10 GHz the dispersion of the quasi-TEM mode is

where much weaker than that d,,, but it is itself quite substan-
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tial. If the radius of the inner rod is relatively large, then the For the dielectric on the inner conductor

dispersion. becomes very weak ip a wide frequency range. AFo(pr.pa), a<r<d,
The dispersion of the quasi-TEM wave of a coaxial

waveguide with a dielectric on the inner surface is even E.= BIO(qQ+CKO(qr), d<r<rp, (5)

weaker. Comparing Figs. 2a and 2b, it is easy to see that for D.7o(qr,qb), r,<r<b.

the same gap width between the surfaces of the conductor If, however, the dielectric adjoins the outer surface, then

and the dielectric the phase velocity of the wave is somewhahe following solutions are obtained:

less and the dispersion is somewhat greater than in the case

of a dielectric on the outer surface. One can see that for the AFo(pr.pb), d<r<b,

curveb=2.8 cm in Fig. 2b the phase velocity changes very ~ Ez={ Blo(@n +CKo(qr), rp<r<d, (6)

little over an octave range. At the same time, the gap width D.7o(qr,qa), a<r<ry.

(8 mm) is entirely adequate for beam transport. When the  sybstituting the boundary conditior8) and (4) into
beam interacts with théEy; mode, whose dispersion is gqs.(5) and(6), the corresponding dispersion equations can

shown in Fig. 2 by the dashed curve, the width of the gairhe derived after simple transformations. The final result for
band, as follows from Ref. 1, can reach 40-50%. Thereforghe case of a dielectric on the inner surface has the form

it is natural to conjecture that a DCM amplifier with a co- _
axial configuration and a working quasi-TEM mode can posil Fi(pd,pa) 1 .73(qd,qb)
sess an even wider band. To check this conjecture, it is ne¢P Fo(pd,pa) &q.7(qd,qb)
essary to obtain and investigate the dispersion equation for
the system with a beam.

(w—ku)2

Fo(gd,gr
> 2 o(qbary) 2%

~ Ymu 7o(qd,qb)

2. DISPERSION EQUATION OF A SYSTEM WITH A BEAM F Fi(pd,pa) 1 .74(qd.qrp) )
. i p Fo(pd.pa) eq.70(qd,qry)

We shall study the system displayed in Fig. 1. The tubu-
lar, electronic beam with radius, and current, is assumed The dispersion equation for a coaxial DCM with a di-
to be monoenergetic, completely magnetized, and infinitehglectric on the outer surface is obtained from Eg). by
thin. In this formulation, in contrast to Ref. 7, the finite dis- interchanginga and b and also changing the sign on the
tance between the beam and the dielectric surface is takdight-hand side. Then the dispersion equation for a DCM
into account. We assume that the electromagnetic fields anyith the conventional configuration is obtained in the limit
the disturbances of the beam density and velocity are ax@— 0:"“*?In the absence of a bearh,0) the equatior(7)
symmetric and proportional to efifkz—wt)}. The equations Passes into Eq(1).
and the conditions which the longitudinal compong&yfr)
of the electric field satisfies on the beam surfadellow 3. INVESTIGATION OF THE DISPERSION EQUATION

from Maxwell's equations and the equations of relativistic  The dispersion equatiof¥) derived above was investi-

hydrodynamics in the linear approximation gated numerically. The approximate analytical analysis given
1d [ dE in Ref. 7 does not make it possible to determine the width of
Tar \tar )t p?E,=0 in dielectric, the gain band and, moreover, it is inapplicable for the cases

of practical interest when there is no direct synchronism be-

1d dE, 5 ) tween the quasi-TEM wave and the beam=(ku) or am-
Tdr (r qr | “94°E.=0 in vacuum, plification occurs at frequencies which are very far from syn-
chronism. As already noted in Sec. 1, it is convenient to
{Ez}r=rb:01 compare the DCM with the conventional and coaxial con-
5 figurations for the case of a dielectric on the outer surface,
[ﬁ] - q 2ely E,(ry) (3) varying the radius of the inner conductor. For this reason, we
ar ., (@=ku)? ymur, — " consider this case first.

Figure 3 displays the result of solving E(f) numeri-

— 12/ ~2\1/2 wvieti . . .. . . .
Here y=(1-u®/c%)™"is the relativistic factor of the beam; o1y for a dielectric liner with the same parameters as in Fig.

e andm are the electron charge and rest mgssindq are 5 gnqg an electron beam with=2 and current,=10.2 kA

defined in Eq(2); and, the braces...} denote a jump in the  »qqing 2 mm from the surface of the dielectric. One can see

enclosed quantity. The conditions on the beam surface havy@,; a5 the radius of the inner conductor increases, the spatial
the form growth rates gradually decreader a<0.4 c¢m, in this case,

¢ dE, 1 dE, there are virtually no differences between the coaxial and
{Ezti=a=0, o2 dr |=e=0= T g2 ar (4 conventional geometjy and the gain band shifts in the di-

r=d=o rection of low frequencies, narrowing in both absolute and
(the upper sign in the subscripts corresponds to the liner orelative values. It is important to note that for a waveguide
the outer surface and the lower sign corresponds to the linaxith a dielectric liner the frequency of Cherenkov synchro-
on the inner surface of the coaxial strucfurBaking account nism is comparatively close to the corresponding maximum
of the conditionE,=0 on the conducting surfaces, we shall of the increment, while for a coaxial line widt=0.4 cm the
write the solution forE,(r) in different regions. synchronism frequency is 2.4 times lower than the frequency
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| Waveguide == inner conductor is introduced, the dependence of the band-
(a=0) 7 N width on the current becomes flatter and the maximum value
74 \ of this dependence decreases. The gain band of a coaxial
22 // Q=04 cm \\ DCM is even wider than for the conventional DCM for both
/ a=0.6 om \ high and low beam currents. It is important to keep in mind
a1 /4 that a change in the beam current not only results in a change
Y in the band width but it also results in a large change in the
\ center frequency and the growth rates themselies it
0 J 3 g leads to a substantial change in the distance over which a
wb/e given gain is achievedFor low currents, the growth rates in
FIG. 3. Spatial growth rate versus frequency for a beamin awaveguidewitr?‘ coaxial DCM are Very small, espe_mally for the _Case
a dielectric(dashed curveand in a coaxial line with a dielectric on the outer @= 0.6 cm, when there is no synchronism. The maximum
surface(solid lines for different radii of the inner conductor. The param- growth rate as a function of the current approximately coin-
eters of the dielectric liner and electron beam are fixed:2, b=2 cm, cides with the maximum band width.
d=1cm,r,=0.8 cm,l,=10.2 kA, y=2. Figure 4 is the main illustration of the band properties of
a coaxial DCM in comparison with a conventional DCM.

. ) ) The weaker dispersion of the working mode in a coaxial
of the maximum increment, and f@=0.6 cm there is N0 configuration plays a role only for low beam currents. In this
synchronism at all, since in this cageé v may- _ region of currentg<2 kA for the parameters in Fig.)4he

Given the maximum gai®, the widths of the gain band g4 pand in the coaxial case is wider than in the conven-
at the —3dB level can be determined from the frequenCyyigna) case. But the band width itself is not very large here.
dependences of the growth rate kfw). Assuming thaG IS Thjs is due to the fact that in this case the gain band of a
large, it is easy to obtain from the formulas for the gain of a.q,yial DCM lies in the low-frequency range, and for low

traveling wave tubgTWT)*? frequencies the spatial growth rates are very small. It is well
A(Im k) 3 known that at low frequencies the growth rate of the Cher-
(m K)o, ~ G[dB]+a’ 8 enkov instability(just as the spectral intensity of the sponta-
neous Cherenkov radiatiprdecreases directly as the de-
HereA(ImK) is the difference between the maximum spatialcrease in the frequency. For this reason, large band widths
growth rate (Imk),, and the growth rate corresponding to the gre not reached despite the very weak dispersion.
—3 dB limit of the band; the coefficient takes on values As the current increases, the gain band shifts into the
between 6.0 and 9.5 depending on the beam curi@& |egion of higher frequencies. In the process, the difference in
corresponds to the limit of low space charge and 6.0 corr€mqe character of the dispersion of the quasi-TEM mode and
sponds to the opposite limitFormula(8) makes it possible  he £, mode of a waveguide with a dielectric liner is no

to perform an even clearer comparison of the conventiona\bnger as greatFig. 2a, and since the center frequency for

and coaxial configurations of a DCM. the coaxial case remains appreciably lower than for the con-

_ Figure 4 displays the dependences of the gain bangeniional case, the maximum gain band is reached in the
width on the beam current with a maximum gain of 40 dB. conyentional configuration. Finally, for very high currents

The set of parameters corresponding to the three curves P'Es10 KA for the parameters of Fig.)4he coaxial configu-

sented are the same he.re as fqr Fig. 3. The a}bsolute Madiiktion has a large advantage with respect to the band width.
tude of the error, associated with the uncertainty of the Cop,t thjs is now due not to the character of the dispersion but

efficient a in Eq. (8), in determining the band equals 1-2% oy tg the fact that the frequency shift reaches a value for
everywhere. Itis obvious that the largest gain band width cat) 11 the exponential dropoff of the field in the beam propa-

be obtained here in the conventional configuration. When th%ation channel becomes substantial. At high frequencies the

beam—wave coupling starts to decrease rapidly because of
the finite distance between the beam and the dielectric, and
this results in a narrowing of the band. In the coaxial case the
field within the propagation channel is redistributed, so that
this effect comes into play at frequencies which are all the
higher, the smaller the transverse size of the channel is.
Therefore at high currents the gain band in a coaxial struc-
ture with a large radius of the inner rod is much wider than in
the conventional geometry.

We shall now investigate the case when the inner con-
ducting surface of the coaxial structure is loaded with a di-
electric. Figure 5 displays the frequency dependences of the

_ _ growth rate which make it possible to compare this case with
FIG. 4. Gain band width at the 3 dB level versus beam current. The _othe_r tgle case of a dielectric on the outer surface. For this, geom-
parameters of the beam and slow-wave systems are the same as in Fig. 3. g . . . .
The maximum gain equals 40 dB. Dashed curve—waveguide, solid curve—€tr1€S With identical dielectric liners, the same gap width be-
coaxial structure with a dielectric on the outer surface. tween the dielectric and the unloaded conductor, the same

a3

Imkb

e — —
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FIG. 5. Spatial growth rate versus frequenty=5.1 kA, e=2. Dashed

line—coaxial structure with a liner on the outer surfade=2cm, FIG. 6. Gain band width at the- 3 dB level (maximum gain 40 dBof a
d=1.2 cm,a=0.4 cm,r,=1cm, y=2.3 cm); solid curves—coaxial struc- coaxial DCM with an liner on the inner surface versus electron energy.
ture with the same liner on the inner surface and the same beam—dielectric=2, b=2.8 cm,d=2 cm, r,=2.2 cm. The center frequency is held con-
and beam-conductor distancegh=2.8 cm, d=2cm, a=1.2cm, stant(10 GH2 by varying the current witta=1.2 cm (1) and by varying
r,=2.2 cm,y=2.3 and 1.82 a with 1,=5.1 kA (2).

distance between the beam and the dielectric, and the sarfifing of the waveguide decreasésVithin the curve2 the
beam current and energy were chosen. Comparing the solieiner radius of the liner changes from 1.0 to 1.5 cm.
and dashed curves witp= 2.3 in Fig. 5, it can be concluded If at high energies the cunin Fig. 6 can be continued
that although the center frequency and the instability growtwithout restrictionga will approachd), then on the opposite
rate are much higher for the case of a dielectric on the outeside it reaches the natural limit of a situation of a waveguide
surface, the relative band width for these cases is approxiyith a dielectric rod of radiusl. It is interesting to determine
mately the same. A calculation according to E&).gives an  how the gain band width will change if the inner radius of
even somewhat larger value for the dielectric on the innethe liner changes simultaneously with the outer radius, while
surface. Since for the geometries being compared differernthe thickness of the liner remains constant. The result of such
phase velocities correspond to the same frequency of thg calculation is displayed in Fig. 7. The radius of the beam
quasi-TEM mode, it is of interest to change the energy of thavas also changed so that the distance between the beam and
electron beam in the case of a dielectric on the inner surfacghe dielectric remained equal to 2 mm. In this case the fre-
in @ manner so that the maximum growth rate would occur aguency corresponding to maximum gain changes very little,
the same frequency as for the dashed curve in Figl® and for the parameters of Fig. 7 it equalslo GHz. Here
GHz). This matching is achieved foy=1.82. The corre- the gain band becomes much wider as the liner decreases in
sponding curve shows that in this case the gain band in theize, despite the fact that the degree of filling of the wave-
configuration with a dielectric on the inner surface becomegyuide decreases in this case.
much wider than for a dielectric on the outer surface, and the
growth rate remains somewhat lower. 4. STRUCTURAL FEATURES

Of course, the range of amplified frequencies of the ) ) ) ) )
DCM can be changed not only by changing the electron Therefore the geom_etry with a dlelectrlq Ioadlng the in-
energy. A change in the parameters of the dielectric liner a8€" Surface of the coaxial structure makes it possible to ob-
well as a change of the beam current strongly influences thiin @ wider gain band with lower beam energies, though

frequency. The same center frequency can be obtained syyith somewnhat lower values of the instability growth rate,

different beam energies, if these parameters are also changBtgn In the case of a liner on the outer surface. At the same

together with the energy. It is of interest to determine howtime, such a configuration is extremely interesting because of
the gain band changes in this case. Figure 6 displays the
curves of the band width versus the electron energy when the

center frequency is held constant. The point of intersection 50~
corresponds to the curve=1.82 in Fig. 5.
One can see that the two curves have opposite charac- N
ters. Curvel illustrates well the situation in which the band 3 40
width is small for low currents. The range of variation of the N
current within the curve 1 is from 170 for y=1.62 to 25 g R
kA (for y=2.1). Increasing the energy simultaneously with
the current results in broadening of the band, but for large 30 [N NN W R N |
values of y very high currents are required to maintain the /) 0.5 1.0 15
center frequency at 10 GHz and then the band changes very &, cm

little. If, however, the center frequency is maintained by 1G. 7. Band width at the-3 dB level(max in 40 dBs -
. . . . . . 7. Band width at the- evel(maximum gain or a coaxia
changlng the thickness of the dielectric hOIdmg the curren ine with an liner on the inner conductor versus the inner radius of the liner

fixed, then as the energy increases, the band, converselj constant liner thicknessi(—a=8 mm) and beam—dielectric gap width
becomes narrower on account of the fact that the degree @f,—d=2mm).s=2,b=2.8 cm, y=1.82,1,=5.1 KA.
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its structural features. First, problems associated with the foreoaxial configuration is no better than the conventional con-
mation, transport, and doping of the electron beam are morkguration, despite the much weaker dispersion of the work-
easily solved in it. For a fixed current and thickness of theing “quasi-TEM” mode. Nonetheless, as one can see from
beam propagating outside the liner the current density ishe curves presented, here the same band widths are achieved
lower than in the case of propagation on inside liner, andas in the conventional configuration—about 50% with a
hence it is easier to form and position the beam. But the maimaximum gain of 40 dB for beam currents of 5-10 kA and
convenience is the possibility of dumping the beam in a debeam energies of 400—600 keV, so that a coaxial waveguide
creasing magnetic field on the outer, unloaded metal surfacevith a dielectric liner can be used as an electrodynamic sys-
In a DCM, a section where the thickness of the dielectrictem for a wide-band microwave amplifier. The coaxial con-
liner decreases continuously is required in order to match théguration admits a wider band than the conventional con-
region of interaction and the output microwave channel. Irfiguration, if the beam currents are very hidkig. 4). A

the conventional configuration, because of the fact that thgeometry with a dielectric liner on the inner conductor
beam cannot be dumped onto the dielectric, the beam on thimakes it possible to obtain a wider gain band with lower
section continues to interact with the wave and this interacvoltages than in the case of a dielectric on the outer conduc-
tion can lead to a loss of microwave energy. Furthermoretor (for fixed center frequengyFurthermore, a coaxial struc-
the collector plasma that is formed also can absorb or refledtire with a dielectric on the inner surface is a structurally
microwave energy, a substantial part of which in the convenvery attractive system, since it makes it easier to solve the
tional geometry is concentrated near the waveguide wall. Iproblem of dumping the beam and admits novel possibilities
a geometry with a dielectric on the inner rod, however, thefor introducing and extracting the microwave signal.
interaction can be cutt off at any location irrespective of the

presence of a dielectric in a given section. Therefore the , o
amplified signal can be transported noise-free farther alonfoundation(Grant No. NYDO00 and a joint grant from the

the dielectric and the matching section can be as long a ternational Science Foundation and the government of the

desired. The collector plasma in this case also will be formedRUSsian FederatiofNo. NYD300.
far from the dielectric.
Second, such a design admits novel possibilities for

solving the microwave input—output problems. A metal rod 1§4fglgg$pakw5k" and K. A. Chirko, IEEE Trans. Plasma. $8-22
coated with a d|electr|c; is a reaQy—made tr.ansmlssmn_hne_. Ity ¢ Walsh, T. C. Marshall, and S. P. Schlesinger, Phys2(.709
can be assumed that in a coaxial DCM signal amplification (1977,
occurs on some section of this line. Indeed, in this case it iSA. N. Didenko, A. R. Borisov, G. P. Fomenko, and Yu. G. Sht®is'ma
possible to avoid the limits on the length of a such a dielec-,ZN- Tekh. Fiz.9, 60 (1983 [Sov. Tech. Phys. Letd, 26 (1983].
tric waveguide which are due to the presence of the electronw' Main, R. Cherry, and E. Garate, Appl. Phys. L&6, 1498(1989.

g . A p W. T. Main, E. Garate, J. Weatherall, and R. Cherry, IEEE Trans. Plasma.
beam. For this, the beam generation scheme proposed for &ci. ps-2q 281 (1992.
triaxial relativistic klystroit* can be used on the input side or °G. P. Fomenko, A. G. Pelyodov, A. S. Shlapakovskii, and Yu. G. Shtein,
the beam can be formed in a compact module of a linear,Nucl Instrum. Methods Phys. Res. 381, 152(1993. .
. . . E. P. Garate, A. Fisher, and W. T. Main, IEEE Trans. PlasmaPR&il18
induction accelerator. In the case of the output, a rod with a g3, (1990.
dielectric sheathior simply a dielectric roplcan serve di-  8T. J. Davis, L. Schehter, and J. A. Nation, IEEE Trans. Plasma Sci.
rectly as an antennd.Here it is important to note that an 9PS-22 504 (1994.

; ; ; ia_Yu. A. llarionov, S. B. Raevskj and V. Ya. Smorgonski Calculations
a.lsym.memc mOde.’ WhICh. produces s_harply directed radia for Rippled and Partially Filled Waveguidgsn Russiar, Sov. Radio,
thn, is employgd in the Wldgly used dlglectrlc; antennas. F'or Moscow (1980.
this reason, it is of great interest to investigate a coaxial°G. P. Fomenko and A. S. Slapakoviskzh. Tekh. Fiz.59(8), 145 (1989

DCM with an asymmetric working mode. [Sov. Phys. Tech. Phy84, 938 (1989 ].
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Focusing a compensated proton beam with a high compression coefficient
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An analysis is made of the possibility of focusing 10—30 keV charge-compensated proton beams
with a current of 1 kA and an area compression coefficieit5x 10°. To obtain a high

degree of compression a combination of ballistic focusing and magnetic compression is used. The
parameters of the focusing channel are determined and an estimate is made of the possible
effect of the compensating electron background on the effectiveness of focusing of the proton
beam. ©1997 American Institute of Physids$51063-784£97)01205-1]

Introduction magnetized beam with a small transverse spread, an equation
To investigate the erosion of the first wall and of the was fqund for the envelope- o.f-the beémhe golut|on of th.'s
. ; - equation showed the possibility of adiabatic compression of
divertor material under conditions of thermal phase separat- : :
. ) ) . he beam. However, the length of the magnetic compression
tion of the plasma current in the ITER installation a proton " ; . :
channel for our conditions in this case is10° m. Such

beam with a particle energy of 10—30 keV is required, with a . . ; i :
L dimensions are not feasible for constructing experimental ap-
pulse length greater than }0s and a power density higher paratus

than 10 MW/crd over an area of at least 1 émin this

) e o J='compression in the second section. The beam must be in-
erating the beam, and a combination of ballistic focusinGecteq along the converging lines of force of the magnetic
plus magnetic compression to attain the required power defyie|q whose configuration must be as close as possible to the
sity at the target. Preliminary calculations and experlrﬁentsprotOn trajectoriesFig. 1). In the first section, which has a
have shown that with a desorption anode as the source ¢fngth L,, the protons are not magnetized. In the second
protons the necessary beam parameters can be attained if tfgction, of lengttL,, the protons are magnetized because of
anode area is of the order of 1.6n¥, the electrode spacing the increase in the magnetic field to the level at which the
in the diode is at least 3 cm, and the diode voltage is at leagfeviation of the particles from the lines of force becomes
20 kV. The effective pulse length is then about 26, and  comparable with their cyclotron radius. The magnetic field in
the angular spread after passage of the multitip cathode ide second section increases adiabatically.
25-30 mrad. The space charge of the beam in the drift re- et us make some estimates. First we consider a conical
gion is neutralized by electrons from the cathode plasma. magnetic field with straight lines of force that converge to

To obtain the required power density at the target it isthe axis. The deviation of an ion trajectory from the magnetic
necessary to compress the beam frorfy @@ at the anode lines of force at the end of the ballistic section due to the
to 1 cn? at the target. The distance at which the focusinginitial angular spreadir is
occurs must be not less than 1 m, since otherwise the longi-
tudinal velocity of the particles at the boundary of the beam _Nél-l
will be considerably lower than the total velocity. At this 1= Cosay ’
distance and with an angular spread of the particles of 20—30
mrad the radius of the beam at the crossover is 2.5-3 cnfvherea; is the angle of inclination to the axis of the mag-
Therefore to have a radius of 0.5 cm at the crossover requirdi€tic lines of force that pass through the edge of the emitter.
additional compression of the beam. This compression can |f we assume that the deviatialir, is equal to the cy-
be obtained with the aid of a longitudinal magnetic field thatclotron radius at the end of this section, where the magnitude
increases in the direction of propagation of the beam. InjecOf the magnetic field i8,, then we can determine the geo-
tion of a proton beam in a longitudinally increasing magnetic™etric parameters of the first sections
field is required not only for focusing the beam, but also to

. . S VoM cosxq

carry out experiments under typical ITER conditions, where | =———=
the magnetic induction reaches 5 T. eB,

@

: @

Magnetic compression of a charge-neutralized ion beam
by a magnetic field has been studied in a number of papers. tane, = Ro( 1— A /E i 3)
For example, under the assumption of a laminar quasineutral Bi/L1
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FIG. 1. (a) Diagram illustrating focusing of a proton beafn— anode2 — protons,3 — cathode4 — magnets5 — target;(b) — trajectory of outermost
proton, of energy 15 keV in a double-conical magnetic fieldfof=0. a — Inintegral form b — in differential form.

whereV,, M, ande are the velocity, mass, and charge of the /By VoM
rm=Ro\/5—
B

proton, andR; is the radial coordinate of the particle at the = + B, )
edge of the emitter. m
The values ofB, and «; also depend on the magnetic  Now we can determine the average power density at the

field By, at the target through a relation that determines thggrget as
limiting angle at the proton input to the second section for

which the protons will reach the target MVS. NVS'o
B, s~ 2e 1T 2mer?’ ©
Sinzal\ B_ . (4)
m where] is the average current density at the target gnis
This same relation can be used to estimate the permighe beam current.
sible initial angular spread Relations(2), (3), and(5)—(7) allow us to determine the

parameters of the conical magnetic field focusing system.
, /By For Ar(=0.03, B,=5 T, and r,=5 mm, we have
Aro< B_m (5 Vp=1.2x10° m/s (this corresponds to a proton energy
E~10 keV), a=7°, B;=45x10°% T, L,=3 m, and
The lengthL, of the secondmagnetizegisection is se- | ;0.5 m. The total length of the focusing channel is
lected from the condition of adiabaticity L=ry/tana<4 m. These estimate show that in a conical
magnetic field it is not possible to achieve adiabatic com-
, (6) pression of a beam in the second sectidrince
eBs L<Ly+L,).
We can improve the situation by using a more compli-
cated magnetic field configuration. Let us consider, for ex-
The initial ion energy corresponding to the velodity is ample, a double-conical mggnetic field. In the sectiqrihe _
selected to satisfy the condition that the beam radiysat angle between the magnetic lines of force and the beam axis

the target be about two proton cyclotron radii at the target is @y .and in .sectioan iff is aj. Let L, be equal to thg
ballistic focusing length, i.e., the distance between the diode

27MVycos
L2>#

whereBs= BB, is the average magnetic field in the sec-
ond section.

ernvBmB1 and the beam crossover in the absence of the magnetic field.
0= W- (7) " The motion of the protons in the first section is governed by

the ballistics. Therefore the entrance angle of the outermost
The beam radius at the target is equal to the radius of thparticles of the beam in the second section will be
magnetic force lines plus the cyclotron radius, i.e., Aa=a,— ay. We shall use for an estimate;=Ac«. In or-
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der for the proton to reach the target, which is situated in aharge compensation of the proton beam. The proton trajec-

magnetic field of 5 T, the following relation must hold tory in an axially symmetric field is determined by the
B,>B,sirfa;. (10 ~ eauation
2
We shall assume that the magnetic field in the second ;= MrV0+eVaBz, (18)

section increases adiabatically.
The transverse energy at the target is .
Mz=—-eV,B,, (19
Wﬁn=wo?sin2al, (11) d
1 M&(rvg)=r(eVZBr—eVrBz), (20
whereW, is the total proton energy, and so we determine ) ] _
B, as whereV,, V,, andV, are the axial, radial, and azimuthal
velocities andB, andB, are the axial and radial components
(12) of the magnetic induction.

Wo
Bi=——r Bnsirfa;. : . . :
17 wE P After making some uncomplicated manipulations, set-

m

Let us now consider the magnetic field configuration totIng
be such that the cyclotron radius of the outermost particle at 1 dB,
the entrance to the second section is equal to the radial co- Br=- 547 (21)

ordinate of the outermost line of force, i.e., . ) .
and using the law of conservation of energy, we can write

VoMsina -
rlzrcz%. (13 Eqgs.(18)—(20) as
. L . | V-V Vi e le . ,
Assuming that in the first section the protons move along  73772' — 7 Ty VeBz— 537" VeBz, (22)
the magnetic lines of force, we can find the magnetic field at
h 2
the emitter Vo 1 e ( roBo) 23
0= " 5P LT 2 |
VAM3sirtay 2M B,
0~ eZBlRé ' (14) wherer, and B, are the radius and axial component of the

. . magnetic field at the cathode aNg is the total ion velocity.
For the beam radius at the target we can write the ex-  Therefore the ion trajectory(z) can be obtained from

pression Egs.(22) and(23) if the distributionB=B,(z) is known.
B, In the numerical calculations the beam is divided into
rm=2r; B_ (195 N; current tubes. The current density is assumed to be the

m same in each tube and equal to the average current density in

Using Egs.(12)—(15), we obtain the ion sourcej,=1,/7R3. The current in the tube is cal-

eykr B culated from the relation

Vo= 2M lo

|ti:¥

wherek=Wg /W . 0

Now we can determine the average power density at the To allow for the angular distribution of the ions, each

target tube in turn is subdivided intdl,, current tubes, each with a
MVZ  |.B2ke different initial angle of injectiomr,, taking into account

pszz_e =M (170  the angular distribution of the ions. The initial angle of the

We choose by way of examplg,=5 mm,B,=5 T,

(16)

imth current tube is given by the relation

Toi

L;=1m, (a;= 26.6°), anck=2. From Eqgs(6), (12), (14), r[)im:R tana, +Ar (., (25
(16), and (17), we obtain B,=0.6x10"% T, B;=2 T, 0
Vo=1.7X10° m/s, (15 keV), andPy=2x 10t W/m?. wherer, is the radial coordinate of thith particle at the

We note that these formulas give only an approximateemitter.
estimate of the main parameters of the focusing channel. To The angular distribution function was determined with
determine more accurately the parameters of the magnettbe aid of the current density distribution in the vicinity of
field and the target, and also the effect of the initial beanthe crossover, which was calculated numericallshe prob-
divergence on the focusing, we have carried out the numeriem was solved for the case of zero magnetic field and a
cal calculations described below. uniform current density at the diode. Then the current den-
sity at the crossover is related directly to the distribution of
the particles over initial angles, since the radial coordinates
of the particles at the crossover arg=Ar (R, (whereR; is

Let us consider the motion of the protons in an increasthe radius of curvature of the cathgd&he fraction of par-
ing magnetic field with the assumption of complete spaceticles with initial angles\ry<Ar is given by the expression

Calculational model
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I(Ary) 2 [k whereUy is the accelerating potentidl, is the number of
T, j(r)rdr, (26)  intervals the angular distribution function is divided into,
0 0

k., is the weighting factor for thenth interval, and;,, is the
wherer,,=Ar;R. andj(r) is the current density distribution density of the imth current tube at the target, i.e.,
at the crossover. fim=Jo(rai—ré _D/(rd,—re ).

Figure 2 shows the dependencelffy on Arg, calcu-
lated by this method. In the calculation bfl, it was as-
sumed thatr; .= 0.03, in accordance with the experimen-
tal results given in Ref. 1. In particular, one can see that 23% The numerical calculations confirmed the conclusions
of the ions haveAr|<0.01 and 66% haviAr|<0.02. obtained from the estimates that it is not possible to focus the

The power density distribution at the target associatedeam to the required power density in a conical magnetic
with the longitudinal component of the particle velocity is field.

Results of the calculations

calculated by the formula Let us examine the results of the calculations for the

N, N, V12 double-conical magnetic field. In Fig. 1b we have plotted the

P.(r)=U Ki (r Zim} , 2 trajectory of the outermost particle in a double-conical field
1) 02’1 mE=l olim(F) Vo @) for the following parametersR,=0.5 m, B,=5x10"* T,
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FIG. 3. Curves of o(r,), (@ andV,/Vy(r,,) (b) for a beam of 15 keV proton®,=5x10 4T, B;=1 T,B,, = 5T, Ary=0, L,=0.5 m,L, m: 1—1.0,
2—15.
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FIG. 4. Curves of o(r,) (a8 andV,/Vy(r,) (b) for a beam of 30 keV protons. The parameters are the same as in Fig. 3.

B,=1T,B,=5T,L;=1 m,L,=05m,Ar,=0, and the the longitudinal velocity ta0.75-2V, and accordingly in-

ion energy is 15 keV. It can be seen that in the first sectiortrease the average power density at the target.

the ions move inertially and in the second section they are  An increase in the energy to 30 ke¥ig. 4) increases
magnetized and move adiabatically. Figure(@irve 1)  the average power density by 35—40%. The beam parameters
showsro(r,) andV,/Vy(r,,) for this case. The beam radius at the target are very sensitive to the valueBgf B, and

at the target is 10 mm. The beam is not laminar, and thé ;.

longitudinal velocity lies in the interval ,= (0.35-1V,. By These calculations provided the optimum magnetic field
an increase of the length; to 1.5 m(Fig. 3, curve2) it is configuration with the parameteBy=10"° T, B;=0.25 T,
possible to decrease the beam radiustes8 mm, increase L;=1.5m, andL,=0.5 m.
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FIG. 5. Curves ofro(ry) (8 andV,/Vy(r,) (b) for a beam of 30 keV protons for the optimum magnetic field configurafiys=10"° T, B;=0.25 T,
B,=5T,L;=1.5 m,L, = 0.5 m,Ar,=0,£0.01,=0.02,+0.03.
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75.00 Effect of the electron background

In the previous sections the motion of the ions was ana-
lyzed without taking into account the behavior of the elec-
trons that compensate the space charge of the beam. Actu-
ally, the compensating electron background can have a large
effect on focusing the beam. Because of the different degree
of magnetization of the electrons and ions, and because of
the angular spread of the ions, a radial electric field can be
set up that improves focusing the ion beam. In support of this
statement, we present the following estimate. We assume
that the electrons are immobi(ggidly fixed to the magnetic
lines of forceg and at each cross section of the beam the
electron and ion charges are equal. Then the radial electric
field can be written as

LY

r:277'.<;0VZ r R?

10.00

l]l’lilllllllllllr

Py 3 Pz y MWicm?2

§.00

(28)

whereR=R(z) is the radial coordinate of the magnetic lines
of force, andr (z) is the radial coordinate of the ion, which at

34.00|
0.000 0.005 0.010 b.015 0.030 z=0 coincides with the radial coordinate of the magnetic
Pm>Mm line of force.
FIG. 6. Radial distribution of the total power densRy (solid curvg and The equation that describes the radial motion of the ion
the longitudinal power densitP,, (dashed curvefor a beam of 30 keV ~ can be written as
protons.
" MV? VE el (1 r -
T TV e Vol T RE) @9

In Fig. 5 we show the distributiongy(r,) and
V,IVo(r ) for various|Arg|<0.03. Figure 6 shows the dis- Where
tribution of the total power densitf?; and the longitudinal 2
power densityP, (related to the longitudinal component of Vazﬁr( 1— Foz_zo) (30)
the velocity. From these results one can see that with such a 2M rB,
magnetic field configuration it is possible to obtain close to
the required power density in a region of radius less than 5

We writer in the form

mm. r=R+Ar, (31)
a b
0.50 1.00 3 .
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FIG. 7. Plots ofry(ry,) (@ andV,/Vy(r,) (b) for a 30 keV proton beam, calculated with allowance for the radial electric field created by the electron
backgroundB,=10"2 T, B;=0.1 T,B,=5 T, L;=1.5 m,L,=0.5 m,Ar,=0,%0.01,+0.02,+0.03.
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whereAr <R.

Substituting Eq(31) into (30), we obtain 2.0~
. .. - £
Ar+ w?Ar=R, (32 —— =
- ~
where a.0r ST Pys j
~ \
2p2 - \
eB el o
2_ z _ 2 2 e - N

w MZ + WgOMVZRZ (UC+ (Up, (33) é 15'0 L— \\\
andw, is the frequency of the plasma oscillations of the ions :‘ i \
in the plasma with a density equal ktbrR?V, . a® .ol \‘

The ratiow,/w.= MI/meqe VR?B, for | = 1 kA and R \
a proton energy of 20 keV is larger than 17 over the entire N !

) o . : o |
region of transmission of the ion beam. Consequently it can 5.0t i
be assumed that the electron background can hold the ions -
near the magnetic lines of force more effectively than the i

s g . Y] N W E N NS 1 T W I .

magnetic field can. Figure 7 shows curvesrgtr,) and 0.000 0002 000+ 0.006 0008 000

V,/Vo(r,) obtained with allowance for the radial electric Ty M

field created by the electron background ®§=10"3 T.

The radius of the beam is 7 mm, and the power density FIG. 8. Radial distribution of the total power densRy and the longitudinal

(Fig. 8) is higher than 20 MW/Cﬁ] The permissible initial  Power densityP, for a 30 keV proton beam with allowance for the radial
. . . electric field created by the electron background.

angular divergencéat which the power density at the target

is not lower than 15 MW/cH) is ~0.07. These estimates

hre]nce m;il:;]ate thtat tge electronhs that neztrfl'zf Ith?f Sria(igy to 10 MW/cnt. The total length of the focusing channel

;: arge Oth ebpro onF €am can |'a[;/|e asu IS antia 'te' €Cl ol 2 m, the length of the ballistic section is 1.5 m, the mag-

ocusing the beam. For more refiable conclusions I 1S NECyqie fie|q in the region of the diode is 103 T, at the end

essary to make calculations of greater accuracy, taking int

t th bilitv of the elect | th i 8t the ballistic region it is~10~! T, and at the target it is 5
account the mobility of the electrons ajong the Magneticy .o power density is sensitive to the initial angular distri-
lines of force, i.e., based on the theory of plasma opticsl

th it . tal i tioati bution of the particles and to the magnetic field distribution,
€ appropriate experimental investigations. and depends only weakly on the initial kinetic energy of the

particles. The spatial distribution of the electron background

and its dynamics can have a large effect on the efficiency of

The results of these theoretical and calculational investifocusing the beam.

gations have shown that the method proposed in Ref. 1 for

chugmg neutrqhzgd proton beams, W_h'Ch IS based ON & CoMzy, - enqeiko, Ch. Schultheiss, and H. Wuerz, Pribesicht. 31.02.03P.

bination of ballistic focusing plus adiabatic magnetic com- |NR, Kernforschungszentrum Karlsruhe, Gmb#992.

pression, provides an area compression factor of°D. Mosher, Phys. Fluidg0, 1148(1977.

~1.5x10* and a 50% efficiency in beam transmission. For °A. . Morozov and S. V. LebedevPlasma Optics. Topics in Plasma

an initial proton beam diameter of 1 m it is possible to Theory No. 8[in Russia) (Atomizdat, Moscow, 1974

obtain a diameter of 1 cm at the target and a power densityranslated by J. R. Anderson

Conclusions
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Relative contribution of various factors to the formation of the energy spectrum of fast,
medium-energy, charged particles and ions transmitted through a thin target with
fluctuations of the target thickness

N. N. Koborov, A. I. Kuzovlev, V. A. Kurnaev, and V. S. Remizovich

Engineering-Physics Institute, Moscow, Russia
(Submitted January 29, 196
Zh. Tekh. Fiz67, 81-93(May 1997

The characteristics of the energy spectra of kiloelectron-volt protons transmitted through a free-
standing foil are investigated theoretically and experimentally as functions of the angle of
incidence of the beam on the target. Analytical expressions for the average characteristics of the
transmitted-particle energy spectrum are determined for the case of small-angle scattering.

The combined influence of various factors affecting the formation of the energy spectra is taken
into account: systematic stopping of particles in the medium, fluctuations of the particle

energy losses in inelastic collisions, bending of the particle trajectories due to multiple elastic
scattering, and fluctuations of the target thickness. It is shown that the contributions of

these factors to the width of the transmitted-particle energy spectrum depend differently on the
angle of incidence of the beam on the target surface. On the basis of this differentiation

it is inferred from the experimental dependence of the width of the energy spectra of kiloelectron-
volt protons transmitted through a free-standing foil on the angle of incidence of the beam

that fluctuations of the particle energy losses in inelastic collisions are the predominant factor in
the formation of the proton energy spectra. 97 American Institute of Physics.
[S1063-784197)01305-9

INTRODUCTION mentally increase drastically. In this range the mean free path
of the particles decreases to such an extent that it is techno-
One of the fundamental quantities in physics is the crossogically impossible to prepare targets thin enough to ob-
section for interaction of charged particles with an atom. Inserve purely single scattering. In other words, multiple scat-
the case of fast charged particles>{v,;, wherev is the tering always occurs in any experiment for particles of such
velocity of the incident particle, and, is a characteristic energies. A hypothetically different situation is therefore en-
velocity of electrons in the atonthe scattering cross section countered: The determination of the single-scattering charac-
has been thoroughly studied, both theoretically and experiteristics[not only in regard to the cross section itself, but

mentally. This study was possible because the Born approXiiso to & 4(T) and £2.(T)] requires the formulation of an
mation can be used in describing the scattering process fQfppropriate procedure capable of utilizing the necessary in-
fast particles. Even in this case, however, it is necessary tfrmation from the experimentally measured energy spectra
know the wave functions of all states of the atom, which, assf multiply scattered particles. This approach postulates the
a rule, are not known. This consideration places special sigexistence of an analytical theory that relates the energy spec-
nificance on the first and second moments of the scatteringa of multiply scattered particles to the single-scattering
cross section, i.e., the specific energy lossggT) and the characteristics.
mean-square energy los$,(T). For the scattering of fast Of course, in no way are the preceding remarks meant to
charged particles the_quantigm(T) is given by the Bethe- impl){ that attempt; have not been made to deter.min.e the
Bloch formula® and 8§t(T) is defined in the free-electron _prlnmpal _characterlstlcs of the scattering cross secfu_on in the
model using the Rutherford lan regard to the experimen- 'Ntermediate energy range. For example, the specific energy
tal feasibility of measuring the cross section for interactionl0SS€se (T) have been calculated under various assump-
of fast particles with an atom, this is accomplished withouttions in_Refs. 4 and 5. The functional relation obtained in this
much difficulty. Since particles with such energies have awork, & .(T)~\T agrees quite well with experimental data
very long mean free path, a relatively thin target can beon the range of intermediate-energy particles in the medium.
prepared, so that particles passing through it actually unAs for the quantitysgt(T), scarcely any relevant theoretical
dergo single scattering by atomsf the material. or experimental data exist in the medium energy rarae
The situation changes significantly when the particle enany rate, in all the authors’ many years devoted to transport
ergy is lowered. Even for particles of moderate energiesheory they have never encountered dataeérﬁT) at ener-
(v~v4) insurmountable mathematical difficulties are en-gies in the range of several keV/nuclgomhis deficit can be
countered in the theoretical determination of the scatteringttributed to the fact that the scattering of particles in a target
cross section, primarily in connection with the inadmissibil-in the given energy range, as mentioned above, is definitely
ity of the Born approximation for such energies. The diffi- of the multiple kind, and attempts to make thinner targets
culties of investigating the scattering cross section experifurther accenuate the role of fluctuations in the target thick-
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ness. A procedure capable of distinguishing the influence obnly for low energy losses and without regard for fluctua-
these factors on the formation of the particle energy spectréions of the particle ranges. A subsequent atténfat ex-
has not yet been developéd.g., this cannot be done for plain the previously observélisharp dependence of the av-
normal incidence of the particles on the tajget erage transmitted-particle energy loss on the angle of
Here we give the results of an experimental and theoretobservation yielded a glaring discrepancy with the experi-
ical study of the energy spectra of particles in a beam obmental data. In the ensuing discussion we merely indicate the
liquely incident on a free-standing thin target. We show thatsituations in which this effect can be decisive in the forma-
the contributions of target thickness fluctuations, curvaturdion of the energy spectrum of particles transmitted through
of the particle trajectories due to elastic scattering, and flucthe material.
tuations of the inelastic energy losses in single scattering As for the remaining factors, only in the case of normal
[~&2(T)] to the width of the energy spectrum of the trans-incidence of the beam on the target has their influence on the
mitted particles depend differently on the angle of particleenergy spectrum of heavy charged particles been studied to
incidence on the target. This fact can be exploited to discerany degree of completion. For example, the transformation
the quantity associated specifically with (T) in the energy ~ Of the particle energy spectrum as a result of systematic stop-
spectrum of the transmitted particles and eventually to find?ing in the medium, the probabilistic nature of the particle

the value Of'aZ(T) in this energy range. In the article, there- €Nergy _Iosses in inelas_tic collisipns, and _curvature of the par-
fore, we indicate a possible technique for determining exlicle trgjectory7b9y multiple elastic scattering ha_ve been ana-
perimentally the values oégt(T) in the medium energy lyzed in detail. ™ It ha§ been showift that th? width of the
range. energy spectrum of light kiloelectron-volt ions transmitted
through a thin graphite foil prepared by vacuum deposition is

When a broad, initially monoenergetic beam of heavy™ " v attributable to fluctuati f the film thick
charged particlesng>m,, wheremis the particle mass, and mainly attributable to fluctuations ot the fiim thickness.

me is the electron magsor ions is transmitted through a

target, they lose energy, and the beam is no longer monoen-

ergetic. The energy spectrum of the particle transmittedTATEMENT OF THE PROBLEM; THEORETICAL ANALYSIS

through the material is attributable to many factors, mainly

the following: 1 systematic stopping of particles in the Let a broad beam of heavy charged particles with energy

mediuni~% 2) the probabilistic character of the energy losseslo be incident at the anglé, relative to the normal on a

in a single inelastic scattering evé&rtt 3) fluctuations of the ~Planar target having an average thicknéssThe planesz

particle ranges due to multiple elastic scattefifigd) corre- =0 andz=L coincide with the left and right boundaries of

lation between the scattering angle of a particle and the erfhe target, respectively. We assume that the velocity vector

ergy lost by it in a single scattering evéht'? 5) reflection of the incident particles is situated in the plane in the

of particles from the targt 6) inhomogeneity and thick- direction defined by the azimuth angle=0. We describe

ness fluctuations of the targ¥t. the direction of propagation of the particles by two angles:
The relative role of these factors in the formation of thethe polar anglef (6 is the angle between the direction of

transmitted-particle energy spectrum depends on the initidnotion of the particles and theaxis) and the azimuth angle

energy of the particles, their mass and charge, the angle &-

incidence of the beam on the surface of the medium, and the The particle flux density at the depth N(z,6,¢,T),

material and thickness of the target. In real experiments it i§0€Ys the transport equatfor

often difficult to state beforehand which particles are pre- ON . .

dominant in the formation of the transmitted-particle energy  cos 0E=|e, +li, . 1)
spectrum. It is therefore necessary to investigate the com-

bined influence of all factors theoretically. Herel, andl;, are the elastic and inelastic collision inte-

The analytical treatment of the transmission of fastgrals, respectively. We assume that the angle of incidence
charged particles and ions of medium energy through a suky, is not too large §,<60°), so that reflected particles are
stance, taking into account all the above-stated factors, igssentially nonexisteri?, *®and their influence can be disre-

rendered impossible at present by the extreme mathematicghrded. In this case the boundary condition to @yhas the
complexity of the problem. We shall therefore assume beloworm

that particle reflection from the target can be disregarded. For

heavy charged particles or ions this implies exclusion of ~ N(Z=0.6,¢,T)=Noé(cos 6—cos fp) 5(¢) 5(T—To).
grazing incidence, when the fraction of reflected particles (2)
can be appreciabfé ¥ We shall also ignore any correlation The elastic scattering of heavy charged particles takes
between the scattering angle of a particle and the energy loglace  primarily —at small angles 9g~Nry

by it in a single collision. The influence of this effect on the = \/m,/m\/13.6 eVITZ*3<1, where 9. is an effective
energy spectrum of multiply scattered particles has not beesingle-scattering angle, is the de Broglie wavelength of the
adequately studied theoretically and required separate coparticlesr . is a characteristic atomic radius of the medium,
sideration. For example, in the description of multiple scat-m, is the electron massn is the particle mass, ard s the
tering of particles in Ref. 12 the correlation between theatomic number of the targetConsequently, the diffusion
scattering angle of a particle and the energy lost by it inapproximation(Fokker-Planck approximatigorwith respect
elastic scattering by nuclei of target atoms was consideretb the angles can be used for the elastic collision integral:
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where(é(T)) is the mean-square scattering angle of a par
ticle with energyT per unit path.

For heavy charged particles the energlost in a single
inelastic collision is small in comparison with the eneffy
of the particle itselff e ~(m,/m)T<T]. We therefore write
the inelastic collision integral in the Fokker-Planck
approximation*°

oN

.

9 (—
ﬁ(SZ(T)

N[ =

~ d —
ln= e (MN(Z 0,0, T)}+

Wheres_(T) is the stopping power of the medium which, in
general, includes both inelastic and elastic energy losses

medium?® & (T) = &oy(T) + € nud T), ande?(T) is the mean-

square energy lost by a particle with eneifgper unit path.
We note the admissibility of using elastic and inelastic

collision integrals of the form3) and (4) in the range of

cosd IN(z',0,p,u) cosby—cosb JN

cos 6, az’' cos 6, au
(OFZ+u)y | 1 g 06N+ 1 &N
B 4 sing a0 > " 90 T Si? 0 g2
10 [e2(z+u) 9 N
. = —= : (6)
20U g(z' +u) U g(z'+u)

So far, we have not relied on any approximations other
than the diffusion approximation with respect to the angles
and energies. To further simplify the transport equation, we
make use of the fact that elastic scattering is a small-angle
process for heavy charged particles over the entire path, and
the fluctuations of the energy losses are sfidlThis means
that the path traversed by a particle in the medium differs
very little from z’, i.e.,u<z’, and the directions of motion
of the majority of the particles fall within a narrow cone
around the initial direction f,¢o). Since the functions
(®2), ¢, ands? in Eq. (6) are sufficiently smooth functions
of their arguments, we can ignore the quantitin them in
%omparison withz" and write

(0 +u))=(0z"),

a -
sociated with the scattering of particles by atoms of the

e(Z+u)=e(z),
?(Z’Jru):?(z’).

We now transform to a coordinate frame, whose polar
axis is directed along the initial particle direction. In this

intermediate energies, such that nuclear interactions assograme the angular distribution of the particles can be de-

ated with collisions of heavy particles with the nuclei of

scribed by the angles and 8, which are related to the

target atoms can be ignored. Otherwise, the scattering is n@iglesg and ¢ by

small-angle, and additional inelastic processes are possibl
for example, the absorption of particls.
In Eq. (1) we can transform from the energyto the

variable s=f¥°dT’/s_(T’). In the continuous-slowing

model % represents the path over which the particle loses

energy fromT, to T. From now on we refer to the variabde
simply as the path. Changing variables in EL, we obtain
the following equation for the quantityN(z,6,¢,s)

=e(T)N(z,6,¢,T):

0&N(Z,6,<p,$)_<§(s)> 1 9 e&N
gz 4 |sineae>" %0
. 1 #N| N
Sie 0 dg2 |  os
10[e%s) 9 N
o= —e1. (5
2 Js e s) Js e S)

If the particles move along a straight line, the path tra-
versed by them at the depthwould be equal taz/cos6,.

Because of elastic scattering, the particle trajectories are not

straight, and we therefore introduce the variable
=s—1z/cosf,. Transforming from the variablesandsto the
variablesz’ =z/cosf, andu in Eqg. (5), we obtain
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e, : .
Sin a=sin 6 cos ¢ COS y—Ccos b sin 6y,

sin B=sin 0 sin ¢.

)

By this definition the anglea and 8 have the geometri-
cal significance thatv is the angle between the direction of
propagation of the particles and the plane throughythgis
and the initial velocity vector of the particles, agdis the
angle between the direction of propagation of the particles
and thexy plane. The small-angle character of the scattering
of heavy charged particles implies that the angleand 8

are small, so that we can write

sin B=p
and regard the angles and 8 as constants in the infinite
limits —oo<a andB< + . In normal incidence §,=0) we
infer from (7) that a=#6 cose and B=6 sin¢, i.e., a= 6,
and g=#6,, where 6, and 6, are the angles between the
direction of particle propagation and tlyz and xz planes,
respectively.®

Carrying out the above-described procedures, we obtain
the following equation for the particle flux density
N(z',a,B,u):

sin a=a,

IN(Z',a,8,u 1 d
%4‘(5(&24',82)4—(1'[3” 00 E
_(OF2)) [ AN #N) 1 X)) N .
N AT R e T
Koborov et al. 531



subject to the boundary condition If the target had exactly the same thickndssver its
, entire area, we could solve the stated problem by setting

N(z'=0,a,8,u)=Nod(a) 5(B)5(u). © = L/cosé, in Eq. (10). In other words, the distributiof1.0),
The simplest way to get fron(B) to (8) is to take into  in conjunction with(7) and the equation

account the invariance of the elastic collision integral under

rotation of the axes and, hence, the fact that it has the same , ,

foorm as in the case of normal incidence: u= L dT'/e(T")—L/cos by,

A g o=3190%+ 3963 (8,— a, 6,— B). We also make use

of the fact that ) )
determines the angular and energy spectra of particles trans-

€0S 6= oS #y\/1—sir? a—sir? B—sin a sin 6, mitted through a layer of homogeneous material of fixed
thicknessL.

However, it is entirely obvious that the thickness of a
thin foil is a random function of position on the foil surface,
L=L(Xg,Yo), and depends on the procedure used to prepare
the foil. Consequently, in the case of a broad particle beam
incident on a target, in general, it is first necessary to con-

with “a tan dp, because in normal incidencedy=0°) sider the propagation of a narrow particle beam and then to
tan 6o=0. Equationd8) and(9) describe the propagation of verage over the transverse coordinates of the point where

a broad beam of heavy charged patrticles in the medium ﬁ]

the particles enter the medium. For a wide-angle particle
both normal and oblique incidence on the surface of the me detector, i.e., a detector that records all particles indepen
dium for small-angle scattering relative to the initial direc- P P

tion of the particles. dently of their point of exit, this procedure is equivalent to

Equation (8) differs from the equation describing par- averaging over the target thickness
ticle propagation for normal incidence of the beam on the

1
=c0s fip| 1-a tan o= 5 (a’+ %) |,

and retain the first nonvanishing termsarand 3. In Eq. (8)
we have not disregarded the tera$ and 82 in comparison

mediuni~® by the terma tan 6,(IN/u), which depends on [ dxodyo .
the angle of incidenc#,. We seek a solution of Ed8) in - S (L(X0.Yo))
the form
Y
No exp(pu) :f dZN(Z)f © 8(z—L(X0,Y0))
:J dzN(z)f(2),
X exp{ C(z',p)

B2+ (B(Z',p)+a)? wherey, is the area of the target.
- ; (20 The transition from averaging over the transverse coor-
A(Z'p) dinates of the beam entry point to averaging over the target

Substituting Eq.(10) into (8) and equating coefficients thickness is illustrated in the Appendix in the example of a

of like powers ofa and 3, we find simpler model in which the propagation of particles in the
medium is rtrreated in the so-called forward-backward

b L approximatiorn. We assume that the probabilifyz) of the

B(z ,p)—(l—exp[ B ffo dZ’A(z ,p)] )tan fo. target having a thicknessis described by the normal prob-

ability density function
p 2(Z”)
C(z'.p) = f —

N))Z

z’—j dz’

(13
p Z, '’ I p
_Ejo dZA(Z'p)+ 5

whereL is the foil thickness averaged over the transverse
y exp[ 3 pfzwdz’”A(Z”’,pw )tanz 6. (11) dire_ction_s, and\L is the_ variant_:e of the thi_ckness, WhiCh for
0 a thin foil depends mainly on its preparation technique.
] o i . To permit the target to be treated as a planar foil, we
. The.functlon.A(z’,p) satisfies the first-order ordinary nake the natural assumption thit <L .
differential equation Multiplying Eq. (10) by (13), integrating with respect to
dAZ',p) 1 , Z, anq tgking into account 'Fhe smallness of.the variange of
T+ EpAz(z’,p)z((@S(z’)}, A(z'=0,p)=0. the dlstr_lbutlon along the thlckn_ess, we ob_tam the folloyvlng
(12) expression for the flux density of particles transmitted
through a plane layer of thickne&s(from now on we omit
Equation(12) and its solution for fast charged particles the word “average” when referring to the average thick-
have been analyzed in det&d. ness:
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p=0

No exp{p(s—L/cos fy)} a) Mean path traversed by particles, and variance of the
N(L,a,B,8) = traversed paths, irrespective of the angles of observation
2 wA(L/cos 6y,)
Op (wide-angle detector)
2
><exp{ (AL) p2+ C(L/cos fg,p) When inequality(16) holds, the moments of the distri-
2 cog 6, 0 bution (15) can be calculated, in general, without having to
2 2 seek a solution of Eq(12), and it suffices merely to deter-
— B+ (B(L/cos 0p,p) + @) ] (14) mine the values ofA(z’,p), dA(z',p)/dp, etc., forp=0.
A(L/cos 6o,p) Indeed, taking into accourii7) and the equations
Integrating the distributioi14) over all scattering angles 1 ., N
a and B8, we obtain expressions for the energy spectrum OfF duu”f dp exp{pu}F(p)z(—l)”FF(p) ,
the transmitted particles, irrespective of the angles of obserz- 0 P

vation (wide-angle detectgr

we obtain
N(L,s) Nofd p{( L/cos ;)
,S) ==—— exp p(s—L/cos J

2mr ) “P AP ° (sh.= — ——C(L/cos 6y,p)

cosé, Jp o
(AL)Z ) p

+mp +C(L/COS€0,p) . (15 L 1 (L/cosbg

=C0500+§f0 dzA(z,p=0), (18

We see that even in this case it is necessary to know the
explicit form of the functiorA(z’,p) over the entire range of (AL)2 &2
p in order to find the energy spectrum. The equation for(s—L/cos 6)?), = er FC(L/cos 0o.,p)
A(z',p) (12) is a nonlinear differential equation of the Ric- 0 P

p=0

cati type. A solution cannot be found for an arbitrary func- 9 2

tion (®%(z')). A sufficiently reliable expression has yet to + &—C(L/COS 9oyp))

be found for®4(T")). These considerations make it impos- P p=0

sible to calculaté\(z',p) for arbitrary values op. We there- (AL)? Licosty  £2(2)

fore confine the ensuing calculations to certain average char- =—7 f dz 5
cos 6y Jo (e(2))

acteristics of the energy spectrum of the transmitted
particles, when it is not necessary to know the explicit ex- L/cos 6,
pression forA(z’,p) for all p. +J'
Integrating the distributioff15) over the traversed paths
s, we obtain an expression for the total flNXL) of particles Licosby o
transmitted through a layer of thicknelss —f dz%A(z,p)

z
dzf dz’'A(z',p)tar? 6,
0

0

0 ‘pO

Ro 2
_ 1 L/cos 6,
N(L)—fO dsNL,s), +7 f OdzA(z,p=0)> @
0
whereRo=/o°d T/ (T") is the mean free path of particles  settingp=0 in (12), we find thatA(z,p=0) is equal o
of energyT in the materiaf.~ o _ _ the mean-square scattering angle of particles traversing the
If the target thicknes$ satisfies the inequality paths=z in the medium:
Ro— L/cos 0y<(O®%(To))R3, (16) . ,
A(z,p=0)=(6?),= Jods<®s(s)>. (20)

the particles do not really stop in the target.Hence, the
upper limit of integration with respect ®in the equation for

N(L) can be replaced by infinity. We then have Differentiating Eq.(12) with respect top and then set-

ting p=0, we find
N(L)=Njo. a7

iA(z p)| =- EfzdsAz(s p=0)
&p 1 2 0 i)

Consequently, for targets whose thicknesses satisfy con-
dition (16) the total flux of transmitted particles does not
depend on their thickness and is equal to the flux of particles __ }J’st(<02> )2 21)
incident on the surface of the medium. 2J)o sh

We now consider the mean path traversed by particles in
the target and the variance of the traversed paths. We assume Substituting relationg20) and (21) into (18) and (19),
that the thicknesd. satisfies condition(16). We therefore we obtain the following expressions for the values of the
assume from now on that the upper limit of integration withmean path(s), and the variance of the pattis,(L), irre-
respect tcs is infinite. spective of the angles of observation:

p=0
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L ]_jL/cos()O 5 1 L/cos 6 (<02>S)2 2
S =——+= ds( 6%, 22 +— f ds————
(S = Cos 6y 2J)o X0%s @2 4\ Jo <02>L/cosﬁo)
— 2
(A L)2 Licosdy  &2(2) - tarf 6, fL/coseo "
D2 o ds( o
(L) <(S <S>L) )L 0; 0 dZ(S_(Z))Z 2<0 >L/COSHO 0 S< >S
L/cos 6, z (6— 00) ) L/cos 6
2 —z—g 2(0
+ J;) deOdS(G )s tarf 6y 2((6 >L/coseo ( >L/cos(7‘o o
1 (L/cosé, z z
+§f OdzJ' ds((6%)9)2 (23 ><d2<02>zJ0ds(<92>s)2
0 0
N . L/cos 6y 2

For normal incidence of the particles on the targeéj ( _ f ds(( 62))?
=0), as should be expected, expressi(#8 and(23) coin- 0 S
cide with the relations given in Ref. 9.

We now analyze the result@2) and(23) in greater de- (6— 6p)tan 6, (67) f"’cosg"
tail. The first term in(22) represents the path that the par- ((6’2>|_/coseo)2 H/costo
ticles would traverse in the medium without elastic scatter-
ing. As a result of scattering, the particle trajectories bend, Xdzfzds(wz) )2
and the mean path traversed by the particles in the medium 0 s

increases, since the path is not bounded in the direction of 1 Llcos 5
longer ranges but is bounded in the direction of shorter + (0D jcos s (f Ods<02)s)
ranges by the thickness of the scattdrerThis fact is also 0
revealed by the second term {@2). The variance of the Licos s ,
particle rangeng(L) represents the sum of three variances _J 0dZ< 02>J ds(<02>5)2]. (25)
associated with fluctuations of the film thicknesst term), 0 0
fluctuations of the particle energy losses in a single inelasti<|:_|ere<s> andDZ(L) are defined in Eqs22) and(23), and
scattering eventsecond termy and fluctuations of the path the foIIO\LNing relsation is taken into account: ’
due to multiple elastic scatteringhird and fourth terms
Since all the fluctuations have been assumed from the outset 9 ks o [? 2 \2
to be small, the variances associated with these three factors p? AZ'.p)| = fo dz(6 >Zf0ds(<9 )9)%
It is evident from expression®4) and (25) that in the
case of normal §,=0) incidence of particles on the target

are additive in Eq(23).
scattering always increases the mean range of particles in the

b) Mean path traversed by particles, and variance of the target and increases the variance of the ranges. Only squared
traversed paths for fixed angles of observation (narrow- terms ~ 62 are left in Egs.(24) and (25). The situation
angle detector) changes significantly for the oblique incidencé,¢0) of

By analogy with the preceding subsection, we can usearticles on the target. If the angle of observatéis larger
the distribution(14) to find the mean path traversed by the than the angle of incidenceé, (6> 6,), these gquantities in-
particles (s), 4, and the variance of the traversed pathscrease in the presence of scattering, but in the opposite case
D4(L,6,¢) for fixed angles of observatio and ¢. To sim-
plify the final results, we consider only the case in which the

p=0

detector records particles in the plane of their incidence, i.e.,
¢=¢o=0°. In this caseB=0, a=6— 6,, and we obtain 2
g
1 L/cos 6y o 12
<S>L,0,¢:0:<S>L_2—f ds((6%)s) N 7YX 7 7777777
2<0 >L/cos(90 0 \\\
(0= 60)2 [Lleosto . \\ N2 \/eas6,
L/cos 0 3 \7 \
(60— 6p)tan Oy (Licosty PR VI /j\/\ ALl 2L L L L
B ds(6%)s, (24)
<0 >L/cos€o 0 9
B\l6,\ |
DA(L,6,¢=0)=DZ(L) zy ! !
L/cos 6 2)3 FIG. 1. Conceptual representation of the possible “trajectories” of a par-
- dS(<92> )2 ticle entering the medium at an anglg. Trajectories:1 — 0= 6,; 2 —
02> S g % J 01
0 L/cos 6y 0 0> 0y, 3 — 6<6,.
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0< 6, they decrease. This result is physically evident from  If the thickness of the scatterer is smdll,cos6,<R,,

the geometry of the problem. Thus, if the detector recordsve can ignore the energy dependence of the quantities
particles at an anglé> 6,, it can only capture those which ¢(T), ¢%(T), and (®4T)). In this case T(s)

are deflected from the. initial direction toward the. UPPer— 1, "¢ (T,)s, and we obtain

boundary of the target, i.e., move along concave trajectories

(Fig. 1). Consequently, the path traversed by them in the AT =% (To)(s), ATy,=2y2In2e(T)Ds,  (28)
medium is longer thah/cosé,. In the opposite case, when
particles are recorded at an anglec 6, their trajectories where
bend toward the lower boundary, i.e., are convex, and their ) 5
path is shorter thah/cos 6, However, despite the apparent (s)=(s), = L (05(To)) L
simplicity of the effect, the situation is not all that trivial; for L™ cos 0o 4 cos 6’
example, if the angle of observatidgh= 6,, the mean range
of the particles in the medium is certainly not equal to
L/cosé,.

— 2
2 o EXTg) L (AL)
DS—Ds(L)_ (8_(T0))2 coSs 60+ CO§ 00

(O4(Ty)) L3

CHARACTERISTICS OF THE ENERGY DISTRIBUTIONS OF 6 cos 6
THE TRANSMITTED PARTICLES ) s 4
((05(To))" L

In the preceding section we have determined average + 24 co¢ 4, (29)
characteristics of the path traversed by particles in a target.
In practice, however, we work with the energy spectra of th€or a detector that records particles, irrespective of their exit
particles. It is therefore necessary to make a transition fronangle.
the average characteristics of the distribution along the paths For fixed angles of observation we have
to the characteristics of the energy distribution. 5 )
We characterize the particle energy distribution by the (s)=(s) _ L " (04(To)) L
most probable energy 1088T ;= To—Trp, Where Ty, is L0.e=0"" cos 6, 12 co< 6,
the energy at which a maximum is observed in the energy 2
spectrum, and the width of the energy spectrum at the half- i (0—6)" L 4 0~ 6o
maximum points isA Ty,. 6 cosfy 2 cosby
The particle energy distributiohl(T) is related to the
path distribution N(s) by the equation N(T)
=N[s(T)]/e(T). For heavy particles the variance of the
path distributionDg is small in comparison with the mean

tar? 6,

tan 6y,

— 2
2 2 o € (To) L (AL)
D2=D2(L,,p=0)= (5 (Ta))2 €080y coZ o

path(s) (Ds<(s)); i.e., the spectrunN(s) is narrow. The (04(To)) L3
(Ds=(s)); ie, : + tar? 6
quantity & (T), on the other hand, is a comparatively smooth 24 cos 6,
function of the particle energy. Consequently, the presence (O4T))?  L*
of the coefficien{ ¢ (T)] ™! does not really have any appre- + 360 od 0 +(0—6p)?
ciable influence on the position of the maximum or on the 0
width of the energy spectrum, i.e., <®§(To)> L3
ATrp=To-T(smp)y  ATiT(s)-T(s2),  (26) o0 cog (070
where sy, is the most probable path traversed by the par- (®§(To)> L3
ticles in the medium, and the quantitiss and s, are the Sy E— 00 tan 6. (30)
roots of the equatioMN(s)=N(spmp)/2.
By virtue of the narrowness of the distributidd(s) In the case of thicker scatterers, on the other hand, it is

(s;—$1<spp) wWe can disregard the asymmetry N{s) in  required to know the energy dependences of the quantities
the vicinity of its maximums; <s<'s, and assume a Gauss- ¢ (T), £2(T), and(®%(T)). For example, in the case of fast

ian distribution (v>v4, v is the particle velocityp , is a characteristic ve-
(s—(s))? locity of electrons in the  target  atoms,
N(s)~exp{ - W] T>2.510"°Z**mc?, andc is the speed of light heavy,
s charged particles in the nonrelativistic energy range
In this case T<md these dependences have the form
Smp=(S), S1,2=(S)Fv2In2Dg. (27) 4

TM=0322TM 1
=0. —Z —_— . s
The relation between the ener@yand the rangs has a (M 3pA T on(T)
different formT(s) for different intervals of the energy, of

inci i i in limiti — z
'::r;esér;mdent particles. We therefore consider certain limiting 82(T)=O.6pK22(meCZ)2K(T),
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T))=0. (Z+1) (meCZ)ZL T 31 D2=D2(L,6,p=0)=2vR L 1 t_ L
< S( )> 6p T2 Q( )1 ( ) s S( yU,p= ) v OCOSG 2 RO COS&O
whereL y, is the ionization logarithmK is a coefficient char- (AL)? 1 ) L
acterizing the binding of electrons in an atoin, is the T o2 00+_7 "\ cos 6,

Coulomb logarithmyp is the material density of the target,

glen?, zis the charge of the incident particles in units of the xtar? f+ =7 2R2f ( )

proton charge, and\ is the atomic weight of the target at- Rocos 64
oms. _ _ _ (6= 6,2

Using relationg31) and disregarding the energy depen- + _ng 9(—
dence ofL;y, and K, we find thatT=Tyy1—s/R, for fast 16 Ro cos 6y
nonrelativistic particles. Consequently, using E@6) and (6— 6,)

. 2

(27), we obtain 3 7R0f10< Ro c0S 0g tan 6y, (39

ATmp=To(1—V1- (s)/Ry), where

AT1=2421n 2& (To)Dg/\1—(S)/Ry, (32) Fo(E)=2—E+ 2§

In(1-¢)’

whereR,=0. 5I'0/s (To) is the total range of the particles in
1- 2
the medium. _ _ _ ()= 142 3 - 3 ,
For a detector that records particles, irrespective of their IN(1—¢&) Ino(1-¢)
exit angle, the quantitiess) andDg have the form

3
()= (Sh =+ = YRy = A
L= Cos 6, HRAALE! Ry c0S 6’ 2i
g g2
o 1L =26+ 5,
B S( )_ v OCOSQO _ERO COS@O 55(2_5) 852
= 2—
(AL)Z 1 sz ( L : nz , f8(§) § 2€+2+ In(1—§) +|n2(1_§)'
—|tal
Og 0 '}’ 2 Ry cos 6, 0 ) l(Xl—f)z £(21£-26)
fo()=—2(1- O+ T~ 2=
PLRPRC ( L ) 33 In(1-§  In%1-9
Y 3
32 0 R, cos 00 . 1652
where In(1-§)”
10— 7¢) 8¢?
(O4To)To me Lo fio(€)=—2(1—§)%— & _
== =2(Z+1)— —, L — 1-9)°
s (T ( ) m Loy In(1—¢) In?(1—-¢&)
o The parametery andv introduced in(33) characterize
£2(Top) me K the fluctuations of the ranges traversed by particles in the
= Toe (To) :Zﬁ Lion’ medium due to multiple elastic scattering(®32)) an(_JI_th_e
fluctuations of the energy losses due to the probabilistic na-
f(6)=&+(1—&)In(1—¢), ture of the inelastic collision l)(~82), respectively. The
smallness of these parametergy~m,/m) for heavy par-
fo(§)=3¢-2£-2(1- 9% In(1-§), ticles accounts for the small fluctuations.
) ) It is clear from Eqs(33) and (34) that the contributions
fa(§)=7£"-66-6(1- )" In(1-¢) to the half-width of the energy spectrum from fluctuations
+2(1—£)2 In2(1-&). associated with different factors depend differently on the

angle of incidence of the particles on the targgt This fact
In the case of fixed angles of observation we obtain thecan be utilized to determine the degree of influence of vari-

following expressions fofs) andDs: ous factors on the formation of the transmitted-particle en-
L 1 L ergy spectrum from the dependencelor,,(Tg,60y) on the
— ~ + Z yRAf angle of incidence,. We note that this method can take on
(S)=(S)L.0,6=0 FRRAN I 9 - ) i -
COS b 0 COS 6o special importance in cases where such differentiation cannot

be made from the energy dependencé\df;;»(Tg, 6y).
+ (60— 600)Rofe

1
+ = (60— 6,)°Ryfs| =————
5 (0~ 60)Rofs R COs 6,
EXPERIMENTAL DATA AND THEIR ANALYSIS

tan 6, Experiments on the transmission of protons with ener-

L
>< e —
(RO COS 6, gies of 10—-25 keV through a free-standing Formigolyvi-
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FIG. 2. Most probable energy losses of a broad proton beam in transmissionlG- 4. Width of the energy spectrum of a broad beam of protons transmit-
through a free-standing Formvar film. Angles of incidence of the beam orfed through a free-standing Formvar film versus initial enefgy

the targetd,=0°, 30°, 60°. EnergyO — 10 keV;0 — 15 keV; A — 20

keV; & — 25 keV.

ergy analyzer was 6:80 % sr, and it had a resolution of
0.006 or better.

nyl formaldehyde plastjcfiim have been carried out on the The charging of the surface of the insulating Formvar
Moscow Engineering-Physics Institute(MIFI) mass film was monitored by an electron gun with its beam directed
monochromatot? parallel to the surface and onto a luminophor. The film sur-

A beam of protons with less than 0.4° angular spreadace potential could be monitored from the shifting of the
was incident on the film, which was mounted on a goniom-spot on the luminophor. The input currents of the ion gun
eter to permit rotation of the film in two mutually perpen- were set lower than I A; this measure, in conjunction
dicular planes. The particles transmitted through the filmwith beam scanning, made it possible to prevent charging of
were recorded by means of an automated energy analyzer fefe film surface. The feedback potential of the film was ad-
ions and neutral atoms. This device could be rotated relativeitionally monitored from the position of the energy spectra
to the target and incorporated an energy-integrating detect@f the positive and negative charge fraction of hydrogen ions
with an adjustable sensitivity. The input aperture of the entransmitted through the foil.

The experiments were carried out for angles of incidence
of the beam on the targ#y=0°, 30°, 60°, 70°. The energy
spectra of the transmitted particles were measured in the

wh plane of incidence ¢= ¢,) for various polar angle®. The
experimental results are shown in Figs. 2-5.

It is evident from the experimental data that the width of
the energy spectra is small in comparison with the most
probable energy los\T,,<AT,,. This results indicates
that fluctuations are small in the observed situation. Conse-
quently, the results of our previous theoretical analysis can
be used to analyze the experimental data.

The stopping power of the medium for protons with en-
ergies of the order of 10 keV can be expressed in the form
8t e(T)=aTe". It follows from the theoretical treatment that
B a=1/2 (Refs. 4, 5, and 20 and it follows from the approxi-

mation of the experimental data that=0.45 (Ref. . Since
6 D these values are close, we shall assume for simplicity that the
stopping power of the medium for 10-keV protons is

e(T)=a\T. (35)

4 1 L 1 ] ] 1
35 40 45 50 55 60 & /0 Making use of the smallness of the fluctuations, we can

8, deg discard the termv<§> in Egs. (22) and (24). From Egs.

~ (26) and (27) we then obtain the following equation for the

FIG. 3. Most probab_le energy Iossf of a broad beam of protons_ transmltte_ ost probable energy loss when the axis of the detector co-
through a free-standing Formvar film versus angle of observation. Experi: . . ] . . o
mental valuesCl — To=15 keV, 6,=60°; A — T,=20 keV, 6,=70°.  incides with the direction of particle incidenc&< 6y, ¢
The solid curves are calculated from Eg87). =¢@q):

12
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al\To[ 1 , 1
1.5F o ATmp(6,60)= 505 6g 1+ 5(0_ 0o) +§(0— fgp)tan 6, .
(37)
o
<
[}
“"’Q 1.3F Note that for6= 6, Eq. (37) transforms to Eq(36) if the
) second term in the brackets, which takes into account the
A dependence of (T) on the energyl (35), is disregarded in
(36).

The structure of Eq(37) is very similar to that obtained

when the quantityATmp:s_(To)(s) is estimated on the
rather crude assumption that particles exiting from the target
at the angled have traversed an average rangeos® in it
({s)=L/cos#). Here, expanding co&in the vicinity of 6,
0.9 ! ! - | ! ! we obtain ATy ,= e (To)L[1+(— 8p)%/2+ (6— f)tan 6]/
cosé,. Comparing this equation witf37), we see that de-
spite the identical structure of these expressions, they differ
FIG. 5. Width of the energy spectrum of a broad proton beam versus anglg_onSIderaply n _the qua!']tltatwe §gnse because of t_he total
of incidence of the beam on a free-standing Formvar film. The solid curvedifference in their numerical coefficients. We emphasize that
approximates the experimental data by the function €@ with the numerical coefficients i(87) are obtained from the gen-
£=0.43. EnergyO — 10 keV;Ll —15keV;A —20keV; © —25keV.  arg)| equatior(24) on the assumption that the scatterer is thin
(L/cos6y<Ry). In general, however, these coefficients are
rather complex functions of the quantity=L/(R, cos6y).
In the case of fast nonrelativistic particles, for example, it
AT g 6= 65,6=0) al al fo!lows from (34) that the coefficient of Q'—'Go)z is deter-
Ty = T coso 1- 2T, cos6n) .mlned by.the functlon‘S(é)I and the coefficient of d— ;)
0 0 0 0 is determined by the functiofy(£).
(36) The dependence7) is compared with the experimental
data in Fig. 3. We see that the experimental values in the
range of observation angle— 6>20° greatly exceed the

of the incident particled, and the angle of incidence, is thegretical results. From all appeargnces this Fiiscrepangy is
characterized by their combinatiofT, cos 6. attributable to our use of the d|ffgS|on gpprquaﬂon with

In Fig. 2 the dependend@6) is compared with the ex- respect to the angld8) for the elastic collision integral. The
perimental data. The value aL.=1.2 was obtained by least- approximation well describes the propagation of particles in
squares approximation of the experimental data for normahe range of relatively small scattering angles, in which by
incidence of particles on the mediuriy=0°) by the depen- far most of the particles are concentrated, but it lowers the
dence(36). Clearly, the theoretical curve agrees quite wellresults drastically in the range of relatively large scattering
with the experimental data. The deviation of the cuf86)  angles? It has been showh that scattering at relatively
from the experimental data for a beam angle of incidence omarge angles is achieved most efficiently through single scat-
the targetf,=60° can be attributed both to the imprecision tering. In this case the correlation between the scattering
of the dependenc85) and to the fact that the reflection of angle of a particle and the energy lost by it in a single elastic
particles from the target can no longer be ignored for protongcaitering event must be taken into account. Consequently,
of energyTo<15 keV at such angles of incidence of the o ¢4use of the departure @7) from the experimental data

beam on the target . . . can be twofold: the application of the diffusion approxima-
Unfortunately, reliable theoretical or experimental data

— tion with respect to the angles in the interval of elastic col-
on the dependence e?(T) and(®%(T)) on the energyl iy b gles L
. . : lisions (beyond the scope of this approximation, at present
for kiloelectron-volt protons are not found in the literature.

We therefore use relation28) and(30) for further analysis there is no theory to correctly account for bending of the

of the experimental data. This is especially justifiable in thatF’artiCIe trajectories by multiple elastic scatteningne disre-

the quantity L/R, cosé, is small in the given range of gard of correlation between the scattering angle of a particle
initial energies T, and angles of incidenceg, [L/  @nd the energy lost by it in a single elastic collision event.

Y
-
i

a1,,(6=6,) /<47, ,, (6

60 ,deg

We note that the dependencefT ,,,/To on the energy

(Rg cosfp)=al/(2\T, cosfy)<0.4]; i.e., the case of a rela- The following expression for the width of the energy
tively thin scatterer is established. spectrum of the transmitted particles is obtained from Egs.

In this approximation the dependence of the most prob{28) and(30) with allowance for(35) in the case where the
able energy loss on the angle of observatibfor the angle  detector axis coincides with the direction of particle inci-
of incidencef, assumes the form dence 0= 6y, ¢=¢q):
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ATy 6= 6y,¢=0)=221n 22T, CONCLUSIONS
We have carried out a theoretical and experimental study

(AL)? ?(TO) L of the characteristics of the energy spectra of kiloelectron-
cog 6, (&(T,))2 COS o volt protons transmitted through a free-standing foil and their
dependence on the angle of incidence of the beam on the
(O4(Ty)) L3 2 target.
+ 24 coS 6, tarr 6o We have obtained analytical expressions for the average
/ characteristics of the energy spectrum of transmitted par-
(<®§(To)>)2 L4 12 ticles or ions in the case where the angle of observafion
+ 360 co¢ 6, (38 deviates relatively little from the angle of incidendg, i.e.,

when the scattering angle is small. We have taken into ac-
count the combined influence of various factors affecting the
formation of the energy spectra: systematic stopping of the
particles in the medium, fluctuations of the particle energy
losses in inelastic collisions, bending of the particle trajecto-

with the experimental data. At first glance, their agreemen{'es due to multiple elastic scattering, and fluctuations of the

suggests that the principal factor in establishing the width o ﬁregsit f:](';grnets:ﬂ:/g € _P:iz:;]/eofs ?r?gv?r;:ar;j{t?: df:oa?rttr'lctigtlgr?; of
the particle energy spectrum should be fluctuations of thé S Wi smi parti 9y

film thicknesqthe first term under the square root sign in Eq.zgﬁigugf] tth:'gg;r:firﬁntthgetg?ngf??; gg t?ﬁ.sr}glft gmé
(38), which does not depend on the enefy]. However, exploited to determine from thegex eurimen.tal dle endence of
since we do not know how?(T,) and(0©%(,)) depend on P P P

: . the width of the energy spectra on the angle of incidence
the energy, we are not prone to rush into any conclusions . ) . .
. . "6y which of these factors are predominant in forming the
For example, it could turn out that the ratio

— — 5 ) energy spectra of the particles. This capability is particularly
e°(To)/[&(To)]” is also independent of,. We therefore  jhortant in cases where the energy dependence of the scat-
analyze the dependence AfT,,, on the angle of incidence tering and stopping properties of the medifor example,

bo- , . in application to medium-energy ions not known.

Figure 5 shows experimental values &T,,(= 6o, ¢ The difference in the dependences of the terms in the
=0)/(ATy{6=0,=0,9=0)); the angle brackets - -) in- oy nression for the width of the energy spectrum on the angle
dicate the average experimental value at a fixed initial energys incidence 9, in fact provides a means for solving the
To. Also shown in this figure is an approximation of the i erse problem of transport theory: to extract information
experimental data by the curve 1/€%, where the exponent o6t elementary elastic and inefastic collision processes

B=0.43 is evaluated by the least-squares method. The valyg,m, experimental data on the transmission of particles
of B is close to 1/2. We conclude from this result on thethrough the medium.

basis of(38) that the main contribution to the formation of The authors are grateful to D. B. Rogozkin for interest in
ATy, is from fluctuations of the energy losses in a single,q stdy and for numerous discussions of related problems.
inelastic scattering eveiithe second term under the square

root sign in(38)]. The slight deviation o3 from 1/2 can be

attributed to neglect of the energy dependence ¢F) and  APPENDIX. TRANSMISSION OF A BROAD PARTICLE

24(T) in (39). BEAM THROUGH A THIN, HOMOGENEOUS TARGET WHOSE

The final conclusion of the foregoing analysis is that the HICKNESS IS A RANDOM FUNCTION OF POSITION
ON ITS SURFACE; THE FORWARD-BACKWARD

|_nfluence of quctugmons of _the ranges of the tran_smnted Par, oo pOXIMATION

ticles due to multiple elastic scattering and the influence o

fluctuations of the film thickness on the width of the Here we consider the transmission of a broad particle
transmitted-particle spectrum are slight in comparison withbeam through a homogeneous target, whose surfaces are not
the influence of energy loss fluctuations in inelastic colli-plane but have a random relief.

sions. Whereas this statement could have been made earlier The surfaces of the target are parallel, on the average
about the influence of fluctuations of the particle rarfies, (Fig. 6). The target can be called planar in this sense. We
since the effective value af is small for a Formvar film direct thez axis downward and perpendicular to the target
(Ze~7), the same could not be said about the influence ofi.e., perpendicular to the average surfaces of the tartet
fluctuations of the film thickness without first analyzing the top and bottom surfaces of the target can then be described
dependence oAT,, on the angle of incidencé,. On the by random functiond(x,y) andf,(x,y), respectively. We
other hand, an analysis of the energy dependenc&Tgf,  describe the direction of motion of the incident particles by
for particles in normal incidencegf=0) forced us to con- the polar anglef, and the azimuthal angle,. We choose
clude that the fluctuations of the film thickness are largethe x axis in such a way that the velocity vector of the inci-
Now, however, we see that the probabilistic nature of inelasdent particles is situated in ttax plane, making the azimuth

tic collisions is the dominant factor in establishing the widthangle of incidence equal to zergp{=0).

of the transmitted-particle energy spectrum under the given A broad particle beam can be visualized as a superposi-
experimental conditions. tion of narrow beams. We therefore begin with the transmis-

Figure 4 shows experimental valuesf ,,, for the case
of particles in normal incidence on a targedy&E0). The
dependenc@\T,,,~ T, is also plotted in this figurésolid
curve. We see that the curv&T;,,~ T, agrees quite well
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Now in fact, substituting Eq(A3) into (A1) and (A2),

we obtain
cos aoﬁ =1,[N], O<z<L,
9z
N(z=0,T|To)=8(T—Ty). (A4)
HerelL is the target thickness, which satisfies the equation

L="fa(xo+ (L—f1(Xo,Yo0))tan o,yo) = f1(Xo,Yo)-

(AS5)

We see that the target thicknels$xg,y,) is a random
function of position of the point of particle entryk{,yo)-
n3.‘,onsequently, the flux density of particles transmitted
through the target in the case of a narrow incident beam has
the form

FIG. 6. Conceptual diagram of the transmission of a narrow particle beal
through a target whose surfaces have a random relief.

sion of a narrow particle beam through such a target. In the  Nu(X.¥,T[X0.Y0,To)

so-c_alled forward_—backward approximation the directions of =N(z>2(X,Y):%,Y, TX0:Y0, To)
motion of the particles do not change, and the transport equa-
tion for the particle flux density in a narrow beam =N(L(Xo,Yo), T|To)8(x—xo)
N(z,x,Y,T|Xo,Y0.To) has the form
— (2= f1(Xo,Y0))tan 6p) 8(yo—Y). (A6)
ﬁN(Z!X!y1T|XO|inTO) . dN . .
cos 6, +sin p— If the detector records all particles transmitted through
Jz IXx - L s
the target, i.e., is wide-angle, we can average the distribution
=T INT7(fo(X,y)—2). (A1) (A6) over the coordinates, y and obtain
T ) : ; TR : dxdy
_Here_l inIN] is the me_lastlc coII|5|on_|ntegraI. Equanc(A_l) Ntr(T|XOvyOaTO):f Ny(XY: T|%0,Yo, To)
is written for zero azimuth angleg;=0), and the function Y
L loreeo R(L(X0,0), TITo) (A7)
= =< X ’ ) .
7(§) 0 for £<0 S 0:Yo 0
takes into account the absence of scattering outside the tdrereZ, is the area of the average target surface. Making the
get. The boundary condition for EGAL) has the form transition from a narrow particle beam to a broad beam, we
now have
N(z="f1(X0,Y0),X,Y,T[X0,Y0.,To)
=No&(To—T) (%o —=X)8(Yo—Y)- (A2) Nu(T|To) = J dXodYoNu(TIXo,Y0, To)
It characterizes the fact that a narrow particle beam with dxd
an initial energ_yT0 is incident on the top surface of the :f N(L(%0,Yo), T|To)
target at the pointxy,Yo). 2
Since the particles move along a straight line in the
i o ; . B ~ dx,dyq
forward-backward approximation, their coordinates at any =| dzN(zT|Tp) 8(z—L(Xg,Y0)).
depth z are described by the equationsx D
=Xot[z2—f1(Xg,Yo)]tan 6y, y=Yyo. By the same token, if (A8)

we take into account the fact that scattering does not occur at
z>1,(Xg,Y0), We can write the particle flux density
N(z,x,Y,T|Xg,Y0,To) in the form

dxod
N(z,x,Y,T|X0,Y0,To) f(z):f ozyo 8(z—L(X0,Y0)) (A9)
—_ z
=N( L " )dZ' M f2(Xo+ (2" —f1(X0,Yo))tan 6,¥o)  to establish the fact that the flux density of particles trans-
1Yo mitted through a target with a random relief, instead of pla-
nar boundaries, can be determined from the equation

If we introduce the probability density functidiiz) of a
target having the thickness we can use the relation

- Z’}:TITo) O(X—Xo— (z—f1(Xg,Yo))tan 6p) 6(yo—y),

(A3) Ny(T|To)= f dzf(z)N(z, T|To). (A10)

whereN(z,T|T0) is the particle flux density in a broad beam We now show that the functiof{z) defined by relation
propagating into a target with plane boundaries. (A9) is the probability density function of the target having

540 Tech. Phys. 42 (5), May 1997 Koborov et al. 540



the thickness. Integrating Eq.(A9) with respect toz, we
find that the functiorf(z) is normalized to unity:

J de(Z)=J dZJ@&Z—L(XoaYO))

dxodyo
=] ——=1
3
Multiplying Eq. (A9) by z and integrating with respect to
Z, we obtain

dxod
| zdzi2= [ S5 006,y

dxod
= [ L2 0090~ 1000,y

=(f2)—(f1).
We see thaf(z) is indeed the probability density func-
tion.
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Beam-plasma discharge in the propagation of a long-pulse relativistic electron beam
in a medium-pressure rarefied gas

M. V. Gladyshev and M. G. Nikulin

Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
(Submitted December 27, 1995
Zh. Tekh. Fiz67, 94—-98(May 1997

A theoretical model is given, along with a numerical analysis of the evolution of beam-plasma
discharge in the propagation of a long-pulse relativistic electron beam in a rarefied gas at
medium pressure. It is shown that the self-stabilization of beam-plasma discharge as a result of
longitudinal inhomogeneity of the density of the discharge plasma makes it possible for

the beam to traverse the beam chamber with relatively low total energy losses, including ionization
losses and energy losses in the generation of oscillations. During the dissociative
recombination of electrons and ions of the discharge-driven plasma, heat is released and spent in
raising the temperature of the gas. The investigated collective-discharge mechanism

underlying heating of the gas for a relativistic beam can be more efficient than the classical
heating mechanism due to ionization losses of the beam in pair collisions of its electrons with gas
particles. © 1997 American Institute of PhysidsS1063-784£97)01405-0

INTRODUCTION in Ref. 3, augmenting it with the heat-conduction equation
for the gas and eliminating the equations describing the in-
Numerous experimentSee, e.g., Refs. 1 and Bn the  ductive excitation of a reverse plasma current at the leading
transport of relativistic electron beams with typical param-edge of the beam and its dissipation.
eters in various gases in the self-focusing regime at a dis-
tancelL of the order of a few betatron lengths, i.e5-1 m,
have shown that the most efficient transport can be achievengATENIENT OF THE PROBLEM AND METHOD OF
in a medium pressure range~1 Torr. The propagation of SOLUTION
relativistic electron beams is impeded at lower pressures by
beam-plasma instability, which leads to energy losses and We consider a relativistic electron beam with current
beam scattering, and at higher pressures by resistive hose=50 A, energyW~1 MeV, radiusa~1 cm, and duration
instability, which deflects the beam from the axis and at ther~ 100 s and investigate its interaction with a slightly ion-
worst extreme can force the beam to strike the walls of thézed gas(air) at an initial pressurgpy,~1 Torr in a drift
drift chamber. chamber of lengthL=1 m without an external magnetic
A numerical experimefiton a model developed for a field, using a model in which the beam is described by large
short-pulse beartwith a durationr~100 n3 has shown that particles, the rf electric field of the plasma modes is deter-
an important characteristic of the propagation of relativisticmined from the one-dimensional Poisson equation by the
electron beams under the above-stated conditions is the sethethod of slowly varying amplitudes, and the discharge ki-
stabilization of beam-plasma instability at a level such that itnetics is described by balance equations for the density and
does not interrupt transport but still maintains beam-plasmaverage energy of plasma electrons. We disregard the reverse
discharge This consideration offers certain added possibili-plasma current, since the current of long-pulse beams rises
ties. In particular, at medium pressures the beam-plasma dismoothly.
charge can be used effectively to achieve plasma-chemical In using the approach outlined above, we assume that the
reactions, and in the case of long-pulse and repetitive beam&eam has a low density in comparison with the plasma den-
it also provides a potential gas-heating source with a highesity, is relativistic and monoenergetic, and is held in equilib-
heat-transfer rate than that attained through the direct ionizaium by its own magnetic field. We assume that thermal
tion losses from the relativistic electron beam. motion in the plasma and the self-induced magnetic field do
Here we report the results of an experimental study ofhot influence the dispersion of the beam-generated waves
collective and discharge processes associated with the intesnd that the radial boundedness of the beam and the plasma
action of a long-pulse relativistic electron beam with ado not affect the growth rate of instability. Furthermore, we
slightly ionized, medium-pressure gas. In particular, we exassume that collisions of plasma electrons with heavy par-
amine the evolution of beam-plasma discharge in microsedicles suppress all transverse disturbances without hindering
ond time intervals and the rise in temperature in this procesthe development of longitudinal oscillations. According to
as a result of heat transfer due to the dissociative recombRef. 6, the following inequalities must be satisfied for this
nation of plasma electrons and ions. It has been sRdat  condition to be achieved:
by the time the discharge reaches the leading edge of the
short pulse it is in a quasisteady state, which gradually %<<E)3/2w_ea E) 12 1)
evolves with time; as a prototype we use the model proposed mc C I '

We
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| 1\?2 [wya)? 103, eo(eV)<1.2,

—, —| < < VeT, (2 4 2

lo lo c Seg)=1 7X10 %ei(eV), 1.2<g9(eV)<23.4,
c\2 0.4, 23.4 g4(eV),

—| < —<1, ©) (13
We We

ve(s™ 1) =2.9x10p(glcn?), (14)
where v, is the frequency of collision of plasma electrons
with heavy particlesw,= (4mn.e?/m)¥? is the Langmuir vip(s™1)=1.0x 10", /c) p(glen?), (15
frequency of plasma electrorig,=mc’/e, —e andmare the el 3
rest electron charge and mass, anid the speed of light in vie(s 1) =1.5x 105%p(glen)

vacuum. el%(eV)[5.6+0.6c,(eV)]

We assume that the variations of all characteristics of the X ex 18.75k(eV)] (16)
process averaged on these scales are insignificant within the ' ¢
period and wavelength of the plasma oscillations. D,(cn?/s)=3.5% 10‘Zee(eV)/Té’2(K)p(g/cm3), 17

To describe the ionization of the gas by plasma elec- s 4 .

trons, we use the elementary theory of discharge in relatively ~ *e(€V/cm-s)=5.9x10"ng(cm™*)ec(eV)/ve(s™H).

weak microwave electric fields, assuming that ionization is (18)
induced by the heating of electrons in the fields of the oscilHere the tilde identifies quantities oscillating at the wave
lations as they maintain a Maxwellian velocity distribution. frequencyw,,, distinguishing them from all the other quan-
The amplitudeE, of the microwave electric field in this case tities averaged over fast oscillations,= w,/v,, M is the
must be much lower than the level at which the averagé&umber of large beam particles in the systéris the num-
energy of the plasma electron oscillations becomes commeier of modes,z is the coordinate of theth particle,

surate with their thermal enerdy, Npo=nNL(0}t) is the density of the beam at the input to the
system,a,, and b, are the amplitudes, slowly varying with
Eo(kV/icm)<E .= 3_7ﬂe p(Torr). (4) respect t, of the potentialy, v, is the frequency of impact
Ve

ionization of air by the beamy;, is the frequency of ioniza-
ﬁi n of air by the beam, averaged over the Maxwellian

istribution® &,=(3/2)T, is the average energy of the
plasma electrons] is the fraction of energy lost by a plasma
92 07) electron in collision with a heavy gas partickss 5=21.4

Under the stated assumptions the system of equations of t
beam-plasma discharge model has the form

32 d

J 2
P—’— VeE'Fwe(Z)

57
o —l’/,=477e — —|ng, (5 eV is the average energy aj-electrons generated in the

9z ionizing collision of a relativistic beam electron with an air

N molecule,e;=12.5 eV is the average energy of ionization of
U= [a(2)codk,z— wnt)+by(2)sin(k,z— w,t)], air, D, is the ambipolar diffusion coefficient of the plasma,
n=1 Ag=al2.4 is the diffusion length for the plasma dengity
(6)  (Ref. 9, p. 159, and . is the electron thermal conductivity
MO (Refd 9, pr.] 218 We see t?art] the Coeﬁ(ijdin(M);(llS) de- )
~ = pend on the parameters of the gas, and the model must there-
6= Moo .Zl z o(z=2)dz, @ fore take into account the possibility that the parameters of
the gas in discharge can change in the long-pulse regime.
dz, - To describe the heating of the gas, we use a heat-
FTERRLE 8 conduction equation in which the source is heat released in
the dissociative recombination of plasma electrons and ions.
_ dy  edi We consider two limiting cases to simplify this part of the
(1-v2/c?)) 32— =——, (9)  problem. In the first case we assume that the beam occupies
at  mgz a small part of the drift chambera(b<1, whereb is the

an ) radius of the chambgrThe heating of the gas in the zone
e
-D

at

ane

a— an_ez, occupied by the beam can be regarded as isobaric in this
9z Ag case, i.e., because of the low thermal conductivity of the gas,
(100 the volume of the heated zone is approximately equal to the

volume occupied by the beam, and since this volume is small

D

_ 2
= VipNpt+ vigNe— agNe+ 97

2

%z( Eo _58e> Ve—(8e+8i)Vie+(85—8e)@ Vib in comparison with that of the chambésee the estimates
ot 8mNe Ne below), the gas pressure remains constant. In the second ex-
1 9 Je treme case we assume that the beam fills up the entire drift

— _( %e_e), (12) chamber &/b=1). Now the gas is heated isochorically, i.e.,
Ne 9Z\ = 0z its density remains constant. Consequently, the equations de-
N g a sb scribing the rise in temperature of the gas and closing the
2_ 2,21 12 n n beam-plasma discharge model in the long-pulse regime have

£5= 3 | (atebd) k| b, a, ) . ag  beaml g g-pulse reg
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JT, T, fields, the loss of energy in collisions of electrons with heavy
) -\ A2 gas patrticles, the change of energy in ionization of the gas by
T(lg) the beam and by plasma electrons, and energy transfer dur-
ing electronic heat conduction. Equati¢t9) describes the
300T4(K), al/b<1, heating of the gas in dissociative recombination of plasma

dTg 5
pcgw =0.75% agng(ei—eq)+ —

p(glcm®)=1.54% 106po(Torr)[

1, a/lb=1, electrons and ions and its cooling by heat conduction.
(20) A comparison of the first two terms on the right side of
Eq. (10) shows that the replenishment of the plasma in beam-
agr(CMP/s)=1.0x 10~ 2 %(eV)[ 9+ £4(eV) ] T4(K), plasma discharge in the investigated situationTfge2 eV

(21) andn,=10°n, takes place more rapidly than direct ioniza-

W tion of the gas by the relativistic electron beam. Also, since
)\(—) =1.14x10 °TJ4K) the main source of heat transfer for both ionization channels,
K-em according to(19), is dissociative recombination, which is

[ [1.25+7.5% 10*4Tg(K)], proportional toni, the collective-discharge mechanism of

300<T,(K)<10° gas heating under the stated conditions becomes more effi-
g ' cient than the classical mechanism of heating due to ioniza-
[2+2.510 3T4(K)—1)?], tion losses of the relativistic electron beam in pair collisions
10°<T4(K)<2.5x 10°, 22 of itf,rr:alec'Frons with gasfparticlgs. b oed to di
5 2 e given system of equations has been reduced to di-
[10.77-3X107"To(K) =2.87], mensionless form and solved numerically on a personal com-
[ 25X 10°<Ty(K)<3.2x10%. puter. The first step was to solve E¢S)—(9) for the speci-

Here the specific heat of the gag=1.0 (J/g-K)=1.0 for fied plasma parameters. The amplitudes and b, were

a/b<1 and 0.71 J/gK for alb=1, ay, is the dissociative solved by a first-order implicit scheme. The equations of
. J r

recombination coefficient, which is expressed by an approximc’tion of the beam electrons were calculated by a first-order

mation of the experimental curve in Ref. @. 139, Eulerian technique with refinement. The resulting distribu-

£4=9.76 eV is the energy of dissociation,is the thermal ton Of the microwave field was then used to solve Egs.
conductivity of the gasl, andA;=a/2.4 is the thermal dif- (£9—(12) and(19) with the coefficientd13)—(18) and(20)—

fusion length for the gas, which is analogous to the diffusion ). he time i 't ina th litud f th
lengthA .. The numerical factor in the first term on the right . The time interval for recomputing the amplitudes of the
side of Eq.(19) characterizes the efficiency of heating of the microwave field was varied from 0.6 riat the start of the

gas by dissociative recombination and is calculated from thée,ading edge O.f the begrto O.'3'“S (when t.he beam-plasma
results of Ref. 12. discharge attains the quasisteady stafince the startup

We note that for typical parameters of the problemtr_an,Siem processes, withadura_ltion r_oughly equal to the tran-
[£e=(3/2)Te=3 eV, T;~1000 K, py=1 Tor] the charac- sit time L/v,, cannot be descnbgd in the prgposgd quel,
teristic times of ambipolar diffusion of plasma electronsth_e syst.em' was assumgd to be f|||gd at tgleo'n't'f‘gl time with a
Te~A§/Da and gas Cooling-T~pch$/)\ in the isobaric re- slightly ionized gas having a density,=10""cm™° and an
gime (@/b<1) fora=1 cm, according to the above expres- electron temperaturE?(,:_(ZB)se:_ 0.15 eV_ and by a beam
sions, are approximately equal to 43 and 12Qus, respec- whose density, pegmnmg at t.lm.E:O’ Increases from
tively, which are comparable with the beam duration 0-01s to the maximum value, within the time span of the
=50 us. Consequently, as assumed above, the volume oé@ad'ng edge of_the_ beam>L/ v, . .
cupied by the plasma and the heated gas is approximatelty Plasma osullauong were created at the input tp the sys-
equal to the volume occupied by the beam. Transport pro—em (2=0) by modulating the beam electrqn density at the
cesses accelerate as the temperature of the gas increases ‘J:l%%"’,‘l plasma fr(.aquencyoe(o,t)..The n_10dulat|on factor was
of course, this fact limits the applicability of the model in the chosen t? avoid any apprt.-:‘c[able influence on the beam-
given regime. Nonetheless, our extreme simplification of thé)lasma discharge characteristics.
gasdynamic part of the problem does not detract from the
possibility of finding what we want to know: the mechanism
of energy transfer from the electron beam to the gas throug
collective and discharge processes. The calculations were carried out for the following pa-

In the proposed long-pulse, beam-plasma dischargeameters of the beam, the gas, and the plasma: beam density
model Eqs.(5)—(9) describe beam-plasma interaction in then,=10° cm 3, beam radiusa=1 cm; particle energy
one-dimensional approximation under the conditions ofW=0.3 MeV; duration of the leading edge=5 us; pulse
three-dimensional development of a one-dimensional dissiduration =50 us; gas(air) pressuregp=21 Torr; initial gas
pative instability. Equatiort10) models the replenishment of temperatureT,,=300 K; initial plasma densityngy= 10"
electrons through impact ionization of the gas by the beanem™3; initial plasma temperatur,,=0.15 eV; length of the
and thermal ionization by plasma electrons, along with thedrift chamberL=1 m; radius of the chambédy>a for the
depletion of electrons by dissociative recombination and amfirst regime ancd=a for the second regime.
bipolar diffusion. Equation(11) describes the heating of The results of the calculations are shown in the figures in
plasma electrons by Joule heat dissipation of rf Langmuithe form of distributions with respect to the coordinatat

ﬁESULTS OF THE CALCULATIONS
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g 25 50 5 100 FIG. 3. Distribution of the plasma electron temperatligewith respect to
Z,Ccm the coordinatez. The parameters are the same as in Fig. 1.

FIG. 1. Distribution of relative beam energy losse¥/W with respect to

the coordinate at three different times in the regimés>a (solid curve$ level, and by a slightly nonuniform distribution of these

andb=a (dashed curvgsl — t=5 us;2 — 20 us; 3 — 50 us. quantities over the remaining path of the beam in the drift
chamber(Figs. 1-4, curved). The temperature of the gas

th diff t timeg for th lative b | toward the end of the leading edge of the beam exhibits an
ree diiierent imes. for the relaflive beam energy 10Sses appreciable rise only in the second regine=@) (Fig. 5,

AW/W (Fig. 1), the amplitude of the electric field, (Fig. : : o . .
2), the temperatur@&, (Fig. 3) and densityn, (Fig. 4) of the '([:r:jer\;?ri)t r‘ggvivrth the specific heat of the gas is lower than in

electronic plasma component, and the temperature of the gas With the passage of timetf 7;) the gas temperature

T (Zlc%osr)din to the calculations. a dissipative three-Tg rises considerably as a result of heat release in the disso-
dimensional gt o-stream electreeléctron 'nsfab'l't ' ith ciative recombination of plasma electrons and i¢Rwg. 5,
! ! » W ' ! ity wi curves2 and 3). Here, in the first regimeb(®a) under the

the plasma frequency devel_ops at the Ieadlng edge_of th8onditions of constant pressupeand a decreasing gas den-
beam current pulset€ 7¢), with beam-plasma interaction

sity p, the collision frequency, (20) of plasma electrons

ente.rmg a .nonlmear stage over the Iength_ Of. th? SyStemvvith neutrals decreases, as do the Joule losses of the micro-
Rapid heating of the plasma electrons and ionization of th

take ol in the interval of maximum amplitud fth Svave field in the plasma. As a result, the electron tempera-
gas take place In the Interval of maximum amplitudes ot ing, T, drops(Fig. 3, solid curve and 3), and the cumu-
unstable oscillations near the end of the system. In accor

. A lative ionization frequency of the plasma. [Eq. (16)]
dance with the results of Ref. 13, the longitudinal 'nhomo_'diminishes. The result is an appreciable decrease in the

gengl_ty qf the density of the genergted plasma takes the i Slasma density, (Fig. 4, curves? and 3).
stability into a nonresonant state, in which the beam lose In the second regime, the rise in the gas temperature

0 .
less than 1% of its energy over the length of the system. Th with passing time under the conditions of a constant gas

beam-plasma discharge enters a quasisteady state, Wh'agnsityp primarily causes the dissociative recombination co-

slowly evolves with time and is characterized by an abrupteﬁciCient ayr [EQ. (21)] to decrease, so that the plasma den-

increase in the beam energy losses, the energy of the electré?t : : :
. : i N increases substantiallyFig. 4, dashed curve® and
field, and the temperature and density of the electronic coms Y Ne WFig

. d ), and its temperatur@, drops significantlyFig. 3, dashed
ponent of the plasmg over_t_he .ﬂrSt t.h'rd of the length (.)f thecurvesZ and3). Since the heating rate of the gas, according
system, where the instability is driven up to a nonlinear

9
15 ] %

7

(VI) 5

c 10 ﬁ 5
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'4} 05 .ﬁb 3

1 1 i 1 2
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FIG. 2. Distribution of the amplitude of the electric fidlg) with respectto  FIG. 4. Distribution of the plasma density, with respect to the coordinate
the coordinate. The parameters are the same as in Fig. 1. z The parameters are the same as in Fig. 1.
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izing the gas. The density inhomogeneity of the revitalized

o ~ plasma stabilizes the instability at a level low enough that the
20F  / \\ // '\\/\3 beam can traverse the drift chamber with relatively low en-

) ergy losses, but still high enough to maintain discharge. Heat
< 15 1 is released during the dissociative recombination of plasma
7; / electrons and ions, raising the temperature of the gas. Since
:§ 10k ~ P z the plasma replenishment rate in the beam-plasma discharge

/ == 3 begins at a certain timén the investigated situation when

05 mg T.=2 eV andn,=10°n,) to exceed the rate of ionization of
the gas by relativistic beam electrons, and the heat released
9 2‘15 5’0 7"5 ,0'0 in dissociative recombination varies as the square of the
Z,cm plasma densityn., the collective-discharge mechanism of

heating of the gas could be far more efficient than the clas-
FIG. 5. Distribution of the gas temperatuFg with respect to the coordinate  sjcal heating mechanism due to ionization losses of the rela-
z. The parameters are the same as in Fig. 1. tivistic electron beam.

The authors are grateful to A. T. Kunavin, P. M. Tokar
and A. V. Danilov for a discussion and the opportunity to
review the results of their experiments, and also to O. A.
%ordeev for consultation on certain aspects of plasma
kinetics.

to (19), is proportional tmg, the gas temperature toward the
end of the beam pulse is found to be much higher than in th
first regime, attaining a valud,=2.3X 10* K (Fig. 5,
dashed curv®). The more pronounced heating of the gas in
the second regime corresponds to the increase in the beam dan. A BenAmar B Benfaial. Phvs. Fluid
energy losses and the level of the field in the plasma on the(sl'gjgoé an, A. Ben-Amar Baranga, G. Benfatdal, Phys. Fluids28, 366
average over the length of the beaplasma interaction 2y m. Batenin, V. S. Jivopistsev, A. O. Ikonikost al, Fiz. Plazmy17,
zone(dashed curves in Figs. 1 andl 2 3434 (1991 [Sov. J. Plasma Phy47, 254 (199D)]. _
The calculations in other regimes with parameters simi- M. V. Gladyshev, M. G. Nikulin, and A. B. Sionov, Fiz. Plazny, 938

lar to those described above, where the beam-plasma insta-(lggD [Sov. J. Plasma Phys7, 546 (1991

o . 7 p . I. F. Kharchenko, Ya. B. Raberg, A. A. Kornilovet al, Zh. Tekh. Fiz.
bility is able to attain a nonlinear level over the interaction 31, 761 (1961 [Sov. Phys. Tech. Phys, 551 (1962].

length, yield qualitatively similar results. °A. A. Ivanov, Fiz. Plazmy2, 277 (1976 [Sov. J. Plasma Phyg, 152
(1976].
6A. V. Baitin and M. G. Nikulin, Fiz. Plazmyl6, 358 (1990 [Sov. J.
CONCLUSIONS Plasma Phys16, 203(1990].

] ] ] ’N. D. Borisov, A. V. Gurevich, and G. M. MilikhArtificially lonized
To summarize, the results of calculations using the Region in the Atmospherfin Russiad, 1ZMIR AN SSSR, Moscow

model developed in the study for beam-plasma discharge in g(1986.

slightly ionized, medium-pressure gas in the long-pulse re- Ié"ef('l'g‘?%a]”’ Zh. Tekh. Fiz46, 2321(1976 [Sov. Phys. Tech. Phy&l,

g?me th.us suggest foIIovying SC_heme of the process. A ONE9yy. p. Razer, Physics of Gas Dischargin Russiaf), Nauka, Moscow
dimensional, spatial, dissipative beam-plasma instability (1987.
evolves at the leading edge of a relativistic electron beam1,°~(’i9'?3-6 Yee, R. A. Alvarez, D. J. Mayhabt al, Phys. Fluids29, 1238
at.talnmg a nlonllnear Stag,e over the Iength of the syste_rr_1, ,bl‘ﬂPen Tszai-Chen and A. L. Pindroh, Am. Rocket Soc. Paper No. 1995,
without leading to scattering or defocusing of the relativistic (1958 [Russ. transl., Vopr. Raket. Tekh. Kosmonavt., No. 121362)].
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to the output end of the system, the plasma electrons arel>°"- J- Plasma Physs, !

subjected to rapid heating, which causes them to begin ionFranslated by James S. Wood
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Equal-path dynamics of pulsed ion streams
A. A. Matyshev

State Technical University, 195251 St. Petersburg, Russia
(Submitted December 30, 1995
Zh. Tekh. Fiz67, 99-102(May 1997

A class of alternating electromagnetic fields, in which the ion trajectories from a short-duration
packet do not depend on the initial ener@glocity) of ions, is described. It is suggested

that particle dynamics in such fields be called equal-path dynamics. As an example, the deflecting
properties of a parallel-plate capacitor, with an equal-path dependence of the voltage on

time, are studiefiS1063-78407)01505-5

Methods for analyzing the energies, masses, and anguléocusing the flux with respect to exit angles provide a tech-
and charge spectra of fluxes of charged and neutral particleique for measuring ion mass.
have emerged lately as an important part of physics and en- It has been establish&8lon the basis of a solution of the
gineering. The development of new methods and more sgeorresponding inverse problem that the equal-path principle
phisticated instruments is pursued in response to the atteff satisfied in the nonrelativistic approximation by a unique
dant problems and requirements, including the need tglass of alternating electromagnetic fields whose electric
extract the maximum available information in a single instru-component varies as > and whose magnetic component
ment(e.g., the simultaneous determination of the energy andaries ast™*. The particle source must be pulsed and be
mass spectiaHowever, the design of energy-mass analyzersituated in the field-freedrift) region. .
using static electromagnetic fields is thwarted by the funda- e show that this is indeed the case. Let an alternating
mental impossibility of determining the specific charge or&lectromagnetic field exist in a certain region of spe®an

mass of a particle from the position of the detector in a pur&*@mPple, see Fig.)lwhere its effect on a charged particle is

electric field. In static magnetic fields, on the other hand, it isdescribed by the Lorentz force

required either to implement the energy focusing of ions or E(x,y,z) B(x,y,2)

to generate a monoenergetic flux, making it impossible to F=q t2 X t ' @)

determine the initial ion energy. In this light, the problem of . )

simultaneously analyzing the energies, masses, and exfi which th_e_ timet > tpin>0. . .

angles of an ion flux can be effectively attacked by switching In_ gddmon, Ie'F cha_rged partlgles OT d'ff.e rent masses _and

to time-dependent fields using the time-of-flight technique. velocitiesv t_)e emitted in all possible dlrectlon§ from a point
However, with the exception of instruments utilizing sou_rcel attimet=0. We replacd by the new independent

harmonic alternating fieldérf and quadrupole mass spec- variable

trometers, few papers have been published on nonmagnetic  é=In [vt/D(%,¢)], 2

methods for the analysis of charged particles in altematingvhereD(ﬁ,go) is the distance from the point source to the

electric fields. And those papers typically omit any mention j,, \nqary of the field along the straight line defined by the
of the principle underlying the choice of time dependence ofiiial exit anglesd and ¢.

the investigated alternating field. In other words, so far N0 The transformation to the new variabein Newton’s

attempts have been made to find classes of alternating e|e§quations of motion yields the equations of motion and ini-
tromagnetic fields endowed with any sort of prescribedz| conditions

corpuscular-optical properties for the analysis of charged

: d’r dr dr
particle fluxes. m( - _) = {E N+ —XB(r } 3
Here we propose a physical principle that can be used to dg2 de¢ qEn dé "] ®

find a class of time-dependent electromagnetic fields, which dr
is unique in its properties and of utmost interest from the  £,=0: ry=rq(9,0), (d— =D(9,¢0)n(V,¢), (4)
standpoint of subsequent investigations of fields in the class. &g
The new principle is the requirement that the spatial trajeCwheren(,¢) is the unit vector in the direction of particle
tory of ions moving in the electromagnetic field be indepen-emission.
dent of their initial kinetic energythe equal-path principje It follows from Egs.(3) and (4) that the trajectories of
The equal-path principle can be used to select fields foparticles emitted from the source at time0 in fields of the
investigation with the property that energy dispersion isfamily (1) do not depend on their initial velocitgkinetic
identically zero. This means that ions of different energiessnergy, but do depend on the specific charge. Particles of
must move in such fields along “stationary” flight paths, one species exiting from the source in a particular direction
one after the other in sequence, permitting their energy to bmove along a single spatial trajectory in sequence, slower
determined by the time-of-flight technique. On the otherparticles followed by faster ones. This phenomenon is easy
hand, the presence of mass dispersion and the capability td explain physically: For the class of field$) the balance
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y strictly proportional to the applied voltage, and the spot is

X undistorted. In general, however, the deflection depends on
the particle energy and on the angle of entry of particles into
the capacitor.

]

! — )

; ~— I In the equal-path regime the deflection in the same
i 0 = model with a rectangular field boundary is ideal in the
| /4 z

|

!

|

|

above-defined sense. We now prove this statement.
i o
Lk\ £ Let the electric field strengtk have the form

tmin 2
) : )

1 — =] t

and at time=0 let a pulsed flux of particles be emitted from
the point &;,y;)=(—D,—H) (Fig. 1. In the case of sym-
metrical feed to the plates the beam enters a zero-potential
zone at the entry to the capacitor, the source itself is at zero
potential. We know in this case that oblique incidence of the
between the kinetic energy and the potential energy of th&eam on the capacitor diminishes the influence of the edge
particles remains constant, and in the final analysis this bafield on the trajectories in the drift spatetherwise, this
ance is what determines the configuration of the trajectory innfluence is totally disregarded in the model with a rectangu-
any specific case. The same explanation accounts for tHar field boundary.

FIG. 1. Deflection of a pulsed ion beam in a plane-parallel capacitor with
the electric field5). | — Point source of particle§; — ideal virtual image.

singularity of the fieldg1) t=0, because an infinite field is The simplicity of Newton’s equations in this case obvi-
required to keep a particle on trajectory in the limit ates the need for the change of varialdg and they can be
v— + o, integrated directly:

In practice, of course, the field must vary with time ac- -
cording to the law(1), but only beginning at a certain posi- mx=0, 6)
tive time t,,;,>0 when the first particles from the source . toin) 2
reach the boundary of the field. my:qu(T) :

Since the class of time-dependent fie(d$ is based on
the principle that the particle trajectories are independent of We introduce the parametér, which has the units of
(invariant with respect fotheir initial energy, we refer to the length:
particle dynamics in such fields as equal-path dynamics. IGEo|

In conservative systems all solutions of dynamical prob- | = 0 tfnin' )
lems depend on the differencé—~ty), while in equal-path m
dynamics the solutions acquire an arbitrary constant in thgnd we take into account the initial data
form t/t,. This property follows from Eqg3) and(4), which
do not contairg in explicit form and, hence, give one of the D [

)

Xo=0, yo=D tana—H,

constants in the combinatiod— &,. Relation(2), in turn, 07y cosa’
transforms¢ — &, to t/ty. From the mathematical standpoint, ] . ) ]
therefore, the equa|_path property can be exp|oited to tran§he solutions of the equations can then be written in the form
form the time-dependent problem for the class of fi€ldgo x=(t—ty)v COSa, (10)
a time-invariant problem, which does not contain the inde-
pendent variable in explicit form if the particles are launched Y=L In(t/tg)+ (v sin a—L/tg)(t—tg)+D tana—H.
at timet=0. (11)

An analysis of the operation of very simple electrode  Ejiminating time from Eqs(10) and(11), we obtain the
configurations with an equal-path time dependence of th%eometrized trajectory equation
potential indicates significant and attractive characteristics o
equal-path dynamics over the dynamics of conservative Y=L[IN(1+x/D)=x/D]+(x+D)tana—H (12
fields. For example, an electric quadrupole capacitor with &4 the slope of the trajectory
field that varies as~? implements focusing that does not
depend on the particle exit angldisregarding the influence ﬂ_ _ L X i 13
of scattered fields whereas a static field provides only first- dx D (D+x) ana. (13

order focusing with resect to exit andle. . . . .
Another striking example is the operation of a plane- We now determine the position of the virtual imagef

parallel capacitor as a deflecting system for pulsed ior%he sourced . We write the equation for the trajectory of a

fluxes. In the static regime a plane-parallel capacitor was firs‘?artICIe after it exits from the capacitor:

used to deflect charged particles in 1898. this case ideal

deflection is possible only for a monoenergetic beam in the Y‘Yﬁ(&) (X=Ly, (14
paraxial approximation in a model with a rectangular field k

boundary; deflection is considered to be ideal when it is where

(€)

Xo=0v COSa, Yo=v Sina;
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ye=L[In(1+L,/D)—L,/D]+(L+D)tana—H, (15 L-Ly

AX;=—AD, AY;= AD—AH. (29

dy - D(D+Ly)
(— =tan 8=tan y+tan «, (16
dx ‘
B L-Ly It follows from Egs.(24) that the dimensions of the vir-
tany=-— D(D+Ly)" 17) tual image approximately correspond to the dimensions of

the real source aAT=0. Now an upper bound of the pulse
durationAT>0 can be estimated as follows: We associate
AT>0 with a certain broadening of the source, roughly
equal tov o, AT, Wherev ,y is the maximum velocity with
which particles are launched from the source. Equati@ds
can then be used to determine the exact dimensions of the
virtual image in each specific instance, depending on the
angular distribution of the particles.
Xi=-D, Y¢=LIn(1+Ly/D)-H. 19 We note that an electrodynamic energy-mass analyzer
We note that for large deflections in the static regimeutilizing a plane-parallel capacitor with the field configura-
additional distortions occur as a result of beam refraction ation (5) has been around for more than twenty yéar$The
the exit, since the particles leave the capacitor at points witloperation of this type of analyzer resembles that of a static
nonzero potential. In the equal-path regime this problem iplane-parallel capacitor in the specular reflection mode, but
also ameliorated by the decay of the potential with time. its operation as a dynamic particle deflector has never been
It is evident from Eq.(19) that the above-described dy- described. However, despite persistent interest in the device,
namic capacitor has the effect of producing an ideal virtualt has one very significant drawback: its fundamental incapa-
image of a point sourcedisregarding scattered fieldafter ity of focusing with respect to exit angles, and its basic

the beam is transmitted. The transformation of the beam ig, o dependence has probably not been perceived as a uni-
_geometnzed phase space can ulimately be writien as a IIr"a%rsal guality inherent in any spatial distribution of electro-
inhomogeneous transformation L

magnetic fields.

To determine the position of the virtual image, we dif-
ferentiate Eq(14) with respect tow:
(D+Ly)  (X—Ly

cofda cofa (18

From Egs.(18) and (14) we finally obtain the coordi-
nates of the image

Yk Ye Yo We summarize briefly with the remark that from the the-
tan ~\tan y A tana)’ (20) oretical standpoint equal-path dynamics is a very interesting
h is th i of the drif ; i object of investigation, and from the practical standpoint it
whereA is the matrix of the drift space transformation, offers a promising field for the design of a new type of dy-
1 (L¢+D) namic analyzers.
= , (21
0 1
Yo=—H, y.=L[In(1+L,/D)-L,/D], (22

and tary is given by Eq.(17) and is the exifturning angle

of parncles leaving Fhe capacitor along thexis. in Corpuscular Spectrometfyn Russian, Tashkent{1979, pp. 144-158.
Simultaneously it follows fron{16) that a parallel beam 2A. A. Matyshev, inProceedings of the Ninth All-Union Seminar on Com-

of ions is also transformed into a parallel beam, but the angle pytational Methods in Auger Electron Spectroscdisy Russiai, Tash-

of deflection depends on the specific charge of the particle. kent(1988, p. 76.

Consequently, the above-described dynamic plane-parallelA. A. Matyshev, Trudy Leningr. Politekh. Inst., No. 429, 6/989.

capacitor represents a prism, which turns a pulsed ion beary®- A- Matyshev, Trudy Leningr. Gos. Tekh. Univ., No. 436, 6199).

in different directions according to particle mass. E. Briche and O. ScherzeGeometrical Electron OpticBRussian trans-

. . lation], Leningr. Gazetno-Zhurn. Knizhn. Izd., Leningréi®43.
It should be recalled that the total particle energy is nots,,, Glaser, Grundlagen der ElektronenoptikSpringer, Vienna(1952

conserved in time-dependent fields. The final velocity can be [ryss. transl., Gostekhizdat, Moscét857).

1p. U. Arifov, R. Kh. Ayupov, and A. V. Shevchenko, kiew Possibilities

found from the equation "A. A. Matyshev, inProceedings of the Tenth All-Union Seminar on Com-
putational Methods in Auger Electron Spectroscdisy Russian, Tash-
v COSa=v, COSf3, (23) kent (1990, p. 50.

8 . .
. . . . . . M. Oron and Y. Paiss, Rev. Sci. Instrurd4, No. 1293(1973.
which is a consequence of the invariance of the longitudinal

q 9 9S. S. Chowdhury, R. M. Clement, and H. T. Miles, J. PhyslE 1099

velocity component. (1980,

Another important question deserves our attention. Theor . clement and H. T. Miles, J. Phys. B, 377 (1983.
discussion so far is valid only for a pulse of zero duration.’J. Eicher, K. Rohr, and H. Weber, J. Phys1€ 903 (1983.
The real duration of the source pulad >0 can be taken *Yu. A. Bykovskii, A. E. Gruzinov, and V. B. Lagoda, Pribory Tekh.
into account as a certain spatial broadening of the source,Eksp., No. 4, 1251989. , ,
Thus, if the particle source is not a point source but has g' E'TBE:?V;RY“' ,A\l' Békolvlskil’gp‘g' E. Gruzinov, and V. B. Lagoda, Pri-
dimensionsAD, AH, the dimensions of the virtual image ory Tekh. Esp., No. 2, 1131993,
can be determined from relatioN%9) and (24): Translated by James S. Wood
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Backscattering of low-energy (0—8 eV) electrons by a silicon surface
O. B. Shpenik, N. M. Erdevdi, and T. Yu. Popik

Institute of Electron Physics, Ukrainian Academy of Sciences, 294016 Uzhgorod, Ukraine
(Submitted November 30, 1995
Zh. Tekh. Fiz67, 103-108(May 1997

An experimental apparatus and method for investigating elastic and inelastic backscattering
(1809 of low-energy(0—8 e\) monoenergetic electrons by a solid surface are described and the
first results are presented for the reflection of electrons by samples of pure single-

crystalline silicon with a polished surfa¢gi), dopedp-type single-crystalline silicon with a

porous surfacéSi-p) as well as HO and HO, passivated porous samples, 5+ H,O and Sip

+ H,0,. A structure due to the excitation of surface plasmons has been observed for the

first time in the loss spectra. Features corresponding to a resonance excited state of molecular
nitrogen adsorbed on the surface of porous silicon have been observed in the constant
residual energy spectra. @997 American Institute of Physid$$1063-78497)01604-§

INTRODUCTION has been used for many years for studying the elastic scat-
In the last ten years, substantial progress has been maae?”r;g of elegtronls bylzé%rns and. t?e ethCIta?on r?n'?j |(|)n||zat|on
in the study of the characteristic features of elastic and int atoms an molecu ’ _ct(_)ns%s_o tw?j roc '(F);\ af_e ?C'
elastic interaction of low-energy monoenergetic electron§ron energy analyzers positioned in tandem. fhe 1irst one
erves as an electron monochromator and the second one is

with atoms and molecules. This is largely due to the devel® . X ;
opment of new methods of investigation and new capabilitieé’sed as an analyzer of elastically and inelastically reflected

of the experimental technique. Together with the now Con_e-!ectrons(Fig. 1)._Th_is apparatu_s Is unique because the lon-
ventional optical(spectroscopic methods for investigating gltu_dmal mggnet!c field a".OWS It to qperate_ atvery low en-
the excitation of atoms, the methods of electron and thresh' /€S (starting virtually Q’V'th zerp with a high degree of

S, o 0
old spectroscopy, emitted-electron spectroscopy, and metér_an_srrrr]nssmr(up to 5;5/6' hoidal el h
stable spectroscopy have been extensively developed. It has '€ property o a trpc oidal electron monoc romator,_
been found that many of these methods can also be succedBat in crossed electric fields electrons undergo, besides di-
fully used to investigate solid surfaces. For example, meth€Cted motion, drift in a direction perpendicularEoand H
ods such as Auger electron spectroscopy, characteristic |Og§especg7ve of the direction of the initial motion of the
spectroscopy, and electron-photon emission have now bedHECtrons, was used in developing the backscatteritg0°)

quite extensively developed, and high-resolution electroni€!€ctron spectrometer. As a result the elastically backscat-
spectrometers X\W=6-20 meV) in combination with tered electrons move in the direction of the trochoidal elec-

ultrahigh vacuum techniquéP= 10°9 Pa) have made it pos- tror} monochromator gnd, haying_ entered_ the cross_ed-ﬁeld
sible to study the resonance features of electron scattering ¢9i0n, are displaced in the direction of drift of the primary
both atomically pure surfaces and by surfaces containing adg/€ctron beam. Therefore, having traversed the analyzer re-
sorbed molecule:3 This paper describes a new experimen-9i0n, the elastically scattered electrons are displaced by
tal apparatus and method for the studying angular and eneréwce the distance rglatlve to the primary beam. For this rea-
distributions of elastically and inelastically backscatteredSOn: €lectrons elastically scattered by 180° can be detected
low-energy (0—10 eV} monoenergetic electrons under nor- by pos@omng an electron detector at .the point of the indi-
mal incidence on the sample surface and it reports the firated displacement at the analyzer exit.

results of these investigations. The role of the state of the The spectrometer units were made of molybdenum, and

surface of single-crystal and porous silicon samples in thén indirectly-heated oxide cathode was used as the electron
scattering process is studied. source. The spectrometer was placed inside a stainless steel

vacuum chamber, which was evacuated by oil-free pumping
(zeolite and gas-discharge pump¥he chamber was sepa-
rated from the pump by a system of diaphragms to prevent
The experiments were performed on an apparatus corthe sputtered titanium from reaching the spectrometer elec-
sisting of the following basic units: a stainless steel vacuunirodes and the experimental samples. The goniometer makes
chamber containing a trochoidal electron backscatteringt possible to load up to five samples into the chamber simul-
spectrometer and a goniometer holding the experimentdbhneously. Prior to the measurements, the electron spectrom-
samples, a power supply for the electron spectrometer, andeter and samples were heatedTat500 K in a 10° Pa
multichannel system for recording the primary and scatteredacuum for 50—60 h, after which the surface was cleaned for
electron currents. 1-2 h with high-energy electrons. The vacuum in the cham-
To obtain a monoenergetic electron beam and to analyzeer during the measurements was $®a. A uniform mag-
the elastically and inelastically reflected electrons, in our exnetic field(0.01-0.015 T, necessary for the operation of the
periments we used a trochoidal electron spectrometer whickpectrometer, was produced with Helmholtz coils with an

EXPERIMENTAL APPARATUS AND PROCEDURE
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2. Study the energy-loss spectra as well as the angular
distributions of both the elastically and inelastically reflected
electrong(differential cross sectionslin this case the energy
E, of the incident electronthe potential difference on the

L

=9

SOANNY
DN
S
L)

2 electrodesl and 14) is maintained constant and the current
FESSSSSIISSSSSSS) 13 fa% on the collectorl5 is measured while varying the potential
1 = difference between the sampd and the entrance electrode
LT YT 7A 12 9 of the analyzer. If backward scattering by 180° occurred,
-ESSSSSSYTESSSSNSYY 4 then in this regime we would obtain a “pure” energy-loss

spectrum(as in the case of electrostatic analyzekowever,
because in the present design the longitudinal component of
1 the electron velocity is what is analyzed, electrons with the
residual energye, =E,—E; give to the loss spectrum a re-
orientational continuum, extending in energy frdgg (for
scattering by 180°to zero(for scattering by 90°

3. Detect electrons with constant residual energy, includ-

7 ing virtually zero energythreshold spectrumin this regime

jfi a constant potential difference is maintained between the
CCUTRRASSSY 4 analyzer9 and the sampld4 with varying incident electron
energyE. As a result, only the electrons which have the
prescribed residual constant energy are detected.

4. Measure the energy dependence of the scattering cross
section. In this case the analyzer potentiglrelative to the
cathode potentiaV/; is maintained constant with varying in-
cident electron energlf, and the current on the collecthb
is measured. However, it should be noted that as the incident

2 electron energy is varied, the angular acceptance changes
and therefore this factor must be taken into account when
1 analyzing the curves.

{7773 2227 722D 7

OO

L~

-
SONNNNNNNANN

FIG. 1. Diagram of the electronic backscattering spe«:trometer.RESULTS AND DISCUSSION

1—Indirectly heated oxide cathod&;—extracting electrode3, 4—entrance We investigated four silicon samples. The first sample
and exit electrodes of the selectdr;6—inner and outer electrodes of the 9 pies. p

cylindrical condensor of the selectdt-9—entrance and exit electrodes of consisted of pure single-crystal silicon with a polished sur-
the analyzer10, 11—inner and outer electrodes of the cylindrical condensor face (Si), the second sample consisted of porqus$ype

of the analyzer12, 13—accelerating electrodes of the spectrom(_aldr_;— doped siIicon(Si-p), the third sample consisted of porous
sampl_e;lS—backscattered-eIectron collectds—collector for monitoring doped silicon passivated with water (SH_ H O) and the
the primary electron beam. 2%
fourth sample consisted of porous doped silicon passivated
with hydrogen peroxide (Sp + H,0,). Nanometer-size
inner diameter of 210 mm. Power was supplied to the coilpores were obtained by electrochemical etching of the pol-
by a highly stabilized current source. ished surface. The preparation technology and the properties
The power supply for the spectrometer includes a highlyof the samples are described in detail in Ref. 8. This choice
stabilized dc voltage source with noise not exceeding 1-2f samples was dictated by the need to investigate in the
mV. A step voltage generator with a step of 0.01-0.08 Vcourse of a single experiment the effect of the state of the
was used to vary the acceleratifgr deceleratingvoltage  surface on the electron scattering processes.
smoothly. The energy dependences for electrons elastically back-
The detection system consists of two V7-30 digital scattered by the experimental samples in the energy range
nanoammeters combined with multichannel information re-0—4 eV are displayed in Fig. 2. The energy scale of the
cording with the aid of a F-36 measurement-computing syselectron beam was calibrated according to the shift in the
tem. One channel of the system recorded the beam current efirrent-voltage characteristic of the electron current on the
the sample and the second recorded the scattered-electreample. The maximum of the electron energy distribution

current. function was taken as the zero point of the scale. In this
Out instrumentation system enabled us to perform foumethod, allowing for the high degree of monochromaticity of
types of experiments. the electron beam, the calibration accuracy was not worse

1. Measure the energy dependence of the elasticallthan =0.02—0.06 eV and depended on the resistivity of the
backscattered electrons. For this, optimal dc potentials arsamples.
established on the monochromator and analyzer electrodes Analysis of Fig. 2 shows that the energy spectra of the
and the current on the collectd5 is measured with the elastically backscattered electrons are insensitive to the state
electron energy varied by the potential difference on theof ordering of the atoms on the surface. There is a general
electrodesl (cathode and 14 (sample (Fig. 1. tendency for the electron reflection intensity to decrease as
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FIG. 2. Energy dependences of the elastic backscattering of electrons 1
surfacesl—Si,2—Si-p, 3—Si-p + H,0, 4—Si-p + H,0,. 0k
the electron energy increases, and at energies above 4 eV it g
negligibly small. Some characteristic features are nonethe K /}\F
less present:)aveak features and a more rapid dropoff of the 10 g/
intensity with increasing energy are observed in the energ 005005 00-5’0 ] 45 0 045 10450 0510

dependence of the intensity of the elastically backscattere £, eV

electrons for the Si and $i-samplegFig. 2,1 and2); b) no
anomalies are observed in the energy dependence of the iRIG. 3. Electron energy-loss spectra of surfafesparenthese,, eV).

tensity of the elastically backscattered electrons for the po2—Si (1—0.7,2—1.0,3—1.5,4—2.5,5-8.0; b—Sip (104,207,
y y POS 10,4-155 25 6-80: c—Si-p + H,0 (1—1.0, 2—1.5.3—2.0,

rous passivated samples, but in this case the intensity of th;;z 5535, 6—8.0: d—Si-p+H,0, (1—1.5,2—2.0, 3—2.5. 4—3.0
elastically reflected electrons decreases much less with =35 6—8.0).

creasing energy than for the Si andBsamples(Fig. 2, 3

and4).
The energy-loss specttguasielastic scatteripgt some  E.” The gradual broadening of the energy spectrum is due to

energies are displayed in Fig. 3. All curves are very similathe angular distribution of the reflected electrons, and elec-
at very low incident electron energiéBig. 3, a—d;1). Thisis  trons scattered by 90° correspond to the “cutoff” towards
not surprising, since in this case processes other than elas@#€ro energy, provided that their transverse motion is not lim-
scattering are still not switched on, and because of the angited by diaphragms in the path of the electrons from sample
lar acceptance of electrons by the collect&ris maximum  to collector 15. Evidently, this factor is dominant at low
(Fig. 1) we are measuring essentially the instrument funcenergiess~0.4—4 eV. At higher energie€3 eV) the curves
tion. As one can see from Fig. 3hb, the total width of the for Si, Sip, and Sip + H,O, become smooth, but their half-
electron energy distribution does not exceed 0.08 eV; in adwidths for all samples remain different. This attests to the
dition, characteristically, the instrumental function is practi-fact that for Si, Sip, and Sip + H,0, scattering by angles
cally symmetric with respect to the maximum. As the inci- close to 180° is more likely, and for $i-+ H,O the distri-
dent electron energy increases from 0.4 to 2.5-4 eV, thution curve is much wider relative to scattering by angles
distribution function broadens and the curve becomes synftlose to 180°. For all samples a maximum with definite en-
metric, and in some cases features in the form of step§fgyE; ~0.1-0.2 eV, corresponding to elastic scattering, is
(sometimes also very small peakappear, while at energies characteristically present in the loss spectrum. It is difficult
E~4-8 eV all curves increase rapidly in the energy rangeto answer unequivocally the question as to the origin of the
corresponding to zero losséslastic reflectionand drop off  characteristic features in the curves. From the fact that for all
with increasinge ; in addition, the width of the distribution samples anomalies in the energy dependence in the range
function changes for different samples for large values oD—1 eV appear in a quite narrow range of incident electron
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energies it can be concluded that the anomalies are nu
diffraction-related but rather of a resonance nature, i.e. the
are due to the excitation of local centéedoms, moleculgs

For pure single-crystal silicon, only one maximum with en-
ergy E|2~O.4Oi0.05 eV for an incident electron energy
1.0-2.5 eV is observed in the loss spectrum. The intensit
I, of the losses is always less than the intensityof the

2
For porous Sp samples in this range of incident elec- 1= i1 L1 11 1\.

elastically scattered electrons
tron energies we observe two maxima with energies 00510 0 0510 0 0510 00510150051015

E;.=0.30=0.05eV and E; =0.50+0.05 eV (with

E=1.0eV) or E,=0.8+0.05 eV (with E=15¢eV). We i

note that at a definite incident electron enekyythe inten- B

sity |, of the inelastically scattered electrons is greater that |

the intensityl ; of the elastically scattered electrofisg. 3b,

3); this was not observed in pure single-crystal(Sg. 33. ] [\

This factor and the decrease H)_ indicate that the local

. 2 . . 05 10 0 05 10 g 05 10
centers responsible for the appearancengln porous Si-
p and pure single-crystal Si are of a different nature. The 30 Y ¢
large shift inE,  accompanying a very small increasefin
can hardly be due to losses on the same local center. Mol 5

likely, two different centers of different nature, whose trans-

verse scattering cross sections have a sharp resonance dep wlk

dence onkE, are involved. We did not observe centers with

such characteristics on the surface of pure single-crystal Si ¢ 1 E L

H,0 or H,0O, passivated porous $i- o4 a5 0 05 0 05
Only one maximum witrE|2= 0.35-0.05 eV appears in 25

the energy dependence of the losses in the energy range 0

d
eV for surfaces of poroug-type silicon with sorbed KO 207
and HO, molecules. Depending dg, this maximum can be Cdn
attributed to the same scattering centers which are characte 101
istic of a porous Sp surface. Sorption shiftE,2 by only a 5
small amount, but it destroys the centers with /k'\

E|3=(0.5i0.05) eV and (0.80.05) eV appearing on the 0 05 0 0.5 a 05 0

surface of porous i The fact that in all four types of — £,eV

experimental samples the maximu:‘:'m2 in the energy-loss _ . _

spectrum changes very little fror; =0.4+0.05 eV for Eﬁéﬁésclgrfg?tbrisg?“i'_egﬁ;giSﬁfg'3ﬁ';?_$""fk§2°g:eg'?£j:elle_cgons by
pure single-crystal Si t<E|2=0.30t 0.05 eV for porous Si- 2—0.2,3—0.4,4—0.7,5—1.0.

p and falls into an intermediate position for porous

Si-p+H,0 and Sip + H,0, can be attributed to the excita- firms our previous conclusion that the anomalies are of a
tion of surface plasmons. resonance nature.

Let us now examine the constant residual energy spectra ¢ inyestigations show that one cannot investigate the
of scattered electrons near the elastic pefalg. 4. These gy crure of solid surfaces using 08 eV electrons scattered
curves have quite different shapes despite the fact that th 180°, since diffraction still does not occur at such low
were obtained under identical experimental conditions. Fo{5jues ofE. Such an electron energy is too low for exciting
the case of scattering by $i-+ H0, the curves are very jnner electrons in atoms and correspondingly for investigat-
narrow at low residual energi¢gom O to 1.0 eV (Fig. 4d,  ing the chemical composition of the surface. However, elec-
whereas for Sp they are strongly broadened for the sametrons with such energies are very convenient for investigat-
residual energiegFig. 4b and pure Siand Sp- + H,O ex-  ing adsorbed molecules, for which the maxima in the
hibit a similar behavior(Fig. 4a and & All energy depen- backscattering cross sections are reached at an electron en-
dences consist of asymmetric curves with a sharp peak at th&gy corresponding to a resonance state or néaNjtmol-
initial energies. ecules in residual gases are very convenient in this respect.

We note that the energy positions of the anomalies obThe constant residual energy spectra displayed in Fig. 5 for
served in the energy dependences of the losses correlate wbBckscattering of electrons by a @isurface attest to the
with the positions of the features in the energy dependencgsresence of fine structure in the region 1.7-2.0 eV, which
of the constant residual energy of the electrons. This coneorresponds in form and position in energy to the excitation

- N W, N

N w9y &

1w "A
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DOnly the initial region of the loss spectrum near the elastic peak is shown
in the figures. This region was found to be more interesting, since in
measuring the losses exceeding some value there appears a background

due to the double reflection of electrons from the saniglend the dia-
phragm9.

FIG. 5. Constant residual energy spectra with backscattering of electrons byR E. palmer and P. J. Rous, Rev. Mod. PI64.383(1992.
a Sip surface.E, , eV: 1—0,2—0.5,3—1.0. 2L. Sanche, J. Phys. B3, 1597(1990.
3L. Sanche inXVIIl ICPEAC, Abstracts of Contributed PapersIP Press,
N.Y., 1993, pp. 381-389.

(1993 [Tech. Phys63, 599 (1993].

Completing the analysis of the results, it can be con-sy | romanyuk, 0. B. Shpenik, and F. F. Papp, Ukr. Fiz. Zh. 1639
cluded that the electron backscattering spectrometer which(1992.
we have developed makes it possible to investigate both elas:O- B. Shpenik, A. N. Zavilopulo, and T. Yu. Popik VIl ICPEAC,
tic and inelastic electron scattering by different surfaces. To7gt.’sjt.rascgzlgf EZCfrﬁﬁdpFﬁf}Zeszg’5&1%57533.N' Y., Vol 11, p. 758.993.
investigate the presence of adsorbed molecules with a larges. v. savchnikov, A. V. Sachenko, and T. A. Sukach, Ofetieonika i
effective resonance backscattering cross section on the surpoluprovodnikovaya tekhnika, No. 27,(3994.

face, it is desirable to investigate the electron energy loss O: B Shpenik, N. 1. Romanyuk, and I. V. Chernysheva, JETP L.

spectra and residual electron energy spectra, which are mor&®® (1985.
informative than the elastic backscattering spectra. Translated by M. E. Alferieff
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Influence of temperature on the yield of ions desorbed as a result of electron
transitions: relaxation model
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A relaxation model of electron-stimulated desorption is used to investigate the influence of
temperature on the yield of desorbed ions and to calculate the corresponding temperature
coefficient. Experimental data on the electron-stimulated desorption of lithium and sodium

ions from a tungsten surface coated with a silicon monolayer are interpreted on the basis of the
theoretical results. €1997 American Institute of Physid$1063-784207)01704-3

INTRODUCTION where |, is the equilibrium length of the bond\l is the

) , , amplitude of vibrations of frequenay, andé is the phase of
Electron-stimulated desorptid&SD) has lately gained & 16 vibrations.

solid foothold in a variety of techniques for the investigation At the instantt=0 when the bond is broken under the
2 i

of surfaces.” There are several different approaches to thgnfyence of an external factor, ion 2 is removed to a distance

description of this phenomenon. The relaxation model rest§:|o+A|CO§_ The vibration phase anglé is a random

on the following hypothesi¥:® Under the influence of an aiaple at low densities of adatoms, as we shall assume to
external force, i.e., when the adsorption system is bombardegl, he case here. Figure 2 illustrates the influence of such
by electrons or photonig. 1), the bond between the con- \;prations on desorption. Clearly, as the bond length de-
stituent atomsions) 1 and 2 of an adsorption pair is broken yeases; the adatom acquires a high positive energy, which is
by a redistribution of the electron density between themyogt a5 the bond length increasi@sis behavior is natural in
Both atoms(ions) acquire a positive charge, whereupon theyjie\y of the nonlinear dependence of the interaction on dis-

adsorption system decays and evolves under the influence pf,,.9 On the average, therefore, the vibrating desorbed ion

dCOUIO'Tt‘_b repulsion of ions 1 and 2. This is the first stage Ofexperiences stronger repulsion than in the frozen state. Con-
esorption.

sequently, its averageand maximum kinetic energy must

The second stage sets in at some arbitrary time when gy,iously increase, and the EDS ion yield should increase
hole or two holes localized at the ion 1 disintegrate. If at th'saccordingly.

time the_ ion_has acquired enough k_inetic energy to surmount ¢ will be shown below that the parameter governing the
the barrier, it can be desorbed. A simple analytical theory of ;5 ation effect is Ql1/15)2. If we now interpret A1)2 as the

the phenomenon has been proposed edilier. mean-square displacement, which is known to be propor-

_As arule, the influence of temperature on ESD has refign,) 1o the temperatur®, we have a clear picture of how
ceived little attention. The temperature effect has been INveSpmperature effects can be taken into account in ESD.

tigated in detail in a study of the desorption of positive

lithium and sodium ions from a tungsten surface coated withyqel ie.. we regard the system formed by the chasge

a monatomic silicon filnf:? It was found that the temperature 54 its ima’ge in the metal as a point dipole. Then, denoting
coefficients of the yield of desorbed ions can differ substans,o equilibrium distance of ion 2 from the.surfac’e of the

tially for the very same adsorption system, depending on the, .4 by r, and denoting its displacement amplitude by

energy of the bombarding electrons. A qualitative explana: . \ve obtain the following equation in place ¢):
tion of this disparity has already been set forth in Refs. 8 and

9 on the assumption that the temperature coefficient is re- [=Fo+Ar cosé. 2
lated to the direction of initial motion of the desorbed ion. The first stage in the motion of the desorbed ion is de-
This work has been the driving force behind the present auscriped by the equatién

thor’s interest in the problem.

As in Refs. 6 and 7, we consider a dipole desorption

. 4z2, 25 2
=3 72 3
ALLOWANCE FOR THE INFLUENCE OF TEMPERATURE IN subject to the initial conditions
THE RELAXATION MODEL .
r(0)=ro, r(0)=0. 4

We consider the thermal vibrations of the atofie®is) 1 \ye yse dimensionless units everywhere: All distances are
and 2 forming an adsorption p&iFig. 1). We take into ac-  meagyred in units of the bond lengdh(Fig. 1), and time is

count only vibrations involving a variation of the length of .\ o.<ured in the uniE(Md3/e2)l’2 whereM is the mass

the bond! between ions 1 and 2. We can write of the desorbed ion, and is the positron charge. We can
now use all the results of Ref. 6, settiflg=0 in the equa-
I=1y+ Al cofwt+6), 1 tions derived therein, since our adsorption bond is normal to
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FIG. 1. Model of an adsorption pair.

the substrate surface, and replacigdy r. In particular, for
the energy distribution function of the desorbed idatslow
kinetic energiesE—0) we have the following equation in
place of Eq.(18) in Ref. 6:

t*
fe~ex ——;\/1+(2E/V) ,

where the critical time}, , i.e., the time required for ion 2 to

)

acquire sufficient kinetic energy in the first desorption stage

to surmount the barrier, is

t* =r\2VIW(2W-V), (6)
W=4z,7,/r2, V=2z3/2r, 7)

where 7 is a characteristic lifetime of the two-hole state for
ion 1 (it is of the order of 10'*s), z, is the charge of ion 1
in the two-hole state, and, is the charge of the desorbed
ion.

CALCULATION OF THE YIELD OF DESORBED IONS

The yield of desorbed iong is given by the expression

Emax
q= fedE, )
Emin

whereE ;=0 at ,=0, andE,,,=(W—V)/2 is dictated by
the conservation of enerdy.

The functionfg described by Eq(5) corresponds to the
limit E—0, whereas in the limiE— E,,, we have a differ-
ent functional relatiofsee Eq(4) in Ref. 7. However, since
the main contribution to the integré) is from low-energy
ions, we use Eq5) over the entire energy range in calculat-
ing g. We then readily obtain

q~V§(6,n) 62 9)

wheref(6,7)=1(0)—f(%), f(A)=(1+A)exp(—A), where
A=0,7n, 0=t /7, and p= 61+ 2E 5 /V.

Since the phas@, which determines the instantaneous
(at timet=0) value ofr is a random variable, the average
yield (q) must be defined by the equation

1 27
(B=5_ . qds. (10)

Introducing the small parametér=Ar/ry and evaluat-
ing the integral(11), we obtain the following expression in
the second order with respect o0

(a)=0+Aq,

whereq is given by Eq.(9) for r=rgy, and the increment
Aq is described by the expression

(11)

Vo
AG=52 EHOR—F(7Re], (12
) , 0+3) ¢
Ri=1+2(a;+a,)+3aj+| a;+a,+aj — | 17a’
(13
R,=1+2(a;+a,)+3a+|b;(1+2a;)+b,
=1 | 7
—— b2 ——, 14
2 1 1+79 (14
a;=(5Wp—2V()/(2Wy— Vo),
by =(8Wq—3V()/2(2Wp— V),
a,=(5W2—6W,Vo+V2)/2(2Wy— Vo)?,
b, = (8Wa—4W,Vo+ V3)/8(2Wo— V)2. (15)

All the quantities in Eqs(11)—(15) are calculated for the
equilibrium distance . Defining the temperature coefficient
of the EDS ion yield in the form

FIG. 2. Influence of vibrations of the adatom on the kinetic energy of

electron-stimulated desorption of ions.— Ground state potentiaR —
repulsive desorbing potentiafV=AV;—AV,>0. The origin coincides
with the position of ion 1.
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din(a)
we obtain
=C agz 1
Y= (?_T’ (17)
where
1f(3HR,—F R
_ (HR1—F(7)R, (18)
2 f(9)—1f(n)
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DEPENDENCE OF THE ION YIELD OF Figure 4 showsy andC as functions of the chargg .

ELECTRON-STIMULATED DESORPTION AND ITS As z; increases, the ESD ion yield increases as a natural

TEMPERATURE COEFFICIENT ON THE PARAMETERS OF consequence of the increased repulsion. The temperature co-

THE MODEL efficientC decreases in this case. The critical charge of ion 1
Figures 3 and 4 shows the ion yiedd(in arbitrary unity ~ has been determined previously:

and the coefficien€ as functions of the equilibrium starting 21.= 7,1 /8, (19)

positionr, of the desorbed ion 2 for various lifetimes of the

two-hole stater and as functions of the charge of ion 1. We and it satisfies the condition that only fay>z,. does ion 2
see that as, increases, the ion yield decreases¢Fig. 39,  escape to infinity, i.e., become desorbed. If we assume that
and the coefficien€ increasesFig. 3b. The decrease in the
yield is attributable to the fact that the repulsive desorbing
potential diminishes as, increasegFig. 2), so that the ki- \wherea<1, we can show that
netic energy of the ions decreases, and a smaller number of

2,=2;(1+ ),

them can surmount the potential barrier. Aimcreases, how- _ } Voex - R) (20)
ever, the residence time of ion 2 in the repulsive field of ion 9= 2 @Yo '

1 increases, and so does the yield. Figure 3b shows that the

coefficient v, in accordance with its definitioil6), is in c=— [1+=R]| 21)
versely proportional t@. 2a 12

FIG. 4. Graphs ofg and C vs charge
z;, 7=1, z,=1;, a —ry=1; b — 2;
c—3.
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where 5

= s Wa- (24)

Sinceng=8, n, =4, andW,=12.5 for our systent> we ob-
Consequently, as,—z;., the ion yieldq fades to zero, tainI'=3.06 eV, which giveg(Si)= —0.09.

and the coefficienC tends to infinity. Ifz,=1, the critical Another way to estimate the silicon charge is based on
charge for the cases represented in Figs. 4a—4c is equal tae relation between the change of the work functiop in
0.125, 0.25, and 0.375, respectively. the system and the dipole moment of the adapm(Refs. 16

The results of the calculations in this section also demand 17:
onstrate that| andC both have wide ranges of variatidaf

the order of 18) for comparatively small variations of the Ap=—2meNp, (29

parameters,, z;, andr. 0=2edz 26
whereN is the number density of adatoms.

ELECTRON-STIMULATED DESORPTION OF LITHIUM AND Inasmuch as the change of the work function in the

SODIUM IONS EROM A TUNGSTEN SURFACE Si/W system is 0.43 eVRef. 8 for a silicon monolayer on

COATED WITH A SILICON MONOLAYER tungsten (N= 10" atoms/cri; Ref. 18, we obtain z(Si)
=-0.02.

Having examined the general properties of the model, e see that the estimates obtained by two altogether
we now turn to the description of a specific system. Wegifferent methods give similar results, especially when one
consider the desorption of alkali metdli* and N&') ions  considers that adatoms are depolarized in the ¥itti;%so
from a tungsten surface coated with a monolayer of siliconthat Eq.(23) must give a higher absolute value of the charge
A detailed investigation of this Si/lW SyStem is reportEd inthan Eq(24), and indeed it does. Consequenﬂy' silicon at-
Ref. 8. oms on tungsten carry a very low negative charge.

For the calculations we need to determine the model e now estimate the charges of sodium and lithium ions
parameters corresponding to the particular system. We begigysorbed on Si/W. We stipulate at the outset that the esti-
with the SI/W structure. We interpret the distarteFig. ) mates in this case are going to be very crude, first of all
as the atomic radius of silicon: 1.17 (Ref. 10. We assume pecause we are looking at a ternary system and, secondly,
that the work function of the substrateds=4.65 eV, which  pecause we do not know the structure of the silicon film.
corresponds to th€l00) face. The ionization potential of the This consideration is no small matter, because experimental
silicon atom isl (Si)=8.15 eV (Ref. 11. studies of the adsorption of alkali metals on thick silicon

We estimate the charge localized on a silicon atom situsypstrate¥ have shown that alkali metal atoms are almost
ated on the tungsten surface. The position of the center of tr@)mp|ete|y ionized on thél11) face, where K 7 structures
quasilevel of the adatom relative to vacuurh can be cal-  are observed, whereas charge transfer is very slight for the

culated from the relatiof 2x1 structure on thg100 surface. Moreover, the Li—Si
e'=—1+3.6/, (22) bond parameters vary cons_iderably for the L({I31) sys-
_ _ . tem, even for very thin coatingg=0.05ML (Ref. 25.
whered is measured in A, and’ in eV. These considerations notwithstanding, we attempt to es-

~ We then obtains" = —5.07 eV(having assumed that the timate the charges with the aid of expressi@8). We regard
image plane passes through the point at a distdrfoem the  the Si/W system as a “monolithic” substrate with a work
center of the silicon atomThe position of the adatom quasi- function ¢(Si/W)=5.08 eV(Ref. 8. Using the values of the

level relative to the Fermi level of tungstends:¢’ + ¢, i.e.,  jonization potentialsl (Li) =5.39 eV and|(Na)=5.14 eV
g=—0.42 eV. According to Anderson’s modelthe charge  (Ref. 11 and interpretingd in Eq. (22) as the ionic radii
on the silicon atom is given by the expression ri(Li*) andr;(Na*) with values of 0.68 A and 0.92 A,
2 s respectively(Ref. 10, i.e., making the image plane coincide
Z(Si)= — tanflf, (23 with the surface of the silicon film, for the positions of the
& levels we obtaire(Li) =4.98 eV ands(Na)=3.85 eV. Set-
wherel’ = wpV? is the half-width of the quasilevel. ting the transition integrat, equal to the matrix element

For the density of states of the substratewe adopt Vg, = 1.32(ﬁ2/mri2) (Ref. 26, where m is the electron
Friedel's modet* ps=10MW,, whereWs is the width of the mass, and % is Planck’'s constant, we obtain
substrated band. To estimate the matrix element of interac-t,(Li) =1.10 eV and t,(Na)=0.75 eV, which give
tion of the adatom with the met, following the conven- T1'=2.16 eV and 1.47 eV for lithium and sodium, respec-
tion of quantum chemistry and the theory of alloys, we asdively. It then follows from Eq.(23) that z(Li) =0.74 and
sume thatV=\tt, wheret; and t, are the hopping 2z(Na)=0.77. If we assume that a corresponding number of
integrals between nearest neighbors in the crystals formed bslectrons transfer to the silicorfoccupying, e.g., the
atoms of the substrate and atoms of the adsorption coatingutward-projectingp® orbital), we can then assume that the
Allowing for the fact that the width of the band in the strong- charge on the silicon atoms in the alkali metal—Si/W system
coupling approximation i8V=2nt, wheren is the number is negative and has an absolute value of 0.75-0.80. If we
of nearest neighbors, we finally obtain now create a two-hole state at the silicon atgra., remove
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two electrons from it thg charge of the silicon ions ?s of the (Ar)?=3(h°TIMOkp), (28)
order of 1.20-1.25. This is the value corresponding to the . .
chargez, of our model by definition. where® is the Debye temperature, akg is the Boltzmann

Another way to estimate the charges of Li and Na is toconstant. _
treat the silicon monolayer as an insulation spacer. Then in However, for an adsorption system where such a param-
Eq. (22) d must be interpreted as the sum of the ionic radiusEter as® is not defined, it is more convenient to use the
of the alkali metal and the diameter of the silicon atom, i.e.force constant of the adsorption bond
thg image plane m.ust goincide with the tungsten surface. In K=(Mk§®2/h2), (29)
this case we obtairz(Li) =0.88 eV andes(Na)=1.04 eV.
Owing to the presence of the insulator film, the levels of thewhereM must be interpreted as the normalized mass of the
adatom become narrowdr=TI"yexp(—2¢h), whereh is the  Li, Na—Si/W molecule. To estimate the constanfor vibra-
thickness of the film{diameter of the silicon atomif we use  tions corresponding to variation of the bond length, it is prac-
the values previously obtained fdf, and assume thag tical to use the approach developed in Refs. 30 and 31, set-
corresponds to the exponent of the radial wave function ofing
the outers-electron of the alkali atom, we can use data on _ 2
¢ from Ref. 27 to show thaF is more than two orders of K= EgedI%, (30)

magnitude smaller thafiy. From Eq.(23) we then obtain  \whereEis the desorption energy, ahds a characteristic

z(Li,Na)=1 for the charges of lithium and sodium on the |ength of variation ofE 4, which we assume to be equal to
Si/W surface. If we assume once again that an electron trang; . Now

fers to thesp® orbital of silicon, i.e., assume that the silicon )
atom is transformed into a singly-charged negative ion, then §°=3(kgT/Eged- (31
after the two-hole state is created on the latter we immedi-

ately have an Si ion. Consequently, both of these purely alkali metals coated with a silicon monolayer on tungsten

theoretical estimates of the silicon charge in the two-holejigo, s by no more than ten or twenty electron-volts from

state give a value af, of the order of 1-1.25. their energy of desorption from pure tungsten; we therefore

However, thgre is “also a third way to determine thesetEde;Li) = 2.98 andE.{Na)=2.53 (Refs. 32—34% Then
chargez,; directly: the “experimental” approach. We can 9€219T=0.87x10"* K1 and 0.98 104 K1 for lithium

use the expression for the maximum enefgge(8)] and and sodium ions, respectively.
experimental data on the delay curfeis.follows from Eg. For numerical calculations we also need to know the

According to experimental data, the desorption energy of

(8) that lifetime 7 of the hole states. The simplest way to estimate it
r2 72 is from the experimental delay curves. It can be shown that
0 2 . . .
27=5—- ( maxt 70 (27)  the logarithm of the slope of the delay curve is proportional
2 0

to the quantityd=ty;/7. If such an estimate is made by
Having the atomic radius of silicon as the unit of length, setting the charge of the silicon ia=1 for the desorption
we obtainr o(Li) =2.59 and o(Na)=2.79; the unitof energy of Li* ions and z;=2 for Na', we obtain
E*=e?/d is equal to 12.31 eV. Choosing the experimentalr=4.84x 10 '*s and7=1.43x 10 * s, respectively.
value of E,,y is not so simple. We need to consider the fact ~ The calculation ofy using these values of gives
that the high-energy tails of these curves, generally speaking;=7.35x10" % K~! and 7.6%10 % K~ for lithium and
are not described by our theory, because the role of vibrasodium, respectively. In the case of sodium this value essen-
tions of the adsorption pair is taken into account only in thetially coincides with the experimental, whereas for lithium
average, whereas the tails are associated with maximum cothe experimental value is an order of magnitude lower. The
traction of the adsorption bond. Using the data from Ref. &easons for such a large discrepancy in the latter case are
(see Figs. 3 and 4 for the case of 300 eV bombarding eleattributable, first, to purely computational instability stem-
trong, we setE, ., (Li) = 3 eV. From expressiof27) wethen  ming from the fact that the numerator and denominator in
find z;=1.13. Adopting the energk.{Na)=4 eV for so- Eq.(18) are small quantities, and the small numerator repre-
dium, we obtairz;=1.61, which is considerably higher than sents a difference between two large numbers. Second, the
our estimate. But if, as in Ref. 8, we assume thataveraged description used here for the vibrations of the ad-
Emna{Na)=5 eV, we obtainz;=2. We can only assume, sorption pair should doubtless be replaced by a more rigor-
therefore, that we are dealing with a three-hole state. Ageewsus analysis for the lighter lithium.
et al® have arrived at the same conclusion on the basis of an We have thus shown that the temperature dependence of
analysis of the desorption thresholds and delay cuftles the yield of desorbed ions can be rationally described on the
delay curve for Na has a kink and radically differs from thebasis of a relaxation model. However, a certain reservation
corresponding curve for LY’ The theoretical estimates and must be interjected. The results of our calculations are in
estimates based on experimental data both lead to similajood agreement with the experimefitiir sodium ions de-
results. sorbed in the irradiation of the Na—Si/W system with 300 eV
All that remains is to estimate the paramefeand its  electrons. But when the same system is irradiated with 100
temperature dependence. If we s&r)? equal to the mean- eV electrons, the coefficientincreases approximately three-
square displacement, in the high-temperature limit wefold. An analysis of the desorption process in this case has
have®2® brought Ageeet al® to the conclusion that this behavior is a
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consequence of the electron density becoming redistribute@J. w. Gadzuk, Phys. Rev. B 2110(1970.
in the adsorption pair in such a way as to reverse the motioﬁp- W. Anderson, Phys. Re®24 41 (1961).

of the desorbed ion at the initial instant of desorption. Our

J. Friedel, inThe Physics of Metals). M. Ziman(ed), Cambridge Univ.
Press, Londori1969, Chap. 8.

mOde_l does not take this CO_nSideration into account. We inssy, A Harrison, Electronic Structure and the Properties of Solids: The
tend in the future to generalize the approach developed herePhysics of the Chemical BopdV. H. Freeman, San Francis¢980

to account for the possibility of the reversal effect.

The author is indebted to V. N. Ageev, N. D. Potekhina,

and B. V. YakshinsKifor a discussion of the results and for
valuable comments.

Y| am indebted to I. D. Potekhina for bringing this work to my attention.
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Temperature is one of the most difficult thermodynamicsuch thatf’(0)=0. By virtue of these conditions E3) has
parameters to control and at the same time is one of the moatunique root, for whiclA<<0 and the corresponding steady-
important. Patent difficulties of a general sort are encounstate solution is stable.

tered in regulating the temperature of a particular object, 3. Let us assume that the steady-state soluficaC x
whether an industrial machine or an integrated microcircuitgcquires self-excited Osci||atioﬁ$)(,t):-|—_(x) + u(x,t) such

Qne problem_is that whe_n the feedback rz_at_io is incrgased, Etﬁat|U(X0,t)|<|T_(X0)|- The functiorf can then be expanded
is necessary in order to improve the precision of active tem;

e n a Taylor series in powers of the unsteady temperature
perature control, the temperature stabilization system can b (%o, 1):

come unstable. We are therefore faced with the problem o ’

determining the limit of stability of the temperature stabiliz- f[l_T_(XO) —Uu(Xg,t)]

ing and regulating system. In this article we investigate Hopf
bifurcation in the class of proportional temperature control
systems.

1. Regardless of the structure or function of such sys- " o =
tems, they can always be conditionally partitioned into avheref*” is thenth derivative afl=T(xo). _
nonlinear external feedback circuit with lumped parameters 4 Next we consider the boundary-volume problem lin-
and a distributed controlled obje€fig. 1). A mathematical €arized in the steady state
model of such a system can be constructed in the form of a
thermal conduction boundary-value problem specified in di-

U?(xg,t ud(xg,t
(Xo )+f,,, (Xo,1)

o 3 T )]

A
=C+ —u(xo,t) +f"
Xo

u(x,t)=u"(x,t),

mensionless variables with a nonlocal boundary condition: u(0t)=0,
T(x,t)=T"(x,t), T(0t)=0, 1) ) A
( (0 0H u (x,t)|X:1=X—0u(xo,t). (5)
T' (X0 |x=1=F[1=T(X0,1) Jo[1—=T(x0,1)], 2

Its periodic solution is the function
wherexy,e[0, 1], f is a certain smooth function of the tem- _ : .
perature, andr is the Heaviside unit step function, which u(x,t) = ¢ sinh( Vi wx)exp(i wt) (6)

cuts off the positive feedback branch frdm and its complex conjugate. The condition imposed by feed-

B The specigl case of a quadratic npnline_aritg/bof_ the formy 51 on the complex amplitude of the temperature oscilla-
f=[1-T(0, 51)]" has already been investigate@incef  yj5ns ot the points¢, can be used to determine the critical
can contain cubic terms, which influence the Hopf b'furca'valueA =A(wy):

C c/-

tion regime (bifurcation of limit cycles, it is necessary to

investigate the more general ca@ of nonlinear feedback. ReViwXo coshyiwg
2. We consider steady-state, periodic solutions of the Ac= — ; (7)
sinh ViwcXg

boundary-value problertl), (2). Its steady-state solution has
the form T(x)=Cx, whereC is the root of the nonlinear wherew, is that root of the equation

equation
q coshyw/2 cosw/2—sinh Jw/2 sin Jw/2
C=1(1-Cx). 3 Sinh( X\ @/2)cog Xy ©/2)
The functionf is positive concave over the entire domain 5 o o
+

of definition for nearly all proportional temperature control _ o8 w/2 cos\wl2 s.|nh @/2 sin w/2, (8

systems: coshiXg\Vw/2)sin(XgV w/2)
f[1—T(Xo,1)]>0 for which A(w;) >A(w,) for anyn.

. 5. For A> A, the null equilibrium state of the boundary-
9f/0C=A<0,VTe[0, 1], value problemg1), (2) is locally exponentially stable, and
#*f19T?>0 for A<A; it loses stability by oscillating. Let
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’ AC
®1(X!T)|X:1:X_O®1(X017)!

0,(x,7)=0%(x,7), ©,(0,7)=0,

J ’ _Ac 2 .
@2(X,T)|X:1—X_O®2(Xo,7')+@l(XO,T), (14)
2 O3(x,7)=0%(x,7)+C,07(x,7), ©3(0,7)=0,
7 , Ac
®3(X,T)|x=1zx_o[®3(xo,7')+b2@1(xo,7')]
4 3
+201(Xg,7)O2(Xg,7) + §7® S

(15

the first of which coincides with proble®). The solution of
problem(14) has the form
[V1(x0)|?

0,=2———X+V,(x)e'?7+ V5 (x)e 27, (16)
1-A;

FIG. 1. Diagram of a temperature stabilization systdm— Distributed
controlled object2 — feedback loop3 — controller;4 — energy sourceh where

— thermostat.
Va(X) = Vi(xo)
2 2w coshizw — (A /xo)sinh viZwxg
A=Al+e), O0<e<l, (9) i o .
WA,

so that under the constraint8) the Andronov—Hopf bifur- _ _ o
cation theoreris valid for proving the existence and stabil- andV(x) is the solution of the Sturm-Liouville problem for
ity of self-excited oscillations for the nonlinear boundary- the boundary-value problex).

value problem(1), (2). From the solvability condition
We introduce the notation ,
CZ[i Vl(l) Ac X Vl(l) l”-i—Acb
fH f/H ~ WS — O— - - 2
(D=7 UXD: 7= ag 21 Vibel XlTVA0 X0
2 Xo
and transform the boundary-value problem as follows: +Vi(x0)| 5 +4| v+ 1_Ac) } =0 (18)
O(x,H)=0"(x,t), ©(0)=0, for the third problem in the sequence we find the Lyapunov
fficient
Al+e) , coefficients
O’ (X,1)|x=1=———"0(Xg,t) +O%(xg,1)
X0 Cam A2 |V (x0) | —
. 2= T O g
+ = 903(xp,1). 11
37 (XO ) ( ) b X0|V ( )|2 . pl 4 XO
=——|Vi(Xp) |7z Z1+ —2 —
. 2OATEO R ) LA
Setting
_4ﬁ|V1(Xo)|2% 19
t=(14C)7; C=Cr&2+C &%+ ... Ac
8=b2§2+ b4§4+ ey Where
O(X,7)= €O (X, 7)+ 20 ,(X, )+ ..., (12) _ Vi2w coshyi2e A
Z:Z]_+ 1Z,= ) - V]
sinh \i2wXg Xo
we obtain a recursive sequence of nonlinear, inhomoge-
neous, boundary-value problems for the determination of in.=1 Xo iwv v
1,@2, P pl+|p2_ + |V1(X0)|2 A_c 1( ) 1(XO)
0,(x,7)=01(x,7), ©4(0,1)=0, (13) —VI(L)VE (%) . (20)
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FIG. 2. Lyapunov coefficients,(x,) andb,(xq,0) versusx, for a system
with quadratic nonlinearity ¥=0). FIG. 3. Lyapunov coefficiertb,(Xq,y) normalized tab,(Xq,0) versus¢,. 1
— y=0;2— y=0.01;3 — y=-0.01.

Substituting ®,, ©®,, and &=yel/b, into u(x,t) is more “conservative” since part of the energy returns in
= (2/f")[£0 1(x,7) + £20,(x,7) ], we obtain the periodic so- the form of oscillations in the fundamental mode. If the co-

lution of problem(1), (2) in the final form efficient of the cubic nonlinearity is positive, i.e., A, and
f” have opposite signs, this additional energy is out-of-phase
u(x,t)= E{ \/E[Vl(x)eiw(s)t_’_v*(X)e—iw(s)t] with the fundamental mode, diminishing the oscillation am-
T Vb ! plitude. Self-excited oscillations occur in the soft regime in
V4|2 e this case as wellFig. 3, curve2: b,(Xg,v)>b,(Xq,0) and
— ——— X+ —[Vy(x)e'2e)t E(Xg,7) < E&(Xq,0)]. Butif f”<0, the energy arrives in phase
by 1-Ac b2 with the first harmonic, and its amplitude increases,

&(Xo,v)>&(X0,0) (Fig. 3, curveld). For a certain relation
+V’2*(x)e‘2‘”<8)t]], between the derivatives and the valuexgfthe recovery of
energy by cubic nonlinearity exceeds its dissipation within
we¢ L one period as long as the oscillation amplitude remains
m- ) (21 small. Energy balance sets in when the amplitude of the self-
2/02)& . S . .
excited oscillations attains a certainot smal) level. This
The latter relation is valid only when the coefficidntis  self-excitation regime, which is said to be hard, corresponds
pOSitiVe and SOft HOpf bifurcation takeS place, i.e., When tth the range Of negative Va'ues Of the paramb@on curve
oscillation amplitude tends to zero in the lingit>0. Graphs 3 in Fig. 3.
of the functionsc,(X,) andb;(Xe,0) are shown in Fig. 2. It By far the majority of temperature control systems uti-
is evident from Fig. 2 and the second relati@®) that the  |ize Joule heat sources, for whi€must be a quadratic func-
parameterb, is always positive forf”>0, whereas for tjon of the temperature. In reality, howevércontains sev-
f”<0 the sign ofb, can be either positive or negative, de- era| temperature-independent parameters, which introduce
pending ony andx, (Fig. 3). This means that both soft and cybic terms in(4). For this reason, the behavior of systems
hard Hopf bifurcations are possible. Finally, f6f=0 the  \jth an identical temperature control scheme in the super-
system is linear, and the oscillation amplitude in the supergritical region can differ significantly. The results of the

critical region is infinite. _ . present study provide a straightforward explanation of this
The results of our nonlinear analysis are in good agreephenomenon.

ment with general notions concerning nonlinearity as a factor

limiting the amplitude of self-excited oscillations due to the YThe quantitiesu(e) and . are mistakenly switched in Ref. 1.
redistribution of energy between the first and higher harmon-

ics. From this point of view, the role of quadratic nonlinear- *A. S. Rudy, Int. J. Thermophyd4, 159 (1993.

ity is purely “dissipative,” so that without cubic terms in the 2vu. S. |_<0|esov_and D. . Shvitr@glf-Excited Oscillations in Systems with
expansion(4) self-excited oscillations in a parabolic system D&yl Russiad, Mokslas, Vilnius(1979.

always occur in the soft regimgig. 2). Cubic nonlinearity  Translated by James S. Wood

w(e)=
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Surface acoustic waviSAW) delay lines without gas-sensitive coatings are used as thermal
sensors for the thermoconductometric detection of gases and gas flows. The forced convection of
13 gases is analyzed in the linear approximation without regard for their interaction with
the environment. Quartz, LiINbQBi,,GeO,, and Bi,SiO,q delay lines are used to detecs,H
He, Ar, CH,, NH3;, N,, and G at frequencied =21-263 MHz and temperatures
T=25-165 °C. The SAW “response” is measured as a function of the gas conceninatiom
flow rate U, the temperature coefficient of the SAW veloc{iyCV), and the working
temperaturel,. The feasibility of controlling the level of the gas “response” and imparting
selectivity to the choice of TCV and, is demonstrated. The threshold gas
concentrations are 0.35% for Gland 0.1% for H and NH; in nitrogen. A linear response is
obtained in the interval =20—200 ml/min. ©1997 American Institute of Physics.
[S1063-78497)01705-4

INTRODUCTION HerelL is the length of the plate, and u, C,, andp are the
o o thermal conductivity, dynamic viscosity, specific heat at con-
Because of their high-temperature sensitivity, surfaceant pressure, and density of the gas. Since the Prandt! num-
acoustic wavéSAW) devices are well suited to temperature ber contained in the first parentheses of EL.is approxi-
measurements of other physical parameters such as the Viately the same for different gasethe dependence of the

locities of gas and liquid flows, dew points, ét%'_ quantity — Ah/h; on the gas constants can be written as
In the present study SAW delay lines without gas-¢q|ows in the linear approximation:

sensitive coatings are used to measure gas concentrations and

velocities of gas flows. The characteristics of the detection  _ Ap /b= — AN/A—0.5AU/U)—0.5

technique are analyzed, and laboratory prototypes of sensors

using inert(He, Ar, N,) and other(H,, CH,, NH;) gases are X(Aplp—=Aulp). (2

tested.
It is evident from Eq(2) that the changes in the density

and viscosity of the environment after the injection of a gas

produce opposite effects. Moreover, the quantities
THEORETICAL ANALYSIS —Ah;/h; and, henceAT are positive(heating of the sub-
0strate) for negative values oA\ andAU (e.g., when argon

A SAW device placed in a laminar gas flow and heated”" ™" ted into ai hen the fi e d ah
above ambient temperature can be regarded as a flat plaﬁe'njec ed into air or when the flow rate decregsedereas

connected to a constant heat source. The change in tempe tQﬂ]( offthese E:_uan_tltles bec?sr:i ne%ain‘amolmg of t:e Sl;b'

ture of the plateAT due to a change in the ambient thermal S rae_) or positive incremen an (e.g._, when he-

conductivityAX or a change in the gas flow raédJ (or both lium is |njecteq into air or when the flow rgte mqrea)ses

at the same timds detected at the output of the delay line as An analy3|s of Eq.(2) for the gases I'Ste.d. n Table :

a change in phasa® of the SAW signal. relative to air shows that they can be _classn‘led into three
An analysis of sources of heat los&esshows that the QLOAUES;hJ HZ’I He, At‘rr] atnd Clg, for/ Vihfh/the. mOdmIllJS

incrementAT is proportional to the relative variation of the | /Ny is large, the term 0.%p/p—Ap/u) is small,

forced convection coefficient Ah;/h;, which is given by and the contribution o A/A to |._.Ahf/hf| is dominant
the expressich gases of this kind can be identified only through the heat

conduction effect, provided that the tested and calibrated gas
hy=0.6795.(Cp,/N)Y3(pU/I )2 (1)  (air) propagates at the same rata{=0); on the other
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TABLE |. Physical parameters of the gases 209.

Gas p kg/m®  C,,10° JkgK X\, 1002W/m-K  u,10°7 kg/m-s
Dry 1.2928 0.992 2.41 181.
air

N, 1.2505 1.038 2.43 174,
NH; 0.7714 2.244 2.18 97.
Ar 1.7839 0.523 1.62 222.
H, 0.08988 14.273 16.84 88.
He 0.1785 5.238 14.15 194.
N,O 1.9775 0.946 1.51 146.
O, 1.42896 0.909 2.44 200.
CH, 0.7168 2.483 3.02 109.
NO 1.3402 0.967 2.38 188.
Cco 1.25 1.038 2.32 177.
CO, 1.9768 0.846 1.45 144.8
Cl, 3.22 0.519 0.72 132.

g 50

1 1

1
w150 200
U, ml/min

1
250

FIG. 2. SAW responseA¢/¢ versus gas flow ratdd for a 128°
YX-LiINBO 5 substrateiT,=120 °C. ®—N,; ¥—dry air; A—O,; B—Ar.

hand, the convective influence of gases in the first group

differ from each other and also from air) Bl,, NH3, N,O,
NO, CO, CQ, H,0, and Q, for which the contributions of
all terms excepAU/U to | —Ah;/h¢| are small; these gasses
cannot be identified through thex effect, but their response
to the motion of the gas flowconvection is approximately
the same as for air;)3Cl,, for which all terms in(2) are
mutually commensurate, arld-Ah;/h¢| is large; this gas
cannot be identified through thex effect, and its convective
response also differs from that of air.

These estimates have been made for 2(8¢& Table)l

ammonia with environmental water vapor and the formation
of gases, which greatly enhances the heat conduction effect.

EXPERIMENTAL PROCEDURE

The measurements were performed at temperatures of
20-165°C, atmospheric pressure, and frequencies
f=21-263 MHz. Ordinary SAW delay lines with AT- and
X-Si0,, YZ- and 128°Y, X-LiNbQ, (001)(110-
Bi,;,Ge0y, and (001){110)-Bi;,SiO,y substrates were used

and, of course, will differ in character at other temperaturestogether with film heatergrig. 1). The devices had typical

In the analysis we have disregarded any kind of chemidimensions of 0.5 8< 10 mm, the tested gases werg, He,
cal interaction between the tested gas and the environmeAt, CHa, NHz, N,, O,, N, and dry air, the gas concentra-
that could produce new gaseous substances. If that happeri®ns were 0.1-100%, and the flow velocities were 20—-200
Eqg. (2) must be applied to each of these substances sep&l/min.

rately, and the tested gas can be detected through the influ-

ence of their heat conduction. In our experimefdse be-

The tested device was placed in a thermally insulated
chamber capable of maintaining a stable temperature within

low), for example, the SAW response was very strong in the=0.5 °C limits for 5 h. The substrate was prevented from

detection of 0.1% NHKlin nitrogen, whereas Ed?2) dictates
that such a response is impossible even for 100%.NHe

coming into direct contact with the chamber. A gas flowme-
ter (Lab-Box 1 Dimin 1204, Omicron Technologiesvas

result can be explained in connection with the interaction oflaced between the gas source and the chamber so that the

SAW
1

W -

-2

-

g

"""(/////////////////////“‘/

Lt

Gas
FIG. 1. Thermoconductometric SAW gas-sensitive elementinterdigital
transducer2—piezoelectric substrat8—film heater;4—aluminum elec-
trodes.
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flow rate could be varied within 5-ml/min error limits. The
substrate was oriented in the chamber perpendicular to the
gas flow and was heated by a film heater (D0J) from a

50 00
t,C T/
Gas on 4 ' Gas off

FIG. 3. Time profiles of the SAW response to flows of various gases for a
128° YX-LiNbOj; substrateT,=120 °C. 1—N,, U= 210 ml/min; 2—N,,
U=115 ml/min; 3—Ar, U=160 ml/min;4—Ar, U=70 ml/min.

Anisimkin et al. 565



~2000 _.41 1 1 1 { A 1 =20
11 1 %0 =100 7/ g
60 00 140 4 , mMW/mK

FIG. 6. SAW responsa ¢/ ¢ and substrate temperature incremaiit ver-

FIG. 4. SAW response to dry air flow versus temperature for a 128°SUS difference\\ between the thermal conductivities of the calibration gas

YX-LiNbO substratelJ =50 mi/min. (Ay and the tested gash(; for a 128° YX-LINDO; substrate,
T,=120 °C. Calibration gase4+-3—100% N;; 4—100% Ar. Tested gases:
1—100% Ar;2—100% G; 3—100% He;4—100% He. The solid lines are

- L. . plotted by least-squares processing of the experimental data.
stabilized sourc€10 V, 0.1 A). The variation of the electri-

cal resistance of the heater under the influence of the gases
and temperature fluctuations was negligible. o o

For the gas flow rate measurements the tested gas w&ermal conductivityh of the tested gas. The calibration
injected at a raté),; # 0 into the chamber with the air at rest CUrves in Fig. 2 are close together for gases with values of
(U,=0). \ approaching that of ai(N,, O,, and dry ai}. The SAW

For the gas concentration measurements the gas was ifesponse deviates ConSiderably for Ar with its lower thermal
jected into the chamber after the pre"minary injection of aCOﬂdUCtiVity; itis negative for low velocities and pOSitive for
calibration gagN,) at the same ratel,= U.,). Before the high velocitiesU. It is evident from the parallelism of all the
measurements were begun, the substrate was heated to f#ves in Fig. 2 that the difference between the response
Working temperature and p|aced in a stream Qf iN an level for Ar and the other gases does not depend on their
effort to fully stabilize the phase of the output SAW signal. injection rateU.

The SAW phase angleé was measured by means of an On the other hand, the profile of the SAW response for
HP 8753 C instrument within= 10% error limits. The noise Ar does depend obJ (Fig. 3. At U<100 ml/min the degree
level was of the order of p=2° (Ad/p=2 ppm. A ther-  of convection cooling of the substrafthe second term in

mocouple was used to monitor the working temperafije  Ed. (2)] is lower than its degree of heating due to the de-
on the substrate surface. crease in the ambient thermal conductivity after the introduc-

tion of Ar [first term in(2)]. Consequently, at low ratésthe
temperature of the substrate increases, and the response be-
comes negativéFig. 3). At U>150 ml/min the convection

The measurement results in Figs. 2 and 3 show the de-
pendence of the SAW response on the flow fdteand the

GAS FLOW RATE MEASUREMENTS

2100 +~ I
N |
|
2t |
& |
A 900 - |
| |
!
Joo ]

1 Il 1 1 1 1 1 i

g 1 -120 -80 -40 g 20

40 120 200 TRC, 07 (€%

U, mi/min
FIG. 7. Sensitivity of a calorimetric SAW sensor versus temperature coef-
FIG. 5. SAW response versus flow rate of oxygen for various substratdicient of the flow rate (TCV), calibration gas B U=50 ml/min,
materials  T,=120°0Q. 1—001)(110-Bi;;Si0s; 2—YZ-LiNbOjs; Tp=120°C. 1—(001)(110-Bi,;GeQy; 2—YZ-LiNbOs; 3—128°
3—128°YX-LiNbOs; 4—ST-Si0,. YX-LiINbO 3; 4—AT,X-SiO,.
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10

perature coefficient of the velocityTCV) of the surface
acoustic wavesFig. 5).

GAS CONCENTRATION MEASUREMENTS

Experiments have shown that the sensitivity of conduc-
tometric SAW gas detectors depends on the difference be-
tween the thermal conductivities of the calibration gag
and the tested gas,y (AN) (Fig. 6), the material and the
crystallographic cut of the substraiarough the TCV, Fig.

0, 7), the working temperatur€,, and the concentration of the

gasn (Fig. 8. For all the cases discussed here it does not
depend on the gas injection rate, provided that the tested and
calibration gases are injected into the chamber at the same
rate.

In contrast with conventional thermoconductometric
sensor$;” SAW devices have the capability that their re-
sponse can be increased, decreased, set to zero, or change
sign, i.e., its level and sign can be controlled through an
auxiliary parameter, the TCV. The same capability means
that purely acoustical means can be used for certain gases to
ensure that the selectivity of one of them will be small rela-
tive to another. This condition is illustrated in Fig. 9, in
3 which the selectivity of He 4\ >0, AT.<0) relative to

Ar (ANA <0, AT >0) is more than 55 times greater. For
the substrate used in our work the TCV is a linear function of
CH, the temperature and is equal to zerdlat174.1 °C. Conse-
. quently, the occurrence of Ar in air at a temperature
T,=174.1 °C-AT,, heats up the substrate by the amount

1 1 1 1 1 PR

ATy, i.e., makes the working temperature equal to
174.1 °C, thereby reducing the TCV and the SAW response
to zero. On the other hand, the introduction of He into the

04 06 08
n, %

FIG. 8. Response of a thermoconductometric SAW sensor for a 128:hamber at the sam'ép leads to cooling of the substrate,

XY-LiNbO 3 sensor,T,=120 °C, calibration gas N U= U =50 ml/min.

imparting nonzero values of the TCV and the SAW re-
sponse. The temperature dependence of the selectivity for
this example is shown in Fig. 10.

component becomes dominant, the substrates cools, and the

SAW response changes to positive.

CONCLUSIONS

For all the investigated gases the SAW response is linear

in the rate intervald =20-200 ml/min. Its level increases
with the working temperatur&, (Fig. 4 and with the tem-

The reported experimental results demonstrate the feasi-
bility of detecting gases by their thermal conductivity using

-] o
a 7 c
7k w|
10} 1
S+ 0
g B
L . L. B T FIG. 9. Variation of the SAW responses with the
! : working temperatureT,, for an AT,X-SiO, sub-
b d strate. a—Ar,T,=102.9 °C; b—HeT;=102.9 °C;
- c—Ar, T,=163.4 °C; d—HeT,=163.4 °C.
g 0PN Yl
-5 _ L_——f _5 -
-0 ~10r
15 U
I 1 TS [ - 1 [ [ S| | I T TR |
8 /] 24 72 40 8 16 24 3z 40
min
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60+ using gas-sensitive coatings, the latter are eliminated from
thermoconductometric elements, and this simplifies the re-
B producibility and aging problems associated with such coat-
ings. Moreover, direct contact between the tested gas and
electromechanical transducers is eliminated in the thermo-
B conductometric SAW elemerian important asset in the de-
tection of highly chemically active gasesnd it is capable

of recording different types of spectra of gadasluding

N V inert gasepover a wide range of concentratiofts 1—100%.
The drawbacks of calorimetric SAW elements at the current

40

S
T

ﬂ;g gbg stage are their comparatively high sensitivity threshold

L '\T L, (0.199, long activation timegof the order of a few minutes
and low selectivity. Promising solutions to these shortcom-

20 ings in the future could be to utilize plate moflemd highly
sensitive SAW temperature microsensbslso among the
possible drawbacks of SAW elements are the need to ensure
identical flow injection rates for the calibration gas and the
tested gas, but this disadvantage has already been sur-
mounted for conventional thermoconductometric sen$ors.

FIG. 10. Ratio of the SAW responses of He and Ar versus temperature for

the example represented in Fig. 9. M. Hoummady and D. Hauden, Sensors and Actuaddysl 77 (1994).
2S. G. Joshi, Sensors and Actuatorsid, 191 (1994).
3D. Rebiere, C. Dejous, J. Piste¢ al., Sensors and Actuators41-42 384

. . .. . . (1994).
SAW delay lines without gas-sensitive coatings. As in the ss g joshi, Trans. IEEE Ultrason. Ferroelectr. Freq. ConRiFC-38,

case of conventional thermoconductometric sensors, the sig-148(1991).

nal from the acoustic element is determined by the variation’V- K. Koshkin (ed), Fundamentals of Heat Transfer in Aircraft and
. . _ Rocket Space Engineerifig Russiar, Mashinostroenie, Mosco(l975.

O,f ,the thermal conductivity of the gas mI_Xture' ,therebY con 6p. T. Walsh and T. A. Jones, BensorsVol. 2: Chemical and Biochemi-

fining the use of the sensor to the analysis of binary mixtures ca sensors, Part 1W. Gopel, H. Hesse, and J. N. Zeneds), New

of previously known gases. However, the response of the York—Basel-Cambridgél991), pp. 529-570.

SAW element can be additionally controlled through the 'E: A. Symons, irGas SensofsG. Sberveglieried), Kluwer Acad. Publ.,

level and sign of the TCV, providing great flexibility in gen- Dordrecht—Boston—Londo(1992.

erating the output signal. In contrast with SAW gas sensorSranslated by James S. Wood
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Effectiveness of the repulsion of electromagnetic coils with strength and
magnetic field limitations

V. V. Filatov

D. V. Efremov Scientific-Research Institute of Electrophysical Apparatus, 189631 St. Petersburg, Russia
(Submitted September 9, 1995; resubmitted December 18,) 1995
Zh. Tekh. Fiz67, 124-127(May 1997

Mechanical power units utilizing electromagnetic interaction between coils are generally
distinguished by compactness and ease of control. A coil-repulsion drive configuration is preferable
for increasing the efficiency of such a device. One of the main limitations in choosing the
parameters of stressed electromagnetic systems is mechanical strength. The application of
superconducting coils has a number of additional limitations, for example, on the maximum
magnetic field strength in the cross section of the coils. The problems of optimizing the dimensions
of the electromagnetic system of a power unit consisting of two identical, coaxial, annular

coils of rectangular cross section with opposing currents are investigated with allowance for
strength and magnetic field limitations. @997 American Institute of Physics.
[S1063-78497)01805-9

INTRODUCTION wherer ,,; is the outside radius of the coil;

Mechanical power units based on the electromagnetic ,— /3
interaction of coils are generally distinguished by their com-
pactness and ease of control. An example of one such unit ishereV is the volume of each coil;
the superconducting electromagnetic presshich is de-
signed for the long-term mechanical testing of samples. To ~ B=b/ri,=v/[7(a®—1)],
enhance the efficiency and reliability of the power unit, it is
preferable to use a coil-repulsion drive configuration.

One of the main factors restricting the choice of param-  5_ A/(2r}),
eters of stressed electromagnetic systems is their strength
limitation. A number of additional limitations are encoun- whereA is the axial gap between the coils;
tered in the application of superconducting coils. For ex-
ample, the minimum possible inside radius of a coil is dic- 0 =0/[io(jrin)?],
tated by the type of superconducting bus in terms of the . . . . _
maximum tolerable flexible strain of the superconductor, anﬁ/her.eg is the maximum stress in the.C'O]t‘ll,0=47T-lO !
the average current density in the coil cross section depen m is the absolute magnetic permeability;
on the nominal current in the bus, which cannot exceed a B* =B/(pojr i),
critical value. Moreover, the maximum magnetic field in the
coil must be below the limiting value at which the bus loseswhereB is the maximum magnetic induction on each coil;
its superconducting properties.

The present article is devoted to optimizing the dimen-  F* =F/[uo(jrin)?],
sions of the electromagnetic system of a power unit consist-

ing of two identical, coaxial, annular coils of rectangular Wer?r';ésl‘;?fetg;agléi?:gz\f r]:(()a;'cce'r?teetgiﬁgnﬂ;? t%oe"i.o'ls can
cross section with opposing currents. gnete i : :

be calculated analytically in serié$.For certain system di-
mensions, however, the series converge very slowly. In this
EFFICIENCY OF INTERACTION OF ELECTROMAGNETIC case numerical calculations are recommended, with the coils
COILS replaced by a system with many thin turns.

: . The closer together the coils are, the greater is the force
Figure 1 shows the geometry of an electromagnetic sys-, . . : :
- . ) . ; of interaction of the currents, so that their repulsion for
tem consisting of two identical, coaxial, annular coils of rect-

. . . %pecified coil cross sections and currefifsthe latter are
angular cross section with opposing currents. The curren

o L osing increases when the coils are brought closer to-
density is constant along the cross section in the case (%pph gh hei ide di . gd hen th
multicoil systems. gether, when their outside diameter is increased, or when the

N, . thickness of the coils is decreased.
In the theory of solenoids® it is customary to use di- . .
: . S ) . To reduce the cost of the superconducting magnetic sys-
mensionless quantities referred to the inside radius of the CO{l

i, : em, the volume of the coils must be made as small as pos-
ri, and the average current densjtin the cross section of ible f . f The di . tth
the coil: sible for a given output force. The dimensions of the system

are therefore optimal when the foréé& is a maximum for a
a=roullin, givenv = const. Figure 2 shows the dependence.gF* on

whereb is the axial width of each coil;
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FIG. 1. Geometry of the electromagnetic system. 1 2 3 4 5 6

FIG. 3. Graph ofuoF* versusa. 1 —v=1;2—v=8;3—v=16.
6 for coils of equal volume =44. The maximum force is
attained for zero axial gap between the coi&=0). This

case is discussed below. given situation, and the combined problem of calculating the

For v = const the functiorF} (@) has a maximuntFig. L . . .
3). For j = const this fact is attributable to a decrease in themagneuc field and the stress of the strained state in the coil

! : cross sections must be solved numerically.
total current for large values af (thin pancake cojland a y

o . . . The author has developed a computer code called
rapid increase in the average distance between the coils f(gTRENG for the solution of such problems. The method of
small values ofx (long solenoids For a given forcd=* the .

i lliptical intervalg® i t Iculate the field in th n-
optimum values oty andﬂozv/[w(ag—l)] correspond to elliptical intervals® is used to calculate the field e co

minimum superconductor consumption. minimum stored enEjuctor; this method avoids the sizable error incurred by other
Pe : ption,. . methods in this application. The elasticity problem is solved
ergy, and minimum heating of the coils in the event of acci-

on the basis of the resulting electromagnetic load distribution
dental power surges.

for boundary conditions corresponding to zero radial stresses
at the inside and outside radii of a monolithic cbil.

The system of equations for the radial componeand
the tangential component of the stresses in an element of

For flat, thin, conducting pancake coils the stresses involume of the coil has the form

STRESSES IN THE COILS

duced by electromagnetic loads are far greater than in long E du u
solenoids having the same cross sections and currents. Con- O'(P:H2<,ua+ F)’
sequently, there are optimum system dimensions for achiev-

ing maximum repulsion of the coils for a given limiting E (du u
stress level. 0r=1_—ﬂz(a+ﬂr)'

The strength problems of solenoids have already been ] ] ] ]
studied in detaif:® However, a system with opposing cur- Where u is the radial displacement of the elemet, is
rents has special characteristics associated with the present@Ung’'s modulus, ang. is the Poisson ratio of the conduc-
of a large radial field component and a complex configuralor material. - o
tion of magnetic lines of force between the coils. Conse-  From the condition of equilibrium of the element we
quently, the analytical relations customarily used in approxi-oPtain
mate strength calculations for solenoids are invalid in the d2y 1du u f, )

a?trar etglTe=0 .

where f,=jB, is the distributed volume radial electromag-
F (10'6 H/Az) netic force(per unit volumeg, andj is the current density in
the coil element.
We solve the differential equatiqd) numerically by the
finite difference method with the boundary conditions

o (rin)=0; o (row=0,

wherer;, andr ,; are the inside and outside radii of the caoil,
respectively.
The axial stresses in the repulsed coils

o . 1 ) ! _ F
0 02 04 9O 0 o (a?=1)

FIG. 2. Graph ofu,F* versusé for v=4m. 1 — B=0.1;2 — g=05  are at a maximum at the opposite ends of the coils. The
3— B=25. equivalent stresses are
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FIG. 4. Graphs ofe* and F* versuse andv. 1 — ¢*=0.032;2 — FIG. 5. Graphs ofB* and F* versusa andv. 1 — B*=0.040;2 —
0*=0.11;3 — ¢*=0.21;4 — F*=0.28;5 — F*=0.80. B*=0.14;3 — B*=0.28;4 — F*=0.28;5 — F*=0.80.
o= \/oi+ a§+ 0,07 choose the correct dimensions for a system of two identical,

annular, coaxial coils of rectangular cross section with op-
posing currents, which are capable of generating a specified

c0|IsF.. 4 sh * forp — t and isoli repulsive force with limitations on the strength and magnetic
igure 4 showsr}, («) curves forv=const and isolines induction on the conductor.

el . ; :
for * =const). The operating point corresponds to the point The optimum coil dimensions and current distribution in

gimte_ﬁectt;](;n (c)f th(;e ?gua:;‘grce ;'n;f?:] aaﬁg/eg dvaIE[Jee Ofterms of maximizing the force of interaction of the coils
*_W' (i 2UI’V it trh d m )t(l' tu ¢ tWth S rtgs differ significantly from their optimum counterparts accord-

7 _[U]l (“Ojf ri”) Olii : 3 €y do not Intersect, 1o the opl- .4 to the condition of maximizing the field on the axis of a
mum vajue oleo In Hg. . magnetic system. Possible approaches to further optimization
of the electromagnetic system entail radial sectioning of the
coil and redistribution of the current density toward the outer
sections, for which the inductance and stored energy are

A distinctive feature of superconducting coils is the higher.
added limitation on the strength of the magnetic field in the
coil cross secﬂ_on ata glver_1 current _de_n5|ty_ This “mltathn D. G. Akopyan, E. N. Bondarchuk, R. V. Chvartatsityal, IEEE Trans.
must be taken into account in determining the most effective yagn. maG-28, 613(1992.
dimensions of the system. 2V. V. Filatov, NIIEFA/TsNIlatominform Preprint No. 092fin Russian,

Figure 5 shows B,(a) curves and isolines for Scientific-Research Institute of Electrophysical Apparatus and Central

* T . . Scientific-Research Institute of Atomic Information, Mosci®94).
F _ConSt', If the magnetic field "‘:f‘t the operating point cho- 3V. R. Karasik,Physics and Engineering of High Magnetic Fie[ils Rus-
sen from Fig. 4 exceeds the maximum allowed figtd for siar], Nauka, Moscow(1964).
a given superconductor at a given current denpityconst, “D. B. Montgomery,Solenoid Magnet DesigrWiley, New York (1969
the operating point must be chosen in Fig. 5 at the intersec;[Russ. Transl., Mir, Moscow1971]. _ _ _
tion of theF* andB* =[B]/(jojr ;) isolines. Note that the D. H. Parkinson and B. E. MulhallThe Generation of High Magnetic
- 'U“OJ' in - ) Fields, Plenum Press, New York; Heywood Books, Lond@867 [Russ.

dependence of the maximum fieBlon j is weaker than the  transl., Atomizdat, Mosow1972].
same dependence of so that forB>[B] itis a good ideato  °V. V. Filatov, in Proceedings of the International Conference on Open

lower the current density by increasing the volume of the Plasma Confinement Systems for Fusid¥orld Scientific, Singapore
(1994, pp. 561-577.

winding V 'n_ such a way that the operating points in Figs. 4 "H. B. Dwight, Electrical Coils and Conductord.ondon(1945.

and 5 coincide. 8A. A. Kuznetsov, Zh. Tekh. Fiz30, 592(1960 [Sov. Phys. Tech. Phys,

555 (1960)].
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CONCLUSIONS 10B. L. Alievskif and V. L. Orlov, Calculating the Magnetic Field Param-
The STRENG numerical code has been developed for eters of Axisymmetrical Coilsin Russiar}, Energoatomizdat, Moscow

. . . 983.
the calculation of electromagnetic forces and mechanical 3

stresses in coils. The calculated dependences can be usedrtenslated by James S. Wood

and their maximum is sought over the entire width of the

LEVEL OF THE MAGNETIC FIELD AT THE
SUPERCONDUCTOR
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Researchers working in the field of solid state physicswith structurea or b) and the matrix; the total energy of the
have lately shown considerable interest in media containingnclusionE,, is then
microcrystalline inclusions. The characteristics of such ma-
terials are determined by the composition, shape, and size g .=~ 3¢ +47r20,, i=a, b, (1
distribution of the inclusions. One method for the preparation 4
of such media containing microcrystals is to create a supefynerer is the radius of the inclusion.
saturated solid solution, for example, a semiconductor in @ | ot the structure of the microcrystal change frarto b
glass matrix, with subsequent phase melting to formynen it attains the radius,; then forr <r the total energy
microcrystallites: The growth of such inclusions in isotropic of an inclusion with structura is lower than the total energy
matrices is discussed in Ref. 2, where an analytical expresss the same inclusion with structure (E,<E,), and for
sion is derived for the size distribution function of isotropic r>r, the opposite relation hold€,>E,, i.e., the quantity

grains in the coalescence stage. In e_xpe.rlm.ental \?(/hd«g\{- ro corresponds to the conditidh,= E,,. Consequently,

ever, it has been observed that the distribution formed in this

stage differs substantially in certain cases from what was _,0p 0a

expected In other experimenfe a phase transition has been 0~ 3 Ea—Ep @
detected in the microcrystals during their growth. The objec- . . -
tive of the present study is to investigate the nature of thél’he necessary condition for the existence of phase transition
possible influence of such phase transitions on the formatiol?

of the microcrystal size distributions in the coalescence (g,—¢,)(0,—05) >0, 3

stage. S _
The occurrence of phase transition in a microcrystal durWhich implies that the favorable grain structure from the

ing its growth can be explained on the basis of qualitativeStandpoint of internal energy will be unfavorable from the
considerations. The total energy of a microcrystal in a glasStandpoint of surface energy, and vice versa.

matrix is the sum of its internal energy and the energy of the e investigate the coalescence process against the back-
boundary. For small grain sizes the total energy dependground of phase transition by numerical simulation. In con-
mainly on the boundary energy, and a more favorahée- structing the model, we assume that the grains are spherical,
ing the lowest energyconfiguration of the microcrystal- the individual microcrystals are noninteracting by virtue of

matrix system from the energy standpoint is one having thdh€ir sSmallness and large distances between tftéis as-

least dissimilarity between the spatial structures of the miSUmption holds true as a rule; in the example of glasses

crocrystal and the glass matrix. It follows from experimentaldoPed with 1l-VI semiconductor microcrystals the concen-
results? for example, that a cubic grain structure is “closer” ration of the semiconductor phase does not exceed 1-2%;
to that of an isotropic matrix. For large microcrystals the S€€ Ref.h;a and thﬁ externfal conditions areh|nva}r|ant. .
total energy depends mainly on the internal energy of the FOF the growth rate of grains outside the size range for
inclusion, and a configuration in which the grains have athelr structural transformation we use the standard relation

bulk crystal structure is more favorable. For example, the 5 D( a)

4

hexagonal modification of a number of 1I-VI microcrystals - =

ot r r

takes preference over the equally admissible cubic
modification® Consequently, structural transformation of the wherer is the grain radiusD is the diffusion coefficient of
crystal lattice is possible when the microcrystal increases ithe impurity in the glassA is the excess of the concentration
size. The more rigid the glass matrix, i.e., the higher theof the solid solution above the saturation level, ands a
energy density of the microcrystal-matrix boundary, thecoefficient proportional to the surface energy density of the
larger will be the dimensions of the microcrystal for a changemicrocrystal-matrix boundary.
to be observed in its structure, essentially in the form of a  In our model, howeverg is not a constant, as it was in
second-order transition. Such a phase transition has in fa®ef. 2, but is a function of the radius of the microcrystal. As
been observed in the rigid silicate glas8es. a result of phase transition with structural transformation, the
The instant of phase transition can be estimated from theurface energy increasésansitiona—b, o,> o), causing
following considerations. Let, ,, be the volume energy den- the coefficientr to increase for microcrystals with structure
sity of an inclusion having structutgor b, and leto,, be b and, accordingly, the growth rai#/Jt to decreasgsee
the energy density of the boundary between the inclusiorEq. (4)].
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FIG. 1. Distribution function and growth rate of microcrystals during various stages of coalescence.
Within the framework of the proposed model we formu- 1. As the average radius of the microcrystéts in-

late and solve numerically a system of integrodifferentialcreases, the probability density function goes through the
equations describing the evolution of the ensemble of microfollowing characteristic stagem Fig. 1 the probability den-
crystals during the coalescence stage in the presence of tséy functions and the growth rates of the microcrystals
phase transitiom— b. Microinhomogeneities of the medium, Jdr/dt are plotted as functions of the radiuat various stages
which create a difference in the valuesrgffor microcrys-  of growth): 1) (r)<2ry/3, all the microcrystals have struc-
tals distributed throughout the matrix, are taken into accounture a, and the density function coincides with the Lifshits—
by the introduction of a so-called width of the transition zoneSlezov density functich 2) (ry=~2(rqo+ 8ry)/3, the largest
ory about the phase-transition radiug, wherein the en- microcrystals undergo phase transition and have strutture
semble average of the coefficieat changes froma, for  since the growth rate of typke microcrystals is lower than

structurea to «ay, for structureb (6rq/rg<<1). that of typea microcrystals, the density function acquires a
The main results of the numerical calculations are sumpeak on its right slopéFig. 18; 3) (r)=~(ro— r), the peak
marized as follows. on the right slope of the density function continues to rise,
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becoming equal to the principal maximum of the density 1 ay+a, or

function for typea microcrystals and still continuing to rise )
(Fig. 1b; 4) (r)~r,, in this stage the average radius of the

microcrystals is almost constant, but there is an increase iwell describes the various coalescence scenarios. The density
the number of grains with structute i.e., of grains under- function evolves similarly for processes with equal values of
going phase transition, accompanied by the followingl': Essentially monodisperse distributions can emerge for
changes in the density function: The peak of the distributiol”<1 (Fig. 23, in the casd ~0.5 (Fig. 2b the results of the
continues to riséFig. 10, the distribution acquires a quasi- calculations are in fair agreement with experinie(ifig. 3),
monodisperse forniFig. 1d), and then a distribution of the and forI'>1 (Fig. 20 the pattern is consistent with classical
Lifshits—Slezov typ@ begins to evolve from type microc-  coalescence theofy.

rystals having radii several times the phase-transition radius 3. In comparing the experimental resdlgd the results

ro, where the microcrystals responsible for the peak of theof numerical simulation of the given experimental situation,
monodisperse distribution are now dissolved/@t<0), re- we have obtained the approximate valye-3 nm. Conse-
verting to structure, and then the typb microcrystals form  quently, this value gives an idea of the range of microcrystal
a distribution of the Lifshits—Slezov type(Fig. 1@; 5) sizes where one should expect the distribution function to
(ry>r,, almost all the microcrystals have structureand  exhibit the indicated prominent features, including quasimo-
their density function differs very little from the Lifshits— nodisperse distributions, in the given situation.

2 ap—ags I

Slezov form, while a minute fraction of tymemicrocrystals In summary, on the basis of numerical analysis we have
form a peak on the left slope of the probability density func-shown that phase transition in the stage of coalescence of
tion (Fig. 1f). microcrystals formed during the melting of a supersaturated

2. The definition of these separate stages depends on tiselid solution can significantly alter the form of the size dis-
radius of the transition intervalir . In the course of simula- tribution function of these microcrystals. If the surface en-
tion it has been observed empirically that the quantity ergy of the microcrystals changes appreciably as a result of
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the phase transition and if the medium is sufficiently homo-
geneous that the interval of microcrystal radii in which the
phase transition takes place can be regarded as small, the
microcrystals can acquire an almost-monodisperse size dis-
tribution.

The author is grateful to A. A. Lipovskifor his undi-
vided attention and a discussion of the results.
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Ultrashort(of duration 10°° s or les$ pulses of various boundary conditions: The carrier densities, the electron and
physical typegelectromagnetic pulses, acoustic pulses, eleclattice temperatures, and their gradients are equal to zero
tron bunches, ettare currently a topic of growing interekst. outside the semiconductor and in the semiconductor at an
In particular, one of the more interesting objects of investi-infinite distance from the irradiated surface. The following
gation is the generation of ultrashort acoustic pulses when eonditions are also satisfied on the irradiated surface:
semiconductor material is irradiated with ultrashort laser

pulsesz. On the other hand, the interaction of ultrashort laser dTe B _
pulses with a material has certain specific attributes associ- _)\eﬁ—(l— 7)(1-R)I(x=0y,z1),
ated with the need to treat the electronic and latfioaic)
subsystems separately in writing out the system of governing n  p(l-R)
equations’ —D—=——7"—"1(x=0y,z1),
. . . . ox Eq
In this note we consider the interaction of ultrashort laser

pulses with the surface of a semiconductor material and dé;nq the initial conditions are written in the usual form
termine the density of nonequilibrium carriers and the tem-
peratures of electrons and ions in it both during laser irradia- n(r,H)=0, Tur,t)=Ti(r,t)=0, t<O.
tion and after termination of the incident pulse.

We describe the interaction of an ultrashort laser pulse  The poundary conditions on the surface take into ac-
with the surface of a semiconductor by the system of equagount the radiation reflection coefficieR and account is

tions taken of the fact that only a fraction of the total absorbed
n n intensity (1-R)I is spent in generating electron-hole pairs,
o DAn— P while the remainder (% 7) is spent in heating the generated
rec electrons.
e n Invoking the double Fourier transform with respect to
Ceﬁ:)‘eATe_G(Te_Ti)+(1_3)Egr_v the coordinatey, z and the Fourier cosine transform with

rec . .
respect to the coordinate we simultaneously reduce every-

i B n thing to dimensionless form. Introducingt=At-t,
i~ NATIHG(Te—Ti)+ BB, Trec. X, ¥, z=AX(x,¥,2), Te;=AT-Te;, n=An-n, and
I=Al-I and taking into account the boundary conditions for

Heren is the density of nonequilibrium carrier$, and T; the Fourier transforms of the unknown functions in the now-
are the temperatures in the electronic and ionic SUbSyStemaimensionless variabldk= (k, k, ,k,)], we obtain
- X 1Ry Rz} 1

C. andC; are the electronic and ionic heat capacitiesand

C

\; are the electronic and ionic thermal conductivitiBsjs on*

the carrier diffusion coefficienG is the energy transfer con- = —Kk2Fd-n* —=Nn-n*

stant from electrons to the ionic lattidg, is the width of the at

semiconductor band gap,.. is the electron—hole recombi- 2

nation time, and3 is the fraction of energy released by re- + \[; In Fd-1*(ky,k; 1),

combination that transfers to the ionic lattice. The system of
governing equations is complemented by the following

1 1 1

1
70 ns

4 8 12 1% 20ns
FIG. 1. Nonequilibrium carrier density versus time under the influence of anFIG. 2. Electron temperatur@, b and lattice temperatur@) versus time
ultrashort laser pulse at a distance of @fn from the surfacer=4 ps, under the influence of an ultrashort laser pulse at a distance @frd.from
I =8X 10" W/M?. 1 — 7,0,=0.7 pS;2 — Trec=7 PS;3 — 7rec=20 ps. the surfacer=4 ps,| =8X 10" W/n?. a — 1,,=0.7 ps; b —7,.=7 ps.
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FIG. 3. Nonequilibrium carrier density versus time under the influence of an ]

ultrashort laser pulse at a distance of @& for the same values afandl. FIG. 4. Lattice Femperaturél—a) and electron temperatur(é—@) versus

1 — 7,0=0.7 PS;2 — Tree="7 PS;3 — 7ye= 20 PS. time under the influence of an ultrashort laser pulse at a distance of 0.5

pm for the same values afandl. 1, 4 — 7,=0.7 ps;2, 5 — 7= 7 PS;
3,6 — 7.=20 ps.

e
at

=—K?F{—Go(TE—Tf)+Ne-n*

2
+ \[;Fglel*(ky,kz,t), )

JT* Te(x, 1) =1 fo cog K X)[Axfa(sit) +Asfa(sot)
— = KR T +Li(TE = T) —Ni-n*.

n(x,t)=1 fowcoikxx)Alfl(Qt)dkx,

+A,f1(Qt)]dk,,
Here we have introduced the dimensionless parameters
VAL MAt At T =1 | "otk Astasi0) + Acfs(s20)
Fo=c 1@ Fo=gie2 Fd=Diz, 0
CAX CiAx AXx
+A;f,(Qt)]dk,.
At G G
Nn= . Go= CAt’ Lo= CAt’ Heres,, s,, A;—A,, andf,—f, are the expressions and
functions determined by the dimensionless parameters and
(1-B)EzAnAt . BEgANnAt the parameter of integratiok,, and Q=k2Fd+Nn. The
Ne= TeCAT - TeCiAL results of calculations according to the proposed model are
shown in Figs. 1-4 for an “averaged” semiconductor with
~ n(1-R)AIAX (1= 7)(1-R)AIAX its thermophysical parameters evaluated as the averages of
-~ DAng; T ¢ NAT ' the corresponding quantities. Figure 1 illustrates the influ-

ence of the recombination timee. on the carrier density
dynamics at a distance of Oglm from the surface: Both the
peak value and the lifetime of the elevated carrier density

2 w0 increase asr.. increases. It follows from Fig. 2, which
n*(k,t)= ;In-an I*(m)
0

For the Fourier transform of the carrier density the solu-
tion has the form

shows the electron temperatuee b and the lattice tempera-
ture (c) for the same irradiation conditions, that the influence
x exp((k?Fd—Nn)(m—t))dm, of 7.c0n the lattice temperature is insignificant, whereas the
electron temperature is more sensitivertg..
and the electron temperature is calculated from the equation  Figures 3 and 4 show the carrier densities and tempera-
1 4T, K2F' +Llo Ni tures at a distance of 0/m from the irradiated surface. It is
i o . . . . f
TEkt)=——+——FTF——n*. evident from the graphs that with increasing distance from
Lo 4t Lo Lo the surface the position of the density and electron-
The Fourier transform of the lattice temperature is deterf@mperature maxima shifts by an amount that increases as the

mined from the solution of the equation carrier recombination time increasdsp to 7.5 ps for
Trec= 20 9.
ali AL \FEI* Kk, .k
—+A——+BT' = +\/—
at? ot ' : Aol Ky ke D),

where the factorg\, B, C,and E represent combinations of 1s. A Akhmanov, V. A. Vysloukh, and A. S. ChirkiQptics of Femto-
_ . . . second Laser Pulsedlauka, Moscow(1988.

the abov? defined dlmensmnless parameters. 23, M. Avanesyan and V. EGusev, KvantovayalBktron.13, 1241(1986

The final expression for the unknown temperatures and [soy. J. Quantum Electron6, 812 (1986].

density is cumbersome. As an example we give the equations. I. Anisimov, Ya. A. Imas, G. S. Romanov, and Yu. V. KodyEdfects

for the one-dimensional case, where the coordirasen the of High-Intensity Radiation on Metalgin Russiand, Nauka, Moscow
o ; . 1970.

direction normal to the surface irradiated by a rectangular (1970

ultrashort laser pulse of duratianand intensityi: Translated by James S. Wood
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Magnetic powder patterns and the magnetooptic Kerr efby the Bragg angle for the reflectighl1) at a wavelength of
fect have been used to observe internal domain structure du@-15 nm. The exposure time was 10 h.
ing the magnetization of a ferromagnet in the example of The experimental samples were cylindrical Fe{3%
iron whiskers and silicon iron single-crystal plated.In  wt.) single crystals wit§001] axis and a diameter of 13 mm,
both cases the principal domains are layers running througwhich were grown at the Physics Institute of the Czechoslo-
the entire crystal; the domains of closure are wedge-shapedak Academy of Sciences in Prague by the floating-zone
and the directions of magnetization of the domains are easilgnethod. The cylinders were placed in a permanent magnet
determined from the pattern itself. Consequently, the transtFig. 1) in such a way that the beam penetrated it perpen-
formation of the volume domain structure during magnetizadicular to its axis. Experiments were performed on sample 1
tion can be assessed from the variation of the pattern. Whewith a length of 22 mm in a field of 1.5 kG and on sample 2
the field is applied along the principal domains, those whichvith a length of 9 mm in fields of 3.5-8 kG as the width of
are initially magnetized along the field grow at the expenséhe gap in the magnet was varied.
of oppositely magnetized domains and domains of closure. In the initial state the inner part of the cylinder is con-
In the vicinity of sharp anglege.g., at the tips of whiskers structed of layers perpendicular to its axis and consisting of
transversely magnetized domains of closure are preserved f#pmains whose magnetization vect¢t0] and [010] are

fields up to 6 kG, despite the usual assumption that the magiituated in these laye(&ig. 2a; the outer part of the cylin-
netization processes have terminated much earlier. der is constructed of domains magnetized along the cylinder

. 6 . . .
It is impossible to investigate processes of magnetizatio®is (Fig. 2b.> Accordingly, in the given geometry of the
of a thick ferromagnet by optical methods, which exhibit experiment the boundaries between the layers and the bound-

domains only on the surface. It has been shighthat neu- ary between the interior and surface zones with different di-
tron radiography with refraction-produced contrast can biectlons of magnetization appear on the radiog(&fy. 33.

used to observe individual domain boundaries in the interio n a field of 1.5 kG(Fig. 3 both the diameter of the layered

of a thick ferromagnet and also in a region of nonuniform €9ioN and the thickness of the layers themselves decrease. In
L . . . .this case, therefore, the volume of the part of the crystal

magnetic field. This consideration makes the problem of di- . : . .

. o ; . magnetized perpendicular to the field does in fact decrease.

rectly observing the magnetization process in a thick ferro; I ; : . .

In all likelihood there is a simultaneous increase in the vol-

magnet fully approachable. In previous papers, neutrong e of the domains magnetized parallel to the field; this

refract|on.techn|ques. haye beep “S.ed to exh|b|t .the pattern (g{;ssibility is indicated by an increase in the thickness of the
the domain boundaries in the interior of cylindrical crystals

o . a4l L g unlayered part of the cylinder near the surface. In a field of
of silicon iron.™* The objective of the present study is to 3.5 kG we observe appreciable distortion of the layered

observe magnetization processes in such crystals by meaps cture inside the crystéfFigs. 4a and 4p and in a field of
of neutron radiography with refraction contrast. 5.5 kG the initial layered domain structure of the crystal is
-In neutron radmgraphy with refraction-produced ContraStcompletely destroye(Fig. 49. Neutron refraction is not ob-
an image of the object is formed by neutrons transmittedieryed in the middle part of the cylinder, suggesting that the
through the object without refraction, so that the domainyomain boundaries have vanished, i.e., this part of the cylin-
boundaries, at which neutrons are refractetow up dark  der is completely magnetized. On the other hand, increased
on the radiogram3.The unrefracted beam is separated fromgarkening appears on the images of the crystals near the ends
the refracted beams by means of a double-crystal spectrongf the cylinder, and these parts of the crystal become less
eter with high angular resolutidhThe sample is placed be- “transparent.” In other words, the number of boundaries en-
tween the monochromator crystal and the analyzer crystabountered along the path of the neutrons increases as a result
and the cassette containing the conveftgadolinium foil  of domain refinement. At the same time, images of the indi-
and the x-ray film is positioned behind the analyd€ig. 1).  vidual domain boundaries do not appear here, because the
The spatial resolution in this arrangement depends on thgimensions of the domains fall below the spatial resolution.
beam spreading and the sample-film spacing; if the latter isinally, in a field of 8 kG neutron refraction disappears
equal to 6 cm, the resolution is 0.3 mm in the experimentshroughout the entire volume of the cylind@tig. 4d), indi-
described below. The dimensions of the beam werg 2D  cating the absence of domain boundaries in its interior, i.e.,
mm, which were dictated by the dimensions of the germaproximity to the state of total magnetization of the crystal.
nium crystals used for the monochromator and analyzer and The nature of the transformation of the domain structure
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FIG. 1. Experimental arrangemert, 2 — Monochromator and analyzer FIG. 3. Radiograms of an Fe—Si crystaample 1. a — Without a field;
crystals;3 — film cassette4 — sample;5 — permanent magnet. b — in a field of 1.5 kG.

in a field indicates the prevalence of displacement processegpplied field, consistent with the data of Ref. 2. Here the

where the volume of domains magnetized along the fielgniddie part of the crystal is magnetized very close to satu-

increases, and the volume of transversely magnetized d@ation, and the density of the domain boundaries near the

mains decreases. The nonuniformity of the magnetization iands increases, i.e., the boundaries are displaced out of the

a field of 5.5 kG indicates a time lag of the magnetizationmjiddle part of the crystal. The general pattern of transforma-

near the ends of the crystal, which are perpendicular to thgon of the volume domain structure of a thick crystal is
similar to that observed previously in crystals with a through
domain structure.

a The observation of nonuniformity of the magnetization
of thick samples could be the primary way to investigate
magnetization processes in objects made from polycrystal-
line materials; this capability is important for discerning the
details of processes governing the nature of losses in ele-
ments of machinery and equipment. In the observation of
spatial nonuniformity of the magnetization it is not so impor-
tant to have high spatial resolution as in the observation of
individual boundaries. Consequently, bulkier objects can be
used, and processes taking place in real devices, for example,
in large casings, can be investigated. The specific character-
istics of neutron penetration responsible for neutrons having
- a magnetic moment, combined with high penetrating power,
(+10] are fully exploited in this case.

The authors are grateful to V. A. Somenkov for helpful
discussions and to Yu. A. Bulanovskand A. |. Rogachev
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FIG. 2. Diagram of the domain structure of a cylindrical Fe—Si crystal. a —FIG. 4. Radiograms of an Fe—Si crystahmple 2. a — Without a field;
Magnetic flux closure in layer$ — between layers. b — in a field of 3.5 kG ¢ — in afield of 8 kG.
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Here we consider a simple model of sound generation iplified contact model shown in Fig. 2. The simplicity here is
dry friction, taking into account “bouncing” of the load, i.e., excessive: Such a model totally fails to describe the genera-
vibrations of the load perpendicular to the sliding plane. Wetion of sound at subsonic sliding velocities.
establish the fact that the bouncing effect is responsible for However, the situation undergoes a qualitative change
the radiation of sound waves with a complex, irregular ve-when “bouncing” of the load, i.e., its vibrations perpendicu-
locity dependence at subsonic sliding velocities. lar to the slide plane, are taken into account. The assumption

1. The only simple, general, and reliable result estab-s (see Ref. 3 and the literature cited thetigat bouncing is
lished in a millennium of research on dry friction is the always accompanied dry friction.

Amontons-Coulomb law, which states that the force of 3. Let us visualize one of the friction bodies as a homo-
friction is proportional to the static normal loadt is natu-  geneous, perfectly elastic half-spaze 0, over whose sur-
ral, therefore, to be interested in the theoretical description oface a perfectly rigid load moves in the direction of thaxis

the dry friction process itself and its attendant phenomena owith a constant sliding velocity (Fig. 2. The process does
the basis of simple models. Of special note is a paper byot depend on the coordinagye The load, which has a peri-
Adirovich and Blokhintse?, who have made a valiant at- odic corrugatedrough surface with period R, acts on the
tempt to form an elementary description of dry friction body as before through surface forces.

within the framework of the linear theory of ideal elasticity. The essence of the problem can be grasped if the pro-
The friction mechanism discussed in Ref. 2 was the radiatiomesses at>0 are described by the scalar equation

of sound from the contact zone. 5 5

2. We first retrace the train of thought in Ref. 2. We M<O7_l;+ a_sz
consider two semiinfinite, perfectly elastic bodies with peri- oxe - 9z
odic surfa_lces_, one of Which moves rela_ltivg to th_e other Wiﬂ\/vhere,u is the elastic modulus of the medium, apds its
a subsonic sliding velocity without coming into direct con- density.
tact with it (Fig. 1). Interaction takes place through static 4. We first consider motion of the load without bounc-

(e.g_., molecular forces a_cting b_etween the surfaces_ o_f theing. Its action is modeled by the boundary condition
bodies. All that matters is the linear character of this inter-

action. au
The first nontrivial step in Ref. 2 was to replace the Moz
effect of the moving body by a stationary equivalent load,
periodic in the coordinate and time, which is no longer Where the periodic functiofi(x—wvt) with period 4 is de-
applied to the rough body, but to the surface of the halftermined by the structure of the roughness and the form of

&zu_o 3
p(9t2_ ’ ()

=f(x—vt), (4)
z=0

spacez>0. the surface forces.
The second step was to calculate the powénf the We interpret the load as one of the harmonics of the
waves radiated into the half-spage-0, and the third step functionf:
was to set up the equality f(x—vt)= A exiZn(x—01)], ®)
W=F.v, (1)

Anp=const; E,=(mw)/L; m=0,1,....
whereF is called the dry friction force.

The authors found that at low sliding velocities sound is
radiated mainly by oscillatory modes of the load correspond- A .
ing to normal and tangential vibrations of the surface0, U= expi[Em(x—vt)+{mz], (6)
and the radiated power is essentially independent .ot
least one consequence of this condition is the surprising rewhere
sult 5

1 {m=1Em\/1- =, @

F~—-, v—0. (2
v

The solution of problent3)—(5) has the form

andc= {ul/p is the sound velocity in the model.
The first of these steps cannot be implemented without tak- In the most interesting case for the great majority of
ing considerable liberties, which can be avoided in the simapplicatiors — a subsonic sliding velocity
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FIG. 1. Initial contact model in Adirovich and Blokhintsev’s paper.

Z

v<c, (8)

{m is purely imaginary. The wave process has a surface char-
acter and is not accompanied by sound radiation in the body.

This is clearly also true of problertd), (5) with any load
periodic inx—ut.

5. We now consider the problem of a moving and simul-

taneously harmonically bouncing load of the form

au

po,|  =exp—iQnfx-ob), (9)

=0

wheref(x—uvt), as before, is a periodic function of its argu-

ment, and(} is the angular frequency of bouncing.
We do not assume any connection betwé&krand the
roughness period.

At first we confine the problem to one harmonic of the

functionf. The solution of problent3), (4), and(9) has the
form

Am [ —
u= iMzmexp|[Mm(x—vt)+Zmz—Qt], (10
where
i
Zy= NPEL— (A FVE ). (11)

Sound is radiated into the depth of the body by mfitd
bouncing mode of the load &, is real, i.e., ifv >v,, where
U, IS the corresponding critical velocity

Q QL 12
Um=C E—m—C g (12

-—

7/ 2L L
| 7

Y
2

A

FIG. 2. Contact model used in the present paper.

582 Tech. Phys. 42 (5), May 1997

w a
C v
b
w
i i 1 1 v
v4 vz UJ c

FIG. 3. Total specific power of radiated sourd— Without bouncing; b —
with bouncing.

which is lower than the sound velocity. For=0 the given
mode radiates sound for indefinitely small values of

6. It can be shown that the power density of the radiated
sound, averaged over the roughness period and time, is ex-
pressed as follows for a load of the for(® in the subsonic
case(7):

w= X

o=m=

Enw+Q
oL pZy
m(C—v)
whereA,, denotes the Fourier coefficients of the functfon

Figure 3 illustrates the irregular dependencé\bbn the
sliding velocity.

The power extracted by the mode=0, which corre-
sponds to bouncing without sliding, does not depend on
Waves corresponding to modes+# O remove energy from
the contact zone fow>v,,; the contribution from each
mode to the radiated power diminishesasncreases and
tends to the asymptotesu)|Any|>.

The introduction of absorption(e.g., by treating
complex-valuedgw) makes the peaks at=v, (Fig. 3) finite.

7. Consequently, the incorporation of bouncing in the
model helps to explain several features observed in sound
radiation associated with dry friction, specifically a complex
and irregular dependence of the radiated power on the sliding
velocity.

The analysis of more complex, linear models of an elas-
tic body* alters several details, but leaves intact the above-
stated conclusions as to the role of bouncing.

|Aml?, (13
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8. In the case of the elastic analog of the model in Fig. 2,  The authors are grateful ta E. Aéro, to whom we owe
without regard for bouncing of the load, sound is not generthe idea of treating the bouncing phenomenon, and also to S.
ated at subsonic sliding velocities, awd=0. If bouncing is V. Krysov for a discussion of dry friction problems.
taken into account, on the other hand, the analog of the ze- This work has received partial support from Russian
roth mode of the load9) is radiated exclusively at low ve- Fund for Fundamental Research, Grant No. 95-02-05630.
locities v, where W does not depend on (and does not
vanish atv=0). Consequently, the quantity introduced 1A, S. Akhmanov,Molecular Physics of Boundary Frictiofin Russia,

. . Fizmatgiz, Moscow(1963.
formally by .Eq. (2) cannot in any way be interpreted as a 2E. Adirovich and D. Blokhintzev, J. Phys. USSR29 (1943,
tangential friction force.

i ) . ) 3M. E. Levinshtgn and S. L. Rumyantsev, Pis'ma Zh. Tekh. Fi&(5), 42
Therefore, notwithstanding the interesting approach of (1992 [Sov. Tech. Phys. Lettl8, 144 (1992)].

Ref. 2 to the description of sound radiation, it does not 4W. Nowacki, Teoria Pelzania(Theory of Elasticity, Arkady, Warsaw
provide a description of a conservative mechanism of dry (1963 [Russ. transl., Mir, Moscow1975]

friction. Translated by James S. Wood
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The production and diagnostics of atomic hydrogen ardrometer3, and a system for the transport of atomic hydrogen
investigated in the present study as part of the preparation fanto the mass spectrometer. The materials of the discharge
a series of experiments on the influence of variations in theube and the transport system must have low recombination
electron environment on the lifetime of thgactive tritium  coefficients for atomic hydrogen on their surfaces. The ma-
nucleus' In the first experiment of the series it is proposed toterials with the lowest recombination coefficients are Teflon
investigate the chemical shift of the half-life for an atomic- (~107%) and molybdenum glass~<10"2).” The discharge
molecular tritium pair. Since the energy of dissociation ofcell comprises a molybdenum glass tube of length 50 cm
molecular tritium is close to that of molecular protium, and with an inside diameter of 10 mm and a wall thickness of 1
since atomic tritium, because of its higher mass and lowemm. A Teflon tube of length 25 cm and inside diameter 3
mobility, recombines more slowly than atomic protium, the mm is used to transport hydrogen atoms from the discharge
procedure used to obtain atomic tritium can be worked out ifube into the mass spectrometer. The hydrogen atoms are
experiments with protiuntcalled hydrogen from now gn sent from the discharge volume into the Teflon tube through

Atomic hydrogen iS produced by thermal diSSOCiation ina Capi“ary oriﬁce d:Ol mm,| =2 mm) in a Teﬂon Stop_

a tungsten furnaceby low-frequency and radio-frequency per, which is hermetically sealed into the discharge tube. An
gas dischargeSor by means of a plasma aftn the present  injtial H, pressure of 0.5 Torr ensures a molecular flow re-
study we have used the rf gas discharge method to obtaigime of hydrogen through the capillary orifice; the hydrogen
atomic hydrogen. The high efficiency of this method helps to, through the ion source of the mass spectrometer in this
minimize the heating of the discharge cell and can be implez,q6 is~ 5% 105 atoms/s. lonization is induced in the ion

mented without the intrusion of electrodes in the dischargesource by electron impact, and the currents in the beams of
volume, thereby ensuring high purity of the atomic m'drog’ler‘atomic and molecular hydrogen ions are measured by means

product. of a multiplier tube and Faraday cylindes

_The problems associated with the_stat_)lhzatlon fand de- The light emitted from the discharge tube is transmitted
tection of atomic hydrogen stem from its high chemical ac- : : - . L
along an optical fiber to a silicon photodiode, which is sen-

tivity, by virtue of which atoms rapidly recombine at the sitive to lines of the Balmer series of the atomic hydrogen

walls of the discharge volume and in mutual collisions. For : . .
i . . : . ., spectrum. The leading edge of the photodiode signal, corre-
this reason, most diagnostic techniques applied to atomic hy- ) Y : .
Pondlng to the initiation of discharge, determines the zero

drogen are based on measurements of secondary effects 3 . ) :
tributable to the presence of atomic hydrogen. For examplec,)omt o.f the time scale for analyzing the dynamms of the
a chemical target of molybdenum oxide has been used as tﬁ@n;mssmn of hydrogen atoms from the discharge tUb? to
atomic hydrogen detector in some studi@aVhen hydrogen the |on_ source of the mass _spectromet_er_. The photodlode
atoms are incident on such a target, the oxide undergoe%gr?al is also used to determine the statistical We'lght of the
reduction, and the target changes color. However, the smafXcitéd component of the hydrogen atoms for a high degree
range of measurement of the flux density {¥ta0'5 atoms/s ~ Of dissociation of B molecules. _ .
-cn?) and low accuracy+£ 30% erroy limit the possibilities Figure 2 shows the dependence of the ion currentiti
of this method. Bass and Broflaave measured the optical theé mass spectrometer on the power absorbed in the dis-
spectra of hydrogen atoms in the condensed and gaseo@garge tube. Discharge is triggered at a powd&s W. The
phases, but did not establish any relationship between thelrve enters a plateau at power levels of 40-60 W, corre-
concentration of hydrogen atoms and the line intensities ofponding to the almost total dissociation of the molecular
the optical spectra. One approach that looks promising is thBydrogen. Since atomic hydrogen recombines mainly at the
determination of hydrogen atoms by electron spin resonanc#alls of the discharge tube at pressures of 0.1-0.5 Torr, a
(ESR. This method utilizes the presence of an unpairedhigh degree of dissociation at lower absorbed power levels in
electron due to the paramagnetism of the hydrogen atom, e discharge can be achieved by decreasing the recombina-
property that can be exploited for detection by ESR. Onlytion coefficient of atoms at the walls. The probability of re-
papers in which ESR has been used to measure atomic hgombination of hydrogen atoms at the walls can be lowered
drogen in the condensed phase are known in the literdtureby means of special coatings such as metaphosphoric acid,
Here we report mass spectrometer measurements @btassium tetraborate, or dimethylchlorosildridowever, in
atomic hydrogen produced in an rf gas discharge. The exview of the requirement for high purity of the hydrogen used
perimental apparatu$ig. 1) consists of an rf oscillatot (1  in the experiment to measure the chemical shifts of the
MHz, 300 W), a discharge tub@, an Ml 1201 mass spec- B-decay constant, we did not subject the walls of the dis-
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1L i FIG. 2. lon current H in the mass spectrometer versus power absorbed in

the discharge tube — P=0.1 Torr;2 — 0.5 Torr;3 — 1.0 Torr.
*

tive identification of the state of the electron environment of
FIG. 1. Experimental apparatub— Radio-frequency oscillato — dis- the tritium nucleus, it is necessary to determine the statistical
charge tube3 — MI 1201 mass spectrometet;— Teflon atom-transport ~ weights of the excited and ionized components of the hydro-
tube;5 — annular electroded — Teflon stopper with a capillary orificd’  gen atoms in the discharge. Using the values of the absorbed
— ion source8 — multiplier tube and Faraday cylinded;— optical fiber; - . .
10 — photodiode. power, the excitation energy, and the concentration and life-

time of atomic hydrogen, we can estimate the stationary frac-

tion of excited states for 60—95% dissociation-as0 °. We
charge tube to any kind of chemical treatment. have also estimated the fraction of excited states from the

The power absorbed in the discharge was determined bgmplitude of the photodiode signal, which is proportional to
direct calorimetric measurements. For this purpose the dighe line intensities of the Balmer series in the discharge
charge tube was placed in a thermostat with vacuum therm&mission and in this case has a vatud x 10" °. The frac-
insulation and a mirrored inner surface. The emission ofion of ionized states, estimated from the average current
atomic hydrogen in the near vacuum ultraviolet region of theflowing through the discharge and the carrier mobilities is
spectrum was absorbed by the walls of the discharge tube; 10~°. Consequently, the stationary statistical weights of
and its emission in the visible and infrared regions was reexcited and ionized states relative to the weight of the
flected by the walls of the thermostat. The temperature varigground state of hydrogen atoms in a gas discharge for the
tion in the thermostat was recorded by a special thermomindicated degrees of dissociation are negligible and cannot
eter, whose scale was calibrated in power units by means dffluence the accuracy of measurement of the chemical shift
a standard heater placed in the thermostat. of the half-life of tritium as a result of the difference in the

We can use the curves of the degree of dissociation vesstructure of the phase space accessible @-electron; ac-
sus the discharge power to estimate the energy utilizatiogording to preliminary theoretical estimates, this shift attains
efficiency, which is defined as the number of dissociatior0.1-0.5% level for the unexcited atomic and molecular sys-
events per unit absorbed energy. In our case it is equal ttems.
1.8x 10~ 2 dissociation events/1 eV, which is consistent with ~ This work has received financial support from the Rus-
a previous calculatictof the energy utilization efficiency for sian Fund for Fundamental Resear@roject No. 95-03-

a molybdenum glass discharge tubes 202, but is lower ~ 09329.

than th82 experimental Ya-‘lue- Obtai-n?d n the same paperiYu A. Akulov, B. A. Matyrin, and P. M. Shikhaliev, Pis'ma Zh. Tekh
5.8>< 10 - The energy utilization eff|C|ency.was observed to Fiz. 15(18)’ 72'(1993' [Teg’h. |5hys. Lettlg 559(1993;]_ : :
increase in Ref. 3 after the walls of the discharge tube had; Grosser and H. Haberland, Chem. Phys. [t842 (1930.

been chemically treated to lower the recombination coeffi-3A. M. Bass and H. P. Broid&sormation and Stabilization of Free Radi-
cient of the hydrogen atoms. 4cals[Russian translatignIL, Moscow (1962. _

In our discharge tube geometry, stable triggering of dis- ﬁgiéway' S. Yang, and W. C. Stwalley, Rev. Sci. Instrua, No. 1049
charge was achieved for an electrode separation of 5 cm tey. g_ | eonas, Usp. Fiz. NauB2, 287 (1964 [Sov. Phys. Usp7, 121
50 cm; the absorbed power in this case was proportional to (1964)].
the indicated distance. jA. M. Bass and H. P. Broida, Phys. Red01, 1740(1956.

Since experiments involving a measurement of the - €0 and D. Kiepner, Rev. Sci. InstrurS3, 248 (1962.
chemical shifts of the decay half-life require absolutely posi-Translated by James S. Wood
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