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A method based on variational principles is proposed for constructing few-mode models of
distributed nonlinear systems to a higher accuracy of approximation than the Galerkin method for
a prespecified basis of trial functions. This method may be useful for studying the initial
stages of the laminar-to-turbulent transition, when the increase in the number of trial functions
sharply increases the stiffness of the reduced system, so that it is advisable to use optimal
few-mode models. The proposed method is used to construct and analyze a modification of the
Lorenz model for a Saltzman system. ©1997 American Institute of Physics.
@S1063-7842~97!00105-0#

INTRODUCTION be substantially different from the Lorenz model obtained
9
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The Ruelle–Takens theorem,1 which states that the tran
sition to chaos in dynamical systems can occur throug
finite number of bifurcations, raises interest in finit
dimensional models for describing the laminar-to-turbul
transition in systems with distributed parameters. Such m
els are ordinarily constructed by the Galerkin procedu2

which gives a system consisting of a finite number of or
nary differential equations for the amplitudes of the pert
bations. The choice of a basis of trial functions in the pro
dure is based ona priori information about the behavior o
the system and the character of its instabilities, and the m
mum number of these functions that can provide sufficien
complex behavior is 3. It is clear, however, that the use o
small number of modes in the Galerkin method leads t
significant inaccuracy of approximation. Of course, the n
essary accuracy can always be achieved by keeping a
number of modes of the perturbations. However, enlarg
the basis of trial functions without changing the number
order parameters in the dynamics of a system near the thr
old of its instability ~see, e.g., Ref. 3! will significantly in-
crease the stiffness of the system and require a substa
decrease in the size of the numerical integration step.4

In this situation it seems advisable to proceed with
analysis of the initial stages of the laminar-to-turbulent tra
sition by constructing an optimal model in the framework
a prespecified basis of a small number of trial functions. T
paper gives a further development of the method propo
by the author in Ref. 5 for constructing such a model fro
considerations of minimizing the integral of the square of
residual in the neighborhood of the moving point of the d
namical system, which permits a significant improvemen
accuracy as compared to the Galerkin approximation.

The use of the method is demonstrated on the Saltz
system, which arises in a number of problems in the desc
tion of the initial stages of the laminar-to-turbulent transiti
~the onset of Be´nard cells6 or stratification of a current-
carrying liquid-metal conductor7,8!. For this system we shal
construct the simplest three-mode model, which turns ou
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the Galerkin procedure.

BRIEF EXPOSITION OF THE METHOD

We consider a partial differential equation of the form

]u

]t
5FS ]

]x1
, . . . ,

]

]xm
,r ,uD , ~1!

wherer5$x1 , . . . ,xm% is the spatial coordinate, the functio
u on its domain of definitionV is subject to the initial con-
dition u(r ,t)u t505u0(r ), and on the boundary of this do
main the functionu satisfies the appropriate boundary co
ditions for the physics of the phenomenon under study.

Let us now define the scalar product onV as
( f (r ),g(r ))5*Vf (r )g(r )dV. We will seek an approximate
solution of equation~1! in the form

u5 ũ5(
i51

n

Ai~ t !Hi~r !, ~2!

where the trial functionsHi satisfy the necessary bounda
conditions and, in addition, obey the condition th
(HiH j )[0 only if i5 j , i.e., they are orthogonal. We the
introduce the residual

N~Ȧ,A,r !5
] ũ

]t
2FS ]

]x1
, . . . ,

]

]xn
,r , ũ D ,

whereA5$A1 , . . . ,An%.
In accordance with the Galerkin method~see, e.g., Ref.

2!, a system ofn ordinary differential equations~ODEs! for
the amplitudesA1 , . . . ,An can be obtained from the require
ments of orthogonality of the residual of the trial function

~Hi~r !,N~Ȧ,A,r !!50, i51, . . . ,n. ~3!

Ultimately we obtain the system of equations

Ȧ5f~A! ~4!

with the initial conditions

Ai~0!5~u0,Hi !/~Hi ,Hi !, i51, . . . ,n, ~5!

455-05$10.00 © 1997 American Institute of Physics



wheref5$ f 1 , . . . ,f n% are nonlinear~in general! functions of
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the amplitudes.
In the present paper we propose to construct a syste

ODEs on considerations that the following functional
minimal on the trajectory:

S5E
t02«

t01«

L~Ȧ,A!dt[E
t02«

t01«

~N,N!dt, ~6!

wheret0 is the moving time variable and« is the time inter-
val on which the minimization is carried out.

This means that we launch the trajectory from the m
ing point in such a way that is optimally approximates t
initial equation~1! in a temporal neighborhood« of the mov-
ing point. It is easy to see that this approach reduces to
Galerkin method for«[0.

We denote the corrections to equations~4! by
B5$B1 , . . . ,Bn%:

B5Ȧ2f~A!;

then the functionL may be written in the form

L~Ȧ,A![~N,N!5C~A!1(
i51

n

a iBi
2 , ~7!

wherea1 , . . . ,an are positive coefficients, and the functio
C(A) > 0 reflects the inaccuracy of approximation~4!.

Without loss of generality one can assume th
a15 . . .5an51. Indeed, if this condition is not met, the
one can take the trial functions in~2! in the form
H̃ i5Hi /Aa i ( i51, . . . ,n), which brings Eq.~7! to the re-
quired form.

It is helpful to separate the problem of minimizing th
functionalS into two separate problems: that of minimizin
the functionalS15* t02«

t0 (N,N)dt with the first end free and

the second end fixed; and the problem of minimizing
functionS25* t0

t01«(N,N)dt, with the first end fixed and the

second end free. Under the condition that the parameter« is
small, the solution of such problems5 leads to systems o
ODEs:

d

dt
Ai5 f i~A!6

«

2

]C~A!

]Ai
2

«2

4

]

]Ai

3S (
j51

n
]C

]Aj
f j~A!D 1O~«3!, i51, . . . ,n, ~8!

where the plus and minus signs correspond to the first
second problems, respectively.

The difference in signs arises because we have bro
the invariance with respect to the operationt→2t by mini-
mizing the functionals on asymmetric time interva
@ t0 ,t01«# and@ t02«,t0#. The solution of the original prob
lem of minimizing the functional~6! on the symmetric inter-
val @ t02«,t01«# is obtained by dropping all the terms in~8!
which are odd in«. We obtain the few-mode model
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3S (
j51

n
]C

]Aj
f j~A!D 1O~«4!, i51, . . . ,n ~9!

with the initial conditions~5!; this model differs from the
model obtained by the Galerkin method and contains an
determined parameter«, the optimum value of which should
correspond to a minimum of some figure of merit of t
model, such asI («)5*T0

T01TLdt ~the numbersT0 andT are

chosen appreciably longer than the characteristic times
system~9!!. It is easy to see that one can to good accura
take the optimum value of« equal to the shortest characte
istic time of the stability, as that time is what determines t
radius of convergence of the expansion in« in Eq. ~8!.

GENERALIZATION OF THE METHOD TO THE CASE OF A
SYSTEM OF EQUATIONS

Let us consider a system ofk partial differential equa-
tions

]uj
]t

5FS ]

]x1
, . . . ,

]

]xm
,r ,u1 , . . . ,ukD , j51, . . . ,k

~10!

such thatu15u25 . . .5uk50 is a particular solution of
this system. We seek an approximate solution of the sys
by approximating each functionuj ( j51, . . . ,k) by means
of nj trial functions:

uj5 ũ j5 (
i5dj11

dj11

Ai~ t !Hi~r !, j51, . . . ,k, ~11!

wheredj5( i51
j ni and, hence,dk[n is the total number of

trial functions.
Let us now introduce the residual for each equation

system~10!:

Nj~Ȧ,A,r !5
] ũ j

]t
2FS ]

]x1
, . . . ,

]

]xn
,r , ũ1 , . . . ,ũkD ,

j51, . . . ,k.

As before, the requirement that the residual be ortho
nal to the trial functions yields a system ofn ODEs ~4! for
the amplitudesA1 , . . . ,An . Further, in distinction with Eq.
~6!, here we we take the integrandL in the form

L~Ȧ,A!5(
j51

k

~Nj ,Nj !b j , ~12!

whereb1 , . . . ,bk are non-negative coefficients which dete
mine the contribution of the residuals of the various eq
tions to the functionL.

The values of these coefficients will be chosen belo
Each of the scalar products in~12! can be represented in th
form

456N. M. Zubarev
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~Nj ,Nj !1Cj~A!1 (
i5dj11

g iBi ,

where, as before,B1 , . . . ,Bn are corrections to equation
~4!.

From the fact that equation~12! is satisfied by
u15u25 . . .5uk50, it is clear thatA50 will be a station-
ary solution of the system of equations~4!. We now require
that the values of the coefficientsb1 , . . . ,bk be such that
near this point in the phase space of the system~4! the dis-
tribution of the various terms in~12! will be equivalent.
Since the corrections to equations~4! in the proposed method
are substantially nonlinear, it is sufficient to use the Galer
approximation~4! to determine the values of the coefficien
We rewrite this system in the form

Ȧ5DA1O~A2!, ~13!

whereD is a square matrix with the elements

Di j[
] f i
]Aj

U
A50

.

In the general case, system~13! can be reduced to th
following form with the aid of a linear coordinate transfo
mationA5Va, whereV is a square matrix having the prop
erty V21DV5diag(l1 , . . . ,ln):

d

dtS a1a2A
an

D 5S l1 0 . . . 0

0 l2

A �

0 ln

D S a1a2A
an

D 1O~a2!.

Without loss of generality, it can be assumed th
Re(l1)>Re(l2)> . . .>Re(ln).

It is clear that the behavior of the dynamical system a
hence, the value of the terms in Eq.~12! will be determined
by the fastest amplitudesa, i.e., by the amplitudes with the
largest real part of the indexl.

There are two most important cases: the first is wh
l1 is real, and the second is whenl1 andl2 are a complex-
conjugate pair~we assume that these eigenvalues are non
generate!.

In the first case, we rewrite expression~12! for L in the
variables a1 , . . . ,an ; then, assuming thata25a35 . . .
5 an50, and keeping only the terms quadratic ina1, we get

L'S ddt a12l1a1D 2 (
i51

n

g iV1i
2 ,

whereV1i ( i51, . . . ,n) are the elements of the first colum
of the matrixV.

We see immediately that for the coefficientsb1 , . . .bk

we should set

b j5S (
i5dj11

dj11

g iV1i
2 D 21

, j51, . . . ,k.

Of course, all this is valid if the sums on the right-ha
sides are nonzero. The weight coefficientsb for which this is
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ing the behavior of the slower amplitudes~i.e., those with
smaller indicesl).

In the second case the equivalence of the terms in
~12! will be understood to mean equivalence of their avera
values over a timeT52p/Im(l1). Rewriting the expression
for L in the variablesa1 , . . . ,an , then assuming tha
a35 . . .5an50, and keeping only the terms quadratic
a1 anda2, we obtain

1

TEt
t1T

Ldt'2S ddtAa1a22Re~l1!Aa1a2D 2(
i51

n

g iV1iV2i ,

whereV1i andV2i ( i51, . . . ,n) are the elements of the firs
and second columns of the matrixV.

We must therefore set

b j5S (
i5dj11

dj11

g iV1iV2i D 21

, j51, . . . ,k.

We have thus found the values of the coefficien
b1 , . . . ,bk . If we now rewrite the functionL in the form
~7!, where we will have

C~A!5(
j51

k

b jCj , a i5b jg i , i51, . . . ,n,

and the subscriptj is determined by the inequalities

j55
1, 0, i<d1 ,

2, d1, i<d2 ,

A A

k, dk21, i<n,

we will again get the problem of optimizing the function
~6!, and from there on the problem of constructing the s
tem of ODEs can be treated in analogy with the previo
Section.

EXAMPLE OF THE USE OF THE METHOD

In this Section we will consider as the initial system
partial differential equations the Saltzman system, wh
arises in a number of problems in the description of the
tial stages of the laminar-to-turbulent transition~the onset of
Bénard cells,6 the stratification of a current-carrying liquid
metal conductor,7,8 etc.!:

]¹2c

]t
5

]¹2c

]x

]c

]z
2

]¹2c

]z

]c

]x
1a

]u

]x
1g¹4c, ~14!

]u

]t
5

]u

]x

]c

]z
2

]u

]z

]c

]x
1b

]c

]x
1z¹2u, ~15!

where a, b, g, and z are positive coefficients:c(x,z,t),
u(x,z,t) are some scalar fields satisfying the boundary c
ditions

uuz505uuz5z0
5cuz505cuz5z0

5¹2cuz505¹2cuz5z0
50.

For the problem of two-dimensional thermal convecti
in a plane layer of liquid of heightz0 as a result of its heating
from below, the coefficientg is the viscosity,z is the ther-
mal diffusivity,a is the product of the acceleration of gravi
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the difference between the temperatures of the lower
upper layers of liquid to the heightz0. In this problemc is
the stream function of the liquid andu is the deviation of the
temperature from the equilibrium~linear in z) profile.

For the problem of stratification of a liquid conducto
the coefficientg is the viscosity,z is the magnetic viscosity
anda andb are proportional to the total electrical curre
through the conductor. As before,c is the stream function
but nowu is the perturbation of the equilibrium profile of th
magnetic field distribution over the cross section of t
conductor.7,8

This problem is attracting interest because it is the
derlying basis of one of the best-known few-mode mod
that have been proposed for the laminar-to-turbulent tra
tion, viz., the Lorenz model9

Ẋ5sY2sX, ~16!

Ẏ5rX2XZ2Y, ~17!

Ż5XY2bZ, ~18!

where s5g/z, b58/3, and r54aba4(27gz)21 ~here
a5z0 /p), and the a dot denotes differentiation with resp
to the dimensionless timet53a22zt/2.

This model is obtained by substituting

c53zX~ t !sinS zaD sinS x

A2aD , ~19!

u5
ba

r S A2Y~ t !cosS zaD sinS x

A2aD 2Z~ t !sinS 2za D D ~20!

into the Saltzman system and then eliminating the modes
do not appear here by means of the standard procedure3

It is known from Eq.~6! that as the number of modes
the Galerkin approximation increases near the threshold
instability, these three modes give the largest contribution
is also clear that as the number of modesn increases, the
number of order parameters remains unchanged,3 and the
remaining modes will be adiabatically tuned to them. Th
for the minimum relaxation timeDt at sufficiently largen
we haveDt.n22. For example, it is clear from Ref. 4 tha
the presence of such rapidly damped modes, which are
important in a qualitative analysis of the character of
phase transition, does, however, force one to choose the
for the numerical integration much smaller thanDt, on ac-
count of the stiffness of such systems. Thus analysis of
laminar-to-turbulent transition provides the clearest exam
of the necessary of increasing the accuracy of the model
through an enlargement of the basis but by using mo
complicated expressions on the right-hand sides of the e
tions of the few-mode model.

Let us now use the method proposed in this pape
construct a modification of the Lorenz model. We take
functionL in the form

L~Ẋ,Ẏ,Ż,X,Y,Z!5b1E
V
N1
2dV1b2E

V
N2
2dV,

458 Tech. Phys. 42 (5), May 1997
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respectively, and the positive coefficientsb1 andb2 are cho-
sen in accordance with the previous Section, such tha
smallX,Y,Z the contributions of the residuals of these equ
tions to the functionL will be equivalent.

For example, in view of the fact that the dynamics of t
system will be governed by the fastest mode, with index

l5
2~s11!1A~s21!214rs

2
,

we obtain

L~Ẋ,Ẏ,Ż,X,Y,Z!5~Ẋ2sY1sX!2/c~s,r !

1~Ẏ2rX1XZ1Y!2

1~ Ż2XY1bZ!21X2Z2,

wherec5s2/(s1l)2.
At large values of the control parameterr the function

c(s,r ) is given approximately byc's/r .
Using Eq.~9!, we obtain to terms of second order in«

Ẋ5s~Y2X!2«2~YZ~csZ1~2c11!X2!/2

2XZ2~cs1cb!!, ~21!

Ẏ5rX2XZ2Y2«2XZ~X21csZ!/2, ~22!

Ż5XY2bZ2«2~YX~X212sZ!/22ZX2~s1b!!. ~23!

Thus for the Saltzman system the Lorenz substitut
~19!, ~20! yields a model which is different from the know
model ~16!–~18!. It contains an additional parameter«,
which determines the time interval over which the minim
zation of the functionalS5*Ldt is carried out. As we have
said above, the optimal value of this parameter correspo
to the minimum of the integralI («)1*T0

T01Tldt. It is easy to

see that below the boundary for loss of stability of the triv
stationary solution of the system~i.e., forr & 1) one must set
«50, and this model goes over to the Lorenz model, i.e.
this particular case the proposed method gives the s
model as does the Galerkin method.

In the caser.1 it is clear that as« is increased from
zero the value of the integral initially decreases~i.e., our
model is more exact than the Lorenz model!, reaches a mini-
mum at some value of«, and then begins to increase. This
because at large« it is insufficient to stop at the terms qua
dratic in « in Eq. ~9!.

For example, for the model~21!–~23! with the param-
eterss510 andr528, the functionI («) reaches a minimum
at «50.035. Its value at that point, obtained as a result o
numerical experiment, is 0.77I (0), i.e., it is substantially less
than in the Lorenz model. Interestingly, the case under
cussion corresponds to a strange attractor of the Lorenz t

In general, at large supercriticalities~i.e., for s!r and
b!r ) the shortest characteristic time of the system is 1r ,
and one can take«51/r . For example, forr528 one will
have«'0.036, in agreement with the numerical integrati
results reported above.

Of course the use of the model~21!–~23! instead of
~16!–~18! gives significant corrections to the value of th
threshold of instability of the nontrivial stationary states
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the initial system~14!, ~15!. For example, whereas in the
n
le
m

el
th
en
th
n
a-
d
a

ve
o
e
m

The author is grateful to N. B. Volkov and A. M.
V.

2-
Lorenz model all the stationary solutions lose stability a
the Lorenz attractor withr'24.74 becomes the only stab
limit set, for the model constructed in this paper the dyna
ics of the system will become chaotic by the pointr519,
«50.045, for example, and the relationI («)50.78I (0)
holds.

CONCLUSION

In this paper a method of constructing few-mode mod
is proposed which generalizes the Galerkin method;
method was used to construct a modification of the Lor
model for a Saltzman system, and it was shown that
model gives a significantly smaller residual than the Lore
model. It is hoped that the simplicity of analytical calcul
tions in the construction of the model, which, however, lea
to a substantial improvement in the accuracy of approxim
tion in comparison with the Galerkin method, may pro
useful for a qualitative analysis of the character of the loss
stability of stationary states and in the construction of mod
for the laminar-to-turbulent transition in nonlinear syste
with distributed parameters.
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Moving inhomogeneity in a magnetohydrodynamic medium

e

A. A. Aleksandrova and Yu. N. Aleksandrov
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Kharkov Technical University of Radio Engineering, 310726 Kharkov, Ukraine
~Submitted November 2, 1995; resubmitted March 4, 1996!
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The integral equations of ideal magnetohydrodynamics are derived by the Green’s function
method, taking into account the velocity of the medium inside the inhomogeneity before and after
its disturbance by the incident field. The extinction principle of of magnetohydrodynamics is
demonstrated for a moving half space. A comparative analysis is made with the results of an
analogous problem in which only the velocity of the interface between the two media is
taken into account. ©1997 American Institute of Physics.@S1063-7842~97!00205-5#

As a rule, in studying the propagation of small distur- disturbance is adiabatically turned on at infinity, i.e., the tim
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60
bances in a conducting medium in a uniform static magn

field, it is assumed thatB5B01b, r5r01 r̃ , and

P5P01 p̃, i.e., that the total magnetic fieldB is a superpo-
sition of the unperturbed fieldB0, which is specified and
produced by external currents~and analogously for the un
perturbed densityr0 and pressureP0), and an induced field

b ( r̃ , p̃), which is produced by currents caused by the d
turbance, i.e., which is due to wave motion. The assump

of small amplitudes implies thatb!B0, r̃ !r0, and

p̃!P0. Also of the same order of smallness is the veloc
u, but which has an equilibrium value of zero.

For a number of problems, particularly in stability anal
sis, one is interested in the case of nonzero initial velocity
the medium. In the present paper this will mean taking i
account a velocityU0 of the medium of the inhomogeneit
prior to its disturbance by the incident field. Here it is a
sumed that the inhomogeneity is located in an unboun
magnetohydrodynamic~MHD! medium characterized by th
parametersB1 ~the unperturbed magnetic field!, VA1 ~the Al-
fvén velocity!, VS1 ~the speed of sound!, andr2 ~the density
of the medium!.

We will also assume that there is a certain inhomoge
ity ~a geometrically uniform region!, which is characterized
by the parametersB2, VA2, VS2, andr2 and has a volume
V(t) and a boundaryS(t) that in general depend on time. W
will investigate how the deviationu from the equilibrium
velocityU0 is affected by the velocity of the medium in th
inhomogeneity, the velocity of its boundaries, and the rate
deformation of the boundary of the inhomogeneity under
influence of an incident disturbance~the last being a mutua
effect!.

The approach used in this paper is to generalize fur
the method of integral equations in MHD,1 with the introduc-
tion of discontinuous functions describing the medium b
inside and outside the inhomogeneity. Let us briefly consi
the derivation of the integral equations for the given case
boundary-value problems under general assumptions a
the parameters of the medium, the shape of the inhomog
ity, the time dependence of the properties of the medi
inside the inhomogeneity, and the motion of it bounda
However, we will make the simplifying assumption that t
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dependence of the problem begins in the infinitely rem
past. As we shall show, the form of the integral equat
depends on the form of the background medium surround
the inhomogeneity, which we will call the exterior mediu
in distinction with the internal medium of the inhomogene
~the interior medium!.

As we know, the equations of linearized ideal MHD fo
the deviationsu and b of the velocity and magnetic field
from the equilibrium values in an exterior medium with p
rameters described by continuous functions are of the fo
@note: the square brackets denote the vector~cross! product#

VS1
2 grad divu2

]2u

]t2
1Fcurl]b]t , B1

4pr1
G50,

curl@u, B1#2
]b

]t
50, r{V~ t !. ~1!

The corresponding equations in the interior medium

VS2
2 grad divu2

]2u

]t2
1curlF]b]t , B2

4pr2
G1grad div~rU0!50,

curl@u,B2#2
]b

]t
1curl@U0 ,b#50, rPV~ t !. ~2!

On the surface of discontinuityS(t) the field functions
must satisfy boundary conditions which follow from the co
tinuity of the mass flux$run%S50, momentum$p in%S50,
energy$Wn%S50, tangential component of the electric fie
$Et%S50, and normal component of the magnetic fie
$Bn%S50:

$rUz%50, $rUxUz2BxBz/4p%50,

$rUyUz2ByBz/4p%50,

$rUz
21p1~Bx

21By
2!/8p%50,

$UxBz2UzBx%50, $UyBz2UzBy%50, $Uz%50,

H rUzSU2

2
1« D1Uzp1~B2Uz2Bz~U–B!!/4pJ 50;

U5HU01u, rPV~ t !,

u, r{V~ t !,
B5HB21b, rPV~ t !,

B11b, r{V~ t !,
~3!
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where$a% is the jump in the quantitya on passage through
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2$a% u dS~ t !.
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the surfaceS(t).
For specificity, we take thez50 plane to be the plane

tangent to the surface of discontinuity, i.e., thez axis is di-
rected along the normal to the surface of discontinuity.

When considering the boundary conditions~3! in the
laboratory reference frame, in which the surface of disco
nuity is perpendicular to thez axis and moves along that ax
with a velocity uS , one must replaceuz by uz2uS every-
where in Eq.~3! ~see Ref. 2 for details!.

In seeking solutions in integral form in the class
piecewise-smooth functions, with allowance for certain ad
tional conditions, the discontinuous solutions are, gener
speaking, obtained automatically from the statement of
problem. For this, with the aid of the characteristic functi

x~r ,t !5H 1, rPV~ t !,

0, r{V~ t !,

Eqs. ~1! are propagated to the entire space under consi
ation in the following manner:

~VA1
2 1VS1

2 !grad divu2
]2u

]t2
2VA1

2 s1~s1•grad divu!

2VA1
2 @s1 ,~s1•¹!curl u#5W, ~4!

where

W5x~VS1
2 2VS2

2 !grad divu2xFVA1
2

B1
s12

VA2
2

B2
s2 ,curl

]b

]t G
1x

VA1
2

B1
Fs1 ,curlcurlFs12 B2

B1
s2 ,uG G

2x
VS2
2

r2
grad~gradr•U0!1xF B1

4pr1
,curlcurl@U0 ,b#G

1F B1

4pr1
,@n,$curl@u,B1#%S#GdS~ t !

1F B1

4pr1
,@n,$curl@U0 ,b#%S#GdS~ t !.

In Eq. ~4! the time derivative is a derivative in the genera
ized sense of the word,3 i.e.,

]u

]t
5S ]u

]t D1d~ t !^u~0!&,

where (]u/]t) is the ordinary derivative, and
^u(0)&5u(10)2u(20)50, since the parameters of th
medium do not undergo jumps at a finite time.

The fact that all the quantities suffer a discontinuity
the boundaryS(t) of the regionV(t) is taken into account by
replacing the classical derivatives by the generalized der
tives according to the rules3

curl a5~curl a!1n3$a%SdS~ t !,

div a5~div a!1n•$a%SdS~ t !,

gradw5~gradw!1n$w%SdS~ t !,
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Here the curly brackets denote the classical derivative,$a%S
is the jump in the functiona on passage through the surfa
S(t) from the outside and satisfies conditions~3!, and
dS(t) is the surfaced function. Equation~4! describes the
field throughout the entire space under study, since
boundary conditions at the surfaces of discontinuity of
field functions have already been taken into account. H
surface terms arise which are obviously due to surface
rents. Requiring that the right-hand side of Eq.~4! be finite
over the spatial and temporal coordinates, we write the g
eral solution of equation~4! in the form of a convolution:

u5u01Ĝ*W,

whereu0 is the general solution of the corresponding hom
geneous equation, i.e., the incident field, andĜ is the
Green’s function, which is the fundamental solution of equ
tion ~4!, i.e., it satisfies the equation

~VA1
2 1VS1

2 !grad divĜ2
]2G

]t2
2VA1

2 s1~s1•grad divĜ!

2VA1
2 @s1 ,~s1•¹!curlĜ#5«d~ t2t8!d~r2r 8!.

This function, which has the form
Ĝ(r2r 8,t2t8)5Ĝ•I , is found and described in detail i
Ref. 1; hereĜ is a differential operator written in the bas
^e1 ,e2 ,e3&, wheree25s15B1 /B1, and I5I (r2r 8,t2t8) is
written in the form of a Fourier–Laplace integral. Knowin
the fundamental solutionĜ(r2r 8,t2t8), and taking into ac-
count the properties of the convolution and the presence
the characteristic functionx(r ,t), we can rewrite Eq.~4! as
an integral equation of MHD:

u~r ,t !5u0~r ,t !1~VS1
2 2VS2

2 !Ĝgrad divE
2`

`

dt8E
V~ t8!

uIdr 8

1VA1
2 ĜFs1curlcurlFs12B2

B1
s2,E

2`

`

dt8E
V~ t8!

uIdr 8G G
2

Ĝ

B1
FVA1

2 s12
B1

B2
s2 , curl

]

]tE2`

`

dt8E
V~ t8!

bIdr 8G
2Ĝ

VS2
2

r2
gradSU0•gradE

2`

`

dt8E
V~ t8!

rIdr 8D
2ĜF B1

4pr1
,curl curlFU0 ,E

2`

`

dt8E
V~ t8!

bIdr 8G G
1E

2`

`

dt8E
S~ t8!

Ĝ~r2r 8,t2t8!F B1

4pr1
,

3@n,$curl@uex2uin,B2#1curl@U0 ,b
ex2bin#%#GdS,

~5!
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where the exterior components of the fieldsuex andbex at the
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with the unit vectori. For brevity and convenience in what
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boundaryS(t) are expressed in terms of the interior comp
nentsuin andbin with the aid of Eq.~3!.

It must be emphasized that the method used to solve
boundary-value problems on the basis of the integral eq
tions ~5! presupposes not only that the initial differenti
equations~1! and~2! are represented in integral form, whic
can always be done by constructing the appropriate Gre
function, but also the use of an additional assertion —
extinction principle. The physical meaning of this princip
is known from electrodynamics, but here it has a broa
content.1 This principle was used to develop an algorithm f
solving diffraction problems. Outside the regions of inhom
geneities Eqs.~5! can be written in the form of integrals o
the known internal fields of the inhomogeneity, i.e., the to
field outside an inhomogeneity~the diffracted field! is writ-
ten as a sum of an incident and a scattered wave. The
tered field is expressed in terms of MHD potentials of t
type

H Pu

Pb
J 5E

V
H u~r 8,t8!

b~r 8,t8!
J I ~r2r 8,t2t8!dr 8.

In the caser P V the field functions on the left-hand sid
of Eq. ~5! are treated as the total internal fields at a poinr
inside volumeV. The integral equation formalism permi
one to decouple the initial group of equations into equati
for finding the propagation constants in the inhomogene
and the equations for the amplitudes of the waves in it.

As an example, let us demonstrate the extinction p
ciple for the diffraction of MHD waves on a moving ha
space. As we solve the problem we will make reference
the analogous problem of the diffraction of MHD waves on
uniformly moving plane boundary between two MH
media.4

Suppose there is an MHD inhomogeneity characteri
by a densityr2, a static magnetic fieldB2, and sound and
Alfvén velocitiesVS2 andVA2 and located in a spacexyz
bounded by a plane parallel to thexy plane and moving
uniformly with a velocityU0 perpendicular to the plane o
the interface. The medium outside the inhomogeneity
parametersb1, B1, VS1, andVA1; the vectorsBi lie in the
yz plane. Incident on the inhomogeneity is a packet of MH
waves: an Alfve´n wave, having componentsux andbx , and
accelerated and slowed magnetosonic wavesu2

6 , u3
6 , b2

6 ,
b3

6 of the form

u0x~r ,t !5u0xexp~2 ikA0•r1 iv0t !,

kA05v0nA0 /VA1~nA0•s1!,

u0i~r ,t !5u0i
1exp~2 ik0

1
•r1 iv0

1t !

1u0i
2exp~2 ik0

2
•r1 iv0

2t !,

wherei52,3; the wave vectorsk0
6 satisfy the dispersion re

lation

v0
42v0

2~VA1
2 1VS1

2 !k0
21VA1

2 VS1
2 k0

2~k0•s1!
250.

The componentsu0i are considered in the bas
^ei ,e2 ,e3&, wheree25s1, and the unit vectore1 is coincident
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follows we introduce the following notation for the inciden
field:

u0~r ,t !5(
j51

3

u0
j exp~2 ik0

j
•r1 iv0

j t !, ~6!

where j51 corresponds to the Alfve´n wave, j52 to the
accelerated magnetosonic wave, andj53 to the slowed
magnetosonic wave.

We choose as a trial solution for the transmitted field
the half spacez.0 a superposition of the following waves

u~r ,t !5(
j51

3

ujexp~2 ik j•r1 iv j t ! ~7!

with as-yet unknown amplitudesuj , wave numbersk j , and
frequenciesv j . By virtue of the linearity of the initial differ-
ential equations and of the boundary conditions, the velo
uS of the interfacial surface will obviously also be express
as a superposition of waves:

uS~r ,t !5(
m

@uS
mexp~ ikm•r1 ivmt !

1 ũS
mexp~2 ik0

m
•r1 iv0

mt !#.

After substituting the trial solution~7! into the integrand
of the volume integrals, we do the integration over the v
umeV(t8) (r P V(t8)) and over time. As a result, we obtai
an integral expression for the Alfve´n wave

I x5E
2`

`

dt8E
V~ t8!

ux~r ,8t8!I ~r2r 8,t2t8!dr 8

5uxH exp~2 ikA•r1 ivAt !

VA1
2 ~kA•s1!

22vA
2

1
exp$2 i @kyy1z~v8/VA1s1z2kys1z /s1z!#1 iv8t%

2v8@VA1~kA•s1!2v8# J ,
~8!

where

v85
vA2U0~kA•s1!/s1z
12U0 /VA1s1z

,

and, analogously, for the magnetosonic waves

I i
i52,3

5E
2`

`

dt8E
V~ t8!

ui~r 8,t8!I ~r2r 8,t2t8!dr 8

5ui H exp~2 iks•r1 ivSt !

D~v,ks!
1
exp~2 ik0

1
•r1 iv0

1t !

V~k0
1!~kz2k0z

1 !

1
exp~2 ik0

2
•r1 iv0

2t !

V~k0
2!~kz2k0z

2 ! J , ~9!

where

D~v,ks!5v42~VA1
2 1VS1

2 !v2kS
21VA1

2 VS1
2 kS

2~kSs1!
2,
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V~k0!52k0z$~VA1
2 1VS1

2 !v0
2 Analyzing Eqs.~8! and ~9!, we can say that the integral

m-

me
ex-

we
he
2VA1
2 VS1

2 k0
2@cos2q1cosqs1z /n0z#%.

Accordingly, doing the surface integral gives

Ĩ j
j51,3

5E
2`

`

dt8E
S~ t8!

uj~r 8,t8!I ~r2r 8,t2t8!dS

5 iuj
exp~2 ik0

j
•r1 iv0

j t !

V~k0x
j ,k0y

j ,k0z
j !

,

where

V~k0x
1 ,k0y

1 ,k0z
1 !52v0

1VA1s1z@~v0
1!42~VA1

2 1VS1
2 !

3~v0
1!2~k0

1!21VA1
2 VS1

2 ~k0
1!2~k0

1
•s1!

2#,

V j52,3~k0x
j ,k0y

j ,k0z
j !52@~v0

j !22VA2
2 ~k0

j
•s1!

2#

3$~VA1
2 1VS1

2 !~v0
j !2k0z

j 1VA1
2 VS1

2

3@k0z
j 2~k0z

j !2s1z~k0
j
•s1!#%.
refraction of the Alfvén wave.
th

in
:

terms describing the diffracted field decompose into a nu
ber of terms: terms of the type

exp~2 ikA•r1 ivAt !,exp~2 ik6
•r1 iv6t !,

describing the refracted waves, and terms of the type

exp$2 i @kyy1z~v8/VA1s1z2kys1y /s1z!#1 iv8t%,

exp~2 ik0
6
•rI1 iv0

6t !.

While the last exponential function describes the sa
wave as the incident magnetosonic field, the next-to-last
ponential function coincides with the incident Alfve´n wave if
we setv85v0; then

v0

VA1s1z
2
kys1y
s1z

5kA0z ,

and, owing to the translational symmetry of the problem,
haveky5kA0y . From the requirements imposed, we find t
frequency of the refracted Alfve´n wave:
vA5v0

2~VA1s1z2U0!VA2
2 ~s2•nA!2

VA1$2s1zVA2
2 ~s2•nA!22U0~nA•s1!A~nA•U0!

214VA2
2 ~nA•s2!

22~nA•U0!%
~10!

and the law of refraction

~VA1s122U0!
s1y1s1zcota

s1y1s1zcotb
5

2s1zVA2
2 ~s2y1s2zcotb!2

~s1y1s1zcotb!U0cotb
2U0FA114VA2

2 s2y1s2zcotb D 2
U0
2cot2b

21A114VA2
2 ~s2y1s2zcotb!2

U0
2cot2b

21 ~11!

wherea andb are, respectively, the angles of incidence and 3

j j
u exp~2 ik •r1 iv t !

r-
ons

e-

n
is
ints
in
Analogously, for the magnetosonic waves we have
frequency transformation

v65v0
6

~Q1
62U0cosapm!Q2

6

~Q2
62U0cosbpm!Q1

6 , ~12!

and, in addition,

v12v0
2

v22v0
1 5

kz
12k0z

2

kz
22k0z

1 ,

and the law of refraction is

~Q1
62U0cosa6!sinb65~Q2

62U0cosb6!sina6 , ~13!

whereQ1,2
6 will be discussed below.

Thus after substitution of the integral termsI x , I i , Ĩ j
( i52,3; j51,3) into the initial integral equation, we obta
an identity which is valid for all interior points of the region
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e
(
j51

5(
j51

3

uj exp~2 ik0
j
•r1 iv0

j t !

1(
j51

3

Âju
j exp~2 ik j•r1 iv j t !

1(
j51

3

B̂ju
j exp~2 ik0

j
•r1 iv0

j t !, ~14!

whereÂj andB̂j are the result of the operation of the diffe
ential operators on the corresponding exponential functi
in the initial integral equation.

It should be noted that for clarity of notation the int
grals I x and I i are evaluated under the conditionk0x

1 Þ k0x
2

Þ k0x
3 , k0y

1 Þ k0y
2 Þ k0y

3 , i.e., we have ruled out the conversio
of one type of MHD wave into a wave of another type; th
is described mathematically in Ref. 5 and occurs at po
where the phase velocities of two or more waves coincide
their transformation on a flat surface.
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In the analysis of identity~14! an extinction principle
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In the case of magnetosonic waves the laws of refraction
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comes into play, according to which the MHD field of d
poles can be represented as a sum of two groups of te
one of which satisfies the field equation in the exterior m
dium, i.e., terms of that group have the character of an in
dent field. Thus the the incident wave is exactly extinguish
at any point inside the medium as a result of interference
the field it creates with the field of the dipoles, and a n
wave appears with a different propagation velocity (kj ). It
follows that the terms of identity~14! which vary according
to exp(2 ik j•r1 iv j t), form the relation

ujexp~2 ik j•r1 iv j t !5Âju
jexp~2 ik j•r1 iv j t !

and cancel each other out, if it is assumed that thek j satisfy
the following dispersion relations:

vA
22vA~kAU0!2VA2

2 ~s2•kA!250 ~15!

for the Alfvén waves and

~v6!422~v6!3~k6
•U0!2~v6!2

3$~VS2
2 1VA2

2 !~k6!2@12~k6
•U0!2~k6

•U0!
2#%

1VA2
2 VS2

2 ~k6!2~k6
•s2!

250 ~16!

for the magnetosonic waves. The phase veloci
Q1,2

6 5v1/k1,2
1 , which were discussed above, are found fro

relation~16!. It should be noted that the wave numbers of t
forward and backward waves have different absolute va
both in the case of the Alfve´n wave and the magnetoson
waves. For the Alfve´n wave they are given by

kA5vA

2~nA•U0!6A~nA•U0!
214VA2

2 ~s2•nA!2

2VA2
2 ~s2•nA!2

.

The incident field is extinguished by the field of the se
ondary waves. Hence we obtain equations for finding
amplitudes of the secondary waves~these have not bee
written out for the sake of brevity!

u0
j ~r ,t !1B̂ju

jexp~2 ik0
j
•r1 iv0

j
j51,3 t !50.

In the case when the second medium is initially at r
and only the interface is moving, the structure of the inter
field will be the same, but the wave numbers in this case
satisfy the following equations:

vA
22VA2

2 ~kA•s2!
250

for the Alfvén waves, and

v42~VA2
2 1VS2

2 !v2k21VA2
2 VS2

2 k2~k•s2!
250

for the magnetosonic waves.
The laws of refraction and of the change of frequen

will be of an absolutely different character. For example,
law of refraction for an Alfve´n wave has the form

VA1~s1y1s1zcota!2U0cota5VA2~s2y1s2zcotb!2U0cotb

while the frequency change is given by the relation

vA5v0

~VA1s1z2U0!VA2~s2•nA!

VA1@VA2s1z~s2•nA!2U0~s1•nA!#
.
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and of the frequency change are described formally by
mulas~13! and ~12!, butQi

6 has a simpler form:

Qi
65A1

2
@~VAi

2 1VSi
2 !6A~VAi

2 1VSi
2 !224VAi

2 VSi
2 cos2q i #.

Thus in the boundary-value problem of MHD we o
serve a frequency change due to motion of the medium in
transformation of the waves; this is called the Doppler eff
~relations~10! and~12!!. However, unlike the case of acou
tic and electrodynamics, where the frequency is affec
solely by the velocity of the source, in MHD the frequen
change is influenced not only by the velocity of the mediu
but also~in the case of Alfve´n waves, for example! by the
Alfvén velocitiesVA1 and VA2 in the exterior and interior
regions and by the direction of propagation of the Alfv´n
wave relative to the unperturbed magnetic fieldsB1 and
B2. Thus, for example, in the propagation of an Alfve´n wave
along the fields1 we have

vA5
v0~12U0 /VA1s1z!

12U0 /VAz~nA•s2!s1z
,

and perpendicular to it

vA5v0~12U0 /VA1s1z!.

Along the magnetic fields2 we have

vA5
v0~12U0 /VA1s1z!

12U0~nA•s1!/VA2s1z

and for (nA•s2)→0⇒vA→0.
It is important to note that the frequencies of the r

fracted magnetosonic waves are interrelated not only w
the corresponding frequencies of the incident unpertur
waves but also with one another. In the case when
boundary moves with a velocityU0.Qi

6/cosa6 , the re-
fracted waves~the accelerated and slowed waves! are not
excited in the interior region, since the plane moves aw
faster than the unperturbed wave reaches it.
Q1

2/cosa2,U0,Q1
1/cosa1 , then we will have only the ac-

celerated refracted wave in the interior medium.
If the unperturbed Alfve´n wave is incident at an angl

satisfying the relation

tanak5
U02VA1s1z

VA1s1y2VA2s2y
,

then ‘‘total internal reflection’’ of the Alfve´n waves will oc-
cur, and the corresponding angleak by analogy with electro-
magnetic waves can be called the critical angle of inciden

The scattered field is found by a simple integration of t
internal field, since for points outside the inhomogeneityr
P V(t)) the integrands do not contain singularities, and E
~5! becomes an equivalency relationship. Substituting the
ternal field found for the Alfve´n component of the velocity
into Eq.~5! and taking into account thatr { V(t), we find the
integrand outside the inhomogeneity:
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I ref5E`

dt8E u ~r 8,t8!I ~r2r 8,t2t8!dr 8
and the field structure is conserved both in the motion of the

only
b-
he
gous

a,

28
x
2` V~ t8!

x

5ux
exp$ iv9t2 ik0yy1 iz@v9/VA1s1z1k0ys1y /s1z#%

2v9@VA1~kA•s1!1v9#
,

where

v95
vA2U0~kA•s1!/s1z
11U0 /VA1s1z

.

The final reflected field of the Alfve´n wave is

ux
ref~r ,t !5us

refexp~2 ikA
ref
•r1 ivA

ref!,

where

vA
ref5v0

U02VA1s1z
U01VA1s1z

,

~kA
ref
•r !5kA0yy2@vA

ref/VA1s1z1kA0ys1y /s1z#z,
465 Tech. Phys. 42 (5), May 1997
medium and in the case when the medium is at rest and
the interface is moving. Motion of the medium has a su
stantial influence on the amplitude of the reflected wave. T
magnetosonic reflected waves are treated in an analo
way.
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Evaluation of the rate constants of dissociative and ternary recombination reactions

of argon ions on the basis of the results of ballistic experiments

N. N. Pilyugin

Scientific-Research Institute of Mechanics, M. V. Lomonosov Moscow State University,
119899 Moscow, Russia
~Submitted May 30, 1995; resubmitted November 4, 1995!
Zh. Tekh. Fiz.67, 12–18~May 1997!

Experimental data on the change in the electron density in the wake of a ballistic object traveling
at velocitiesV`53.4–4.9 km/s in argon at pressuresp`530–100 Torr are processed and
analyzed. A reaction scheme is proposed which takes into account the recombination of charged
particles, processes of ionic conversion, and the excited states of the atom. The solution of
the equations of a nonequilibrium boundary layer for flow in the wake is used to formulate the
inverse problem of determining the rate constants for dissociative recombination
Ar2

11e→Ar1Ar and ternary recombination Ar11e1Ar→Ar1Ar. The ‘‘nearest-neighbor’’
approximation is used to obtain theoretically an expression for the ternary recombination
coefficient as a function of temperature and pressure. Numerous solutions of inverse problems
and a comparison with experiments demonstrates the validity of the expression obtained
for the ternary recombination coefficient. It is shown that this expression is valid for moderate
pressures and complements the Pitaevski� result for low pressures and the Langevin
result for high pressures. ©1997 American Institute of Physics.@S1063-7842~97!00305-X#
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The nonequilibrium flow of a partially ionized gas in th
wake behind a ballistic object traveling at hypersonic vel
ity is characterized by a change in pressures from sev
atmospheres to a few torr, temperatures from 8000 to 30
and a reaction zone that extends for more than 104 diameters
of the object. Therefore, in just a single ballistic experime
one can determine the nonequilibrium physico-chemical p
cesses over a wide range of variation of the thermodyna
parameters.1 Thanks to the present-day achievements in
mathematical theory of information processing and mode
of hypersonic wake flows, it has become possible to m
use of the vast information obtained in ballist
experiments.2–4 In Ref. 5 the electrodynamic method wa
used to measure the conductivity and electron densityne in
the wake behind models traveling at velocitiesV`53.3–
4.9 km/s in argon at pressuresp`530–100 Torr. With the
results of the measurements of Ref. 5, the solution of
inverse problem was used in Ref. 2 to find the rate cons
kr(T) for dissociative recombination of Ar2

11e and also the
Schmidt and Prandtl numbers. The data processing in Re
made use of the theory of a laminar boundary layer for
only 3 of the experiments in Ref. 5 that even approximat
satisfied this flow regime~according to the characteristi
Reynolds number!. In the present paper all seven of the me
surements in Ref. 5 are used on the basis of a turbu
model of wake flow3 ~and according to the authors of Ref.
this model is in better agreement with the observations!. An
expression for the effective recombination rate constan
obtained and used to find the true rate constants for disso
tive and ternary recombination. The temperature depende
derived for the rate constant for ternary recombination
confirmed by an additional processing of the experimen
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the proposed model for the ternary recombination coeffici
is well satisfied for this reaction also.

MODEL OF THE KINETICS WITH THE PARTICIPATION OF
CHARGED PARTICLES IN THE WAKE OF A BALLISTIC
OBJECT IN ARGON

Let us consider the following most probable processe
a medium around an object moving in argon:6–10

1! dissociative recombination

Ar2
11e→

k1
Ar*1Ar,

2! conversion of atomic ions

Ar112Ar←
k2f

k2b

→ Ar2
11Ar,

3! Ternary recombination

Ar11e1Ar→
k3
Ar*1Ar,

4! capture reaction

Ar11e→
kcapt

Ar* ,

5! quenching collision

Ar*1Ar →
kquench

Ar1Ar,

6! decay of an atom

Ar*→
t
Ar11e,

7! de-excitation of an excited state

Ar*→
t1
Ar1hn.

466-07$10.00 © 1997 American Institute of Physics



HereA* is an atom in an excited state. We denote the num-
1 1 1
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kcaptn1ne1k1n2ne1k3nen1na

. ~9!
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ber densities of Ar, Ar, Ar2 , and Ar by na , n1, n2, and
n* , respectively. Then in the simplest case~without diffu-
sion! the kinetic equations in the medium take the form

dne
dt

52k1n2ne2k3nenan12kcaptn1ne1
n*
t
, ~1!

dn*
dt

5k1n2ne1k3nenan12kcaptn1ne1
n*
t

2kquenchn* na2
n*
t1

, ~2!

dn2
dt

52k1n2ne1@k2bn1na
22k2 fn2na#. ~3!

These equations are supplemented by the condition
quasineutrality

ne5n11n2 ~4!

and the expression for the total number of particles

p

kT
5n11n21ne1n*1na . ~5!

On the basis of the available constants for simi
processes7–12 let us estimate the right-hand sides of Eqs.~2!
and ~3! for the given experiments. Forne'1011 cm23,
n1'n2'531010 cm23, T5103 K, and na5331017 cm23

we havek1'1028 cm3/s, k2b510231 cm6/s, k2 f510214 cm
3/s, kquench510215 cm3/s, t51026 s, andt1>1028 s. Esti-
mates of the terms in Eq.~3! show that the ion conversio
reaction takes place in a quasi-equilibrium manner, i.e.,
following relation holds:

n1na
n2

5
k2 f
k2b

5Kp~T!, ~6!

whereKp(T) is the equilibrium constant for ion conversio
processes, which is given by11

Kp~T!5
g0g1
g2

1

2pr i
2AMkT

4ph2
e2

Ed
kTS12e2

\ve

kT D , ~7!

whereg0, g1, andg2 are the statistical weights of the atom
atomic ion, and molecular ion, respectively,M is the mass of
an atom, r i52.434 Å is the distance between nuclei;8,13

ve51.580731013 s21 is the frequency of a vibrational quan
tum, andEd50.5 eV is the energy of dissociation of th
molecular ion~Ar2

1).
Equations~4! and ~6! imply the relations

n25
ne

11
Kp

na

, n15

Kp

na
ne

11
Kp

na

. ~8!

It follows from estimates of the terms in Eq.~2! that
dn* /dt'0, which leads to the following expression for th
quasisteady density of excited atoms:
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If Eqs. ~8! and ~9! are substituted into~1!, then the ki-
netic equation for the electrons becomes

dne
dt

52keff~T!ne
2 , ~10!

keff~T!

5

F12S kquenchnat1
t

t1
11D 21GFk11k3Kp1

kcaptKp

na
G

11
Kp

na

.

~11!

Estimates of the last two terms in Eq.~11! give, in order
of magnitude, kquenchnat

'33101@1, t/t1;102@1,
kcapt(Kp /na)'1029!k1. Thus it follows from these esti-
mates and Eq.~11! that

keff~T!'
k11k3Kp~T!

11
Kp~T!

na

. ~12!

Expression~12! contains the rate constants of dissoc
tive recombinationk1(T) and ternary recombinationk3(T),
where the third particle is an Ar atom. Using expression~12!
and the temperature dependencekeff(T) found previously
from experiments, one can in principle findk1(T) and
k3(T). The form of these functions was found in accordan
with the theoretical models of Refs. 7, 9, and 12:

k1~T!5
k10
Tm

, k3~T!5
k30
Tn

. ~13!

CALCULATION OF THE EFFECTIVE RECOMBINATION RATE
K r
eff OF ELECTRONS WITH ARGON IONS ACCORDING

TO THE RESULTS OF WAKE MEASUREMENTS

Let us first solve the inverse problem of determining t
effective rate constants of a reaction from the measureme5

and Eqs.~10! and ~11! under the following rather genera
basic assumptions.

1. The main reaction in the medium behind the objec
x/D550–500 for the electrons, according to the relatio
given above, is the effective reaction

Ar2
11e→Ar1Ar. ~14!

2. The rate constant of the reaction up to a const
factor k0 has the form

keff~T!5k0 k̃ ~T!~cm3/s!,

where the functionk( T̃) is given below.
3. One can use the solution of the equations of a n

equilibrium boundary layer, which describe the flow in th
far turbulent isobaric wake.6 This yields the following for-
mula for the temperature distribution along the axis of t
wake:6

467N. N. Pilyugin
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511~g21!M2 12

CH
C PrU ~x!,
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n-

. 3
T`
`S Cx

D x 0

U0~x!52.72S x

ACxS
D 22/3

, ~15!

wherex is the coordinate along the axis of the wake,Cx and
CH are the drag and heat exchange coefficients of the ob
S is the area of the midsection of the object, Pr50.7 is the
turbulent Prandtl number, andg is the ratio of specific heats

The coefficient of convective heat transfer in the flow
an inert gas around a sphere was found in accordance
the recommendations of Ref. 11.

With allowance for quasi-neutrality and the assumptio
made above, we obtain for the reaction~14! by the technique
of Refs. 4 and 6 the following kinetic equation for the mol
mass densityC of electrons on the axis of the wake:

dC

dx
1
2

3

C

x
52G~x!C2,

C5CH , x5xH ,

G5
r`r0Dkeff~T!

V`m`
, r05

T`

T
, C5

cem`

me
, ~16!

wherer0 is the dimensionless density of the gas on the a
of the wake,m` andme are the mean molecular weight o
the gas and the mass of an electron,D is the diameter of the
model, andV` is the velocity of the model.

Equation~16! is solved in quadratures in the dimensio
less variables

ue5
C

CH
, y5

x

xH
,

T

T`
5t511

A

y2/3
. ~17!

the solution of Eq.~16! is written in the form

ue5y22/3~11B1J1~y!!21,

B153AA
r`Dk0CHxH

V`m`
,

J15E
AAy21/3

AA dv
v2

k̃ ~T`~11v2!!

~11v2!
. ~18!

Taking into account the relationne5Cr/m` between
the molar mass densityC and the volume densityne , we
obtain from Eq.~18! the expressions

TABLE I.

Experiment
No.

V` ,
km/s

p` ,
Torr

k0,
cm3

s
•Km m

neH•10
211

cm23

1 4.9 100 1.194•1022 1.5 8.03
2 4.2 100 4.896•1022 1.7 3.73
3 3.5 100 1.999•1022 1.6 1.83
4 3.5 80 5.411•1023 1.4 1.39
5 3.6 60 1.595•1023 1.2 1.00
6 3.5 40 1.838•1023 1.2 0.645
7 3.3 30 1.316•1024 1.0 0.464
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ct,
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F~y!5
ne~y!

neH
5
t~1!

t~y!

1

y2/3
1

11B1J1~y!
, ~19!

U~y!5
ne~y!

neH

t~y!

t~1!
y2/35

1

11B1J1~y!
. ~20!

From the measured values ofne andneH , relation~19! is
used to findk0 and the other constants which govern th
temperature dependence ofkeff(T). In the casekeff5k0 /T

m

the technique of solving the inverse problem is identical
that set forth in Ref. 4.

A numerical solution for all 7 experiments gave the va
ues ofk0 andm presented in Table I, which gives the veloc
ity V` , the gas pressurep` , and the measured initial values
of neH ~at xH /D550) for each experiment. Figure 1 shows
comparison of the measured~curves labelede) and theoret-
ical ~curve labeledT) distributionsF(y) for experiments1,
2, and6, respectively, and the vertical bars indicate the co
fidence interval. Interval estimates ofk0 andF(y) were con-
structed using relations similar to those considered in Refs
and 4.

FIG. 1.
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Figure 2 shows distributions of the temperature along
axis of the wake, where the numbers on the curves co
spond to the experiment numbers in Table I, and Fig
shows the temperature dependence of the effective co
cient of dissociative recombinationkeff5k0 /T

m. Curves1–7
correspond to the experiment numbers. An analysis of
calculations showed that the initial conditions (V` ,p`) have
an appreciable influence on the temperature dependenc
keff(T). The inferred dependence ofkeff on V` andp` indi-
cates that it is necessary to use formula~12!.

METHOD OF SOLVING THE INVERSE PROBLEM AND THE
RESULTS OF A NUMERICAL SOLUTION

To find the four parametersk10, m, k30, andn, we use
Eq. ~12! to determine the minimum of the following sum fo
each experiment:

S5(
i51

N

~yi
e2yi

T!2, ~21!

where yi
e is a coefficient found from experiment~see

Table I!; yi
T is the theoretical expression~12!, which contains

the constants to be determined:

yi
T5

k10Ti
2m1k30Ti

2nKp~Ti !

11Kp~Ti !na
21~Ti !

, ~22!

whereN is the number of points into which each temperatu
interval is divided.

By virtue of the nonlinearity ofS(k10,m,k30,n) the
minimum of the function was found by direct coordina
descent.14 The parameters to be determined were sough
the intervals 0.5<m<2.0, 0.3<n<1.6. The number of mesh
points taken wasN511. The search for the minimum wa
terminated when the following condition was met:

ua~k11!2a~k!u,«a~k!,

FIG. 2.
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wherea5$k10,m,k30,n%, k is the number of the iteration
and«50.01 is the specified accuracy.

The calculations imply a very good (&1%) agreement
betweenkeff(T) and the function~22! at the optimal values
of a found. Analysis of the data shows that the temperat
dependence ofk1 is close toT21.5, in accordance with the
theoretical ideas.8 The results of the calculations of the co
stantsa for all the experiments were subjected to furth
statistical processing. The sampling meanā , the true value
â, and the sampling standard deviationŝ for the coefficients
found were computed according to the formulas from Re
15 and 16. Values adopted for the data processing inclu
significance levela50.01,N57, and Student’s coefficien
for (N21) degrees of freedomta53.71. The result was

k̄ 1058.8331023
cm3

s
Km, 0.553<

k̂10
1022<1.149, ~23!

m51.458, 1.386<m<1.530. ~24!

Similarly, for the rate coefficient of ternary recombin
tion we got

k̄ 3051.63310223
cm6

s
Kn, 0.855<

k̂30
10223<3.11, ~25!

n̄50.468, 0.383<n̂<0.552. ~26!

We note that the relations for the coefficient of dissoc
tive recombination which were obtained in Ref. 2 and us
in Ref. 5 are statistically indistinguishable from formula~23!
according to the Fisher test .

The ternary recombination coefficient obtained here~for-
mula ~25!! has the following noteworthy features: 1! the
value ofk3(T) at T;1000 K is significantly higher~by sev-
eral orders of magnitude! than the values given by the theo
ries of Thomson and Pitaevski�;8,17 2! the value ofk3(T) for
the reaction Ar11e1Ar→Ar1Ar is close to that obtained

FIG. 3.
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in Ref. 18 for the analogous coefficient in the reaction
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i.e., (4/3)pR0
3na . Using this and expression~30!, we obtain
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Ar 1e1N2→Ar1N2; 3! the dependence ofk3 on T is
close toT20.5, which differs from the depends obtained b
Thomson and Pitaevski�.8,17

These facts require a theoretical explanation, which
set forth below. Based on the above processing and form
~25! and~26!, the data were recalculated for the theoretica
more trustworthy relations

k15
k̃10
T1.5

, k35
k̃30
T0.5

. ~27!

The calculations showed thatk̃10 has approximately the
same value for all the experiments and is independen
p` , while the value ofk̃30 varies appreciably with pressure
This necessitates a more detailed analysis of the ternary
combination processe1A11A→A1A.

DERIVATION OF AN EXPRESSION FOR THE COEFFICIENT
OF TERNARY RECOMBINATION

Let us first estimate the mean free path in the wa
plasma for the characteristic valuesT'23103 K,
na5331017 cm23, ne51011 cm23, sea510215 cm2. The
mean free path of an electron for the Coulomb interact
with an ion10 is l ei'1.4 cm. The mean free path of an ele
tron for an interaction with an atom islea'331023 cm.
The average distance between atoms

R05S 4p

3
naD 21/3

'2.331026 cm!lea! l ei . ~28!

Let us estimate to within a numerical coefficient of ord
unity the rate of ternary recombination in the presence of
atom as a third particle, employing arguments analogou
those8,10 for A11e1e→A1e. We assume that an electro
can be captured by an ionA1 to a closed orbit and can
recombine, provided that it flies past the ion at an imp
parameterr 0 such that the potential energy of attraction
the ione2/r 0 is greater than or of the order of the avera
kinetic energy of the electron;(3/2)kT. Consequently,
e2/r 0'(3/2)kT, from which we find the effective radius o
the Coulomb interaction (e1A1) or the Thomson critical
radius

r 0'
2e2

3kT
. ~29!

The number of such collisions per cubic centimeter
second is equal to

nev̄ epr 0
2ni , ~30!

where v̄ e is the average thermal speed of the electron
ni is the ion density.

In order for capture to occur it is necessary that in flyi
past the ion the electron interact with an atom, to which
can transfer the potential energy released in the capt
Then the probability that at the time of the collision of th
electron with the ion there will be a third particle in th
neighborhood, i.e., at a distanceR0, is approximately equa
to the average number of particles in a volume (4/3)pR0

3,
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for the number of recombination events in the so-cal
‘‘nearest-neighbor’’ approximation

zrec5nev̄ epr 0
2ni

4

3
pR0

3na5neninap v̄ eS 2e23kTD
2 1

na
.

~31!

Hence the ternary recombination coefficient which w
are looking for is (ba[k3)

ba5pA8kT

pme

4

9

e4

kTp
[

b0

TATna
. ~32!

The temperature dependence ofk3 in ~32! differs from
the Pitaevski� formula17 for the processA11e1A→A1A:

ba
P5

25A2pAmee
6s6sea

3~kT!5/2Ma
. ~33!

Analysis of the derivation17 of formula~33! shows that it
was obtained under the assumption that the mean free
obeys the relationl ei&lea . Using the relations given above
one can obtain from this a restriction on the pressure:

p~Torr!&3.05310224
ne
Tsea

. ~34!

For ne'1012 cm23, T523103 K, sea510215 cm2, it
follows from this thatp,231023 atm'1.5 Torr. Thus for-
mula~33! is inapplicable for wake experiments on account
the pressure limitation.

RESULTS OF CONSISTENT CALCULATIONS

It follows from Eq. ~32! that the quantity

bapAkT'const. ~35!

Direct calculations have been carried out to search for
optimum parametersk10, n, b0, andn, with the following
expression used as the theoretical recombination coeffic
instead of~22!, in accordance with Eq.~35!:

yi
T5

k10Ti
2m1b0Ti

2~n11!Kp~Ti !na
21~Ti !

11Kp~Ti !na
21~Ti !

, ~36!

where the parameters were sought in the inter
1.45<m<1.55, 0.45<n<0.55.

If it is assumed that the measurements are equally a
rate, when the data are processed according to the form
of Ref. 16 one finds for the coefficient of dissociative reco
bination

k̄ 1051.1731022
cm3

s
Km, 1.06<

k̂10
1022<1.29,

m̄51.500, 1.498<m̂<1.502, ~37!

which is in good agreement with other data.7,8 In a similar
way we obtain for the rate coefficient of ternary recombin
tion

k35
k30

AT
100

p~Torr!
,
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The results of calculations using these constants are pre-
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k̄ 3051.36310223
cm6

s
Kn, n̄50.500,

1.03<
k̂30
10223<1.78, 0.499<n̂<0.501. ~38!

FIG. 4.

FIG. 5.
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sented in Fig. 4 and 5, where the solid curves arey (T), the
dashed curves were calculated according to formula~36! and
the optimum constants~37! and ~38! found here.

To ascertain the uncertainty in the initial numerical p
rameters and to establish how well the theoretical model
the experimental data, we carried out special mathemat
experiments with a variation ofKp(T). It was found that
varyingKp over a range of 4 orders of magnitude had litt
effect on the results.

At first glance it appears that the pressure depende
obtained for the ternary recombination coefficient can be e
plained by the phenomenon of ion mobility in a gas.8 In that
case the mean free pathl ia of the ions is less than the
Thomson kinetic radiusr 0 of Eq. ~29!, which leads to a
restriction on the gas pressurep.p* , where
p*51023T2/s0 @atm#, @s0#5Å2. For our experiments
p;0.1atm!p*'40 atm, i.e., the inequalityp.p* does not
hold. Direct calculations have shown that the model for t
recombination coefficient based on the Langevin theo
agrees poorly with the experimental data.

COMPARISON WITH ANOTHER TERNARY RECOMBINATION
REACTION

It is of interest to do an independent comparison of t
proposed temperature dependence of the ternary recomb
tion coefficientk3(T) for another gaseous medium. For th
purpose we did additional calculations for the problem
Ref. 18, where the rate constant of the following reacti
was investigated:

Al11e1N2→Al1N2. ~39!

For this reaction, the rate constant was specified in R
18 to be of the formk35k30/T

m, where the exponent was
sought in the interval 2.3<m<6.0, and it was found that

FIG. 6.
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k 5
~1.2760.15!310217

,
cm6

. ~40!
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4N. N. Pilyugin and A. N. Pilyugin, Teplofiz. Vys. Temp.33, 351 ~1995!.
5V. N. Gadion, V. G. Ivanov, G. I. Mishinet al., Zh. Tekh. Fiz.42, 1049
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3 T5/2 s

In the present paper we calculated the inverse proble18

for m;0.5 and found that

k35
~7.3560.69!

AT
10223,

cm6

s
. ~41!

The result of a calculation of the linear electron dens
NL /NLH along the axis of the wake with the use of th
constant is shown in Fig. 6~curve1 is the theory, curve2
experiment!. The dashed curves3 and4 in Fig. 5 show the
confidence interval. It should be noted that the variance
NL differs little in the two cases~40! and~41!. From a com-
parison ofNL for Ar

1 ~formula ~38!! and Al1 ~formula ~41!!
it is seen that the rate constants for ternary recombination
in good agreement. This serves as additional evidenc
favor of the adopted theoretical model fork3(T).
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Interaction of an expanding gas cloud with a perforated screen

The
A. V. Vinogradov, V. A. Volkov, V. Yu. Gidaspov, and P. V. Rozovski 

Moscow State Aviation Institute, 125871 Moscow, Russia
~Submitted September 29, 1995; resubmitted March 18, 1996!
Zh. Tekh. Fiz.67, 19–22~May 1996!

The expansion of a high-pressure gas cloud in a vacuum chamber in the presence of a low-
pressure background gas is considered. The interaction of the expanding cloud with the background
gas and with a perforated screen placed in the path of the flow is modeled numerically. The
influence of the permeability of the screen on the overall picture of the interaction and on the
parameters of the resulting flow is studied. ©1997 American Institute of Physics.
@S1063-7842~97!00405-4#

In this paper we consider unsteady flows arising in thechamber is assumed to be filled with a background gas.
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expansion of a high-pressure gas cloud in a low-press
background gas. Such a situation arises in the vacuum ch
bers of certain experimental apparatus1,2 on account of an
insufficiently deep evacuation of the chamber. In the cor
sponding experiments the high-pressure gas cloud
formed either as a result of the electrical explosion of a
or thin wire when a high discharge current was pas
through it from a capacitor bank,1 or as a result of evapora
tion of the sample material by means of a high-power la
pulse.2

The chief goal of the studies done on such apparatu
to create optimum conditions for the formation of conden
tion clusters in the expanding cloud and their subsequ
deposition on special substrates or on the walls of the ch
ber. However, studies by the present authors have show3–6

that the bow shock wave that is reflected off the wall, up
reaching the boundary of the layer of compressed ba
ground gas, decomposes into refracted and reflected wa
after which there occur multiple reflections of the new
formed shock waves from the walls and from the bound
of the layer of compressed background gas. This causes
ditional adiabatic compression and a corresponding incre
in the temperature of this layer, and that may lead to eva
ration of the clusters, which have to cross it in order to rea
the wall or target. From the standpoint of theoretical app
cations and the mounting of experiments it is important
have at one’s disposal various means by which one can
fluence the parameters of the unsteady flow in the appara
thereby altering the conditions of formation and precipitat
of the clusters. One such means is a perforated sc
mounted in the path of the expanding cloud. The pres
study is a natural continuation of Refs. 3–5. Here a num
cal simulation is used to investigate the influence of the p
meability of the perforated screen on the overall pattern
parameters of the flow.

We considered flows with planar, cylindrical, or sphe
cal symmetry, which were described by time-depend
quasi-one-dimensional Euler equations. The field of the
rameters at the initial time were specified as follows. It w
assumed that the cloud of evaporated material occupies
spatial region 0,r,r 0, wherer is a generalized coordinat
equal to the distance from the point in question to the pla
axis, or center of symmetry. All the remaining volume of t
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velocity is assumed to be zero everywhere, and the temp
ture and pressure in the vapor cloud and in the backgro
gas are assumed to be uniform and equal toT0, p0 and
TH , pH , respectively. In addition, it is assumed th
p0@pH and that both gases are ideal, with specific heats
do no depend on temperature.

This initial field is a rather crude approximation to th
real flow fields of expanding clouds in experimental appa
tus. Nevertheless, in the course of the subsequent temp
evolution of such an initial field the flow that will form is
qualitatively and in some ways quantitatively similar to t
real flow fields.

The influence of the permeability of the perforate
screen on the flow was modeled in analogy with Refs. 7 a
8 with suitable boundary conditions at the screen, obtaine
the framework of the following assumptions about the g
flow in the perforation channels: 1! At any instant in time the
flow in the perforation channels and in some neighborho
of them is steady, and the influence of the viscosity a
thermal conductivity of the gas can be neglected. 2! The gas
flow prior to entering the perforation channels is continuo
and subsonic. 3! On the whole, in each channel and in
certain neighborhood of it there is blocked flow with a tra
sition through the speed of sound.

Under these assumptions the flow field in front of t
screen, i.e., for 0,r,rW , whererW is the coordinate of the
screen, is completely independent of the character of the fl
behind the screen, which can be ignored altogether. The
field in front of the screen can be calculated by solving n
merically on the given interval a suitable initial/boundar
value problem for the time-dependent quasi-one-dimensio
Euler equations with the boundary conditions described
low, which take into account the specifics of the proble
under study.

At the coordinate origin (r50) the obvious symmetry
boundary conditionu50 is imposed. At the perforated
screen (r5rW) the form of the boundary condition depend
on time. In particular, up until the timetA corresponding to
the arrival of the bow shock wave at the screen, one has
both sides of the screen a nonmoving background ga
equal pressures. Therefore, fort0,t,tA the condition
uW50 is imposed.

The boundary condition at the screen after reflection

473-04$10.00 © 1997 American Institute of Physics



the bow shock wave from it and at all subsequent times can

n

a

t
n
uc

io

u
ot

th
un

ca

-

o
te
e

m
te
b
o
a
s
ity
n
a
di

h
th

ta
th
e
di
f

equation~2! at values of the permeabilityh and isentropic
at
een.
ry
–3

-
hile
val-
-
ote
en-

he

the
nt

lt
i-

on-
on
l

-
the
in
lue
be written, under assumptions 1–3, in the form

rWuW5r* a* «m, ~1!

where the asterisks indicate the critical sound velocity a
density of the gas flowing to the screen,m is the flow-rate
coefficient,« is the ratio of the total area of the minimum
cross sections of the perforation channels to the total are
the entire screen, and the product«m5h is called the per-
meability of the perforated screen.7

The difference of the flow-rate coefficientm from unity
can be neglected, and one can assume approximately
h'« ~Refs. 7 and 8!. Using assumptions 1–3 and the know
gasdynamic relations for isentropic flows, one can red
Eq. ~1! to the form

MWS k11

21~k21!MW
2 D ~k11!/2~k21!

5h, ~2!

where the left-hand side is the known gasdynamic funct
q(M ,k), with k the adiabatic exponent.

For h,1 this equation, as we know, has two roots: s
personic and subsonic. For the latter we introduce the n
tion MW5M sub(h,k). Let us also taketB to be the time at
which the outer boundary of the expanding cloud reaches
screen. Then the boundary condition at the screen as a f
tion of time can be written as

MW5H 0 for t0,t,tA ,

M sub~h,kH! for tA,t,tB ,

M sub~h,k0! for tB,t,

~3!

wherekH andk0 are the isentropic exponents of the classi
gas and vapor, respectively.

The boundary condition~3! together with the character
istic relations satisfied along the characteristicsr t85u and
r t85u1a enable one to find all the remaining parameters
the gas flowing into the screen and, hence, they comple
predetermine the initial/boundary-value problem und
study.

For numerical solution of the problem we used the sa
algorithm6 as in Refs. 4 and 5. However, since a perfora
screen, unlike a wall, is permeable for the gas, it can
reached not only by shock waves but also by contact disc
tinuities. In both cases, as a rule, discontinuities of the g
dynamic parameters will arise at the corresponding point
time. The problem of the decay of an arbitrary discontinu
at a perforated screen has been considered in a rather ge
formulation in Ref. 7. There, however, only the most fund
mental aspects of the construction of the solution are
cussed, and the final form of the computational formulas
not given. In the particular case in question, i.e., in t
framework of assumptions 1–3, a complete solution of
given problem can be obtained in closed form.

In the formulas that follow, the subscriptS indicates
parameters of the flow behind the shock wave or con
discontinuity at the time when they have just reached
screen, and the subscriptW indicates the parameters at th
screen immediately after the decay of the corresponding
continuity. We also letMW be equal to the subsonic root o
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exponentk for the gas behind the strong discontinuity th
has arrived at the screen, i.e., for the gas flow to the scr

The complete solution for the decay of an arbitra
strong discontinuity on a screen at which assumptions 1
hold depends on two parameters, viz.,MW and the Mach
numberMS of the oncoming flow, the first of which, accord
ing to the assumptions adopted, is clearly less than 1, w
the second can be arbitrary. Depending on the particular
ues ofMW andMS , the complete solution of the given prob
lem admits five subcases, which we shall henceforth den
by a pair of numbers separated by a decimal point and
closed in parentheses.

1. If MW satisfies the inequality

1.MW.A~k21!/2k, ~4!

then, depending on the Mach numberMS of the oncoming
flow, three different types of flow can be realized after t
decay of the discontinuity: these will be designated as~1.1!,
~1.2!, and ~1.3!. The first of these,~1.1!, is realized if the
conditionMS,MW holds in addition to the condition~4!. In
this case a fan of rarefaction waves propagates counter to
oncoming flow, and the flow parameters immediately in fro
of the screen are found from the formula

aW
aS

5
~k21!MS12

~k21!MW12
,

rW
rS

5S aWaSD
2/~k21!

,

pW
pS

5S aWaSD
2k/~k21!

. ~5!

The second type of flow,~1.2!, comes about as a resu
of the decay of the discontinuity when the following cond
tion holds in addition to~4!:

MW,MS,MSW,

MSW5A11
k21

2
MW

2 YAkMW
2 2

k21

2
. ~6!

In this case the disturbance moving counter to the
coming flow is a shock wave with a Mach number in relati
to the gasMRS.1 which is found by solving an irrationa
equation of the form

MW5

FMS2
2

k11

MRS
2 21

MRS
G

A11
2~k21!

k11

MRS
2

MRS
2 S 11

k

k11
~MRS

2 21! D
. ~7!

Here the velocityDRS of the reflected shock wave rela
tive to the screen and all the remaining parameters of
flow immediately in front of the screen can be expressed
terms of the parameters of the oncoming flow and the va
obtained forMRS in accordance with the formulas

DRS5aS~MS2MRS!,

uW5uS22aS~MRS
2 21!/~k11!MRS,

pW
pS

511
2k

k11
~MRS

2 21!,
rW
rS

5
MRS

2 ~k11!

~k21!MRS
2 12

. ~8!
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FIG. 1.
It can be shown that fulfillment of condition~6! will
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guarantee that the value ofDRS found according to formula
~8! will be negative. However, asMS approachesMSW, the
corresponding value ofDRS approaches zero, so that in th
limiting case whenMS is exactly equal toMSW, a shock
wave that does not move relative to the screen is forme
front of it.

The third possible type of flow,~1.3!, comes about as a
result of the decay of a discontinuity at the screen when
conditionMS.MSW holds in addition to~4!. In this case a
single shock wave, even one that does not move relativ
the screen, is no longer sufficient for braking the oncom
gas the required amount, i.e., toMW . Therefore, in this case
two shock waves arise, one of which does not move rela
to the screen and one of which propagates counter to
oncoming gas. The flow parameters between these two s
waves are indicated by the subscriptSW. To determine the
parameters in front of the screen, let us first solve num
cally the equation analogous to~7! but withMSW in place of
MW to find the Mach numberMRS of the shock wave mov-
ing counter to the oncoming gas flow. Then we use the va
obtained forMRSand the known parameters of the oncomi
flow in formulas analogous to~8! but with W replaced by
WSto find the parameters of the flow between the two sh
waves. Then, using formulas analogous to~8! but with
MRS replaced byMSW and with the subscriptS replaced by
WS, we find the parameters of the flow directly in front
the screen.

2. If MW,1 then the inequality~4! does not hold, and
depending on the particular value ofMS , there are just two
types of flows that can be realized after the decay of
discontinuity, namely~2.1! and ~2.2!. Type ~2.1! comes
about forMS,MW and type~2.2! for MW,MS,`. These
two types are completely analogous to types~1.1! and~1.2!,
including the use of the computational formulas~6! and~7!,
~8!, respectively.
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solution given above goes over continuously to the kno
solution for the reflection of a shock wave from an impe
meable wall.

The main purpose of an experiment is ordinarily
achieve the maximum number of clusters reaching the w
or substrate; this number is determined, in particular, by
parameters of the reflected secondary shock waves and o
layer of shock-compressed gas. Therefore, one is most in
ested in quantitative data concerning the influence of
permeability of the screen on the intensity of the reflec
shock waves and on the parameters of the flow immedia
in front of the screen. Computational results illustrating th
influence in the case of a flow with planar symmetry a
presented in Figs. 1 and 2. For the series of calculati
shown only the permeability was varied, while the rest of t
initial data were identical and corresponded to typical con
tions for experiments with silver vapor:r 051 cm, rW55
cm, p055.27 kPa,T051792 K. The background gas wa

FIG. 2.
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also taken to be silver vapor atpH510 Pa andTH5300 K,
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which corresponds to the case when the latter remains in
chamber on account of insufficiently deep evacuation of
chamber after a previous experiment.

Figure 1 illustrates the influence of the permeability
the screen on the overall pattern of the flow in front of
This figure was made by constructing on the plane of in
pendent variablesr ,t the streamlines, the trajectories of th
strong and weak discontinuities, and the sonic characteris
of the fans of rarefaction waves, which were captured
means of additional meshes. The pattern of the flow in
case of an impermeable wall, i.e., forh50, is shown in Fig.
1a, while the patterns in the case of perforated screens
h50.3 and 0.6, respectively, are shown in Figs. 1b and 1
is seen from Fig. 1 that qualitatively similar flow patterns a
observed in all three cases. On the other hand, it is also
that there are significant quantitative differences, which
due to the leaking of the compressed background gas thro
the perforated screen. In particular, in the last two cases
thickness of the layer of compressed background gas
creases monotonically and ultimately vanishes complet
At this time tB the directly expanding vapor begins to rea
the screen. Therefore, the clusters formed in the vapor
now reach the screen unimpeded, provided that they have
evaporated sooner, i.e., after after the increase in temper
and pressure caused by the passage through the expa
vapor cloud of the shock waves reflected from the scree

In connection with this last circumstance it is useful
examine some plots which will illustrate the influence of t
permeability on the character of the time dependence of
temperature of the gas flowing into the screen. These p
are shown in Fig. 2 for four values of the permeability,
0.1, 0.3, and 0.8, in increasing order~curves1–4, respec-
tively!. The last three plots pertain to the case of a permea
screen. They differ qualitatively from the first plot, which
for an impermeable wall, in that they exhibit a downwa
jump of the temperature. This jump occurs when all of t
background gas contained between the outer boundary o
expanding cloud and the screen has flowed through
screen and the expanding vapor begins to come through
476 Tech. Phys. 42 (5), May 1997
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depend on the permeability of the screen, since prior to
these parameters could have increased in the reflected s
waves propagating counter to the vapor flow, the intensi
of which, in turn, depend on the permeability of the scre
However, in comparing the temperatures of the vapor flo
ing into the screen, we note that they are just the same
h50.1 and 0.3 and only slightly different, much less th
the difference in the corresponding temperatures of the ba
ground gas, forh50.1 and 0.8.

This leads us to the preliminary conclusion that varyi
the permeability of the screen over rather wide limits w
apparently not enable one to influence substantially the c
ditions of cluster formation in the expanding vapor cloud,
spite of the fact that the intensities of the shock waves
flected from the screen depend on its permeability. Howe
the final justification of this conclusion will require add
tional results from parametric calculations and also exp
mental confirmation. Meanwhile, another conclusion is ob
ous from the already available results of the calculations
permeable screen or target will pass all the compressed
~accordingly! heated background gas, after which the con
tions for the clusters formed in the expanding vapor cloud
reach the surface become more favorable than in the cas
an impermeable wall or target.
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Role of different polarization mechanisms in the self-organization of the director

of a thin layer of nematic liquid crystal

Yu. K. Kornienko and A. P. Fedchuk

I. I. Mechnikov Odessa State University, 270100 Odessa, Ukraine
~Submitted November 28, 1995!
Zh. Tekh. Fiz.67, 23–28~May 1997!

A theoretical analysis of the processes occurring in a symmetric metal–liquid-crystal–metal
structure is carried out to obtain the dependence of the anisotropic component of the surface free
energy on the angle of deviation of the director from the direction of easy orientation. The
differences between the angular dependence of the surface energy obtained in this paper from the
form described by the Rapini potential are discussed. The coordinate dependence of the
ionic and dipolar polarization are calculated, as is the order parameter characterizing the ordering
of the dipole moments of the liquid-crystal molecules. The interrelationships of the the
boundary polarization with the equilibrium orientation of the director near the surface bounding
the liquid crystal and with the value of the internal electric field in the volume of the
mesophase are discussed. ©1997 American Institute of Physics.@S1063-7842~97!00505-9#
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Liquid crystals~LCs! are unique objects for investiga
ing collective effects, particularly self-organizatio
processes,1 which are currently a focus of research attentio
The long-range correlations, as a rule, are determined by
properties of the LC volume in the absence of outside in
ences, and the orientation fluctuations propagating into
interior of the LC layer are specified by the boundary con
tions at the surfaces bounding the sample.2 However, as was
shown in Ref. 3, in a thin gap filled with a dielectric liqui
between conducting walls, the long-range correlations
off with distance much more slowly than in the case of
electric walls. This leads to a number of interesting effec
For example, in such a system one observes an orientat
phase transition analogous to the Fre´edericksz effect but oc
curring in the absence of crystal electric fields; this was fi
predicted by the authors in Ref. 4. If the bounding surfa
also has a definite translational symmetry, then the propa
tion of long-range correlations of the director orientation in
the interior of the sample depends on the character of
packing of the surface atoms, as we showed in Ref. 5. F
ther, as was shown in Ref. 6, when the uniform orientation
the nematic LC is disrupted the medium loses local invers
symmetry, which in the unperturbed case is ensured by a
parallel packing. This leads, in particular, to a polarized s
face layer,7,8 the experimental characteristics of which a
directly related to the orientation of the director near t
bounding surface.9 Consequently, there is an obvious ne
for a study of the characteristics of this layer in connect
with research on self-organization processes in such syst
To determine the boundary orientation of the molecules
we know,10 one must minimize the surface energy of the L
layer. Despite the fact that there have been a numbe
papers on this topic~e.g., Ref. 11!, this problem remains
unsolved from a theoretical standpoint for systems includ
nematic LCs with conducting solid substrates.

It is known10 that the surface free energyF0 assumes its
minimum value along the direction of easy orientation. T
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anisotropic componentF0a . As was noted in Ref. 10, the
specific form ofF0a is a key question in the physics of LC
surfaces. In the simplest case of small angles of devia
a from the direction of easy orientation12,13 the anisotropic
surface energy is of the formF0a5(1/2)Wsin2a. In all other
cases one uses forF0a a potential of more complex form
e.g., in the form of an elliptic sine14 or Legendre polynomials
of even powers, with an argument of cosa or sina ~Ref. 15!.
However, all these approximations, in our opinion, have
common shortcoming: the lack of a consistent physi
model. Furthermore, there has been no conclusive theore
analysis of the anisotropic surface energy. There is just
paper in the literature16 in which a mechanism was propose
for making the surface energy different from the Rapini p
tential: the flexoelectric effect. The authors arrive at an
proximation of the form

F0a52SW2 1
2

3
U4D cos2 u1U4 cos

4u1const,

whereU4 is a quantity that depends on the difference of t
order parameter near the surfaceSs and in the volume of the
mesophaseSv and which is related in a definite way with th
flexoelectric coefficientsu11 andu33.

Even in that paper, however, the anchoring energyW
enters only as an adjustable parameter and is not tied in
the properties of the structure components. Therefore,
given model, in particular, cannot be used for an analysis
the aforementioned structure in which the LC layer
bounded by solid conducting surfaces.

It is certainly of interest to analyze such a system th
retically in order to find the anisotropic surface energy.
addition, as we mentioned earlier, near the solid surf
bounding the LC there arises a polar layer of molecul
There are no reported studies of the contributionF0a of this
layer to the surface energy. We thought it was very import
to fill this gap in knowledge by considering in the framewo
of a unified model the processes occurring in a struct

477-05$10.00 © 1997 American Institute of Physics
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substrates with conducting coatings, including processe
near-electrode polarization, and on the basis of this anal
to determine the anisotropic component of the surface en
of the LC molecules.

MODEL CONCEPTS

We consider a symmetric structure consisting of a me
~M!, a nematic liquid crystal~NLC!, and a metal~as neces-
sary the results of this study can be generalized to the cas
an asymmetric metal–LC–semiconductor~S! structure; an
incomplete step in this direction this was taken by the
thors in a previous paper4!. We consider the simplest one
dimensional case: thex axis is directed perpendicular to th
two electrodes, one of which is at the coordinate origin a
the other atd. The LC is assumed ideal, i.e., devoid of i
trinsic charge carriers, which might be formed as a resul
dissociation of the molecules or which might be impur
ions. Thus charges can appear in the NLC only on accoun
the emission of charge carriers from the metal electrodes
the simplest case one may consider only thermionic em
sion. The thermionic current through the M–LC barrier
determined by the parameters of both the metal electrode
the electrical double layer~EDL! of the liquid crystal, and
the properties of the EDL in turn depend on this current.
a result, in the immediate proximity of the contact a defin
density of emitted charge carriersnm0 is established in the
NLC; according to Refs. 4 and 17, this density is given b

nm05
AT2

q S 2pm

kT D 1/2expS f2wm

kT DexpS 2
qDCLCM

kT D ,
~1!

wheref andwm are the work function of an electron in th
LC and metal, respectively,DCLCM is the potential drop
across the EDL of the LC, which is determined in turn by t
boundary orientation of the director and the packing of
NLC molecules on the surface.4,18

The presence of charge carriers in the boundary reg
of the NLC causes their diffusional transport, which is d
rected toward the center of the LC layer, leading to a n
uniform distribution overx of the charges in the LC layer
this is equivalent to the appearance of a nonuniform elec
field ELC(x) in the structure. To find the functional depe
dence of the electric field strength and of the density
charge carriers, we solved jointly Poisson’s equation and
equation of diffusion–drift equilibrium with the boundar
density~1! substituted in. Previously in Ref. 4 we obtaine
the following functions:

n~x!5n0 /cos
2S ~Cn0/2!1/2S x2

d

2D D , ~2!

ELC~x!5
kT

q
~2Cn0!

1/2 tanS ~Cn0/2!1/2S x2
d

2D D , ~3!

where C5q2/(kT«LC«0), n0 is the minimum density of
charge carriers in the LC~at x5d/2), and«LC is the dielec-
tric constant of the LC.
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way on the angleu between the director and the plane of t
electrode, specifically

«LC5«'1«a sin
2 u, ~4!

where«' is the dielectric constant corresponding to the p
nar orientation of the LC, and«a is the dielectric anisotropy

The boundary values of the electric field and carrier d
sity at x50 andd will be, respectively,

ELCux50,d57
kT

q
~2Cn0!

1/2tanS ~Cn0/2!1/2
d

2D , ~5!

nm05nux50,d5n0 /cos
2S ~Cn0/2!1/2

d

2D . ~6!

We must also use the following boundary conditio
which comes from applying Gauss’ theorem of electrosta
for the metal–LC interface:

«LCM«0ELCux505q~nm0!
2/3. ~7!

In writing this theorem we took into account, first, th
the field is zero inside the metal electrode and, second,
the surface charge density is equal to the product of the
ementary charge and the boundary surface density of car
~which is equal to the boundary volume densitynm0 raised to
the 2/3 power!.

RESULTS OF THE CALCULATION AND DISCUSSION

As we know, the surface energy enters as a term in
free energy functional:

F~u!2E f S u,
d f

dxDdx1F011F02, ~8!

whereF01 and F02 are the unknown values of the surfac
energy for each of the boundaries, andf (u,du/dx) is the
volume free energy density, which in the general case is
the form19

f5
1

2
@K1~¹•n!21K2~n•~¹3n!!2

1K3~n•~¹3n!!22«a«0E
2sin2u#. ~9!

The problem of minimizing the functional~8! is
equivalent10 to solving the Euler–Lagrange equation, whic
in general has the form

d f

dx
2

d

dxS d f

d~du/dx! D50 ~10!

with the boundary conditions

d f

d~du/dx!
U
x50

1
dF0
du U

x50

50, ~11!

d f

d~du/dx!
U
x5d

2
dF0
du U

x5d

50. ~12!

Let us restrict discussion to the case of a transve
bending deformation of the LC director, with a characteris
elastic constantK1. As we have shown previously,18 this
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situation arises when an initial planar orientation of the m
ecules~which in practice can come about in the capilla
filling of a cell! is then subjected to the influence of th
internal electric field, which is directed, as we have sa
perpendicular to the planes of the electrodes of the struct
This gives a volume free energy density of the form

f5
1

2
K1 cos

2 uS du

dxD
2

2
1

2
«a«0ELC

2 sin2 u. ~13!

With the given simplifications, the Euler–Lagrang
equation becomes

d2u

dx2
2S du

dxD
2

tan u1
«a«0ELC

2

K1
tan u50. ~14!

Numerical estimates show that in our case the third te
can be neglected in comparison with the first two. The so
tion of the resulting differential equation is

u~x!5u0S 12
2x

d D , ~15!

whereu05uux50.
To determine the boundary valueu0 we solved Eqs.~5!–

~7! jointly. This gave us the dependence ofu0 on the LC
layer thicknessd ~Fig. 1!. The following parameters of the
structure components were used in the calculatio
wm54.4 eV ~SnO2), «'57, «a510, F54.2 eV ~Ref. 20!.
As we see from the plotted curve, at small LC layer thic
nesses (d,1 mm! the director orientation is nearly plana
but when the thickness is increased to tens of micron
homeotropic orientation is observed. We are in fact talk
about an orientational phase transition analogous to
Fréedericksz transition, but in the absence of external fi
~we first predicted this effect for an M–LC–S structure7!.
The functionu(x) obtained above can now be used to det
mine the surface energyF0. Using the boundary condition
~11! and~12! ~in view of the symmetry of the structure thes
are the same except for a sign!, we find from Eq.~15! that

FIG. 1. Boundary angleu0 versus the thickness of the LC layer.
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F05K1 E sin~2u0!

d
du0 . ~16!

Since the boundary angleu0 depends on the thickness o
the layer, the integration cannot be done analytically. Fig
2 shows the functionF0(u0) which we obtained by numeri
cal methods. It is in satisfactory agreement with the exp
mental curves obtained by other authors.21,22 Let us discuss
the result. It is clear from the Fig. 2 that the functio
F0(u0) cannot be approximated by a Rapini potential~the
dashed curve in Fig. 2!. It seems reasonable to explain th
differences as follows: it has been noted in several paper7,23

that a polar layer with a nonzero polarization vectorP,
which in general depends on the coordinate, arises in an
near a solid boundary surface. There are two possible ca
for a polarized state: ionic polarization and dipole polariz
tion. The presence of a polar layer leads to the followi
contribution to the free energy of the LC:

f E~x!5
1

2
P~x!ELC~x!, ~17!

whereELC(x) is the electric field calculated earlier.
With the use of ~17! the surface energy due to th

mechanism under discussion is

f s5E f E~x!dx. ~18!

The resulting surface energy can be written as

F05
1

2
W sin2 u1 f s . ~19!

To find the contributionf s to the surface energy we nee
to know the coordinate dependence of the polarizat
P(x).

Let us first consider the dipole polarization mechanis
which is more characteristic of an LC. Suppose that the
molecule has an intrinsic dipole momentp and that the den-

FIG. 2. Surface energy versus the boundary angleu0.
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sity of molecules isN. To take into account the degree
ordering of the dipole moments, we introduce, followin
Ref. 24, an order parameterS15^P1(sinu)&, whereP1 is the
first-order Legendre polynomial. Then we obtain the follo
ing expression for the polarization vector:

Pdip~x!5pNS1~x!. ~20!

The order parameterS1 is a function of the coordinate
x because of the presence of a nonuniform ordering elec
field ELC(x), and the order parameter takes on its maxim
~in modulus! values at the boundaries of the layer (x50 and
x5d), while S150 at the center of the layer (x5d/2). Let
us assume that

S1~x!5ExB, ~21!

where B is a certain quantity that depends on the thicknes
the LC layer. Using this, we obtain for the dipole compone
of the polarization

Pdip~x!5pNBELC~x!. ~22!

The second polarization mechanism, ionic polarizati
is due to the nonuniformity of the charge distribution ov
the coordinate in the LC layer. It is clear that

Pion~x!5E
0

x

r~x!dx5E
0

x

dx/cos2S ~Cn0/2!1/2S x2
d

2D D .
~23!

Here we have made use of the fact that the charge den
r(x)5qn(x). Figure 3 shows a plot of our calculated valu
of Pion(x) for different thicknesses of the LC layer.

To determine the dipole component of the polarizat
we substitute expression~22! together with ~3! into Eqs.
~17!–~19! and, on the basic of the dependenceF0(u0) found
earlier, we find the parameterB, which we use to calculate
the order parameterS1 and the dipole component of the po
larizationPdip . Figure 4 showsS1(x) for various thicknesses
of the LC layer, and Fig. 5 shows how the boundary value
the dipole polarizationPbndry5Pdipux50 depends on the laye

FIG. 3. Coordinate dependence of the ionic polarization. LC layer thickn
d50.35 (s), 0.9 (h), 13mm (').
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thicknessd. Let us discuss this last dependence in grea
detail. The trend of this curve can be explained on the ba
of the following considerations.

Near the surface bounding the LC there is a competit
between two mechanisms. The quadrupole~nematic! order
tries to orient the molecules parallel to the surface. At
same time, the internal electric field orients the molecu
perpendicular to the substrate. As a result, a completely
termined orientation is established, which corresponds, as
have said, to the minimum of the free energy~Fig. 1!. In
addition, as we have also mentioned, the dipole polariza
is determined by the order parameterS1, which in turn is
proportional to the orienting field. At sufficiently large laye
thicknesses (d.10 mm! the ordering effect of the electric
field is substantially weakened~Fig. 6!, leading to a decreas
in the dipole polarization. This hypothesis is confirmed

sFIG. 4. Coordinate dependence of the order parameter. The LC layer th
nesses are the same as in Fig. 3.

FIG. 5. Boundary value of the dipole polarization versus the thickness of
LC layer.
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the fact that the orientation correlation effects due to
influence of the substrate vanish in thick samples.

We note in conclusion that, although it was a meta
NLC–metal structure that was studied here, our results
also be used for analysis of other systems, in particular,
metal–LC–semiconductor systems, which have consider
broader applications.
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Influence of heterogeneous chemical reactions on the slip velocity of an inhomogeneous

multicomponent gaseous mixture

E. I. Alekhin, I. N. Golovkina, and Yu. I. Yalamov

Moscow Pedagogical University, 107005 Moscow, Russia
~Submitted December 4, 1995!
Zh. Tekh. Fiz.67, 29–33~May 1997!

In constructing a theory of thermal diffusiophoresis of volatile aerosol particles it is necessary to
have boundary conditions for the tangential velocity component which allow for the
presence of heterogeneous chemical reactions. Conditions of this sort have been obtained by a
number of authors@R. N. Guptaet al., Technical Papers, AIAA 22nd Aerospace Science
Meeting, AIAA 19th Thermophysics Conference, New York ~1985!, pp. 465–490; D. V. Kul’ginov,
Tech. Phys.63, 940 ~1993!; A. V. Bogdanovet al., Preprint No. 1051, Fiz-Tekh. Inst.
Akad. Nauk. SSSR, Leningrad~1986!#. The results of Guptaet al. are in the form of analytical
expressions, but their computations actually used Maxwell’s method, which is of low
accuracy. Kul’ginovet al.and Bogdanovet al.used the method of matched asymptotic expansions,
which did not permit them to get simple analytical expressions. In the present paper the slip
velocity is calculated by the Loyalka method. Analytical expressions are obtained for the slip
coefficients, and the results of numerical calculations are presented. It is shown that in the
presence of concentration gradients of the components of the gaseous mixture along the surface
of an aerosol particle, the slip velocity can acquire new terms due to the change in the
sticking coefficient along the catalytic surface. Expressions in final form are given for these
terms. © 1997 American Institute of Physics.@S1063-7842~97!00605-3#
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The derivation of macroscopic boundary conditions
the equations of gasdynamics must be based on the sol
of the kinetic equations in the Knudsen layer.4–8

Let us consider anN-component gaseous mixture, inh
mogeneous in temperature and concentration, moving ne
plane catalytic surface. We choose thex axis normal to this
surface and they axis along the specified gradients of th
temperature of the mixture (dT/dy) and of the relative con-
centrations of the components (dci /dy). The gas fills the
half spacex.0.

For describing the flow of the gaseous mixture in t
Knudsen layer we use the Boltzmann equation9

vi•¹ f i5(
j
E ~ f i8 f j82 f i f j !gb db d« d3v i , ~1!

where f i is the distribution function of the molecules of th
i th component,g is the relative velocity of approach of tw
molecules,b is the impact parameter of the collision,« is the
azimuthal angle, andvi is the velocity of a molecule.

In practice one ordinarily deals with mixtures in whic
the relative drops in temperature, concentrations of the c
ponents, and the mean-mass velocity over one mean
path are much less than 1. The heterogeneous reaction r
limited by the slow processes of diffusion of the mixtu
components toward the surface. Under these conditions
can linearize the distribution functionf i about a local Max-
wellian distribution function:

f i5 f i0~11w i !, ~2!

where
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i0 i S 2pkTD 2kT

andw i is a small correction to the Maxwellian distributio
function, proportional to the first powers of the gradients
the velocity, temperature, and concentration.

Substituting~2! into ~1!, we obtain the following system
of linearized kinetic equations:

vxi f i0
dw i

dx
1vyi f i0S 1ci S dcidy D2S3/2

1 S d ln T

dy D D
52(

j
ninj I i j ~w i1w j !, ~4!

where

I i j ~w i1w j !5
1

ninj

3E f i0f j0~w i1w j2w i82w j8!gb db d« d3v i

is the linearized collision integral,9 S3/2
1 55/22wi

2 is the So-
nin polynomial of order 3/2~Ref. 9!, andwi5Ami /2kTv i is
the reduced velocity of the molecules.

CALCULATION OF THE SLIP COEFFICIENTS

To determine the slip velocity one must solve the syst
of equations~4! with the kinetic boundary conditions. A
large distances from the surface the solution of system~4!
has the form

w i`5S 2mi

kT D 1/2wyiU~x!1w i
CE~wi !, ~5!

482-05$10.00 © 1997 American Institute of Physics



wherew i
CE(v i) is the Chapman–Enskog function:9
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CE~wi !5

1

n
wyiAi~wi !S d ln T

dy D1
1

n
wyi (

j
Ci
j~wi !

3S dcjdy D1
1

n
wxiwyiBi~wi !S dUdx D . ~6!

HereAi(wi), Ci
j (wi), andBi(wi) are the thermal, diffusion

and viscosity functions;9 U(x50) is slip velocity to be
solved for. In the distribution function~6! we have kept only
terms that give a nonzero contribution to the slip veloci
Solving the equation by the method of Loyalka,10 we assume
that the distribution of the incident molecules on the low
boundary of the Knudsen layer (x50) can be written in the
following form:

w i
25S 2mi

kT D 1/2wyib1
1

n
wyiAi~wi !S d ln T

dy D
1
1

n
wyi(

j
Ci
j~wj !S dcjdy D1

1

n
wxiwyiBi~wi !S dUdx D ,

~7!

whereb is some unknown quantity.
The distribution function of the molecules coming o

the catalytic surface in the presence of heterogeneous ch
cal reactions is written as the sum11

f i
15 f i81 f i9 , ~8!

where the first term on the right-hand side of~8! describes
molecules formed as a result of a chemical reaction, w
the second term describes molecules reflected off the p
boundary.

We shall assume that the molecules formed as a resu
chemical reactions leave the surface in a diffuse man
then f i8 can be written as11

f i85a i
2ni8S mi

2pkTD
3/2

expS 2
miVi

2

2kT D 5a i
2~11n i8! f i0 ,

~9!

whereni8 is the density of molecules formed as a result of
chemical reaction,n i85(ni82ni0)/ni0, anda i

2 is the sticking
coefficient, which characterizes the intensity of adsorpt
processes. It represents the probability that a molecule,
ing struck the catalytic surface, is not reflected back into
gas.

The distribution function of the reflected molecules
taken as

f i95~12a i
2!qinisS mi

2pkTis
D 3/2expS 2

miVi
2

2kTis
D

1~12a i
2!~12qi ! f i

2 . ~10!

Here the first term describes molecules reflected diffus
while the second describes molecules reflected specul
qi is the accomodation coefficient of the tangential mom
tum, Tis andnis are the temperature and density of the d
fusely reflected molecules of thei th component. Linearizing
the distribution function~8! about f i0 with allowance for~9!
and ~10!, we get
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where

w i
15a i

2n i81~12a i8!qi~n is2S1/2
1 t is!

1~12a i
2!~12qi !R̂xw i

2 , ~12!

S1/2
1 53/22wi

2 is a Sonin polynomial of order 1/2~Ref. 9!,
R̂x is an operator which changes the sign of thexth compo-
nent of the velocity on reflection from the surfac
n is5(nis2ni0)/ni0, andt is5(Tis2T)/T.

Multiplying Eqs. ~4! by miwi , Biwxiwyi , integrating
over all velocity space, and summing overi , we get

d

dx (
i

~wxiwyi ,w i ! i50,

d

dx (
i
A2kT

mi
~wxi

2 wyiBi ,w i ! i5
2

n (
i
mi~wxiwyi ,w i ! i ,

where the parentheses denote moments of the distribu
function:

~P~wxi ,wyi!,w i ! i5E P~wxi ,wyi! f i0w id
3v i .

After integrating overx, we obtain on the interfacia
surface between phases (x50)

(
i

~wxiwyi ,w i ! i5const,

(
i
A2kT

mi
~wxi

2 wyiBi ,w i ! i5const. ~13!

Expression~13! is a system of linear algebraic equatio
for b andU. In evaluating the integrals that appear in E
~13!, we keep~as usual! two terms in the expansions of th
thermal and diffusion functions in Sonin polynomials, a
one term in the expansion of the viscosity functions:

Ai'wiai01wiai1S3/2
1 ,

Ci
j'wici0

j 1wici1
j S3/2

1 , B̂i'wi
0wibi0 .

Solving the system of equations~13!, we find the slip
velocity U. We write it in the following form:

U5
h

r
KTsS d ln T

dy D1(
j
D1 jKDs

j S dcjdy D1lKMsS dUdx D ,
~14!

whereh/r is the viscosity of the gas,D1 j is the coefficient of
multicomponent diffusion of the 1st andj th components;l
is the mean free path of the gas molecules,KTs , KDs

j , and
KMs are the coefficients of thermal, diffusion, and isotherm
slip:

h/rKTs52
1

n
AkT

8

1

( inibi0

3H VTs
1 ~a i

2!1
VTs

2 ~a i
2!VTs

3 ~a i
2!

VTs
4 ~a i

2! J , ~15!
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n
AkT
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H VMs
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2!!2
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where

VTs
1 ~a i

2!5(
i

ni

Ami

~ai02ai1!bi0~12~12qi !~12a i
2!!,

VTs
2 ~a i

2!5(
i
nibi0~11~12qi !~12a i

2!!,

VTs
3 ~a i
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i
ni S ai02 ai1

2 D ~12~12qi !~12a i
2!!,

VTs
4 ~a i

2!5VDs
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i

Amini~12~12qi !~12a i
2!!,

VDs
1 ~a i

2!5(
i

ni

Ami

~ci0
j 2ci1

j !bi0~12~12qi !~12a i
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VDs
2 ~a i

2!5(
i
nibi0~11~12qi !~12a i

2!!,

VDs
3 ~a i

2!5(
i
ni S ci0j 2

ci1
j

2 D ~12~12qi !~12a i
2!!,

VMs
1 ~a i
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i

nibi0

Ami

~11~12qi !~12a i
2!!,

VMs
2 ~a i

2!5(
i
nibi0~11~12qi !~12a i

2!!,
Ms i p(
i

i i i i

In an inhomogeneous gaseous mixture there are con
tration and temperature gradients along the surface of a
ticle. For this reason the sticking coefficient is not consta
and that means that there is an additional term in the
velocity. Let us calculate this term. We assume that the r
tive drops in temperature and concentration along the sur
are small. Taking into account that the sticking coefficie
a i

2 depends on the concentrations of the mixture com
nents and on the surface temperature, and keeping only
terms of zeroth and first orders, we obtain

a i
25a i0

2~ci0 , . . . ,cN0 ,T0!1
]a i

2

]c1
Dc11 . . .

1
]a i

2

]cN
DcN1

]a i
2

]T
DT, ~18!

wherea i0
2 is the sticking coefficient at a certain point on th

surface.
Substituting~18! into ~15!–~17!, we get

KTs5KTs
0 1KTs

1 ,

KDs
1 5KDs

j0 1KDs
j1 ,

KMs5KMs
0 1KMs

1 ,

whereKTs
0 , KDs

j0 , KMs
0 are obtained from formulas~15!–~17!

with a i0
2 in place ofa i

2 .
The coefficientsKTs

1 , KDs
j0 , andKMs

1 describe the first-
order correction to the slip velocity due to the nonuniform
of the coefficientsa i

2 along the catalytic surface and hav
the following form:
KTs
1 52
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n
AkT
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3H DVTs
1 1

VTs
2 ~a i0

2!DVTs
3 1VTs
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3 ~a i0

2!DVTs
4 /VTs
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4 ~a i0

2! J ,
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j1 52
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n
AkT
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( inibi0

3H DVDs
1 1

VDs
2 ~a i0

2!DVDs
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3 ~a i0
2!DVDs

2 2VDs
2 ~a i0

2!VDs
3 ~a i0

2!DVDs
4 /VDs

4 ~a i0
2!
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4 ~a i0

2! J ,

KMs
1 52

1

n
AkT
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1

( inibi0
H DVMs

1 1
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2 ~a i0
2!DVMs

2 2~VMs
2 ~a i0

2 !!2DVMs
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Da i5
]a i

2

]c1
Dc11 . . .1

]a i
2

]cN
DcN1

]a i
2

]T
DT.

ANALYSIS OF THE RESULTS

The results of the numerical calculation of the slip co
ficients for a binary gaseous mixture are plotted in Figs. 1
and 3 @M15m1 /(m11m2), R15r 1(r 11r 2)]. Analysis of
these results shows that the coefficient of thermal slipKTs

for fixedmi andni increases monotonically with increasin
a i

2 . This can be explained as follows: whena i
2 increases,

FIG. 1. CoefficientsKTs(a i
2), q1,250.5,R150.9.Mi50.1 ~1!, 0.3 ~2!, 0.5

~3!.
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so does the fraction of the molecules adsorbed by the
face; this entails an increase in the momentum transfer to
surface.

The isothermal slip coefficientKMs decreases monotoni
cally with increasinga i

2 . This is explained by the fact tha
as a i

2 decreases, the fraction of the molecules reflec
specularly from the surface increases, and in the presenc
a velocity gradient near the surface the gas must move fa
in the case of specular reflection of the molecules than
diffuse reflection, under otherwise equal conditions. The
pendence of the coefficient of isothermal slip on the tra
verse momentum accomodation coefficientqi is analogous to
the dependence ona i

2 , as is particularly easy to notice fo
a i

250.
The dependence ofKDs on a i

2 at fixedmi and ni is
monotonic~functions~15! and~16! have the same form!. As
we see from the plots, the the coefficient of diffusion slip c
change sign asa i

2 varies. Hence the rate of diffusiophores
of aerosol particles having high thermal conductivity c
change direction, since in the course of the chemical reac
the concentration of the components near the catalytic
face can vary, anda i

2 along with it.
In solving the problem of the slip of a multicompone

gaseous mixture in the presence of evaporation and con

FIG. 2. CoefficientsKMs(a i
2), q1,250.5,R150.9. Curves1–3 are the same

as in Fig. 1.

FIG. 3. CoefficientsKDs(a i
2), q1,250.5,R150.9. Curves1–3 are the same

as in Fig. 1.
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kinetic boundary conditions~the functionsf i8), the expres-
sions for the slip coefficients come out the same as in
case of heterogeneous chemical reactions. Formally, the
sition to the case of evaporation and condensation proce
can be made by settingKTs

1 50, KDs
j1 0, KMs

1 50 and equating
the sticking coefficienta i

2 to the condensation coefficient.
In the absence of heterogeneous chemical react

~sticking coefficienta i
250) formulas~14!–~17! agree with

the expression for the slip velocity obtained in Ref. 12. F
a i

251 the slip velocity is independent of the accomodat
coefficient of the tangential momentum.
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CARS study of the vibrational kinetics of nitrogen molecules in the burning

the
and afterglow stages of a pulsed discharge
K. A. Vereshchagin, V. V. Smirnov, and V. A. Shakhatov

Moscow Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
~Submitted November 8, 1995!
Zh. Tekh. Fiz.67, 34–42~May 1997!

The vibrational kinetics of the nitrogen molecule in the ground stateX1Sg
1 in the burning and

afterglow stages of a pulsed discharge are investigated by coherent anti-Stokes Raman
spectroscopy~CARS!. The total cross section for vibrational excitation of the nitrogen molecule
by electron impact to the first eight vibrational levels is determined. The rate constant for
the associative ionization reaction involving nitrogen atoms in the metastable states2P and2D is
estimated. It is found that the best agreement between the calculated and measured
populations of the nitrogen molecules in the ground stateX1Sg

1 in the afterglow stage of a
pulsed discharge is obtained when the rate constant forVV exchangeK01

10 has the value predicted
by the quantum–classical Billing–Fisher model. ©1997 American Institute of Physics.
@S1063-7842~97!00705-8#
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Pulsed high-current discharges in molecular nitrogen
medium pressures are widely used in technological p
cesses. In optimizing operation of the devices employed
faces the problem of investigating the vibrational kinetics
the nitrogen molecules under conditions characterized
high densities of excited and charged particles at low
temperatures.

Inelastic and superelastic collisions~collisions of the
first and second kinds, respectively! of electrons with vibra-
tionally excited molecules in the burning and afterglow
gimes of the discharge play an important role in the form
tion of the electron energy distribution function~EEDF! and
the distribution of the nitrogen molecules over vibration
levelsn in the ground stateX1Sg

1 ~VDF!.1 The state of the
electron component determines the integral characteristic
the gas discharge, such as the ionization and dissocia
coefficients of the molecules, the drift velocityvdr , and the
characteristic electron temperatureD/m.

The description of the integral characteristics in a hig
nonequilibrium medium is made difficult by the lack of re
able data on the rate constants and cross sections of
cesses occurring in discharges in molecular nitrogen. It
been noted2 that there is a large scatter in absolute values
the level cross sectionssn for vibrational excitation by elec-
tron impact for nitrogen molecules according to differe
measurements and calculations. For example, there is at
a fourfold disparity in the total cross section for vibration
excitation to the first eight vibrational levelsv, i.e.,
s(5(n51

8 sn ~at an electron energy«52.3 eV!. The integral
characteristicsvdr andD/m of the electrons are rather inse
sitive to variations in the value ofs( . Therefore, its deter-
mination in Ref. 2 from the measured data onvdr andD/m is
only approximate. In our opinion a more systematic a
proach is to determine the value ofs( for which the calcu-
lated and measured data forvdr , D/m, and the VDF formed
as a result of direct electron impact are in best agreem
The stage of excitation of the discharge consists of a se
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vibrational levels of the molecules and the EEDF. Thus
numerical modeling of the kinetics of vibrational excitatio
of the molecules for the purpose of determinings( must be
included in a joint solution of the balance equations for t
densities of the plasma components and the EEDF.

The rate constantK01
10 for VV exchange between vibra

tional levelsv51 andv50 is an important quantity in the
nonequilibrium vibrational kinetics of nitrogen molecule
The values of the rate constant measured in the afterglow
a discharge3–5 differ from the results of Refs. 6 and 7 by a
much as an order of magnitude. The accumulated experim
tal and theoretical data1 on the kinetics of the processes o
curring in the afterglow of a discharge permit one to ca
out a more correct processing of the measurements of
VDF and its evolution in time.

In this paper we give the results of measurements m
by coherent anti-Stokes Raman spectroscopy~CARS! and by
numerical modeling of the VDF in pure molecular nitroge
in a pulsed high-current discharge and its afterglow. From
comparison of the results of the calculation and experim
we determine the values of the total cross sections( for
vibrational excitation to the first eight vibrational levels an
the rate constantK01

10 for VV exchange for the nitrogen mol
ecule and we estimate the rate constant for the associa
ionization reaction involving atoms in the metastable sta
N(2P) and N(2D).

DESCRIPTION OF THE EXPERIMENT

A diagram of the experiment is shown in Fig. 1. W
investigated the nonequilibrium excitation of pure molecu
nitrogen in a specially made cell at a pressure of 115 t
The electrodes had a surface area of 45 mm2 and were placed
1 cm apart. The experiment was done in a weak flow
nitrogen gas that had been purified in nitrogen traps. T
parameterE/N ~whereE is the electric field andN is the
density of gas molecules! in discharges with a duration of 4
ns ~at half maximum of the current pulse! varied in the range

487-08$10.00 © 1997 American Institute of Physics



FIG. 1. Experimental apparatus for CARS spectroscopy of a pulsed high-current discharge.1 — Nd:YAG laser,2 — narrow-band dye laser,3 — mirror,
4— splitter,5— lens,6— discharge cell,7— electrode,8— synchronization unit,9— four-prism filter,10— wide-band filter,11— diaphragm,12—
photomultiplier,13— integrator,14— chart recorder,15— control unit of dye laser.
190–200 Td. In the afterglow after the end of the current
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pulse, att.50 ns, it had decreased toE/N55–10 Td. The
maximum value of the discharge current reached 1.4–
kA. Figure 2 shows the time dependence of the electron d
sity Ne inferred from a processing of the oscilloscope trac
of the current in the discharge.

To obtain the CARS spectra the radiation of the seco
harmonic of a Nd:YAG laser at a frequencyv1518979
cm21 ~with a power of up to 200 kW and a radiation line
width of 0.05 cm21) together with the radiation of a narrow
band tunable dye laser~with a pulse power of up to 1 kW a
a frequencyv2516475 cm21) was focused to approxi
mately the center of the discharge cell. The measuremen
the gas temperature and the VDF were made in a collin
scheme of convergence of the laser beams, giving a sp
resolution of 5035031000 mm. The useful CARS signa
was discriminated from the background radiation of t
pump lasers by means of a four-prism filter. The spec
were recorded in the integration mode of the photomultipl
the signal from which was averaged by a boxcar integra
and sent to a chart recorder. The accuracy of determina
of the delay timetd of the probe pulses relative to the curre
pulse was65 ns fortd,500 ns and620 ns fortd.500 ns.

We recorded experimentally the vibrational–rotation
Raman spectrum of theQ bands of transitions 0–1, 1–2
2–3, 3–4, 4–5, and 5–6 at delay times ranging from 30 n
20 ms from the start of the current pulse. The record
CARS spectra were interpreted with the aid of numeri
modeling by the technique of Ref. 8. Figure 3 shows
calculated and measured spectra of theQ branch for the
transition 0–1 with a resolved rotational structure. From
experimental spectrum we recovered the distribution fu
tion of the nitrogen molecules over rotational levels in t
ground stateX1Sg

1 ~RDF!, which is shown in Fig. 3a and, a
we see, has a Boltzmann form. The RDFs obtained ac
the delay range all turned out to be Boltzmann distributio
and, within the error limits of the measurements, were ch
acterized by a temperature of 320610 K, which can be con-
sidered to be equal to the gas temperature in the investig
range of gas pressures.

488 Tech. Phys. 42 (5), May 1997
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CROSS SECTIONS OF THE PROCESSES

For considering the plasma-chemical processes oc
ring in the burning and afterglow stages of a pulsed d
charge in pure molecular nitrogen we integrated numeric
a system of equations for the densities of the following s
cies of particles: nitrogen molecules in the ground st
X1Sg

1 ~47 vibrational levels, the vibrational levelv546 be-
ing taken as the level of dissociation of the nitrogen m
ecule via vibrational excitation! and in the electronically ex-
cited statesA3Su

1 , B3Pg , C
3Pu , B83Su

2 , a81Su
2 , W3Du ,

a2Pg , andw
1Du ; nitrogen atoms in the ground state

4S and
excited states2P and2D; ions N1, N2

1 , N3
1 , N4

1 ; and elec-
trons. Table I lists the reactions, involving neutral a
charged particles, which were taken into account in the
lution of the system of equations. We note that, depend
on the numbers of the vibrational levels of the colliding mo
ecules in Refs. 1, 7, and 9–12, different models were use
the calculations of the rate constants forVV processes~2!.

To determine the rate constants for electron–molec

FIG. 2. Electron density versus time.d — Experiment; solid curve —
calculation.

488Vereshchagin et al.
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collisions, we solved the Boltzmann transport equation
merically for the EEDF with allowance for elastic collision
of electrons with molecules and atoms, the excitation of
tational, vibrational, and electronic states of the molecules
electron impact, the dissociation and ionization of molecu
from the ground state in collisions with electrons, and sup
elastic collisions of electrons with vibrationally excited mo
ecules in the ground and electronically excited states.

The rate constants for excitation of electronic states
molecules~without resolution of the vibrational levels! from
high vibrational levels of the ground stateX1Sg

1 were calcu-
lated on the basis of the relations from Refs. 42 and 43. A

FIG. 3. Distribution of the radiation intensity in the CARS spectrum of t
Q branch of the vibrational transition fromv50 to v51 of the nitrogen
molecule at a pressure of 115 torr and a current strength of 1.4 kA
t550 ns. a: Experiment (NJ is the density of molecules on vibrational leve
J). b: Calculation for a temperature of 320 K.
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electron density and the rate constants for dissocia
electron–ion recombination were calculated according to
expressions from Ref. 44. HereTe5(2/3)«̄ , where «̄ is the
average electron energy evaluated from the EEDF.

The total cross sections( for vibrational excitation was
determined from a comparison of the calculated and exp
mental values ofvdr , D/m, and the VDF under the assump
tion that in the burning stage of the discharge the chang
populations at the lower vibrational levelsv50–5 of the
molecules is due to direct electron impact. In the solution
the Boltzmann equation for the EEDF the values of the fi
eight level cross sections of vibrational excitation from Re
15 and 16 were suitably renormalized as the value ofs( was
varied. The resulting EEDF was used to calculate the r
constants for processes involving a discharge component
electrons. Then the system of equations for the dens
were integrated numerically over the time intervalt550 ns.
At the initial time the VDF corresponded to the Boltzman
distribution forT5320 K, and the densities of atoms, ele
tronically excited molecules, and ions were assumed equ
zero. The procedure of varying the value ofs( and perform-
ing the calculations was repeated until numerical agreem
was reached between the measured and calculated valu
the molecular populations on the vibrational levelsv50–5
and also forvdr andD/m. We might add that the calculation
were done for both the measured and calculated time de
dences of the electron density.

The value found fors( was used to determine the EED
and the rate constants for electron–molecule collisions i
recombining atomic–molecular plasma. A numerical mod
ing of the decay of the plasma was carried out all the way
20ms. As the initial conditions in the equations for the de
sities we used the calculated composition for the ti
t550 ns. The rate constants of electron–molecule collisi
were recalculated in the course of solving the equations
the parameters of the recombining plasma were changed
the calculations the rate constants of the little-studied as
ciative ionization reaction~33! involving atoms in the meta-
stable states N(2P) and N(2D) and also the rate constan
K01
10 for VV exchange between the levelsv51 and v50

were varied until the best agreement was achieved betw
the calculated and experimental values of the population
the states withv50–5.

DISCUSSION OF THE RESULTS

1) Burning regime.Figure 4 shows the results of calcu
lations and measurements of the dependence of ln(Nn /N0) on
the vibrational level numberv at a time t550 ns in the
burning stage of the pulsed discharge. A comparison of
experimental and calculated results for the VDF in the d
charge shows that the best agreement between them i
tained when the total cross sections( for vibrational
excitation to the first eight vibrational levels i
(10.561.5)310216 cm2. This value ofs( is in good agree-
ment with the results of Refs. 45 and 46. As can be s
from Fig. 5, the results of the calculation for the drift velo
ity vdr and the characteristic temperatureD/m of the EEDF,

at
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TABLE I. ~Continued.!

via

e on
recovered from the solution of the Boltzmann equation at a

Note.The rate constantsk are given in units of cm3/s; the radiative decay probabilitiesA are in units of s21; the rate constantskr for processes involving three
particles are in units of cm6/s; Kd

i is the rate of dissociation of molecules by a purely vibrational mechanism in collisions with molecules,
VV-exchange processes~if i5VV) andVT relaxation~if i5VTm), and in collisions with atoms, viaVT relaxation~if i5VTa); Kn11,n

m , Kn11,s21
n,s , and

Kn11,n
a denote the rate constants forVV exchange andVT relaxation of molecules on molecules and atoms, calculated using the model dependenc

v ands.
4
el
te

i-
ea
le
tic
B
p

ic
value of the total cross sections(510.5310216 cm2, is also
in good agreement with the measured values from Ref.
over a wide range of variation of the reduced electric fi
E/N520–80 Td. The discrepancy between the calcula
and measured values ofvdr andD/m is not over 5%.

Numerical modeling of the kinetics of vibrational exc
tation of the molecules in the discharge, both with the m
sured and with the calculated time dependence of the e
tron density~Fig. 2!, confirms the presence of a characteris
feature in the shape of the VDF observed in experiment.
50 ns after the start of the discharge current pulse the po
lations of the first five vibrational levelsv51–5 have a

FIG. 4. Distribution ln(Nn /N0) of the nitrogen molecules in the electron
ground stateX1Sg

1 over vibrational levelsv50–5.d — Experiment; solid
curve — calculation with the experimental time dependence ofNe ; dot-and-
dash curve — calculation with the calculated time dependence ofNe .

491 Tech. Phys. 42 (5), May 1997
7
d
d

-
c-

y
u-

FIG. 5. Plots of electron parametersvdr ~a! andD/m ~b! versusE/N. d —
Experiment of Ref. 47; solid curve — calculation.
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Boltzmann distribution with a vibrational temperatu
Tn1557315 K, which is in good agreement with its expe
mental valueTn15572906350 K. It is markedly different
from the vibrational temperature of the first lev
Tn0151640 K, as is also found in experimen
Tn01517406200 K. The presence of a ‘‘bend’’ in the VDF
indicates that the initial stage of its evolution is govern
mainly by the excitation of vibrational states of the mo
ecules by direct electron impact. Indeed, calculations con
that in calculating the populations of states withv51–5 in
the model under discussion one can neglect the influenc
processes of excitation of electronic states of the molec
and the dissociation and ionization of molecules from
ground state as a result of collisions with electrons. Tak
these processes into account in reactions describing
population dynamics of the lower levels leads to change
not more than 10–20% in the absolute values, and tha
within the experimental error.

The use of different recursion relations for the rate co
stants describing inelastic and superelastic collisions of e
trons with vibrationally excited molecules will likewise no
lead to substantial changes in the calculated population
the lower levels. For example, the solution of the balan
equations for the populations of the lower levels calcula
using the relations from Ref. 48 differs by 10% from th
calculated using the simplified relations from Refs.
and 49.

An analysis of the solutions of the Boltzmann transp
equation for the EEDF implies that a key question from
standpoint of finding the rate constants for electro
molecule collisions is whether nitrogen atoms are formed
the ground state4S. According to calculations, under th
actual experimental conditions the degree of dissocia
a5Na /N of the molecules in the discharge reaches val
a'1022. Figure 6 illustrates the fact that the EEDF diffe
strongly, over a wide range of energies, from the funct
calculated without taking into account the formation of
oms in the discharge. The change in the composition of
discharge is accordingly reflected in the rate constants
electron–molecule collisions, and, as a result, the pop

FIG. 6. Electron energy distribution functionf («) in the burning stage of
the discharge for the VDF at timet550 ns.E/N520 Td,T5320 K, and
s(510.5310216 cm2; 1— a50, 2— a51022.
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tions of the lower levels are perturbed by 30–40%. We n
that superelastic collisions of electrons with electronica
excited molecules have a negligible influence on the EED

Thus the formation of atoms in the discharge indirec
affects the population kinetics of the lower vibrational leve
This makes it necessary to solve jointly the balance eq
tions for the densities of molecules, atoms, and charged
ticles with the Boltzmann transport equation for the EEDF
order to evaluates( .

2) Afterglow. According to the data obtained in the ca
culations and in experiment, the formation of the VDF in t
afterglow can be divided temporally into two stages: an ea
stage, corresponding to the time interval from 50 ns to
ms, and a late stage, the period from 15 to 20ms. In the early
stage the populations in states withv50–5 change mainly
as a result of inelastic and superelastic collisions of electr
with vibrationally excited molecules. In the late stage t
redistribution of the molecules over vibrational levels
dominated byVV exchange processes.

Figure 7a shows the calculated and experimental va
of the populations for the lower vibrational levels fro
v50 to v55 at the timet56 ms. The distribution of the
molecules over levels differs from the Treanor distributio

FIG. 7. Distribution of ln(Nn /N0) of nitrogen molecules in the electroni
ground stateX1Sg

1 over vibrational levelsv50–5 in the afterglow stage of
the discharge.d — Experiment; solid curve — calculation; dot-and-das
curve — Treanor distribution.T56 ms ~a!, 20ms ~b!; Tn51900 K~a!, 2500
K ~b!; T5320 K.
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experimentally (Tn01521306200 K! and theoretically
(Tn0152000 K!, are considerably detached from the vibr
tional temperatures corresponding to the first five vibratio
levels, Tn15544206350 and 4100 K, respectively. Th
quantitative agreement with experiment argues in favor
the interpretation that the change in the number of molec
on the lower levels in the early stage of the decay of
plasma occurs more efficiently as a result of inelastic a
superelastic collisions of electrons with vibrationally excit
molecules than as a result of their redistribution owing
VV exchange processes. Here processes ofVT relaxation of
the molecules on molecules and atoms at the measured
temperatureT5320 K do not affect the results of the calc
lations.

The rate of change of the populations depends on
densities of electrons and ions. Therefore, it is interrela
with the processes that govern the kinetics of the elec
component and the ions in a recombining atomic–molec
plasma.

The main channels for neutralization of the charge
dissociative electron–ion recombination~36–38!. An impor-
tant role in the kinetics of the electron component is play
by the conversion reactions~43 and 46! and the destruction
of complex ions; these regulate the densities of N3

1 , N4
1 ,

and N2
1 ions and thus raise or lower the significance of t

dissociative recombination channels in which these ions
ticipate. It must be noted that in view of the insignifica
population of vibrational levels withv.21 the change in the
species of nitrogen ion in reactions~50 and 53! is small and
has only a weak effect on the value of the electron dens

Associative ionization processes~32 and 33! involving
molecules and atoms in the metastable statesA3Su

1 ,
a81Su

2 , and 2P, 2D have an appreciable influence on t
characteristic decay times of the plasma that is created
decrease in the rate of decay on account of reactions~32! is
manifested at timest'60–800 ns. As the time increases
t.1 ms there occurs a depletion of the populations of el
tronically excited states mainly in collisions with molecul
N2(X

1Sg
1) and atoms N(4S!. By the time t56 ms the

quenching of the molecules on atoms has significantly
creased the density of atoms in the states2P and 2D, and
therefore the associative ionization channel~33! becomes
dominant. On this basis we estimated the rate constan
reaction~33!. Good quantitative agreement of the calculat
and experimental results for the EEDF at the timet56 ms is
obtained with a valuek510213 cm3/s.

The subsequent transformation of the VDF, correspo
ing to the late stage of the afterglow, is shown in Fig. 7
The Treanor form of the distribution at the timet520 ms
and the results of the calculations confirm the hypothesis
VV exchange processes play the dominant role in the re
tribution of molecules over the lower levels. This makes
possible to determine the rate constantK01

10 for VV exchange:
the best agreement between the calculation and experime
obtained at a valueK01

105(961)310215 cm3/s, which agrees
with the value predicted in the quantum–classical Billing
Fisher model.7 It should be added that the results of the c
culations differed only slightly when different models7,9–12
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exchange,Km11,m , on the vibrational numbersm andn of
the colliding molecules.

CONCLUSION

In summary, an experimental study and a numeri
modeling of the temporal evolution of the populations of t
lower vibrational levelsv50–5 of the ground stateX1Sg

1 in
a high-current pulsed discharge~at E/N5200 Td, current
strength 1.4 kA, gas temperatureT5320 K! and in its after-
glow at a pressure of 115 torr in pure molecular nitrog
have shown that in the burning stage of the discharge
change in populations of the vibrational levels of the m
ecules is governed predominantly by direct electron impa
that the formation of nitrogen atoms in the ground state4S
has an appreciable influence on the EEDF and, accordin
indirectly perturbs the populations of the lower vibration
levels, and that in the early stage of the afterglow of t
discharge the change in populations occurs mainly as a re
of inelastic and superelastic collisions of electrons with
brationally excited molecules, while in the later stage of t
afterglow the dominant process in the redistribution of t
molecules over the lower levels isVV exchange.

The numerical model proposed for calculating the de
sities of the different components~molecules, atoms, and
charged particles! and the EEDF gives good quantitativ
agreement with the experimental time dependence of
densities of electrons and vibrationally excited molecu
and confirms the CARS measurements.

A comparison of the experimental and calculated res
reveals that the total cross sections( for vibrational excita-
tion to the first eight vibrational levels reaches 10.5310216

cm2; a proposed refinement of the rate constantk510213

cm3/s for the associative ionization reaction involving th
participation of atoms in the metastable states N(2P) and
N(2D) improves the agreement of the calculated VDF w
the measured functions at the timet56 ms; the best agree
ment between the calculated and measured population
the molecules at the timet520ms is found at a rate constan
for VV exchange equal toK01

1059310215 cm3/s.
The information we have obtained about the values

s( , k, andK01
10, we believe, can be recommended for n

merical modeling of the vibrational and charge kinetics
molecular nitrogen in a pulsed discharge and its afterglo

The authors are grateful to O. A. Gordeev for substan
assistance in providing data on the cross sections
electron-impact excitation of nitrogen molecules, for sho
ing interest in this study, and for taking part in a discuss
of it.
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The effect of the anode dimensions on the characteristics of a hollow-cathode

glow discharge

S. P. Nikulin

Institute of Electrophysics, Ural Division of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
~Submitted December 25, 1995!
Zh. Tekh. Fiz.67, 43–47~May 1997!

An analysis is made of the effect of the anode dimensions and the gas pressure on the possibility
of achieving various conditions of burning of a hollow-cathode glow discharge~with
negative or positive anode fall!, and also with an anode plasma and an electrostatic double layer.
Analytical relations that agree with experimental data are found for the voltage across the
cathode sheath and the double layer as a function of the anode area and the pressure. Simple
expressions are derived for the critical pressure below which no discharge of a particular
kind is possible. ©1997 American Institute of Physics.@S1063-7842~97!00805-2#
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It has been shown1,2 that by taking into account ioniza
tion processes in the cathode sheath of a hollow-cath
glow discharge one can calculate the current-voltage cha
teristics of the discharge in satisfactory agreement with
periment. As the discharge currentI d increases and accord
ingly the thicknessd of the cathode sheath decreases,
cathode fallUc , which in this situation is practically the
same as the discharge voltageUd , attains a constant value

U05
W

eg
1
Ei

e
'

W

eg
, ~1!

whereW is the average energy used in a single ionizat
event, g is the ion-electron emission coefficient,e is the
electron charge, andEi is the threshold ionization energy.

The approximate equality in~1! can be taken over with
little loss of accuracy, sinceg!1, and thus the discharg
voltage is 1–2 orders of magnitude higher than the ioniza
potential. The reasonUc attains a constant value is that fo
small d the ionization is caused almost entirely b
g-electrons, which take on an energyeUc in the cathode fall,
while the contribution to the ionization from slow seconda
electrons is insignificant. The average number of ionsn gen-
erated in the cavity by a single electron is given by the re
tion

n5
~eUc2Ei !

W
'
eUc

W
, ~2!

and it is easy to see that the condition for a self-consis
discharge is

gn51 ~3!

which is satisfied forUc given by Eq.~1!
The expression forn is valid only when the electron

emerges from the gas discharge gap having lost all of
energy. The results of Refs. 3 and 5 show that as the pres
is reduced, the voltageUd increases because of the increas
loss of fast electrons through the aperture of the cavity3 or at
the anode.4,5 A decrease of the aperture area or the an
areaSa facilitated burning of the discharge; i. e., it resulte
in a lowerUd and critical pressurepcr at which the discharge
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value;Sc m/M , whereSc is the cathode area andm and
M are the electron and ion mass, respectively. A furt
decrease inSa caused an increase inUd . Moreover, in Refs.
4 and 5 it was observed that if an anode was used with
area several times smaller thanScAm/M , the discharge volt-
age again began to decrease. The purpose of the work
ported in the present article is to analyze the reasons for
ambiguous effect of the anode size on the characteristics
hollow-cathode glow discharge.

DISCHARGE BURNING WITH A NEGATIVE ANODE FALL

In Ref. 3 it was shown that for values ofSa higher than
;ScAm/M a discharge is obtained with a negative ano
fall Ua . The negative fallUa is small as a rule,;kTe /e,
wherek is Boltzmann’s constant andTe is the temperature o
the plasma electrons. About the same small potential
occurs in the plasma, and on the whole it can be said
Ud is essentially equal toUc . Let us consider howUc , and
accordinglyUd would change if the pressure were reduce
We shall neglect the ionization processes in the cath
sheath and assume that the ionization in the cavity occ
only by g electrons generated after acceleration in the ca
ode sheath to an energyeUc .

As the electron energy decreases fromE1dE to E, the
electron will have formed a numbern5dE/W ions. How-
ever, these ions are formed only if the electron with an
ergyE remains in the gas discharge gap and does not es
to the anode. Therefore if we allow for the possibility th
the electron can escape, thendn must be written as

dn5
P~E, eUc!dE

W
, ~4!

whereP(E,eUc) is the probability that an electron with a
initial energyeUc is still located in the cavity when its en
ergy has been reduced toE.

In Ref. 3 an expression was derived for the average p
length L traversed by an oscillating electron in the cav
before it exits

495-04$10.00 © 1997 American Institute of Physics
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whereV is the volume of the cavity.
Accordingly we can write the probability that an electro

is still in the cavity after traversing a distancel as

P~ l !5expS 2
l

L D5expS 2
lSa
4V D . ~6!

Using the approximation of continuous slowing, we c
write down the expression for the energy lossdE in a path
lengthdx:

dE52
Wdx

l i
52Ws i Ndx, ~7!

where l i is the mean range before ionization,s i is the ion-
ization cross section, andN is the density of the neutral gas

To simplify subsequent calculations, we takes i; const.
Then integrating Eq.~7!, we obtain a simple expression th
connects the path traveled by an electron to its energy

l5
eUc2E

Ws iN
. ~8!

Substituting this expression into Eq.~6!, we obtain

P~E,eUc!5expS 2
eUc2E

Ws i NL
D , ~9!

and integrating Eq.~4! between the limits from 0 toeUc , we
arrive at an expression for the average number of i
formed by an electron in the cavity

n5s iNLS 12expS 2
eUc

Ws i NL
D D . ~10!

It would perhaps be more correct physically to takeEi

rather than 0 as the lower limit of integration, but sin
Ei!eUc , as discussed above, replacingEi by 0 is entirely
admissible. Substituting this expression into the se
consistency condition for a discharge, Eq.~3!, and using Eq.
~5! and the relationN5p/kT, wherep andT are pressure
and temperature of the gas, we obtain an expression
relates the voltage to the pressure

4gpVs i

SakT
S 12expS 2

ekTUcSa
4pVWs i

D D51. ~11!

Introducing the notation

p05
kTSa
4gVs i

~12!

and using Eq.~1!, we can transform Eq.~11! to a more
compact form

Uc

U0
52

p

p0
lnS 12

p0
p D . ~13!

With the expression written this way, the physical mea
ing of p0 becomes obvious. Atp5p0 the logarithm in Eq.
~13!, and henceUc , goes to infinity. That is,p0 is none other
than the critical pressure at which the discharge cannot b
The value ofU0 corresponds to the discharge voltage
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fairly high pressures, where the electrons deposit nearly
their energy before exiting at the anode. It is easy to see
this formula in the appropriate limit describes how at hi
enoughp the voltage comes to a constant value, as
been experimentally observed. Indeed, takingp@p0 and
expanding the logarithm in a series, we obta
(Uc /U0)'2(p/p0)(2p0 /p)51.

The qualitative shape of the functionUc(p) agrees with
experiment. The main result of this investigation has been
obtain a relation that explains the experimentally obser
right-ward shift of the characteristic with increasingSa ,
which results in a proportional increase in the critical pre
sure. However, it should be noted that in expression~12!,
p0}Sa /V, whereas in Ref. 3 the determining role of the p
rameterSa /Sc was emphasized. This is likely due to the fa
that under the conditions of the experiments reported in R
3 the value ofSc essentially varied, as didV, in proportion to
the length of the cylindrical cavity. In Refs. 4 and 5, whe
the cavity was of smaller volume for the same parame
Sa /Sc , the discharge burned at higher pressures. There
our relationpcr } Sa /V reflects more accurately the behavi
characteristic of a hollow-cathode glow discharge.

If we assume thatp is specified, we can regard expre
sion ~13! as a relation betweenUc andSa . In Fig. 1, curve1
shows the characteristic form ofUc(Sa). In the calculations
the working gas was assumed to be argon, for wh
AM /m5271, andW526 eV ~Ref. 1!. The other parameter
used in the calculations are shown in the caption to the
ure.

An estimate ofpcr from Eq. ~12! is difficult because the
coefficient g is not known exactly, Nevertheless, we ca
make this estimate by using the experimental value ofU0.
Then, from Eq.~1! and the known value ofW we can deter-
mine g and estimatepcr , using some characteristic ioniza
tion cross section fors i . These estimates agree in order

FIG. 1. Cathode fall~1!, positive anode fall~2!, voltage across the double
layer ~3!, and discharge voltage~4! plotted against the anode area. Argo
p5 0.1 Pa,I d530 mA,Sc5271 cm2, a5b51,g50.1.

496S. P. Nikulin



magnitude with the experimental values ofpcr under various

is

r

f
o

an
od

e

-
t

o
us

e

ta
se

g
a

a-
le
ne
a
e

e
a
od

s
ca

Let us consider what the conditions are for satisfying
g
ng

nd
ve

r
f

s a
-
than

the

y in

s-
n

y
r
rod.
the
arly
ain

re
ex-
conditions.
Thus expression~13!, which we have derived forUc

with the parameterp0 determined from Eq.~12!, describes
the main qualitative behavior of a hollow-cathode glow d
charge under conditions of a negative anode fall.

DISCHARGE WITH A POSITIVE ANODE FALL IN THE ANODE
PLASMA

When the anode area is smaller than;ScAm/M the an-
ode fall becomes positive. Denoting byS0 the anode area fo
which the anode fall is zero, it is clear that

S05aScAm/M , ~14!

wherea is a coefficient of the order of unity.
As the anode size decreases belowS0, the surface area o

the plasma from which the electrons reach the anode d
not change, but remains equal toS0, which is necessary to
maintain equality between the ion current to the cathode
the electron current to the anode, while the positive an
fall Ua and the length of the anode sheathl a increase. If we
ignore ionization processes in the anode sheath, we can
mateUa using the formula for the ‘‘3/2’’ law in various
geometries.6 In cylindrical geometry, if we neglect the elec
tron current to the end of the anode rod, we can estimate
radiusR0 of the plasma surface from the formula

R05
S0

2pLa
, ~15!

whereLa is the length of the anode.
Curve 2 in Fig. 1 shows the characteristic shape

Ua(Sa) in cylindrical geometry. In the calculations the radi
Ra of the anode was taken to be 1 mm, andSa varied be-
cause of variations in the lengthLa . As one can see from th
figure, even for a small discharge currentI d ~in the calcula-
tion and in the experiment of Ref. 5,I d was taken to be 30
mA!, Ua can make a substantial contribution to the to
voltage drop across the discharge gap, which in the pre
case can be taken to beUd5(Uc1Ua). This is the reason
why, as observed in Ref. 5,Ud increases with decreasin
diameter of the planar anode or decreasing length of the
ode rod below some optimum value. With increasingI d the
increase inUa , and hence inUd will be all the greater.

As l a andUa increase, so does the probability of ioniz
tion processes, which can result in breakdown of the e
trode sheath and the formation of a secondary plasma
the electrode, separated from the main discharge plasm
an electrical double layer.7 In the double layer the ratio of th
ion flux to the electron flux isAm/M ~Ref. 6!. Therefore, in
order for the plasma–double-layer system near the anod
exist the electrons entering the double layer from the m
plasma must create ionization in the region of the an
plasma with a probability

Pi5bAm/M , ~16!

whereb is a coefficient of the order of unity, which allow
for the fact that some of the ions from the anode plasma
escape into the anode, and not enter the double layer.
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relation ~16! in the case of cylindrical geometry. Neglectin
the thickness of the double layer, we can write the followi
relation for the ionization probability in the anode plasma

Pi5Ns i~eUl !~R02Ra!, ~17!

where Ul is the voltage across the double layer a
s(eUl) is the ionization cross section for electrons that ha
been collected in the double layer with an energyeUl .

Equating the right-hand sides of Eq.~16! and ~17!, and
using Eqs.~14! and~15! and the relationp5NkT, we obtain
a relation connectingUl andp in the following implicit form

s i~eUl !5
2pbkTLaAm/M

p~S02Sa!
. ~18!

Since the form ofs i(E) is quite well known, the calcu-
lation of Ul(p) or Ul(Sa) does not present any particula
difficulties. Curve3 in Fig. 1 show the characteristic form o
Ul(Sa).

We note that since the ionization cross section ha
maximum, for a givenSa,S0 the plasma–double-layer sys
tem near the anode cannot exist if the pressure is lower

pl5
2pbkTLaAm/M

sm~S02Sa!
, ~19!

wheresm is the maximum ionization cross section.
Correspondingly, for a givenp an increase inSa above

the value

Sl5S02
2pbkTLaAm/M

smp
~20!

results in decay of the plasma–double-layer system near
anode.

In Fig. 1 we have also plotted curve4, which shows the
characteristic form ofUd(Sa), which is given by the rela-
tions Ud5Uc1Ul for Sa,Sl , Ud5Uc1Ua for
Sl,Sa,S0, andUd5Uc for Sa.S0. If Sa is slightly larger
than Sl , we cannot calculate the functionUa(Sa) by the
3/2-power law, since ionization processes proceed rapidl
this part of the anode sheath. In this section curve4 has been
approximated by a spline. The shape of curve4 agrees quali-
tatively with the experimental results obtained in Ref. 5. U
ing the coefficientsa, b, andg as fitting parameters, we ca
obtain fair quantitative agreement.

It formally follows from Eq. ~19! that with decreasing
La the critical pressurepl can be reduced to an arbitraril
small value. However, asLa is reduced we can no longe
neglect the electrons that arrive at the ends of the anode
The results of Ref. 7 have shown that the surface of
plasma region that forms near a small electrode has a ne
spherical shape. If we assume that the surface of the m
discharge plasma is nearly spherical and has an areaS0, we
can derive the following expression for the critical pressu
pm below which the plasma–double-layer system cannot
ist for any arbitrarily small anode area:

pm5
bkT

2sm
A pm

MS0
. ~21!
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istic parts, corresponding to negative and positive an
falls. Estimates calculated with Eq.~21! agree with experi-
mental results.4,5 The point at which the curveUd(Sa) is a
minimum must of necessity coincide withS0, because ifSa
falls belowS0 thenUc continues to decrease, and this d
crease must at some point outweigh the beginning of
increase inUa . When the discharge burns through an ap
ture to the anode, which is located some distancel aa from it,
a decrease in its area belowS0 and the transition to discharg
conditions with a positive anode fall result in an abrupt
crease in the voltage (U } l aa

4/3). The discharge can then occu
with a smallUd only when there is an electric double lay
and an anode plasma. The conditions for the existence
double layer can be determined by assuming that the
entering the double layer are generated in a region havin
characteristic size of about the radiusr a of the aperture.
Then the relation connectingUl andp takes the form

s i~eUl !5
kTAm/M

rap
. ~22!

The qualitative form ofUl(p) calculated from Eq.~22!
agrees with the experimental results given in Ref. 3. A f
quantitative agreement with experiment can be obtained
varying T, which in Ref. 3 varied with increased dischar
current. However, in the region of largep the calculated and
experimental curves are quite different because the calc
tions neglected the initial energy the electrons have w
they enter the double layer. Because the electrons hav
initial energy;kTe it is possible for the double layer to exis
for Ul less than the ionization potential. The value ofUl

increases with decreasingp, and forp lower than

p25
kTAm/M
rasm

~23!

no double layer can exist in the aperture of the cavity.
discussed above, and as has been confirmed experiment3

the discharge voltage increases abruptly.
Since the functions i(E) is nonmonotonic, two solutions

to Eqs.~22! and ~18! are generally possible: one on the a
cending part and the other on the descending part. The s
of the plasma– double-layer system described by the sec
solution are unstable. Indeed, we assume that the rate o
ionization processes has decreased randomly, causing
498 Tech. Phys. 42 (5), May 1997
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double layer by ions entering from the anode plasma. A
result, the voltage across the double layer increases, w
on the descending part ofs i(E) causes an additional de
crease in the ionization so that the system goes out of
state of equilibrium, while on the ascending part an incre
in Ul enhances the ionization and the random deviation
compensated. Of course, this argument cannot be sai
have exhausted the possibilities. To solve the problem of
stability of any particular state, and also to determine
parametersa andb requires a more detailed analysis of th
processes occurring in the anode region of the hollo
cathode glow discharge. This may be the subject of furt
work.

CONCLUSIONS

This investigation has analyzed the conditions for t
existence of various regimes of burning of a hollow-catho
glow discharge — with a negative and a positive anode f
and also the regime with an anode plasma and an ele
double layer. The relations obtained, Eqs.~13!, ~18! and
~22!, which relate the voltage across the cathode and ac
the double layer to the dimensions of the anode or the a
ture and to the pressure, are in qualitative agreement w
experimental results. Simple expressions,~12!, ~21!, and
~23!, have been obtained for the critical pressure bel
which the various kinds of discharge cannot occur. Th
expressions have provided estimates that agree in orde
magnitude with experimental results.
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Optical breakdown threshold in the electron-thermal model of defect generation

unt
V. L. Komolov

S. I. Vavilov All-Union Scientific Center, State Optical Institute, 199034 St. Petersburg, Russia
~Submitted December 27, 1995!
Zh. Tekh. Fiz.67, 48–53~May 1997!

An investigation is made of the conditions for the nucleation of optical breakdown in transparent
material when recombination-stimulated defect-formation reactions occur in it. It is shown
that a positive feedback between the conduction electron concentration and point defects activates
defect formation even if the medium is not heated. Under real conditions, where heating of
the medium by the light is important, lowering of the activation barrier by thermal defect
generation aided by conduction electrons results in optical breakdown of the medium at
light intensities much lower than predicted in the classical ‘‘semiconductor’’ or ‘‘thermochemical’’
models of thermal breakdown. The analysis confirms that optical breakdown of transparent
condensed media is due to electron-aided defect formation reactions over a broad range of
illumination conditions. ©1997 American Institute of Physics.@S1063-7842~97!00905-7#
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The causes of nucleation of optical breakdown in wea
absorbing nonconducting media illuminated by intense o
cal radiation in the visible and infrared regions and the c
ditions under which this nucleation takes place are still m
ters of controversy. Despite considerable efforts extend
over more than two decades, the physical models propo
to describe optical breakdown and light-induced damage
transparent materials have not yet provided correct pre
tions of the behavior of materials subjected to intense i
diation by light waves, and frequently they contain intern
contradictions. These difficulties are overcome by introd
ing into the theoretical model fitting parameters, the cho
of whose values is not always well grounded.

The most notable progress in the theoretical descrip
of optical destruction has come with the notion of the th
mal nature of optical breakdown.1–5 The model of optical
breakdown is based on the idea that light-induced destruc
of transparent materials is due to heating of the medium
high temperature at which the structure and properties of
crystal lattice of the material change~for example it may
melt, evaporate, lose elasticity, etc.!. The difficulty in ac-
counting for the heating of a material that initially absor
light only slightly is overcome by introducing into the the
retical model positive feedback, which provides further a
sorption as the medium is heated.

Taking into account feedback in describing the nuc
ation of thermal breakdown solves another problem in d
analysis — the problem of selecting the breakdown criteri
If the optical parameters of the medium depend stron
enough on the temperature~in most model this dependenc
reflects an activation law,} exp(2U/kT)), its heating has a
threshold. When the light intensityq is above some value
q* appropriate to the given experimental conditions,
temperature of the medium begins to rise exponentially w
the time, and it can be assumed that under conditions
progressive thermal instability in the medium any criteri
of beam damage will be satisfied almost immediately a
the heating enters the exponential regime.
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various feedback mechanisms exist at present.
In the so-called ‘‘semiconductor’’ model, which wa

first put forth in Ref. 1 and experimentally verified for ge
manium heated by infrared laser radiation,2 the positive feed-
back is due to the valence electrons being promoted into
conduction band by thermal fluctuatins, which is a proc
whose probability increases exponentially with the tempe
ture of the medium. The heightW of the activation barrier in
this model is related to the widthEg of the band gap of the
semiconductor:W5Eg/2. The absorption of light in free–
free transitions, which is proportional to the concentrati
ne of free carriers, causes the temperatureT to rise, with a
consequent further increase inne and in the absorption coef
ficient ¸, during which process the higher the light intens
the larger the feedback coefficient.

In the thermochemical model3 the onset of optical break
down in a solid is related to thermal generation of po
defects, a process whose probability also is activated. A n
aspect that comes into this model as compared to the s
conductor model is that along with the generation of po
defects, electronic states appear in the band gap of the
terial, bringing in fundamental changes in the mechanis
for the increase in the light absorption with temperatu
These changes involve a large increase in the concentra
ne of free carriers above the equilibrium concentration at
given temperature through multistep excitation of carriers
the light into the conduction band via intermediate ene
levels. As a result, the concentration of conduction electr
and the light absorption induced by these electrons take
complicated temperature dependence, which is determ
not only by the band gap as in the semiconductor model,
also by the activation energyW0 of a point defect. It has
been shown3 that in this model thermal instability sets in a
temperatures 2–3 times lower than that predicted by
semiconductor model.

Electron-thermal generation of defects

The models mentioned above for the thermal instabi
of weakly absorbing materials have helped to adva

499-05$10.00 © 1997 American Institute of Physics
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ation of optical breakdown. In particular, modifications
the models so they will describe local absorption have
lowed investigators to interpret a number of experimenta
observed features in the behavior of optical damage.4,5More-
over, it has become quite apparent that these models co
internal limitations in that the feedback mechanisms m
tioned above operate only when the media are heated to
temperatures, and this heating becomes harder to atta
the material becomes purer and the band gap wider~or the
defect activation energy higher!. This circumstance compel
us to revisit the problem of thermal optical breakdown a
search for processes that are activated at lower tempera
than the processes investigated heretofore. This article
sents the results of an analysis of one of the mechanism
lowering the activation barrier to the generation of point d
fects in a weakly absorbing crystal and to see how it infl
ences the onset of optical breakdown.

The concepts used in the thermal-fluctuation mechan
for the formation and annihilation of point defects in a cry
tal lattice have been widely used to describe the result
laser action on materials with a relatively low binding e
ergy. It is clear, however, that for media in which the ac
vation energy for defect formation is 2–3 eV the probabil
of thermal generation of a defect is essentially zero when
material is heated to only a few hundred degrees.

For a medium with a high concentration of free carrie
~including those created by the radiation!, another known
mechanism in addition to the thermal fluctuation mechan
for defect formation, which is related to the generation
defects in the decay of electronic excitations, is the mec
nism of recombination-stimulated defect reactions.6 The par-
ticipation in the process by an excited carrier trapped i
local level of a defect as the latter is created effectively lo
ers the height of the activation barrier for the therm
fluctuation process of defect formation. The cause of low
ing the barrier is that the electron by its field deforms t
lattice in its vicinity, and this deformation in turn facilitate
localization of the electron at the place where the ideal p
odic structure is distorted. The concepts associated w
recombination-stimulated defect reactions have been of p
tical use in analyzing the causes for the degradation of
parameters of semiconductor heterolasers.7 The microscopic
theory of nonradiative recombination at a defect and the
of this theory for analyzing a number of recombinatio
stimulated reactions are presented in the review, Ref. 8.

In most articles~e.g., Refs. 6–8! the light-induced defec
formation has been analyzed for conditions where the pho
energy is sufficiently high to produce electron–hole pairs
interband absorption of the light in the crystal. The analy
devolves into two consecutive steps: 1! calculation of the
concentration of light-generated free carriers and 2! calcula-
tion of the probability of defect formation~thermally gener-
ated or electron-induced! for a known concentration of free
carriers. A qualitatively different picture is seen when t
semiconductor is illuminated in the region of i
transparency.3 Then electron–hole pairs are not generated
interband excitation, and the only supplier of electrons to
conduction band are lattice defects, whose energy levels
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crystal. Such a ladder permits multistep excitation of el
trons into the conduction band when the crystal is illum
nated with photons of energy less than the band gap. W
the electrons appear in the conduction band the light abs
tion of the crystal increases, and the crystal heats up, wh
stimulates thermal generation of additional defects, while
turn the generation of defects produces new ladders in
band gap, which increase the rate of excitation of electr
into the conduction band, and so on.

In the recombination-stimulated generation of defects
a light-irradiated transparent material an important facto
that the presence of free carriers in the conduction band
in the generation of defects even if the material is not hea
up.9 Because the electron-aided rate of defect generatio
proportional to the electron concentrationne , and this con-
centration is in turn determined by the concentration of
termediate levels in the band gap, that is, the concentra
of defects,Nv , the concentrationsne andNv are interdepen-
dent. This positive feedback between the electron and de
concentrations causes a fast increase in the number of de
or their steady accumulation with repeated exposure to lig
The first case corresponds to optical breakdown charac
ized by a sharp threshold and results in breakdown of
crystal, and the second corresponds to a gradual degrad
of its optical characteristics with defect formation~the so-
called accumulation effect!.

Absorption of light in the model of defect generation.

Following the analysis method used in Ref. 9, we co
sider a material with an initial concentration of point defec
N0 ~to be specific, we take these to be vacancies!, whose
deep acceptor levelsEv are filled with electronsnv ~their
initial concentration isnv05N0). If light is incident on the
material with an intensityJ ~cm22s21) and a photon energy
\v sufficient for stepwise excitation of electrons from th
valence bandp to the conduction bandc through an inter-
mediate levelv ~the absorption cross sections for thep–v
andv–c transitions ares1 ands2, respectively! we obtain a
system of balance equations for the nonequilibrium vaca
concentrationNv and electron concentration in the condu
tion band,ne and in the acceptor level,nv

dNv

dt
5l1hne2l8NI~Nv2nv!2h8NInv ,

dnv
dt

5Js1~Nv2nv!2Js2nv1hne1gv~Nv2nv!ne

2h8NInv ,

dne
dt

5Js2nv2hne2gv~Nv2nv!ne1h8NInv2ne /t r ,

NI5Nv2N0 , Nv~0!5nv~0!5N0 , ne~0!50. ~1!

Herel1hne is the total rate of defect generation~the sec-
ond term describes the electron-aided proce!,
l8Nl(Nv2nv), andh8Nlnv are the rates of annihilation o
empty vacancies and vacancies containing an electron a
level Ev ~in the latter case the electron is promoted to t
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conduction band!; gv(Nv2nv)ne is the rate of trapping con-
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duction electrons at the levelEv , and 1/t r is the rate of
recombination of conduction electrons.

The coefficients that enter into Eqs.~1! depend on the
temperature through an activation relation and have
form10

h5a3n0N
2/QexpS 2

W1E2Ev

T D ,
l85h85a3n0expS 2

E

TD ,
l5a3n0N

2/QexpS 2
W1E

T D , ~2!

wherea is the lattice constant,n0 is the frequency of atomic
vibrations,N is the concentration of lattice sites,Q is the
density of states in the band, andE is the activation energy
for the diffusion of a defect.

For the subsequent analysis of optical breakdown of
medium we must have the explicit form of̧(T,q) in the
framework of our electron-heating model. Under steady-s
conditions

dNv

dt
5
dnv
dt

5
dne
dt

50

the system of Eqs.~1! can be written in a somewhat simpl
fied form as

hne2h8Nvnv50, ~3a!

Js1~Nv2nv!2Js2nv1hne2h8Nvnv50, ~3b!

Js2nv2hne1h8Nvnv2ne /t r50. ~3c!

In writing Eqs.~3! we have made the following simpli
fication: we neglect the thermal-fluctuation-induced gene
tion of defects without the participation of an electron, sin
as shown in Ref. 9,l!hne for any realistic values ofne ,
and have neglected the termsl8NI(Nv2nv) and
gv(Nv2nv)ne , which have little effect on the results of th
analysis for (Nv2nv)/Nv,1, and further we have assume
that under steady-state conditions a fairly large numbe
defects have been generated (Nv@N0) NI5Nv2N0'Nv .

The correctness of these assumptions and their phy
meaning will be discussed later. With these assumption
comparison of Eqs.~3a! and ~3b! gives the relation

nv5
s1

s11s2
Nv , ~4!

and after substituting Eq.~4! into ~3a!, we obtain

ne5
h8

h
Nvnv5

h8

h

s1

s11s2
Nv
2 . ~5!

On the other hand, we find from Eqs.~3a! and ~3b! that

ne5Js2t rnv5Js2t r
s1

s11s2
Nv . ~6!

A comparison of Eqs.~5! and~6! gives an expression fo
the defect concentrationNv
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while substituting Eq.~7! into ~4! and ~5! gives the expres-
sions fornv andne , respectively

nv5Js2t r
s1

s11s2

h

h8
, ~8!

ne5~Js2t r !
2

s1

s11s2

h

h8
. ~9!

Using the fact that the crystal is heated mainly through
absorption of the light by free carriers, we obtain the form
the dependence of the absorption¸ on the intensityq of the
light flux and the temperatureT

¸~T,q!5sene5~Js2t2!
2

ses1

s11s2

h~T!

h8~T!
, ~10!

or after substituting in the explicit forms of the temperatu
dependences~2! for h(T) andh8(T)

¸~T,q!5
N2

Q

1

~\v!2
~qs2t r !

2
ses1

s11s2
expS 2

W2Ev

T D
5q2bexpS 2

W2Ev

T D5¸0~q!expS 2
U

T~r ! D .
~11!

Critical temperatures and breakdown threshold

In order to analyze the heating and optical breakdown
the medium, the system of equations~3! must be supple-
mented with the heat conduction equation with a sou
whose power is determined by the intensity of the light flu
q5\vJ, and the absorption coefficienţ, which itself is a
function of the temperatureT (¸5¸(T))

]T

]T
5a¹2T1

¸~T!q

rc
~12!

with the appropriate initial and boundary conditions.
Putting aside a complete analysis of the solutions of

system of equations~3! and ~12!, we estimate the critica
temperature and the breakdown threshold by employ
some simple but universal relations derived in the contex
the semiconductor model of thermal instability3–5

We recall that the instability of the temperature fie
during heating of the medium by light, where the absorpt
coefficient is a rapidly rising function of the temperatur
results in conditions where the light-induced light absorpt
in the medium exceeds the initial absorption.5 The method of
analyzing the loss of stability by a temperature field w
introduced into high-power optics from the theory of therm
explosions in exothermal chemical reactions11 and is carried
out according to the scheme described below for the v
simple case of heating of a medium in the vicinity of a
absorbing inclusion. In a transparent medium a steady-s
temperature profile of the form

T~r !5
qAR

K

R

r
5T0

R

r
~ for r.R! ~13!
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coefficientA, whereq is the intensity of the incident ligh
flux, K is the thermal conductivity of the medium, an
T05(qAR)/K is the temperature inside the inclusion.

If an induced absorbing ‘‘halo,’’̧ @T(r )#, is present in
the vicinity of the inclusion, the temperature field is distort
because of an additional volume heat source. A simple e
mate of the extra heating of the inclusion, taking into acco
the effective absorbance of the halo, gives the relation

T~q!5
qAR

K
1
q

KER
`

¸@T~r !#rdr ~14!

for the temperatureT(q) of the inclusion.
If ¸ depends strongly enough onT ~for example if it is

activated, and proportional to exp(2U/T) as is characteristic
all three models mentioned above!, then the solution~14!
exists only in a limited range of light intensitiesq,q* .
Here the issue is a physically meaningful low-temperat
solution, since the high-temperature steady-state solu
T'U for a source of limited power always exists. The s
bility threshold of the low-temperature solution is dete
mined by the condition4,5

R¸@T0~q,R!#*A, ~15!

in which T0 is related toq andR by relation~13!.
Let us return to expression~14! for the temperature. Re

calling that according to Eq.~11!,

¸~T,q!5¸0~q!expS 2
U

T~r ! D ,
by substitutingT(r )5T0(R/r ) and carrying out the integra
tion, we find with accuracy to terms inT0 /U

T~q!5T0F11
T0
U

¸0R

A
expS 2

U

T0
D G . ~16!

FIG. 1. Temperature of the medium versus the intensity of the light flux
the activation barrier height.U, K: 1— 5000,2— 7000,3— 9000,4—
11 000. The straight lineO is the heating without the induced absorption
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heating associated with absorption by the halo~the second
term in ~16!! becomes large if a criterion equvalent to rel
tion ~15! is satisfied:

¸oR

A
expS 2

U

T0
D>1, ~17!

i.e., starting from the temperatures

T**
U

lnS ¸0R

A D . ~18!

Using the relation~13! between the temperature and th
light flux, we obtain an expression for the critical light inte
sity q* above which a thermal instability develops in th
medium

q*5
KT*
AR

5
KU

AR

1

lnS ¸oR

A D . ~19!

Discussion and conclusions

Before presenting the final results of this analysis of
conditions for optical breakdown, let us discuss briefly
the admissibility of the assumptions made in writing dow
the system of equations~3!.

1! The conditionl!hne is satisfied beginning with

dFIG. 2. Electron~a! and defect~b! concentrations versus the light flu
intensity and activation barrier height.U, K: 1 — 5000,2 — 7000,3 —
9000,4— 11 000; the straight line has the same meaning as in Fig. 1.
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n .n 5l/h5Qexp 2
Ev

. ~20!
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TABLE I. Critical temperatureT* and breakdown thresholdq* for various
activation barrier heightsU.
e * S T D
At T5300 K andQ5531018 cm23, the value ofn*

varies from n*;102 cm23 for Ev51 eV to n*;1012

cm23 for Ev50.4 eV; i.e., the thermal generation of defec
without the participation of an electron can be neglected
any reasonable value ofEv .

2! According to Eq.~4!, the condition (Nv2nv)/Nv,1
imposes a constraint on the ratio of the transition cross
tions s1 and s2 and is satisfied fors1 /s2,1. This con-
straint, which was made to simplify the analysis, does
affect the overall result, but must be borne in mind in sp
cific calculations using the scheme proposed here, or
one must make a more rigorous analysis of the populat
on the basis of the complete set of equations~1!.

3! The conditionNV@N0 is satisfied better the highe
the intensityq of the radiation and the more perfect the in
tial structure of the crystal. Generally the initial defec
(N0) act only as nuclei for the light-induced generation
vacancies, and in intrinsic materials their concentrations
negligible compared to the concentration of light-induced
fects.

Therefore the assumptions made to simplify the e
mates do little to limit the generality of the analysis, a
have little effect on the main conclusions. The main conc
sions can be summed up as follows.

1! Recombination-stimulated defect generation with
participation of conduction electrons plays the decisive r
in laser modification of the structure of transparent crys
line media, and produces a large number of point defe
even when the medium is not heated.

2! The proposed electron-thermal model of optic
breakdown of transparent media is characterized by an
vation barrier that is considerably lower~by 0.5–1 eV! than
its typical value in the ‘‘semiconductor’’ or the ‘‘thermo
chemical’’ models.

3! The comparatively low activation energyU stimulates
the fast growth in the defect concentration in a transpa
material and produces thermal instability and optical bre
down of weakly absorbing media at reasonable temperat
T* of the medium and moderate light fluxesq* . This con-
clusion is illustrated in Figs. 1 and 2 and by the estima
listed in Table I for a typical set of parameters of a wide-g
semiconductor.

The calculations were carried out with Eqs.~18! and~19!
503 Tech. Phys. 42 (5), May 1997
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for the following parameter values:N5331023 cm23,
Q5531018 cm23, \v51.17 eV, k50.4 W/cm•deg,
A51022, R51024 cm, s154310218 cm2, s2510218

cm2, se510218 cm2, andt r51026 s.
The final conclusion of this analysis is that optical brea

down of a broad class of transparent condensed media u
typical conditions of optical irradiation is due to electro
aided defect formation with the subsequent development
thermal instability, whose onset has a distinct thresho
Below-threshold generation of defects is rapid, takes pl
even at low temperatures, and results in optical ‘‘fatigue’’
the medium, i.e., gradual degradation of its optical charac
istics with repeated illumination.

This work was carried out with the support of the Inte
national Science Foundation and the Russian Fund for F
damental Research.
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Limiting pulse repetition rate in copper vapor lasers
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Two groups of processes which limit the rate-power characteristics of copper vapor lasers are
examined. The first of these is related to the inadequate relaxation rate of the metastable
states and accordingly their high prepulse concentration, which degrades the lasing pulse
parameters. The second group of processes is initiated by the high prepulse electron
concentration. It is shown that if the effect of the prepulse electrons is neutralized in pulse-
periodic copper vapor lasers, then lasing starts up again in the next pulse within 1ms after the
preceding pulse stops. It is concluded that the rate of deexcitation of the metastable states
is so high that it has no effect whatever on the lasing parameters in real gas-discharge lasers based
on copper vapor or copper bromide vapor, and the prospects are opened up for attaining a
lasing power of;10 kW/m with electron-beam pumping. ©1997 American Institute of Physics.
@S1063-7842~97!01005-2#

Introduction and Statement of the Problem afterglow, has also been used in some theoretical articles9 in
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In the first experiments on copper vapor lasers and o
lasers based on self-limiting transitions of metal vapors
was postulated that the repetition rate of the laser pulses
determined by the removal of atoms from the lower me
stable states, such as Cu(2Dj ), to the wall. However, direct
experiments carried out with copper vapor lasers at repeti
rates above 10 kHz~Ref. 2! showed that there must be a
other faster quenching process that permits such high re
tion rates. It has been shown qualitatively3,4 that this process
is electron-induced quenching in the after-pulse period.
rect measurements of the population of the metastable st
Nms, in the afterglow of a pulse-periodic discharge5 revealed
that under optimum conditions the residual population of
metastable states after 10–15ms has no effect whatsoever o
the parameters of the next laser pulse. This same conclu
could have been arrived at~but was not! from an analysis of
the data of earlier work.6

The results of measuring the electron densityNe ~Ref. 7!
and the plasma conductivity~Ref. 4! were invoked to make
the assumption that the main limitation on the rate-pow
characteristics of the copper vapor laser is the high pre-p
electron concentrationNe0, which initiates a large number o
phenomena in the pump and laser pulses. As a final re
the action ofNe0 redistributes the rates of pumping the upp
state and the lower state in the direction of the latter
Ne0 increases, which also limits the rate-power characte
tics.

A direct measurement of the electron quenching c
stants for the Cu(2Dj ) states,ke51.431028 cm3

•s21 and
the metastable states of other atoms,8 as well as high-rate
pulse-periodic electron-beam pumping of lasers,8 has rein-
forced our conviction that the mechanism that limits the ra
power characteristics operates through the effect ofNe0. In
recent times the model of fast relaxation of the metasta
states of the copper atoms, specifically the close relation
tween their population and the electron temperatureTe in the
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contrast to the earlier work.
The principal advances in attaining high average pow

in lasers based on the vapor of copper and its salts, begin
in Refs. 5, 12, and 13, were achieved by introducing hyd
gen into the active medium,14–16which increases the plasm
recombination rate in the afterglow in large-diameter tub
In this case, limitations on the rate-power characteristics
to prepulse populationNms0 of the metastable states, if suc
occur~this has not been demonstrated by direct experime!,
are of a thermal nature, i. e., they are due to overheatin
the active medium, particularly at the center of the tu
However, the methods for overcoming this overheating, a
CO2 lasers, are more of an engineering exercise, and d
from methods that might be initiated by the slow relaxati
of the metastable states.

However, according to Tabataet al.,14 for a proper ar-
rangement of the laser pumping and optimum tempera
and composition of the active medium~relative to the output
power! for a tube with a diameter up to 80 mm and an outp
power of 100 W/m, most of the increase in the lasing pow
comes from the increase in the plasma recombination rat
between pulses, a result of adding hydrogen to the ac
mixture. The introduction of baffles to cool the mixture
the central region of the tube17 increased the lasing power t
110 W/m. Those investigators believe that the positive eff
comes both from the decrease in the gas temperature in
center of the tube and the faster recombination, also in
center of the tube . The former factor greatly reducesNms0,
while the latter factor increases the rate of penetration of
pumping electric field to the center of the tube, thereby i
proving the uniformity of the radial profile of the pumpin
and lasing. However the total improvement~27% in Ref. 17
and 10% compared to the results of Ref. 14! is not so great as
to call it a dramatic effect ofNms0 on the lasing parameters
even in tubes with such a large diameter, a conclusion tha
general agrees with the data of Ref. 14.

Another promising means of increasing the rate-pow

504-07$10.00 © 1997 American Institute of Physics
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~5–10 keV! runaway electrons formed directly in the activ
medium of the laser.8 According to our calculations an
model experiments, the lasing power per unit length for
copper vapor lasers with electron-beam pumping can exc
10 kW/m without using any flow-through system.18 This is
two orders of magnitude higher than that attained at
present time.14–17 This power level can be realized only
high repetition rates of pulsed pumping and a high rate
electron quenching of the metastable states in the afterg
so that the latter will have only a slight effect on the lasi
parameters.

From the results of some theoretical10,11and experimen-
tal works19–21 there are still some lingering doubts in th
respect. Therefore before going on to a further step in cr
ing high- power lasers based on copper vapor and the va
of other metals, it would be desirable to determine how r
able is the foundation for the assumptions underlying th
predictions in Ref. 8. This topic is the subject of the pres
paper.

Experimental method and experimental apparatus

An elucidation of the limiting characteristics of lase
based on self-limiting transitions is carried out by the me
ods of doubled, regular, or trains of pulses. By these meth
it is very difficult to separate out the effects ofNe0 and
Nms0 on the lasing parameters, either theoretically or exp
mentally. The results of Refs. 22 and 23, in which such
separation was made, are not always taken i
account.11,19–21,24Therefore in the present investigation w
have used a new method for measuring the effect of m
stable states on the lasing characteristics, which we call
method of spatially separated regions of absorption and
ing.

The essence of the method is the following. Let us
sume that we have an active medium with two zones
pumping and lasing,1 and2, of different length and diamete
~Fig. 1!. Each part can be pumped independently and wit
controllable delay between the pump pulses. The aone3 is
used to reduce any effect the discharge in one part of
laser may have on the other part. The tube itself can
placed in a cavity with a low-transmission mirror4 and an
exit mirror5. We shall show that by shifting the pulses of th
pumping zones we can measure the absolute effect ofNms0

on the lasing parameters and separate this effect from th
Ne0.

The equation for the number of photons in the cavity c
be written in the following way

]Np

]t
6c

]Np

]x
5BSNr2

gr
gms

NmsDNp
61ANr~dV/4p!,

~1!

whereNp , Nr , andNms are, respectively, the photon densi
and the densities of resonant and metastable states,gr and
gms are their statistical weights,B is the Einstein coefficien
for stimulated emission,A is the probability of spontaneou
decay through the operating transition,dV/4p is the frac-
tional solid angle the cavity subtends, and the sign6 corre-
sponds to opposite directions of propagation of light.
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Let us consider first the operation of the tube as an a
plifier. We assume that the first zone contains a medium w
zero prepulse populationNms

0 and some populationNr ,
while the second zone contains a medium with zero popu
tionNr and some populationNms. It is clear that the result of
the passage of light through this amplifier will be exact
what it would be if the light passed through any single zon
where the active medium has a populationNr or Nms, and it
is not important from which direction the light approache
from the master oscillator. Specifically, Eq.~1! implies a
small-signal gain ofK5exp(kl), wherek is the gain, which
is proportional to the quantity

k}BSNr2
gr
gms

NmsD , ~2!

and l is the length of one part of the tube.
For a strong signal the increase in the emitted ener

DW, with allowance for the self-limiting nature of the lasing
is

DW5hnVSNr
m2

gr
gms

Nms
m D gms

~gms1gr !
, ~3!

wherehn is the radiated photon energy,V is the volume of
the active medium~for simplicity in the analysis we assume
that the population inversion is uniform over the volume!;
Nr
m andNms

m are the populations of the levels at the time o
maximum inversion.

If K@1, then under lasing conditions a result analogo
to Eq. ~3! is obtained if we integrate Eq.~1! over time and
over the coordinatex for any boundary and initial conditions
identical to the amplification conditions, where here too, it
not important in which zone of the laser, the first or secon
the populationNms is zero.

Hence when parts1 and2 of the laser are identical and
are pumped identically, we can measure the absolute ef
of the population of the metastable states on the lasing
rameters by shifting the pump pulses relative to one anoth

FIG. 1. Diagram of the experiment to determine the rate-power charac
istics by the method of spatially separated regions of absorption and las
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pulse. We can clarify this in the following way. If the par
of the laser are pumped simultaneously with regular pu
with a repetition rateF ~a periodT), then each light pulse is
formed under the same initial conditions ofNmsT andNeT

and has an emission energyW0 (W0/2 from each part of the
laser!. We begin by delaying the pumping in the first zone
the laser. Then the lasing in it develops, according to E
~1!–~3!, under the combined initial conditions ofNms in the
first and second zones of the tube. The concentration
metastable states in the first zone of the tube isNmsT, i. e.,
the prepulse concentration of metastable states in the reg
pulse mode with a time between pulses oft5T. In the sec-
ond zone of the tube, the concentration of metastable stat
Nmst , i.e., at the timet5t after the pulse, wheret is the
delay time of the pump pulse in the first zone relative to
pulse in the second zone. Ift!T thenNmst@NmsT ~see e. g.,
Ref. 25!, i. e., the development of lasing in the first zone
the tube actually occurs under the initial conditions
Nms0 from the second zone. According to Eqs.~1!–~3!, the
way in whichNms in the second zone of the tube influenc
the lasing in the first zone is identical to the action due to
given concentrationNms if it occurs in the first zone. At the
same time, the initial conditions onNe for the first zone of
the tube remain unaltered.

In this way we separate the effect ofNms0 from that of
Ne0 on the parameters of the delayed lasing pulse in
conditions of operation of a pulsed-periodic laser. As poin
out before, the same result was obtained in Refs. 22 and
However, in those investigations the independently c
trolled action ofNms0 was produced in spatially coinciden
absorption and lasing zones and mostly at low repetit
rates, i.e., when thermal effects can be neglected. Moreo
the auxiliary discharge, which produces the metastable st
can, under the conditions of Refs. 22 and 23, influence
rate of recovery of the lasing, increasing or decreasing it

The experimental studies were carried out with a cop
bromide laser with a quartz tube having a discharge zone
cm long and 2.7 cm in diameter~Fig. 1!. To protect the exit
window from the being covered with particles, we install
the diaphragms6 and 7 with an inner diameter of 22 mm
which at the same time limited the size of the laser spot. T
copper electrodes8–11were connected with a molybdenu
foil which was soldered into the quartz and acted as an e
trical feedthrough. The length of the buffer zone3 between
electrodes9 and 10 was 10 cm. This part of the tube wa
held at the operating temperature by means of an exte
heater. The laser tube had two branch pieces holding
copper bromide. The branch pieces were displaced within
tube by 5 cm from the external electrodes. The pressur
the CuBr vapor was regulated by an external heater, w
the working temperature in zones1 and2 was maintained by
the energy dissipated in the discharge.

The power supply consisted of two oscillators based
TGI2-500/20 thyratrons with a controlled delay betwe
their ignition times. In addition, they could also tuned
operate simultaneously or nearly so, with the simultaneity
operation monitored by observing the current and voltage
an oscilloscope, and also from the maximum lasing pow
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The pump pulses were formed by the discharge of the
pacitorsC1 andC2 through a thyratron and the transforme
Tp1 andTp2. The secondary windings of these transforme
were not connected directly to ground, which simplified t
conditions of their operation; in particular, the dischar
could be operated under conditions where the internal e
trodes acted as anodes or cathodes. The laser was install
as to satisfy the requirements of minimum inductance of
supply circuit. A typical current pulse width at half max
mum was;50 ns for capacitancesC5C15C2 5 680 pF.

RESULTS AND DISCUSSION

After the outgassed tube was loaded with copper b
mide in an inert-gas atmosphere, the lasing power with
thyratrons operating simultaneously was 10–15 W. As
copper bromide continued to outgas, the lasing power
creased. As in the case with pure copper vapors, this
crease was due to the steady loss of hydrogen from the a
medium, where it accumulates after being released from
insufficiently outgassed components of the laser, prima
the copper bromide. Therefore all the later experiments w
carried with mixtures containing hydrogen.

Unlike the work of Refs. 16, 26, and 27, the prese
experiments did not use a hydrogen-containing mixture p
pared ahead of time; rather the hydrogen was admitted f
a special generator. By way of example, we show in Fig
the evolution of the lasing power in a carefully outgass
tube for a 17 kHz pulse repetition rate and simultaneo
operation of the thyratrons as the hydrogen is let into
tube, which is filled with neon at a pressurepNe'2.9 kPa.
The first stage~0–2 h, 6 min! corresponds to a low rate o
hydrogen treatment. With a constant discharge volta
U56.25 kV, the hydrogen treatment results in a steady
duction in the power consumptionP from the rectifier from
2.56 to 2.49 kW. In Fig. 2 the mark3 denotes the transition
to the new optimum CuBr pressure, which increases w
increasing H2 pressure, while the symbolsh ands corre-

FIG. 2. Evolution of the average lasing powerPl with the introduction of
hydrogen.
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spond to higher levels of pumping, which the mixtures w
hydrogen can tolerate~respectively,h refers toU56.75 kV,
P52.97 kV, ands to U5 7 kV, P 5 3.18 kW!. Then the
next two symbolss correspond to a stage of more inten
hydrogen treatment. The firstL corresponds to a new pump
ing level,U57.5 kV, P53.6 kW, while the second corre
sponds to a further increase in the hydrogen treatment, w
is accompanied by a reduction in the power consumpt
U57.5 kV, P53.49 kW. As an example, after the seco
symbolL the figure shows a transition to the pump volta
corresponding to the initial part of the curve:U56.25 kV
andP52.44 kW. The dashed part of the curve correspo
to the stage of increase in the output power for more inte
hydrogen treatment withU56.25 kW.

As one can see from Fig. 2, introduction of hydrogen c
cause large changes in the lasing power and efficiency
the H2 pressure increases, the diameter of the laser spo
creases substantially. Under optimum conditions it ha
sharp boundary~Fig. 3!. Since the region of lasing is large
than the diameter of the diaphragms6 and7, it is clear that
this reduces the power and the practical efficiency of
laser. We note that under our conditions, because the hy
gen pressure can be regulated precisely, the effect of tha
on the lasing parameters is greater than on lasing in the
copper vapor5,12,13,28 or the vapors of its salts,26 obtained
earlier. Another property of this laser was that placing
peaking capacitor in the second winding of the transform
always lowered the output power of the laser.

In Fig. 4 we show the rate-power characteristics of
laser forF.17 kHz, taken for one operating zone of the tu
~length l540 cm!. One can see from this figure that ne
F517 kHz, where we performed most of the experiments
measure the effect ofNms0 on the lasing parameters, th
increase of the output power is proportional to the repetit
rate. From this result we can conclude that at these repet
rates and pump power, neitherNms0 nor Ne0 particularly
affect the lasing parameters.

To investigate the influence of metastable states on
lasing power, a diaphragm12was used to select out a centr
region 5 mm in diameter. The lasing parameters were m

FIG. 3. Radial distribution of the intensity of coherent laser radiation,pNe 5
2.9 kPa,U57 kV
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sured with a germanium photodiode PD13 and the power
was measured calorimetrically with an IMO-2M calorimete
14. As a rule, the measurements were made at a pump p
repetition rate of 17 kHz with the optimum composition
the active medium.

In Fig. 5 we show the typical pattern of the recovery
lasing energy in the delayed pulse with varying delay tim
t between the pump pulse of zone1 and that of zone2.
Curves1–3 were measured as the operating voltage on
rectifier was varied fromU56.25 to 7.5 kV or the energy o
the pump pulse was varied fromE50.145 to 0.18 J~by the
pump energy we mean the quantityE5P/F; this is a some-
what higher value thanE5CU0

2/2, whereU0 is the initial
voltage across the capacitor, since in the latter case the s
capacitance of the supply circuit is not taken into accou!.
Curves1 and3 were measured when the electrodes8 and11
were operated as cathodes, and curve2 was measured when
they were the anodes. The form of the curves is also es
tially independent of which of the zones of the laser
pumped first, the first or the second.

As is shown in Fig. 5, when the prepulse population
the metastable states and the initial concentration of e
trons act separately~in other words, when the effect ofNe0 is
neutralized!, Nms0 loses its influence over the lasing param
eters for several microseconds, and lasing recurs in a t

FIG. 4. Rate-power characteristics of the laser~for one operating tube!:
pNe'2.9 kPa,U57 kV.

FIG. 5. Recovery of lasing energy in a copper bromide vapor laser~1!–~3!
and lead vapor laser~4! for various conditions.pNe'2.9 kPa,F517 kHz;
U, kV: 1— 6.25,2— 6.8,3— 7.5,4— results of Ref. 22.
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characteristic and interesting property is that the rate of
covery increases as the pump pulse energy increases.

If we follow the arguments of Ref. 10, then we conclu
that 38% of the energy stored in the capacitor goes into
ization, under conditions where most of the ions are sin
ionized copper ions. Similar results were also obtained in
analysis of other theoretical and experimental studies. H
the electron concentration in the near afterglow
Ne51.2531014 cm23 ~curve1! and 1.5531014 cm23 ~curve
3!. The actual difference may be even greater, since un
conditions of the curves1 and2 the current pulse was draw
out into a tail on account of the impedance mismatch due
the inadequate conductance of the plasma, which caus
bend in the curve of the recovery of the lasing energy in
interval t55–7 ms. The weaker the pump pulse the mo
prominent the bend.

If we consider the case of curve3, with
Ne51.5531014 cm23, then usingke51.431028 cm3/s the
characteristic quenching rate iskeNe52.23106 s21, which
corresponds to a lifetime of;0.46 ms. In practice, under
these conditions lasing starts int50.7ms, or 1.5 decay life-
times, which corresponds to a decay in the population of
metastable states by a factor of 4.5. Lasing is restored to
0.9 level with respect to energy int52 ms, i. e., at a meta-
stable state populationNms051.331022Nms

max. As in Ref. 5,
the effect ofNms was not observed withint.10 ms even
when the pump pulse was protracted, that is, the condit
under which curves1 and2were obtained. We recall that th
repetition period in these experiments wasT558 ms.

The specific lasing energy in the first pulse, allowing f
distribution over the diameter~Fig. 3! is w055.731026

J/cm3, which corresponds toNp51.5731013 cm23 photons
in a lasing pulse. Consequently, using the conditionk50, we
estimate Nms0;(gms/gr)Np52.3631013 cm23 under
threshold conditions for t50.7 ms. Accordingly,
Nms051.0631014 cm23 for the maximum value and
1.3831012 cm23 for t52 ms, or 9% of the number of pho
tons in a pulse.

In principle, the situation that arises here has been s
ied many times, and the results of this investigation can
considered well established. The issue concerns lasers w
phototropic shutter, using absorption on the resonance t
sitions. This model appears as follows. A phototropic shu
is placed in a copper vapor laser with a potential spec
number of photons emitted per pulse, e. g.,Np51.5731013

cm23, and then absorption in the shutter is caused by
equivalent density of nonrelaxing atomsNms051.3831012

cm23 (t52 ms!. The question is, how much does this a
tenuate the lasing energy? According to Ref. 29, this atte
ation amounts to the energy loss« that goes into bleaching
the shutter, i. e.,

«5
gr

~gr1gms!
Nmshn, ~4!

and corresponds to a time 1.6ms, for which

«/w050.1, ~5!
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which we can determine the effect ofNms on the recovery of
lasing is the ratio of the prepulse absorption coefficientk0 to
the maximum gainkmax obtained during the pump pulse fo
this repetition rate, when the effect ofNms0 is negligible.
From Eqs.~2!–~5! it can be shown that

«/w05k0 /k
max, ~6!

and the criterion that the effect ofNms0 on the lasing param-
eters be small is that the condition

k0!kmax ~7!

be satisfied.
The quantities entering into the right-hand side of Eq.~6!

are readily and accurately measurable experimentally. C
sequently we can always use this method in real experim
to estimate the actual effect ofNms0 on the lasing parameter
and separate it from the effect ofNe0.

These estimates do not take into account a numbe
difficulties, in particular, structure in the lasing spectru
subpopulations of metastable states during the time of
lasing pulse, and in the after-pulse period occurring beca
of the impedance mismatch, etc. Nevertheless these
mates give a correct picture of the mechanism and of
degree to whichNms0 influences the lasing pulse paramete
and they reflect the true order of magnitude of the relaxat
rate of metastable states and the recovery of lasing capab
by the active medium, which is governed by the prepu
population of metastable states. In support of this pictu
Fig. 5 shows a curve~curve4! of the recovery of lasing in a
lead vapor laser with electron-beam pumping, where
population in the afterglow was not determined from t
lasing behavior, but was measured independently.22 The fig-
ure shows that the lasing recovers according to relation~4!.

However, unlike the investigation with the copper br
mide laser, the recovery rate in the lead vapor beam-pum
laser does not depend on the electron concentration in
afterglow ~in other words, on the pump energy!. This is ac-
counted for in the following way. Even at the minimum sp
cific energy in the experiments of Ref. 22, the specific e
ergy of a beam-pumped Pb laser,w051026 J/cm3, and a
physical efficiency of 2%, the concentration of electrons
the termination of the lasing pulse isNe;431013 cm23,
which for ke52.131027 cm3/s for the lead state Pb(1D2)
~Ref. 8! gives a quenching ratekeNe50.83107 s21. This is
higher than the rate of electron cooling. For this reason,
rate of recovery in Ref. 22 did not depend onNe , while in
the present case of the CuBr laser it does so depend, sin
this case the cooling rate is higher than the quenching ra

In lasers based on pure copper vapor the electron c
centration as a rule is higher than in lasers based on
halides.7,30 If we take this fact into account, the expected ra
of lasing recovery in the Cu laser in the near afterglow c
be even higher than shown in Fig. 5 for a copper brom
laser. Indirect support for this statement comes from the
that lasing starts in the second pulse 300 ns after the te
nation of the first pulse.4

It is also interesting to note that the rate constant
quenching the metastable states in Ba and Pb is higher
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for Cu.8 However, In the present investigation the conditio
for lasing in terms ofNms0 in the copper bromide laser ar
recovered more rapidly than in gas-discharge lasers base
Pb and Ba vapor.22,23This result may be due to the followin
two circumstances: a! the supply circuit is better constructe
in our experiments~shorter pulse, no reflections in the cu
rent pulse! and b! a higher efficiency in exciting the reso
nance states of the copper atom as compared to the reson
states of Ba or Pb.

It is further of interest to compare the data we ha
obtained with the results of Ref. 14, shown in Fig. 6, whe
the curves1 and2 show experimental measurements of t
small-signal gainK on the axis and a distanceR53.5 cm
from the axis, respectively, as functions of the displacem
of the test pulse relative to the regular repetition periodT.
When the length of the tube (l5210 cm! and the energy
output for T5230 ms (w054 mJ/cm3) are taken into ac-
count, these curves, plotted in the appropriate coordina
show a change in the gaink and the number of photons take
from a unit volume. Curve3 shows the variation in the con
centration of metastable states on the axis of the tube.
distanceR53.5 cm,Nms is much smaller than on the axis,

14

and in this figure it is not shown.
A comparison of curves1 and3 shows thatNmst!NpT

over the entire range of measured delays, up tot520 ms.
Using formulas~3!, ~4!, and ~6!, one can readily see that
the attenuation of the lasing in the delayed pulse were de
mined by the effect of the prepulse metastable states, the
would find the curve shown as curve18 ~for R53.5 cm, the
appropriate curve is28), instead of the actual curves1 and2,
and the corresponding lasing power more than 1 kW/m
stead of the actual;100 W/m. Curves18 and28 are similar
to the curves for Pb vapor lasers22 and Ba vapor lasers23,
obtained by direct measurement of the effect of the prep
concentration of metastable states on the lasing parame
In the light of this discussion it is easy to understand t
even in a laser based on pure copper vapor in a tube 8 c
diameter, the prepulse population of metastable states f
lasing power of;100 W/m has little influence on the lasin
energy, even on the axis of the tube, at any rate, over th

FIG. 6. Gain and the amplification coefficient for the number of photons
a test pulse.
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accord with the conclusion drawn by Tabata et al.on the
basis of another method for measuring the effect ofNms0,
and also with the results of the present investigation a
much earlier papers.5 Only the thermal nonuniformity to-
gether with the nonuniformity due to the skin effect can p
duce an attenuation of the lasing energy by a factor
;1.6 at the center of the tube, with an overall attenuat
over the aperture, as discussed above, not more than 30
e., neither the relaxation rate of the metastable states no
Boltzmann thermal population can greatly influence the
ergy characteristics of the Cu laser. As long ago as 1979,
data of Ref. 6 together with the criteria~6! and ~7! could
have been used to conclude unambiguously thatNms0 has
only a slight influence on the parameters of the pulse- p
odic copper vapor laser.

Conclusions

The investigations reported in this article have sho
that in real gas-discharge lasers the metastable states o
copper atoms are quenched in collisions with electrons
less than 1ms. Consequently the energy parameters of
Cu laser can in no way be limited by an inadequate rate
quenching the metastable states. Therefore, under condi
where it is weakened or neutralized, the effect of t
prepulse electrons, for example in electron-beam pumped
sers or in spatially separated active media, lasing in cop
vapor lasers, as well as in lasers based on Ba, Mn, or
vapor, is restored to its initial level in a few microsecon
after termination of the previous pump pulse. This situat
opens up clear prospects for further substantial impro
ments in the power characteristics of copper vapor lasers
to the values predicted in Ref. 18, i.e., up to 10 kW/m a
above.
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Nonstationary two-flux model of radiation transport for optical tomography

-

of scattering media
S. V. Selishchev and S. A. Tereshchenko

Moscow Institute of Electronic Technology, Department of Theoretical and Experimental Physics,
103498 Moscow, Russia
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A nonstationary two-flux model is formulated for the transport of radiation in an inhomogeneous
scattering medium and is applied to the situation where such a medium is irradiated by the
narrow beam of a pulsed laser. It is shown that when the time distribution of the transmitted
photons is measured it is possible simultaneously to reconstruct the two spatial functions
~the coefficients of absorption coefficient and of scattering of the radiation by the medium! by
means of an inverse Radon transformation and the solution of a system of nonlinear
differential equations on the projection lines. An analytic solution is obtained in quadratures for
these differential equations. The results constitute a method of solving problems in optical
tomography in an inhomogeneous scattering medium ©1997 American Institute of Physics.
@S1063-7842~97!01105-7#
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A large number of papers have recently appeared dea
with the possibility of tomographic approaches to reco
structing the internal structures in strongly scattering~turbid!
media.1,2 However, examples of reducing these problems
the well-known Radon transformation have been given o
for weakly scattering~dilute! media.3 As in the case of
x-ray tomography, the idea is to irradiate with a continuo
optical beam. Since not much progress has been made i
steady-state case, it is natural to turn to nonstationary mo
of the interaction of the radiation with the material. Mor
over, the results of a large number of experiments1,2 on the
transmission of ultrashort optical pulses through a turbid m
dium have suggested that the use of pulsed radiation ma
one of the most promising directions of research in this a

The diffusion approximation to the transport equation
generally used to describe theoretically the transmission
optical radiation through a turbid medium, both in th
steady-state case and in nonstationary cases.4,5 We believe
that the diffusion approximation does not make a good fi
the tomographic idea of passing narrow beams through
object, since a great deal of information is lost regarding
direction of the probe beam. An analysis of the propagat
of a short optical pulse in a scattering medium, based on
time-dependent transport equation in the approximation
single and double scattering6 is inappropriate for strongly
scattering media.

The Kubelka and Munk approximation,4 which is based
on a model of two light beams, propagating, respectively
the forward and reverse directions, is frequently used in
case of continuous optical radiation in a turbid medium
would appear that this approximation, like the diffusion a
proximation, could be generalized to transient proces
Nonetheless, the two-flux~four-flux! approximation has so
far been used only for analyzing steady-state processes

The most general means of describing the interaction
optical radiation with matter~after Maxwell’s equations! is
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teristics of the scattering medium that enter into the transp
equation are the radiation absorption coefficientma(r ) and
the differential angular scattering coefficie
ms(r ,V8→V8) where r denotes the point of the medium
andV8 andV are the directions of the photon before a
after scattering, respectively. Thus in the most general
mulation of the problem, we can consider the reconstruct
of two independent functions, which depend on thr
(ma(r )) and seven (ms(r , V8→V)) variables. Since the
problem in this formulation is still too difficult to solve, in
vestigators frequently have recourse to a simpler model
the corresponding simpler functions to reconstruct. We e
phasize that the function that is to be reconstructed is de
mined by a theoretical model chosen to describe the inte
tion of radiation with the medium.

In accordance with the above discussion, the purpos
the work reported here is to analyze the nonstationary t
flux model of radiation transport in an inhomogeneo
strongly scattering medium and to demonstrate the poss
ity of tomographic reconstruction of the characteristics of
medium defined by this model.

NONSTATIONARY TWO-FLUX MODEL OF RADIATION
TRANSPORT IN AN INHOMOGENEOUS STRONGLY
SCATTERING MEDIUM

Because of the complexity of the analytic solution of t
complete transport equation, some approximation is ge
ally used. We shall use the concept of two photon flux
propagating in opposite directions. In the steady-state c
the model we shall use will be the well-known two-flu
model of Kubelka and Munk.4

Let us consider the generalization of the two-flux a
proximation to the time-dependent process for describing
propagation of a point unidirectional pulse in a semi-infin
inhomogeneous scattering medium. An important point
that our approach differs from the model of Kubelka a
Munk not only in that it takes into account the time depe

511-05$10.00 © 1997 American Institute of Physics
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a narrow~collimated! beam, whereas a plane wave source
ordinarily used for reducing the problem to a single dime
sion. This circumstance introduces definite changes in
physical significance of the characteristics that are to be
constructed for the inhomogeneous strongly scattering
dium.

As is usual in computational topography,7 we introduce
a fixed coordinate system (x,y,z) and a coordinate system
(j,z,z) rotating about thez axis. The transport equation fo
the radiation in the one-velocity approximation in the rot
ing coordinate system can be described in the following w

1

n

]

]t
F~r ,V,t !1VgradF~r ,V,t !1m~r !F~r ,V,t !

2E F~r ,V,t !ms~r ,V8→V!dV85S~r ,V,t !, ~1!

wheren is the velocity of light in the medium,F(r ,V,t) is
the photon flux density at the pointr5(j,z,z) at time t,
moving in the directionV; ms(r ,V8→V) is the differential
angular scattering coefficient of the radiation,ma(r ) is the
absorption coefficient of the radiation,m(r )5ma(r )
1 *ms(r ,V8→V)dV8; andS(r ,V,t) is the radiation source
distribution function.

We shall consider only those photons that travel alo
the axis of the initial beam. Since it is highly unlikely th
the photons scattered away from the axis will return to tra
again along the axis, we can assume that the scatterin
photons reduces to backscattering along the axis. Co
quently the~back! scattering coefficient can be written a
ms(r ,V8→V)5ms(r )d(V81V), whered(•) is the Dirac
delta function,ms(r ) is a function of the coordinates, whic
we shall call the one-dimensional scattering coefficient, h
ing in mind the one-dimensional nature of the two-fl
model, and also the fact that this coefficient is a function
only one variable on the axis of the laser beam. Since
photons scattered in the direction of thex axis must be con-
sidered as absorbed energy in this model in order to pres
energy balance, the absorption coefficientma(r ) must be re-
placed by a functionma(r ), which by analogy will be be
called the one-dimensional absorption coefficient. We s
denotem(r )5ma(r )1ms(r ) and rewrite Eq.~1! as

1

n

]

]t
F~r ,V,t !1VgradF~r ,V,t !1m~r !F~r ,V,t !

2ms~r !F~r ,2V,t !5S~r ,V,t !. ~2!

For a short pulse of laser radiation emitted at timet50
from the point r05(j,z0 ,z0), we can write
S(r ,V,t)5U(V)d(r2r0)d(t). We shall assume that the la
ser pulse is directed along thez axis. We denote byV0 the
direction along the beam axis. Since we will consider o
those photons that travel along theV0 axis, while the pho-
tons scattered out of this direction can be conside
as absorbed, we can write F(r ,V,t)
5 F0(z,V,t)d(j2j0)d(z2z0). We consider two directions
V5V0 andV52V0. Then we obtain
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n ]t 0 0 ]z 0 0 0 0

2ms~r !F0~z,2V0 ,t !5U~V0!d~z2z0!d~ t !,

1

n

]

]t
F0~z,2V0 ,t !2

]

]z
F0~z,2V0 ,t !

1m~r !F0~z,2V0 ,t !2ms~r !F0~z,V0 ,t !

5U~2V0!d~z2z0!d~ t !. ~3!

Using the notation, F1(z,t)5F0(z,V0 ,t),
F2(z,t)5F0(z,2V0 ,t), U(V0)5U0, assuming that
U(2V)50, and taking the source into account in the init
and boundary conditions, we obtain the main system
equations for the time-dependent two-flux model of radiat
transport in an inhomogeneous strongly scattering mediu

1

n

]

]t
F1~z,t !1

]

]z
F1~z,t !1m~r !F1~z,t !2ms~r !F2~z,t !

50,

1

n

]

]t
F2~z,t !2

]

]z
F2~z,t !1m~r !F2~z,t !2ms~r !F1~z,t !

50, ~4!

F1~z0 ,t !5U0d~ t !, F2~z→1`,t !50,

F1~z,0!50, F2~z,0!50. ~5!

Expression~5! determines the boundary and initial co
ditions.

Let us examine the solution of the system of equatio
~4! for a homogeneous medium,m(r )5m5const and
ms(r )5ms5const. EliminatingF2(z,t) from Eqs. ~4!, we
obtain the equation

1

n2
]2

]t2
F12

]2

]z2
F11

2m

n

]

]t
F11~m22ms

2!F150,

~6!

whose solution is

F1~z,t !5U0mnd~mnt2mz8!2exp~2mz8!

1U0h~mnt2mz8!
msnz8

A~nt !22z82

3I 1~msA~nt !22z82!exp~2mnt !, ~7!

where h(•) is the Heaviside step function,I 1(•) are the
modified Bessel functions of the first kind and first order, a
z85z2z0.

Expression~7! can be regarded as an approximate d
scription of the radiation transmitted through a layer of thic
nessz8, where the first term describes the unscattered~bal-
listic! component of the radiation transmitted though t
layer of thicknessz8. As one might expect, this compone
obeys the well-known exponential law of attenuation. T
second term describes the scattered component of the r
tion. The typical form of the time distribution Eq.~7! is
shown in Fig. 1. The vertical line1 corresponds to the un
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scattered component. The scattered component has the s
of line 28 for thin layers and29 for thicker layers.

The relative amounts of the unscattered (U1
(ns)) and scat-

tered (U1
(s)) components can be found by integrating se

rately each term in Eq.~7! over the time

U1
~ns!~z !5E

0

`

U0mnd~mnt2mz8!exp~2mz8!dt5U0exp

~2mz8!5U0exp@2m~z2z0!#, ~8!

U1
~s!~z !5E

z8/n

` U0msnz8

A~nt !22z82
I 1

3~msA~nt !22z82!exp~2mnt !dt

5U0@exp~2z8Am22ms
2!2exp~2z8m!#

5U0@exp~2~z2z0!Am22ms
2!2exp~2~z2z0!m!.

~9!

OPTICAL TOMOGRAPHY OF A SCATTERING MEDIUM IN
THE TWO-FLUX MODEL OF RADIATION TRANSPORT

To go over to optical tomography of a scattering m
dium it is necessary to analyze the propagation of an opt
pulse in an inhomogeneous medium. Let us consider~Fig. 2!
the usual geometrical scheme of measuring with para
projections.8 We shall examine the absorption and scatter
coefficients in a particular planez5z0 in the stationary
coordinate system (x,y,z): m(x,y,z0)5m(x,y);
ms(x,y,z0)5ms(x,y) and in the rotating coordinate syste
(j,z,z) for each fixed value of j:
m(x(j,z),y(j,z),z0)5m(z); ms(x(j,z),y(j,z),z0)
5ms(z). Then instead of Eq.~6!, we obtain the following
equation

FIG. 1. Typical time distribution of a short optical pulse after pass
through a scattering layer.1— Ballistic component;2— scattered compo-
nent.
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1

n2
]2

]t2
F12

]2

]z2
F11

1

nF2m~z!1
ms8~z!

ms~z!
G ]

]t
F1

1
ms8~z!

ms~z!

]

]z
F11Fm2~z!2ms

2~z!1m~z!
ms8~z!

ms~z!

2m8~z!GF150. ~10!

Integrating Eq.~10! over the time, we find an equatio
for the total energy of a pulse transmitted through the sc
tering medium

U19 2
ms8~z!

ms~z!
U18 2Fm2~z!2ms

2~z!

1m~z!
ms8~z!

ms~z!
2m8~z!GU150, ~11!

where

U1~z!5E
0

`

F1~z,t !dt and U1~z0!5U0 , U1~z→`!50.

The equations for the unscattered (U1
(ns)) and scattered

(U1
(s)) components have the form

@U1
~ns!#92@m2~z!2m8~z!#U1

~ns!50, ~12!

@U1
~s!#92

ms8~z!

ms~z!
@U1

~s!#82Fm2~z!2ms
2~z!1m~z!

ms8~z!

ms~z!

2m8~z!GU1
~s!52ms

2~z!U0expS 2E
z0

z

m~x!dx D ,
U1

~ns!~z0!5U0 , U1
~ns!~z→`!50,

U1
~s!~z0!50, U1

~s!~z→`!50. ~13!

The solution9 of Eq. ~12!, as expected, expresses the la
of exponential attenuation

FIG. 2. Geometric arrangement of measurements with parallel projection
tomography.
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It is well known7 that the relation~14!, or equivalently,

Eq. ~12! in the problem of tomographic reconstruction of t
two-dimensional functionm(x,y), leads to the inverse Ra
don transformation. By applying the inverse Radon trans
mationR21$•% ~Ref. 7! to the projections

p1
~ns!~j,u!52 ln

U1
~ns!~z1!

U0
,

where u is the angle of rotation of the coordinate syste
(j,z) about the stationary system (x,y) andz15z1(j,u) is
the point of intersection of the beam with the boundary of
medium ~Fig. 2! we obtain the reconstructed image of t
function being sought,m(x,y). However, in the case of a
scattering medium it is necessary to reconstruct simu
neously another two-dimensional functionms(x,y). One
approach10 is to postulate that the absorption coefficie
m(x,y) and the scattering coefficientms(x,y) are propor-
tional to the densityn(x,y) of the medium, which reduce
two unknown functions to one. We can propose a more g
eral approach. We shall assume that each measure
records the time distribution of the transmitted photons. Th
from that distribution one can extract the part that cor
sponds to the ballistic~unscattered! photons that is describe
by Eq. ~12!. Then, using the inverse Radon transformatio
we obtain one of the unknown functionsm(x,y)

m~x,y!5R21$p1
~ns!~j,u!%. ~15!

To find the second unknown functionms(x,y) we pro-
ceed in the following way. Assuming that the solutio
U1(z) of Eq. ~11! is a nonnegative function, it can be wri
ten in exponential form in some functionM (z)

U1~z!5U0expF2E
z0

z

M ~x!dxG . ~16!

Applying the inverse Radon transformation to the p
jections

p1~j,u!52 ln
U1~z1!

U0

we obtain the functionM (x,y)

M ~x,y!5R21$p1~j,u!%. ~17!

To find the relation between the functionsm(x,y),
ms(x,y), andM (x,y), we substitute expression~16! into Eq.
~11!

ms8~z!5
ms
3~z!

m~z!2M ~z!

1
M2~z!2M 8~z!2m2~z!1m8~z!

m~z!2M ~z!
ms~z!.

~18!

Since the functionm(x,y) is already known, we mus
find ms(x,y) for each projection line by solving the nonlin
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Bernoulli equation, which can be solved in quadratures,

ms~z!5

expS E
z0

z

f 1~x!dx D
AC22E

z0

z

f 3~x!expS 2E
z0

x

f 1~x1!dx1D dx

,

~19!

where

f 1~z!5
M2~z!2M 8~z!2m2~z!1m8~z!

m~z!2M ~z!
, ~20!

f 3~z!5
1

m~z!2M ~z!
, ~21!

C5
1

m2~z0!2M2~z0!
. ~22!

To reconstruct completely the functionms(x,y) it is suf-
ficient to calculate the quantityms(z) from formula ~19!
over the entire length of the projection for any one value
the rotation angle u. In the particular case wher
ms(x,y)5bm(x,y) we obtain the equation

m8~z!5
~12b2!

M ~z!
ms
3~z!2

M2~z!2M 8~z!

M ~z!
m~z!, ~23!

whose solution ism(z)5(A12b2)21M (z), which agrees
with the previously obtained result.10

CONCLUSIONS

To simplify the problem of reconstructing two indepe
dent functions depending on three variables~the absorption
coefficient! and seven variables~the differential scattering
coefficient of the radiation! we have formulated a nonstation
ary two-flux model of radiation transport in an inhomog
neous scattering medium applied to situations where the
dium is irradiated with a narrow laser beam. We ha
introduced the underlying tomographical reconstruction a
the model-dependent characteristics of the scattering
dium, called nominally the one-dimensional absorption co
ficient and scattering coefficient, but which depend nonet
less on three spatial variables. It is shown that when the t
distribution of the transmitted beam photons is recorded i
possible simultaneously to reconstruct these two spatial fu
tions with the aid of the inverse Radon transformation and
auxiliary solution of the set of nonlinear differential equ
tions on the projection lines. An analytical solution
quadratures is obtained for these differential equations
this way, by staying away from the equation of radiati
transport, we have proposed a mathematical method for
rying out optical tomography of scattering media by illum
nating them with narrow beams of a pulsed laser.

1Proceedings SPIE. Medical Optical Tomography: Functional Imagi
and Monitoring, edited by G. I. Milleret al., Vol. IS11 ~1993!.

2Proceedings SPIE. Theoretical Study, Mathematical, Experimental Mo
for Photon Transport in Scattering Media and Tissue, Vol. 2326 ~1994!.
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Ultrawide-bandwidth gain in a coaxial dielectric Cherenkov maser
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A. S. Shlapakovski 
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634061 Tomsk, Russia
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A coaxial waveguide partially filled with a dielectric as the slow-wave structure of a dielectric
Cherenkov maser is investigated. The dispersion of the fundamental mode of this
waveguide is very weak at phase velocities close to the velocity of light, and for this reason a
very wide gain bandwidth is possible under conditions of an interaction with a relativistic
electron beam. The dispersion equation for an infinitely thin tubular beam in a coaxial waveguide
with a dielectric liner adjoining either the outer or inner conducting surface is derived. The
gain bandwidth as a function of the parameters of the electron beam and the slow-wave system are
investigated on the basis of numerical solution of the dispersion equation, and a comparison
with similar dependences for the conventional configuration of a dielectric Cherenkov maser is
made. The structural features of the coaxial configuration which enable novel approaches to
the problems of matching the microwave signal at the entrance and exit of the system are
discussed. ©1997 American Institute of Physics.@S1063-7842~97!01504-3#
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A dielectric Cherenkov maser~DCM! is distinguished
among the diverse ultrahigh-power devices in relativistic m
crowave electronics by the possibility of achieving very wi
gain band. A dielectric waveguide as a smooth slow-wa
system has no stop bands, and for high permittivities it
give a quite weak dispersion of electromagnetic waves i
wide frequency range at relativistic phase velocities. For
reason, a DCM can be regarded as a relativistic analog o
largest-bandwidth device in classical vacuum microwa
electronics—a spiral traveling wave tube. In Ref. 1 it w
shown that the wide gain band of a DCM is obtained only
definite values of the parameters of the electron beam
slow-wave system and the relative bandwidth at the23 dB
level can reach 40–50% with a maximum gain of 40 dB
the 3-cm wavelength range for electron energies and b
currents~300–600 keV, 2–10 kA! characteristic for high-
current direct-action accelerators. These figures were
tained by solving numerically the dispersion equation fo
DCM in the standard geometry, which was used in m
experimental investigations of DCMs based on a hig
current beam2–6—a thin tubular beam in a circular meta
waveguide with a dielectric liner. However, it is also of i
terest to investigate a different possible configuration o
DCM—coaxial.

A coaxial geometry for a DCM was studied in Ref.
where the dispersion equation was analyzed approxima
for the case when both conducting surfaces are coaxial
the outer and inner surfaces are loaded with a dielec
Such a geometry was also recently realized experimental
Ref. 8. The characteristic features of the coaxial configu
tion of a DCM, as compared with the conventional config
ration, can be divided into three types. One type are
general physical features which were noted in Ref. 7:
possibility of increasing substantially the kinetic power
the electron beam by increasing the maximum current
also a lower electric field strength on the surface of the
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structural features: the presence of an internal rod com
cates the structure, but in return it simplifies the problem
dumping the beam; in this case, if the dielectric is pres
only on the inner surface of the coaxial structure, then
beam can be dumped onto the outer surface at any loca
irrespective of the presence of the dielectric in a given s
tion. Furthermore, novel designs of devices for extract
and introducing microwave energy are possible in the
axial geometry. Finally, the third type of characteristic fe
tures are those associated with the character of the dispe
of the principal electromagnetic mode of a partially-fille
coaxial waveguide—‘‘quasi-TEM’’ wave.

The quasi-TEM wave, similarly to a TEM wave, in
uniformly filled coaxial structure has no critical frequenc
but in contrast to the TEM wave, it does have a field co
ponentEz and it exhibits dispersion.9 In the high-frequency
limit, its phase velocity approachesc/A«, where « is the
permittivity, and assumes its maximum valuevmax, c at a
frequency approaching zero. The quantityvmax is determined
by the degree of filling of the waveguide. The less spa
occupied by the dielectric, the closer toc it is. On account of
this dispersion, the Cherenkov interaction of the quasi-TE
wave with the electron beam depends on the ratio of
velocity vmax and the beam velocityu. In the case whenu is
much less thanvmax, the coaxial and conventional configu
rations are essentially similar. Ifu.vmax, then synchronism
between the beam and the quasi-TEM is impossible, wh
produces conditions for exciting the highest mode, so t
the coaxial geometry of the DCM can be used to gene
short-wavelength radiation with high-energy beams.10 If the
beam velocity is close tovmax, then, conversely, the condi
tion of synchronism with the quasi-TEM wave can be sa
fied in a very wide range of frequencies. This feature is
interest from the standpoint of the possibility of obtaining
ultrawide gain band in a DCM.

This paper examines a coaxial configuration of a DC

516-06$10.00 © 1997 American Institute of Physics
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with a single dielectric liner adjoining either the inner~a! or
the outer~b! conducting surface. The geometry of the syst
is shown in Fig. 1. In contrast to the case when both surfa
are loaded with a dielectric,7,8 theEz component of the field
of the quasi-TEM mode does not vanish anywhere inside
beam transport channel, so that the conditions of Cheren
interaction of a beam and the quasi-TEM mode are m
favorable in this system. In the sections below, the dispers
of the quasi-TEM mode is analyzed in comparison with
fundamental modeE01 of a circular waveguide with a dielec
tric liner, the dispersion equation for a coaxial system w
an infinitely thin tubular beam, shown in Fig. 1, is derive
and the dependences of the width of the gain band on
parameters of the coaxial DCM are investigated in comp
son with the same dependences for a DCM in the conv
tional geometry by solving the dispersion equation num
cally, and the results of these investigations are discus
The structural features and a possible design of the dev
for introducing and extracting the microwave signal in
wide-band coaxial DCM amplifier are also discussed.

1. DISPERSION OF A QUASI-TEM WAVE

The dispersion characteristics of a quasi-TEM wave o
coaxial waveguide with a dielectric have been investigate
detail.9 Here we present the computational results for
frequency dependences of the phase velocity in a form th
convenient for comparing with the similar characteristic
the working mode of a DCM with the convention
configuration—theE01 wave of a circular waveguide with
dielectric liner. The dispersion equation forE-type axisym-
metric modes in a coaxial structure with a dielectric on
inner surface~the designations of the geometric dimensio
are shown in Fig. 1! has the form

«

p

F1~pd,pa!

F0~pd,pa!
5
1

q

F 1~qd,qb!

F 0~qd,qb!
, ~1!

where

FIG. 1. Transverse section of the region of interaction of a coaxial DC
a—Liner on the inner conductor, b—liner on the outer conductor;1—outer
conductor,2—beam,3—dielectric,4—inner conductor.
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F0~x,y![J0~x!Y0~y!2J0~y!Y0~x!,

F1~x,y![J1~x!Y0~y!2J0~y!Y1~x!,

F 0~x,y![I 0~x!K0~y!2I 0~y!K0~x!,

F 1~x,y![I 1~x!K1~y!1I 0~y!K1~x!,

p25«
v2

c2
2k2, q25k22

v2

c2
, ~2!

v is the frequency,k is the longitudinal wave number, an
J0,1, Y0,1, I 0,1, andK0,1 are Bessel functions.

In the case when a dielectric is present on the ou
surface of a coaxial line, the dispersion equation is obtai
from Eq.~1! by interchanginga andb. If after doing soa is
made to approach zero, an equation is obtained for a wa
guide with a dielectric liner.

Figure 2 displays the computational results for the ph
velocity for the cases when the same dielectric liner loads
inner or outer surface of the coaxial structure and also
surface of a circular waveguide. The liner parameters w
chosen to be the same for which in Ref. 1 a wide gain band
was demonstrated for a DCM with the conventional geo
etry in the 3-cm wavelength range. A comparison with t
coaxial geometry is especially demonstrative when the
electric adjoins the outer surface of the coaxial line~Fig. 2a!;
in this case, the conventional geometry is the particular c
a→0. One can see that for a small radius of the inner c
ductor the dispersion of theE01 and quasi-TEM modes is
virtually identical at frequencies above 10 GHz. At freque
cies below 10 GHz the dispersion of the quasi-TEM mode
much weaker than that ofE01, but it is itself quite substan-

.

FIG. 2. Frequency dependences of the phase velocity. Dashed curve—E01

mode of a waveguide with a dielectric liner, solid curves: a—quasi-TE
mode of a coaxial structure with a liner on the outer surface and an inne
with different radii, b—quasi-TEM mode of a coaxial structure with a lin
on the inner rod and different radii of the outer surface. The liner parame
are fixed: outer radius 2 cm, inner radius 1 cm,«52.
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dispersion becomes very weak in a wide frequency rang
The dispersion of the quasi-TEM wave of a coax

waveguide with a dielectric on the inner surface is ev
weaker. Comparing Figs. 2a and 2b, it is easy to see tha
the same gap width between the surfaces of the condu
and the dielectric the phase velocity of the wave is somew
less and the dispersion is somewhat greater than in the
of a dielectric on the outer surface. One can see that for
curveb52.8 cm in Fig. 2b the phase velocity changes ve
little over an octave range. At the same time, the gap wi
~8 mm! is entirely adequate for beam transport. When
beam interacts with theE01 mode, whose dispersion i
shown in Fig. 2 by the dashed curve, the width of the g
band, as follows from Ref. 1, can reach 40–50%. Theref
it is natural to conjecture that a DCM amplifier with a c
axial configuration and a working quasi-TEM mode can p
sess an even wider band. To check this conjecture, it is
essary to obtain and investigate the dispersion equation
the system with a beam.

2. DISPERSION EQUATION OF A SYSTEM WITH A BEAM

We shall study the system displayed in Fig. 1. The tu
lar, electronic beam with radiusr b and currentI b is assumed
to be monoenergetic, completely magnetized, and infini
thin. In this formulation, in contrast to Ref. 7, the finite di
tance between the beam and the dielectric surface is ta
into account. We assume that the electromagnetic fields
the disturbances of the beam density and velocity are
symmetric and proportional to exp$i(kz2vt)%. The equations
and the conditions which the longitudinal componentEz(r )
of the electric field satisfies on the beam surface11 follow
from Maxwell’s equations and the equations of relativis
hydrodynamics in the linear approximation

1

r

d

dr S r dEzdr D1p2Ez50 in dielectric,

1

r

d

dr S r dEzdr D2q2Ez50 in vacuum,

$Ez% r5r b
50,

H dEzdr J
r5r b

52
q2

~v2ku!2
2eIb

g3murb
Ez~r b!. ~3!

Hereg5(12u2/c2)1/2 is the relativistic factor of the beam
e andm are the electron charge and rest mass;p andq are
defined in Eq.~2!; and, the braces$ . . .% denote a jump in the
enclosed quantity. The conditions on the beam surface h
the form

$Ez% r5d50,
«

p2
dEz
dr U r5d6052

1

q2
dEz
dr U

r5d70

~4!

~the upper sign in the subscripts corresponds to the line
the outer surface and the lower sign corresponds to the
on the inner surface of the coaxial structure!. Taking account
of the conditionEz50 on the conducting surfaces, we sh
write the solution forEz(r ) in different regions.
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Ez5H AF0~pr,pa!, a,r,d,
BI0~qr !1CK0~qr !, d,r,r b ,

DF 0~qr,qb!, r b,r,b.
~5!

If, however, the dielectric adjoins the outer surface, th
the following solutions are obtained:

Ez5H AF0~pr,pb!, d,r,b,
BI0~qr !1CK0~qr !, r b,r,d,

DF 0~qr,qa!, a,r,r b .
~6!

Substituting the boundary conditions~3! and ~4! into
Eqs.~5! and~6!, the corresponding dispersion equations c
be derived after simple transformations. The final result
the case of a dielectric on the inner surface has the form

F1p F1~pd,pa!

F0~pd,pa!
2

1

«q

F 1~qd,qb!

F 0~qd,qb!G~v2ku!2

5
2eIb
g3mu

q2F 0~qb,qrb!
F 0~qd,qrb!

F 0~qd,qb!

3F1p F1~pd,pa!

F0~pd,pa!
2

1

«q

F 1~qd,qrb!

F 0~qd,qrb!
G . ~7!

The dispersion equation for a coaxial DCM with a d
electric on the outer surface is obtained from Eq.~7! by
interchanginga and b and also changing the sign on th
right-hand side. Then the dispersion equation for a DC
with the conventional configuration is obtained in the lim
a→0.11,12 In the absence of a beam (I b50) the equation~7!
passes into Eq.~1!.

3. INVESTIGATION OF THE DISPERSION EQUATION

The dispersion equation~7! derived above was investi
gated numerically. The approximate analytical analysis giv
in Ref. 7 does not make it possible to determine the width
the gain band and, moreover, it is inapplicable for the ca
of practical interest when there is no direct synchronism
tween the quasi-TEM wave and the beam (v5ku) or am-
plification occurs at frequencies which are very far from sy
chronism. As already noted in Sec. 1, it is convenient
compare the DCM with the conventional and coaxial co
figurations for the case of a dielectric on the outer surfa
varying the radius of the inner conductor. For this reason,
consider this case first.

Figure 3 displays the result of solving Eq.~7! numeri-
cally for a dielectric liner with the same parameters as in F
2 and an electron beam withg52 and currentI b510.2 kA
passing 2 mm from the surface of the dielectric. One can
that as the radius of the inner conductor increases, the sp
growth rates gradually decrease~for a,0.4 cm, in this case,
there are virtually no differences between the coaxial a
conventional geometry!, and the gain band shifts in the d
rection of low frequencies, narrowing in both absolute a
relative values. It is important to note that for a wavegui
with a dielectric liner the frequency of Cherenkov synchr
nism is comparatively close to the corresponding maxim
of the increment, while for a coaxial line witha50.4 cm the
synchronism frequency is 2.4 times lower than the freque
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of the maximum increment, and fora50.6 cm there is no
synchronism at all, since in this caseu.vmax.

Given the maximum gainG, the widths of the gain band
at the23 dB level can be determined from the frequen
dependences of the growth rate Imk(v). Assuming thatG is
large, it is easy to obtain from the formulas for the gain o
traveling wave tube~TWT!13

D~ Im k!

~ Im k!m
'

3

G@dB#1a
. ~8!

HereD(Im k) is the difference between the maximum spat
growth rate (Imk)m and the growth rate corresponding to t
23 dB limit of the band; the coefficienta takes on values
between 6.0 and 9.5 depending on the beam current~9.5
corresponds to the limit of low space charge and 6.0 co
sponds to the opposite limit!. Formula~8! makes it possible
to perform an even clearer comparison of the conventio
and coaxial configurations of a DCM.

Figure 4 displays the dependences of the gain b
width on the beam current with a maximum gain of 40 d
The set of parameters corresponding to the three curves
sented are the same here as for Fig. 3. The absolute m
tude of the error, associated with the uncertainty of the
efficienta in Eq. ~8!, in determining the band equals 1–2
everywhere. It is obvious that the largest gain band width
be obtained here in the conventional configuration. When

FIG. 3. Spatial growth rate versus frequency for a beam in a waveguide
a dielectric~dashed curve! and in a coaxial line with a dielectric on the oute
surface~solid lines! for different radii of the inner conductor. The param
eters of the dielectric liner and electron beam are fixed:«52, b52 cm,
d51 cm, r b50.8 cm, I b510.2 kA, g52.

FIG. 4. Gain band width at the23 dB level versus beam current. The oth
parameters of the beam and slow-wave systems are the same as in F
The maximum gain equals 40 dB. Dashed curve—waveguide, solid cur
coaxial structure with a dielectric on the outer surface.
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width on the current becomes flatter and the maximum va
of this dependence decreases. The gain band of a co
DCM is even wider than for the conventional DCM for bo
high and low beam currents. It is important to keep in mi
that a change in the beam current not only results in a cha
in the band width but it also results in a large change in
center frequency and the growth rates themselves~i.e. it
leads to a substantial change in the distance over whic
given gain is achieved!. For low currents, the growth rates i
a coaxial DCM are very small, especially for the ca
a50.6 cm, when there is no synchronism. The maximu
growth rate as a function of the current approximately co
cides with the maximum band width.

Figure 4 is the main illustration of the band properties
a coaxial DCM in comparison with a conventional DCM
The weaker dispersion of the working mode in a coax
configuration plays a role only for low beam currents. In th
region of currents~,2 kA for the parameters in Fig. 4! the
gain band in the coaxial case is wider than in the conv
tional case. But the band width itself is not very large he
This is due to the fact that in this case the gain band o
coaxial DCM lies in the low-frequency range, and for lo
frequencies the spatial growth rates are very small. It is w
known that at low frequencies the growth rate of the Ch
enkov instability~just as the spectral intensity of the spont
neous Cherenkov radiation! decreases directly as the d
crease in the frequency. For this reason, large band wi
are not reached despite the very weak dispersion.

As the current increases, the gain band shifts into
region of higher frequencies. In the process, the differenc
the character of the dispersion of the quasi-TEM mode
the E01 mode of a waveguide with a dielectric liner is n
longer as great~Fig. 2a!, and since the center frequency fo
the coaxial case remains appreciably lower than for the c
ventional case, the maximum gain band is reached in
conventional configuration. Finally, for very high curren
~.10 kA for the parameters of Fig. 4! the coaxial configu-
ration has a large advantage with respect to the band wi
But this is now due not to the character of the dispersion
rather to the fact that the frequency shift reaches a value
which the exponential dropoff of the field in the beam prop
gation channel becomes substantial. At high frequencies
beam–wave coupling starts to decrease rapidly becaus
the finite distance between the beam and the dielectric,
this results in a narrowing of the band. In the coaxial case
field within the propagation channel is redistributed, so t
this effect comes into play at frequencies which are all
higher, the smaller the transverse size of the channe
Therefore at high currents the gain band in a coaxial str
ture with a large radius of the inner rod is much wider than
the conventional geometry.

We shall now investigate the case when the inner c
ducting surface of the coaxial structure is loaded with a
electric. Figure 5 displays the frequency dependences of
growth rate which make it possible to compare this case w
the case of a dielectric on the outer surface. For this, ge
etries with identical dielectric liners, the same gap width b
tween the dielectric and the unloaded conductor, the sa

th

. 3.
—
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distance between the beam and the dielectric, and the s
beam current and energy were chosen. Comparing the s
and dashed curves withg52.3 in Fig. 5, it can be conclude
that although the center frequency and the instability gro
rate are much higher for the case of a dielectric on the o
surface, the relative band width for these cases is appr
mately the same. A calculation according to Eq.~8! gives an
even somewhat larger value for the dielectric on the in
surface. Since for the geometries being compared diffe
phase velocities correspond to the same frequency of
quasi-TEM mode, it is of interest to change the energy of
electron beam in the case of a dielectric on the inner sur
in a manner so that the maximum growth rate would occu
the same frequency as for the dashed curve in Fig. 5~10
GHz!. This matching is achieved forg51.82. The corre-
sponding curve shows that in this case the gain band in
configuration with a dielectric on the inner surface becom
much wider than for a dielectric on the outer surface, and
growth rate remains somewhat lower.

Of course, the range of amplified frequencies of t
DCM can be changed not only by changing the elect
energy. A change in the parameters of the dielectric line
well as a change of the beam current strongly influences
frequency. The same center frequency can be obtained
different beam energies, if these parameters are also cha
together with the energy. It is of interest to determine h
the gain band changes in this case. Figure 6 displays
curves of the band width versus the electron energy when
center frequency is held constant. The point of intersec
corresponds to the curveg51.82 in Fig. 5.

One can see that the two curves have opposite cha
ters. Curve1 illustrates well the situation in which the ban
width is small for low currents. The range of variation of th
current within the curve 1 is from 170 A~for g51.62! to 25
kA ~for g52.1!. Increasing the energy simultaneously wi
the current results in broadening of the band, but for la
values ofg very high currents are required to maintain t
center frequency at 10 GHz and then the band changes
little. If, however, the center frequency is maintained
changing the thickness of the dielectric holding the curr
fixed, then as the energy increases, the band, conver
becomes narrower on account of the fact that the degre

FIG. 5. Spatial growth rate versus frequency.I b55.1 kA, «52. Dashed
line—coaxial structure with a liner on the outer surface~b52 cm,
d51.2 cm,a50.4 cm, r b51 cm, g52.3 cm!; solid curves—coaxial struc-
ture with the same liner on the inner surface and the same beam–diel
and beam–conductor distances~b52.8 cm, d52 cm, a51.2 cm,
r b52.2 cm,g52.3 and 1.82!.
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filling of the waveguide decreases.1 Within the curve2 the
inner radius of the liner changes from 1.0 to 1.5 cm.

If at high energies the curve2 in Fig. 6 can be continued
without restrictions~a will approachd!, then on the opposite
side it reaches the natural limit of a situation of a wavegu
with a dielectric rod of radiusd. It is interesting to determine
how the gain band width will change if the inner radius
the liner changes simultaneously with the outer radius, wh
the thickness of the liner remains constant. The result of s
a calculation is displayed in Fig. 7. The radius of the be
was also changed so that the distance between the beam
the dielectric remained equal to 2 mm. In this case the
quency corresponding to maximum gain changes very lit
and for the parameters of Fig. 7 it equals'10 GHz. Here
the gain band becomes much wider as the liner decreas
size, despite the fact that the degree of filling of the wa
guide decreases in this case.

4. STRUCTURAL FEATURES

Therefore the geometry with a dielectric loading the
ner surface of the coaxial structure makes it possible to
tain a wider gain band with lower beam energies, thou
with somewhat lower values of the instability growth rat
than in the case of a liner on the outer surface. At the sa
time, such a configuration is extremely interesting becaus

tric

FIG. 6. Gain band width at the23 dB level ~maximum gain 40 dB! of a
coaxial DCM with an liner on the inner surface versus electron ene
«52, b52.8 cm,d52 cm, r b52.2 cm. The center frequency is held con
stant~10 GHz! by varying the current witha51.2 cm ~1! and by varying
a with I b55.1 kA ~2!.

FIG. 7. Band width at the23 dB level~maximum gain 40 dB! for a coaxial
line with an liner on the inner conductor versus the inner radius of the li
with constant liner thickness (d—a58 mm) and beam–dielectric gap widt
(r b2d52 mm). «52, b52.8 cm,g51.82, I b55.1 kA.
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its structural features. First, problems associated with the for-
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mation, transport, and doping of the electron beam are m
easily solved in it. For a fixed current and thickness of
beam propagating outside the liner the current density
lower than in the case of propagation on inside liner, a
hence it is easier to form and position the beam. But the m
convenience is the possibility of dumping the beam in a
creasing magnetic field on the outer, unloaded metal surf
In a DCM, a section where the thickness of the dielec
liner decreases continuously is required in order to match
region of interaction and the output microwave channel.
the conventional configuration, because of the fact that
beam cannot be dumped onto the dielectric, the beam on
section continues to interact with the wave and this inter
tion can lead to a loss of microwave energy. Furthermo
the collector plasma that is formed also can absorb or re
microwave energy, a substantial part of which in the conv
tional geometry is concentrated near the waveguide wall
a geometry with a dielectric on the inner rod, however,
interaction can be cutt off at any location irrespective of
presence of a dielectric in a given section. Therefore
amplified signal can be transported noise-free farther al
the dielectric and the matching section can be as long
desired. The collector plasma in this case also will be form
far from the dielectric.

Second, such a design admits novel possibilities
solving the microwave input–output problems. A metal r
coated with a dielectric is a ready-made transmission line
can be assumed that in a coaxial DCM signal amplificat
occurs on some section of this line. Indeed, in this case
possible to avoid the limits on the length of a such a diel
tric waveguide which are due to the presence of the elec
beam. For this, the beam generation scheme proposed
triaxial relativistic klystron14 can be used on the input side
the beam can be formed in a compact module of a lin
induction accelerator. In the case of the output, a rod wit
dielectric sheath~or simply a dielectric rod! can serve di-
rectly as an antenna.15 Here it is important to note that a
asymmetric mode, which produces sharply directed ra
tion, is employed in the widely used dielectric antennas.
this reason, it is of great interest to investigate a coa
DCM with an asymmetric working mode.

CONCLUSIONS

A coaxial configuration of a DCM with one dielectri
liner, which loads either the inner or outer conducting s
face, was investigated. The gain band widths at the23 dB
level were determined as a function of the system parame
by solving numerically the dispersion relation obtained. It
found that from the standpoint of broadening of the band
521 Tech. Phys. 42 (5), May 1997
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figuration, despite the much weaker dispersion of the wo
ing ‘‘quasi-TEM’’ mode. Nonetheless, as one can see fr
the curves presented, here the same band widths are ach
as in the conventional configuration—about 50% with
maximum gain of 40 dB for beam currents of 5–10 kA a
beam energies of 400–600 keV, so that a coaxial wavegu
with a dielectric liner can be used as an electrodynamic s
tem for a wide-band microwave amplifier. The coaxial co
figuration admits a wider band than the conventional c
figuration, if the beam currents are very high~Fig. 4!. A
geometry with a dielectric liner on the inner conduct
makes it possible to obtain a wider gain band with low
voltages than in the case of a dielectric on the outer cond
tor ~for fixed center frequency!. Furthermore, a coaxial struc
ture with a dielectric on the inner surface is a structura
very attractive system, since it makes it easier to solve
problem of dumping the beam and admits novel possibilit
for introducing and extracting the microwave signal.
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Focusing a compensated proton beam with a high compression coefficient

ation
H. Wuerz

Karlsruhe Research Center, 76021 Karlsruhe, Germany

G. A. Vyaz’menova, V. S. Kuznetsov, and V. I. Éngel’ko

D. V. Efremov Scientific Research Institute for Electrophysical Apparatus, 189631 St. Petersburg, Russia
~Submitted November 2, 1995!
Zh. Tekh. Fiz.67, 73–80~May 1997!

An analysis is made of the possibility of focusing 10–30 keV charge-compensated proton beams
with a current of 1 kA and an area compression coefficient.1.53103. To obtain a high
degree of compression a combination of ballistic focusing and magnetic compression is used. The
parameters of the focusing channel are determined and an estimate is made of the possible
effect of the compensating electron background on the effectiveness of focusing of the proton
beam. ©1997 American Institute of Physics.@S1063-7842~97!01205-1#
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To investigate the erosion of the first wall and of t
divertor material under conditions of thermal phase sep
tion of the plasma current in the ITER installation a prot
beam with a particle energy of 10–30 keV is required, wit
pulse length greater than 10ms and a power density highe
than 10 MW/cm2 over an area of at least 1 cm2. In this
investigation we examine the possibility of obtaining such
beam, based on the use of a vacuum diode with a mul
explosive emission cathode and a desorption anode for
erating the beam, and a combination of ballistic focus
plus magnetic compression to attain the required power d
sity at the target. Preliminary calculations and experimen1

have shown that with a desorption anode as the sourc
protons the necessary beam parameters can be attained
anode area is of the order of 104 cm2, the electrode spacing
in the diode is at least 3 cm, and the diode voltage is at le
20 kV. The effective pulse length is then about 10ms, and
the angular spread after passage of the multitip cathod
25–30 mrad. The space charge of the beam in the drift
gion is neutralized by electrons from the cathode plasma

To obtain the required power density at the target it
necessary to compress the beam from 104 cm2 at the anode
to 1 cm2 at the target. The distance at which the focus
occurs must be not less than 1 m, since otherwise the lo
tudinal velocity of the particles at the boundary of the be
will be considerably lower than the total velocity. At th
distance and with an angular spread of the particles of 20
mrad the radius of the beam at the crossover is 2.5–3
Therefore to have a radius of 0.5 cm at the crossover requ
additional compression of the beam. This compression
be obtained with the aid of a longitudinal magnetic field th
increases in the direction of propagation of the beam. In
tion of a proton beam in a longitudinally increasing magne
field is required not only for focusing the beam, but also
carry out experiments under typical ITER conditions, whe
the magnetic induction reaches 5 T.

Magnetic compression of a charge-neutralized ion be
by a magnetic field has been studied in a number of pap
For example, under the assumption of a laminar quasineu
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was found for the envelope of the beam.The solution of this
equation showed the possibility of adiabatic compression
the beam. However, the length of the magnetic compres
channel for our conditions in this case is;103 m. Such
dimensions are not feasible for constructing experimental
paratus.

We have assumed that in the present case the optim
method will be a combined method of focusing the bea
involving ballistic focusing in the first section and magne
compression in the second section. The beam must be
jected along the converging lines of force of the magne
field, whose configuration must be as close as possible to
proton trajectories~Fig. 1!. In the first section, which has
length L1, the protons are not magnetized. In the seco
section, of lengthL2, the protons are magnetized because
the increase in the magnetic field to the level at which
deviation of the particles from the lines of force becom
comparable with their cyclotron radius. The magnetic field
the second section increases adiabatically.

Let us make some estimates. First we consider a con
magnetic field with straight lines of force that converge
the axis. The deviation of an ion trajectory from the magne
lines of force at the end of the ballistic section due to t
initial angular spreadDr 08 is

Dr 15
Dr 08L1
cosa1

, ~1!

wherea1 is the angle of inclination to the axis of the ma
netic lines of force that pass through the edge of the emit

If we assume that the deviationDr 1 is equal to the cy-
clotron radius at the end of this section, where the magnit
of the magnetic field isB1, then we can determine the geo
metric parameters of the first sections

L15
V0Mcosa1

eB1
, ~2!

tana15R0S 12AB0

B1
D 1L1 , ~3!

522-07$10.00 © 1997 American Institute of Physics



FIG. 1. ~a! Diagram illustrating focusing of a proton beam.1— anode,2— protons,3— cathode,4— magnets,5— target;~b! — trajectory of outermost
proton, of energy 15 keV in a double-conical magnetic field forDr 0850. a — In integral form, b — in differential form.
whereV0, M , ande are the velocity, mass, and charge of the
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proton, andR0 is the radial coordinate of the particle at th
edge of the emitter.

The values ofB1 anda1 also depend on the magnet
field Bm at the target through a relation that determines
limiting angle at the proton input to the second section
which the protons will reach the target

sin2a1<
B1

Bm
. ~4!

This same relation can be used to estimate the per
sible initial angular spread

Dr 08,AB1

Bm
. ~5!

The lengthL2 of the second~magnetized! section is se-
lected from the condition of adiabaticity

L2@
2pMV0cosa1

eBs
, ~6!

whereBs5AB1Bm is the average magnetic field in the se
ond section.

The initial ion energy corresponding to the velocityV0 is
selected to satisfy the condition that the beam radiusrm at
the target be about two proton cyclotron radii at the targ

V0>
ermABmB1

2Dr 08M
. ~7!

The beam radius at the target is equal to the radius of
magnetic force lines plus the cyclotron radius, i.e.,

523 Tech. Phys. 42 (5), May 1997
e
r

is-

e

rm5R0ABm
1

eBm
. ~8!

Now we can determine the average power density at
target as

Ps5
MV0

2

2e
j5

NV0
2I 0

2perm
2 , ~9!

where j is the average current density at the target andI 0 is
the beam current.

Relations~2!, ~3!, and~5!–~7! allow us to determine the
parameters of the conical magnetic field focusing syste
For Dr 0850.03, Bm55 T, and rm55 mm, we have
V051.23106 m/s ~this corresponds to a proton energ
E;10 keV!, a>7°, B1>4.531023 T, L153 m, and
L2@0.5 m. The total length of the focusing channel
L5r 0 /tana<4 m. These estimate show that in a conic
magnetic field it is not possible to achieve adiabatic co
pression of a beam in the second section~since
L,L11L2).

We can improve the situation by using a more comp
cated magnetic field configuration. Let us consider, for
ample, a double-conical magnetic field. In the sectionL1 the
angle between the magnetic lines of force and the beam
is a1 and in sectionL2 it is a2. Let L1 be equal to the
ballistic focusing length, i.e., the distance between the di
and the beam crossover in the absence of the magnetic fi
The motion of the protons in the first section is governed
the ballistics. Therefore the entrance angle of the outerm
particles of the beam in the second section will
Da5a12a2. We shall use for an estimatea1>Da. In or-
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magnetic field of 5 T, the following relation must hold

B1.Bmsin
2a1 . ~10!

We shall assume that the magnetic field in the sec
section increases adiabatically.

The transverse energy at the target is

Wm
'5W0

Bm

B1
sin2a1 , ~11!

whereW0 is the total proton energy, and so we determ
B1 as

B15
W0

Wm
' Bmsin

2a1 . ~12!

Let us now consider the magnetic field configuration
be such that the cyclotron radius of the outermost particl
the entrance to the second section is equal to the radia
ordinate of the outermost line of force, i.e.,

r 15r c5
V0Msina1

eB1
. ~13!

Assuming that in the first section the protons move alo
the magnetic lines of force, we can find the magnetic field
the emitter

B05
V0
2M2sin2a1

e2B1R0
2 . ~14!

For the beam radius at the target we can write the
pression

rm>2r 1AB1

Bm
. ~15!

Using Eqs.~12!–~15!, we obtain

V05
eAkrmBm

2M
, ~16!

wherek5W0 /Wm
' .

Now we can determine the average power density at
target

Ps5
MV0

2

2e
j5

I 0Bm
2 ke

8pM
. ~17!

We choose by way of examplerm55 mm, Bm55 T,
L151 m, (a15 26.6°), andk52. From Eqs.~6!, ~12!, ~14!,
~16!, and ~17!, we obtain B050.631024 T, B152 T,
V051.73106 m/s, ~15 keV!, andPs5231011 W/m2.

We note that these formulas give only an approxim
estimate of the main parameters of the focusing channel
determine more accurately the parameters of the magn
field and the target, and also the effect of the initial be
divergence on the focusing, we have carried out the num
cal calculations described below.

Calculational model

Let us consider the motion of the protons in an incre
ing magnetic field with the assumption of complete spa
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tory in an axially symmetric field is determined by th
equation

Mr̈5
MVu

2

r
1eVuBz , ~18!

Mz̈52eVuBr , ~19!

M
d

dt
~rVu!5r ~eVzBr2eVrBz!, ~20!

whereVz , Vr , andVu are the axial, radial, and azimutha
velocities andBz andBr are the axial and radial componen
of the magnetic induction.

After making some uncomplicated manipulations, s
ting

Br52
1

2
r
dBz
dz

, ~21!

and using the law of conservation of energy, we can w
Eqs.~18!–~20! as

V0
22Vu

2

11r 82
r̈5

Vu
2

r
1

e

M
VuBz2

1

2

e

M
rṙ •VuBz8 , ~22!

Vu52
1

2

e

M
rBzS 12

r 0
2B0

r 2Bz
D , ~23!

wherer 0 andB0 are the radius and axial component of t
magnetic field at the cathode andV0 is the total ion velocity.

Therefore the ion trajectoryr (z) can be obtained from
Eqs.~22! and ~23! if the distributionB5Bz(z) is known.

In the numerical calculations the beam is divided in
Nt current tubes. The current density is assumed to be
same in each tube and equal to the average current dens
the ion source,j 05I 0 /pR0

2. The current in the tube is cal
culated from the relation

I ti5
I 0
R0
2 ~r 0i

2 2r 0i21
2 !. ~24!

To allow for the angular distribution of the ions, eac
tube in turn is subdivided intoNa current tubes, each with a
different initial angle of injectionDr 0m8 , taking into account
the angular distribution of the ions. The initial angle of th
imth current tube is given by the relation

r 0im8 5
r 0i
R0
tana11Dr 0m8 , ~25!

where r 0i is the radial coordinate of thei th particle at the
emitter.

The angular distribution function was determined w
the aid of the current density distribution in the vicinity o
the crossover, which was calculated numerically.1 The prob-
lem was solved for the case of zero magnetic field an
uniform current density at the diode. Then the current d
sity at the crossover is related directly to the distribution
the particles over initial angles, since the radial coordina
of the particles at the crossover arer cr5Dr 08Rc ~whereRc is
the radius of curvature of the cathode!. The fraction of par-
ticles with initial anglesDr 08<Dr k8 is given by the expression
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FIG. 2. Proton angular distri-
bution function.
I ~Dr k8! 2p r k

n-
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te
is

whereU0 is the accelerating potential,Na is the number of
o,

.,

ns
the
etic

he
the
ld
I 0
5

I 0
E
0
j ~r !rdr , ~26!

wherer k5Dr k8Rc and j (r ) is the current density distribution
at the crossover.

Figure 2 shows the dependence ofI /I 0 on Dr 08 , calcu-
lated by this method. In the calculation ofI /I 0 it was as-
sumed thatDrmax8 50.03, in accordance with the experime
tal results given in Ref. 1. In particular, one can see that 2
of the ions haveuDr 08u<0.01 and 66% haveuDr 08u<0.02.

The power density distribution at the target associa
with the longitudinal component of the particle velocity
calculated by the formula

Pzs~r !5U0(
i51

Nt

(
m51

Na

kmj im~r !FVzim

V0
G2, ~27!
%

d

intervals the angular distribution function is divided int
km is the weighting factor for themth interval, andj im is the
density of the imth current tube at the target, i.e
j im5 j 0(r 0i

2 2r 0i21
2 )/(r im

2 2r i21m
2 ).

Results of the calculations

The numerical calculations confirmed the conclusio
obtained from the estimates that it is not possible to focus
beam to the required power density in a conical magn
field.

Let us examine the results of the calculations for t
double-conical magnetic field. In Fig. 1b we have plotted
trajectory of the outermost particle in a double-conical fie
for the following parameters:R050.5 m,B05531024 T,
FIG. 3. Curves ofr 0(rm), ~a! andVz /V0(rm) ~b! for a beam of 15 keV protons.B05531024 T, B151 T, Bm 5 5 T, Dr 0850, L250.5 m,L, m: 1—1.0,
2— 1.5.
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FIG. 4. Curves ofr 0(rm) ~a! andVz /V0(rm) ~b! for a beam of 30 keV protons. The parameters are the same as in Fig. 3.
B151 T, Bm55 T, L151 m, L250.5 m,Dr 0850, and the
io
ar

s
th

the longitudinal velocity to~0.75–1!V0 and accordingly in-

ters

eld
ion energy is 15 keV. It can be seen that in the first sect
the ions move inertially and in the second section they
magnetized and move adiabatically. Figure 3~curve 1!
showsr 0(rm) andVz /V0(rm) for this case. The beam radiu
at the target is 10 mm. The beam is not laminar, and
longitudinal velocity lies in the intervalVz5(0.35–1)V0. By
an increase of the lengthL1 to 1.5 m ~Fig. 3, curve2! it is
possible to decrease the beam radius torm58 mm, increase
n
e

e

crease the average power density at the target.
An increase in the energy to 30 keV~Fig. 4! increases

the average power density by 35–40%. The beam parame
at the target are very sensitive to the values ofB0, B1, and
L1.

These calculations provided the optimum magnetic fi
configuration with the parametersB051029 T, B150.25 T,
L151.5 m, andL250.5 m.
FIG. 5. Curves ofr 0(rm) ~a! andVz /V0(rm) ~b! for a beam of 30 keV protons for the optimum magnetic field configuration.B051029 T, B150.25 T,
Bm55 T, L151.5 m,L2 5 0.5 m,Dr 0850,60.01,60.02,60.03.
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In Fig. 5 we show the distributionsr 0(rm) and
Vz /V0(rm) for variousuDr 08u<0.03. Figure 6 shows the dis
tribution of the total power densityPs and the longitudinal
power densityPsz ~related to the longitudinal component o
the velocity!. From these results one can see that with suc
magnetic field configuration it is possible to obtain close
the required power density in a region of radius less tha
mm.

FIG. 6. Radial distribution of the total power densityPs ~solid curve! and
the longitudinal power densityPsz ~dashed curve! for a beam of 30 keV
protons.
a

5

In the previous sections the motion of the ions was a
lyzed without taking into account the behavior of the ele
trons that compensate the space charge of the beam. A
ally, the compensating electron background can have a la
effect on focusing the beam. Because of the different deg
of magnetization of the electrons and ions, and becaus
the angular spread of the ions, a radial electric field can
set up that improves focusing the ion beam. In support of
statement, we present the following estimate. We assu
that the electrons are immobile~rigidly fixed to the magnetic
lines of force! and at each cross section of the beam
electron and ion charges are equal. Then the radial ele
field can be written as

Er5
I ~R!

2p«0Vz
S 1r 2

r

R2D , ~28!

whereR5R(z) is the radial coordinate of the magnetic line
of force, andr (z) is the radial coordinate of the ion, which a
z50 coincides with the radial coordinate of the magne
line of force.

The equation that describes the radial motion of the
can be written as

Mr̈5
MVu

2

r
1eVuBz1

eI

2p«0V0
S 1r 2

r

R2D , ~29!

where

Vu5
eBz
2M

r S 12
r 0
2Bz0

r 2Bz
D . ~30!

We write r in the form

r5R1Dr , ~31!
ctron
FIG. 7. Plots ofr 0(rm) ~a! andVz /V0(rm) ~b! for a 30 keV proton beam, calculated with allowance for the radial electric field created by the ele
background.B051023 T, B150.1 T,Bm55 T, L151.5 m,L250.5 m,Dr 0850,60.01,60.02,60.03.
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Substituting Eq.~31! into ~30!, we obtain

D r̈1v2Dr5R̈, ~32!

where

v25
e2Bz

2

M2 1
eI

p«0MVzR
2 5vc

21vp
2 , ~33!

andvp is the frequency of the plasma oscillations of the io
in the plasma with a density equal toI /pR2Vz .

The ratiovp /vc5AMI /p«0eVz
2R2Bz for I 5 1 kA and

a proton energy of 20 keV is larger than 17 over the en
region of transmission of the ion beam. Consequently it
be assumed that the electron background can hold the
near the magnetic lines of force more effectively than
magnetic field can. Figure 7 shows curves ofr 0(rm) and
Vz /V0(rm) obtained with allowance for the radial electr
field created by the electron background forB051023 T.
The radius of the beam is; 7 mm, and the power densit
~Fig. 8! is higher than 20 MW/cm2. The permissible initial
angular divergence~at which the power density at the targ
is not lower than 15 MW/cm2) is ;0.07. These estimate
hence indicate that the electrons that neutralize the sp
charge of the proton beam can have a substantial effec
focusing the beam. For more reliable conclusions it is n
essary to make calculations of greater accuracy, taking
account the mobility of the electrons along the magne
lines of force, i.e., based on the theory of plasma optics3 and
the appropriate experimental investigations.

Conclusions

The results of these theoretical and calculational inve
gations have shown that the method proposed in Ref. 1
focusing neutralized proton beams, which is based on a c
bination of ballistic focusing plus adiabatic magnetic co
pression, provides an area compression factor
;1.53104 and a 50% efficiency in beam transmission. F
an initial proton beam diameter of; 1 m it is possible to
obtain a diameter of 1 cm at the target and a power den
528 Tech. Phys. 42 (5), May 1997
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up to 10 MW/cm2. The total length of the focusing chann
is 2 m, the length of the ballistic section is 1.5 m, the ma
netic field in the region of the diode is;1023 T, at the end
of the ballistic region it is;1021 T, and at the target it is 5
T. the power density is sensitive to the initial angular dist
bution of the particles and to the magnetic field distributio
and depends only weakly on the initial kinetic energy of t
particles. The spatial distribution of the electron backgrou
and its dynamics can have a large effect on the efficiency
focusing the beam.

1V. Engelko, Ch. Schultheiss, and H. Wuerz, Prima¨rbericht. 31.02.03P.
INR, Kernforschungszentrum Karlsruhe, GmbH.~1992!.

2D. Mosher, Phys. Fluids20, 1148~1977!.
3A. I. Morozov and S. V. Lebedev,Plasma Optics. Topics in Plasma
Theory, No. 8 @in Russian# ~Atomizdat, Moscow, 1974!.

Translated by J. R. Anderson

FIG. 8. Radial distribution of the total power densityPs and the longitudinal
power densityPsz for a 30 keV proton beam with allowance for the radi
electric field created by the electron background.
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Relative contribution of various factors to the formation of the energy spectrum of fast,

ath
medium-energy, charged particles and ions transmitted through a thin target with
fluctuations of the target thickness

N. N. Koborov, A. I. Kuzovlev, V. A. Kurnaev, and V. S. Remizovich

Engineering-Physics Institute, Moscow, Russia
~Submitted January 29, 1996!
Zh. Tekh. Fiz.67, 81–93~May 1997!

The characteristics of the energy spectra of kiloelectron-volt protons transmitted through a free-
standing foil are investigated theoretically and experimentally as functions of the angle of
incidence of the beam on the target. Analytical expressions for the average characteristics of the
transmitted-particle energy spectrum are determined for the case of small-angle scattering.
The combined influence of various factors affecting the formation of the energy spectra is taken
into account: systematic stopping of particles in the medium, fluctuations of the particle
energy losses in inelastic collisions, bending of the particle trajectories due to multiple elastic
scattering, and fluctuations of the target thickness. It is shown that the contributions of
these factors to the width of the transmitted-particle energy spectrum depend differently on the
angle of incidence of the beam on the target surface. On the basis of this differentiation
it is inferred from the experimental dependence of the width of the energy spectra of kiloelectron-
volt protons transmitted through a free-standing foil on the angle of incidence of the beam
that fluctuations of the particle energy losses in inelastic collisions are the predominant factor in
the formation of the proton energy spectra. ©1997 American Institute of Physics.
@S1063-7842~97!01305-6#
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One of the fundamental quantities in physics is the cr
section for interaction of charged particles with an atom.
the case of fast charged particles (v@vat, wherev is the
velocity of the incident particle, andvat is a characteristic
velocity of electrons in the atom! the scattering cross sectio
has been thoroughly studied, both theoretically and exp
mentally. This study was possible because the Born appr
mation can be used in describing the scattering process
fast particles. Even in this case, however, it is necessar
know the wave functions of all states of the atom, which,
a rule, are not known. This consideration places special
nificance on the first and second moments of the scatte

cross section, i.e., the specific energy losses«̄ at (T) and the
mean-square energy loss«at

2 (T). For the scattering of fas

charged particles the quantity«̄ at (T) is given by the Bethe-
Bloch formula,1 and «at

2 (T) is defined in the free-electro
model using the Rutherford law.2 In regard to the experimen
tal feasibility of measuring the cross section for interact
of fast particles with an atom, this is accomplished witho
much difficulty. Since particles with such energies have
very long mean free path, a relatively thin target can
prepared, so that particles passing through it actually
dergo single scattering by atoms3 of the material.

The situation changes significantly when the particle
ergy is lowered. Even for particles of moderate energ
(v;vat ) insurmountable mathematical difficulties are e
countered in the theoretical determination of the scatte
cross section, primarily in connection with the inadmissib
ity of the Born approximation for such energies. The dif
culties of investigating the scattering cross section exp

529 Tech. Phys. 42 (5), May 1997 1063-7842/97/0505
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of the particles decreases to such an extent that it is tec
logically impossible to prepare targets thin enough to o
serve purely single scattering. In other words, multiple sc
tering always occurs in any experiment for particles of su
energies. A hypothetically different situation is therefore e
countered: The determination of the single-scattering cha
teristics @not only in regard to the cross section itself, b

also to «̄ at (T) and «at
2 (T)# requires the formulation of an

appropriate procedure capable of utilizing the necessary
formation from the experimentally measured energy spe
of multiply scattered particles. This approach postulates
existence of an analytical theory that relates the energy s
tra of multiply scattered particles to the single-scatter
characteristics.

Of course, in no way are the preceding remarks mean
imply that attempts have not been made to determine
principal characteristics of the scattering cross section in
intermediate energy range. For example, the specific en

losses«̄ at (T) have been calculated under various assum
tions in Refs. 4 and 5. The functional relation obtained in t

work, «̄ at (T);AT agrees quite well with experimental da
on the range of intermediate-energy particles in the mediu6

As for the quantity«at
2 (T), scarcely any relevant theoretica

or experimental data exist in the medium energy range@at
any rate, in all the authors’ many years devoted to transp
theory they have never encountered data on«at

2 (T) at ener-
gies in the range of several keV/nucleon#. This deficit can be
attributed to the fact that the scattering of particles in a tar
in the given energy range, as mentioned above, is defini
of the multiple kind, and attempts to make thinner targ
further accenuate the role of fluctuations in the target thi

529-13$10.00 © 1997 American Institute of Physics



ness. A procedure capable of distinguishing the influence of
ct
r

re
ob
ha
ur
u
rin
s
cle
e

n
e-
ex

v
d
a
oe
te
nl
e
e

e

he
iti
e
t
it
re
rg
om

s
u
,
ti
lo
F
o
le
n
lo
e
ee
co
at
h
i
re

only for low energy losses and without regard for fluctua-
11

v-
of
ri-
the
a-
gh

al
the
d to
tion
top-
le
ar-
na-

ed
is

rgy

f
ctor

es:
f

-
nce
e
-

kes

e
m,

:

these factors on the formation of the particle energy spe
has not yet been developed~e.g., this cannot be done fo
normal incidence of the particles on the target!.

Here we give the results of an experimental and theo
ical study of the energy spectra of particles in a beam
liquely incident on a free-standing thin target. We show t
the contributions of target thickness fluctuations, curvat
of the particle trajectories due to elastic scattering, and fl
tuations of the inelastic energy losses in single scatte
@;«at

2 (T)# to the width of the energy spectrum of the tran
mitted particles depend differently on the angle of parti
incidence on the target. This fact can be exploited to disc
the quantity associated specifically with«at

2 (T) in the energy
spectrum of the transmitted particles and eventually to fi
the value of«at

2 (T) in this energy range. In the article, ther
fore, we indicate a possible technique for determining
perimentally the values of«at

2 (T) in the medium energy
range.

When a broad, initially monoenergetic beam of hea
charged particles (m@me , wherem is the particle mass, an
me is the electron mass! or ions is transmitted through
target, they lose energy, and the beam is no longer mon
ergetic. The energy spectrum of the particle transmit
through the material is attributable to many factors, mai
the following: 1! systematic stopping of particles in th
medium7–9; 2! the probabilistic character of the energy loss
in a single inelastic scattering event7–9; 3! fluctuations of the
particle ranges due to multiple elastic scattering7–9; 4! corre-
lation between the scattering angle of a particle and the
ergy lost by it in a single scattering event10–12; 5! reflection
of particles from the target13; 6! inhomogeneity and thick-
ness fluctuations of the target.14

The relative role of these factors in the formation of t
transmitted-particle energy spectrum depends on the in
energy of the particles, their mass and charge, the angl
incidence of the beam on the surface of the medium, and
material and thickness of the target. In real experiments
often difficult to state beforehand which particles are p
dominant in the formation of the transmitted-particle ene
spectrum. It is therefore necessary to investigate the c
bined influence of all factors theoretically.

The analytical treatment of the transmission of fa
charged particles and ions of medium energy through a s
stance, taking into account all the above-stated factors
rendered impossible at present by the extreme mathema
complexity of the problem. We shall therefore assume be
that particle reflection from the target can be disregarded.
heavy charged particles or ions this implies exclusion
grazing incidence, when the fraction of reflected partic
can be appreciable.15–18We shall also ignore any correlatio
between the scattering angle of a particle and the energy
by it in a single collision. The influence of this effect on th
energy spectrum of multiply scattered particles has not b
adequately studied theoretically and required separate
sideration. For example, in the description of multiple sc
tering of particles in Ref. 12 the correlation between t
scattering angle of a particle and the energy lost by it
elastic scattering by nuclei of target atoms was conside
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tions of the particle ranges. A subsequent attemptto ex-
plain the previously observed10 sharp dependence of the a
erage transmitted-particle energy loss on the angle
observation yielded a glaring discrepancy with the expe
mental data. In the ensuing discussion we merely indicate
situations in which this effect can be decisive in the form
tion of the energy spectrum of particles transmitted throu
the material.

As for the remaining factors, only in the case of norm
incidence of the beam on the target has their influence on
energy spectrum of heavy charged particles been studie
any degree of completion. For example, the transforma
of the particle energy spectrum as a result of systematic s
ping in the medium, the probabilistic nature of the partic
energy losses in inelastic collisions, and curvature of the p
ticle trajectory by multiple elastic scattering have been a
lyzed in detail.7–9 It has been shown14 that the width of the
energy spectrum of light kiloelectron-volt ions transmitt
through a thin graphite foil prepared by vacuum deposition
mainly attributable to fluctuations of the film thickness.

STATEMENT OF THE PROBLEM; THEORETICAL ANALYSIS

Let a broad beam of heavy charged particles with ene
T0 be incident at the angleu0 relative to the normal on a
planar target having an average thicknessL. The planesz
50 andz5L coincide with the left and right boundaries o
the target, respectively. We assume that the velocity ve
of the incident particles is situated in thexz plane in the
direction defined by the azimuth anglew050. We describe
the direction of propagation of the particles by two angl
the polar angleu (u is the angle between the direction o
motion of the particles and thez axis! and the azimuth angle
w.

The particle flux density at the depthz, N(z,u,w,T),
obeys the transport equation7–9

cosu
]N

]z
5 Î el1 Î in . ~1!

Here Î el and Î in are the elastic and inelastic collision inte
grals, respectively. We assume that the angle of incide
u0 is not too large (u0,60°), so that reflected particles ar
essentially nonexistent,15–18and their influence can be disre
garded. In this case the boundary condition to Eq.~1! has the
form

N~z50,u,w,T!5N0d~cosu2cosu0!d~w!d~T2T0!.
~2!

The elastic scattering of heavy charged particles ta
place primarily at small angles (qeff ;l/r at
.Ame /mA13.6 eV/TZ1/3!1, where qeff is an effective
single-scattering angle,l is the de Broglie wavelength of th
particles,r at is a characteristic atomic radius of the mediu
me is the electron mass,m is the particle mass, andZ is the
atomic number of the target!. Consequently, the diffusion
approximation~Fokker-Planck approximation! with respect
to the angles can be used for the elastic collision integral7–9
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el 4 S H sin u ]u ]u
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1

sin2 u

]2

]w2 JN~z,u,w,T!, ~3!

where^QS
2(T)& is the mean-square scattering angle of a p

ticle with energyT per unit path.
For heavy charged particles the energy« lost in a single

inelastic collision is small in comparison with the energyT
of the particle itself@«;(me /m)T!T#. We therefore write
the inelastic collision integral in the Fokker-Planc
approximation:7–9

Î in.
]

]T
$ «̄ ~T!N~z,u,w,T!%1

1

2

]

]T H «2~T!
]N

]T J , ~4!

where «̄ (T) is the stopping power of the medium which,
general, includes both inelastic and elastic energy losses
sociated with the scattering of particles by atoms of
medium,9 «̄ (T)5 «̄ ion(T)1 «̄ nuc(T), and«2(T) is the mean-
square energy lost by a particle with energyT per unit path.

We note the admissibility of using elastic and inelas
collision integrals of the form~3! and ~4! in the range of
intermediate energies, such that nuclear interactions as
ated with collisions of heavy particles with the nuclei
target atoms can be ignored. Otherwise, the scattering is
small-angle, and additional inelastic processes are poss
for example, the absorption of particles.9

In Eq. ~1! we can transform from the energyT to the
variable s5*T

T0dT8/ «̄ (T8). In the continuous-slowing
model7–9s represents the path over which the particle lo
energy fromT0 to T. From now on we refer to the variables
simply as the path. Changing variables in Eq.~1!, we obtain
the following equation for the quantityN(z,u,w,s)
5 «̄ (T)N(z,u,w,T):

cosu
]N~z,u,w,s!

]z
5

^QS
2~s!&
4 H 1

sin u

]

]u
sin u

]N

]u

1
1

sin2 u

]2N

]w2 J 2
]N

]s

1
1

2

]

]s H «2~s!

«̄ ~s!

]

]s

N

«̄ ~s!
J . ~5!

If the particles move along a straight line, the path t
versed by them at the depthz would be equal toz/cosu0.
Because of elastic scattering, the particle trajectories are
straight, and we therefore introduce the variableu
5s2z/cosu0. Transforming from the variableszands to the
variablesz85z/cosu0 andu in Eq. ~5!, we obtain
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^QS
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sin u
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sin2 u

]2N

]w2 J
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So far, we have not relied on any approximations oth
than the diffusion approximation with respect to the ang
and energies. To further simplify the transport equation,
make use of the fact that elastic scattering is a small-an
process for heavy charged particles over the entire path,
the fluctuations of the energy losses are small.7–9 This means
that the path traversed by a particle in the medium diff
very little from z8, i.e., u!z8, and the directions of motion
of the majority of the particles fall within a narrow con
around the initial direction (u0 ,w0). Since the functions

^QS
2&, «̄ , and«2 in Eq. ~6! are sufficiently smooth functions

of their arguments, we can ignore the quantityu in them in
comparison withz8 and write

^QS
2~z81u!&.^QS

2~z8!&, «̄ ~z81u!. «̄ ~z8!,

«2~z81u!.«2~z8!.

We now transform to a coordinate frame, whose po
axis is directed along the initial particle direction. In th
frame the angular distribution of the particles can be
scribed by the anglesa and b, which are related to the
anglesu andw by

sin a5sin u cosw cosu02cosu sin u0 ,

sin b5sin u sin w. ~7!

By this definition the anglesa andb have the geometri-
cal significance thata is the angle between the direction o
propagation of the particles and the plane through they axis
and the initial velocity vector of the particles, andb is the
angle between the direction of propagation of the partic
and thexy plane. The small-angle character of the scatter
of heavy charged particles implies that the anglesa andb
are small, so that we can write

sin a.a, sin b.b

and regard the anglesa and b as constants in the infinite
limits 2`,a andb,1`. In normal incidence (u050) we
infer from ~7! that a.u cosw andb.u sinw, i.e., a5ux
and b5uy , where ux and uy are the angles between th
direction of particle propagation and theyz and xz planes,
respectively.7–9

Carrying out the above-described procedures, we ob
the following equation for the particle flux densit
N(z8,a,b,u):

]N~z8,a,b,u!

]z8
1S 12 ~a21b2!1a tan u0D ]N

]u

5
^QS

2~z8!&
4 H ]2N

]a2 1
]2N

]b2 J 1
1

2

«2~z8!

~ «̄ ~z8!!2
]2N

]2u
~8!
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subject to the boundary condition
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N~z850,a,b,u!5N0d~a!d~b!d~u!. ~9!

The simplest way to get from~5! to ~8! is to take into
account the invariance of the elastic collision integral un
rotation of the axes and, hence, the fact that it has the s
form as in the case of normal incidenc
Du,w.]2/]ux

21]2/]uy
2 (ux→a, uy→b). We also make use

of the fact that

cosu5cosu0A12sin2 a2sin2 b2sin a sin u0

.cosu0S 12a tan u02
1

2
~a21b2! D ,

and retain the first nonvanishing terms ina andb. In Eq. ~8!
we have not disregarded the termsa2 andb2 in comparison
with a tan u0, because in normal incidence (u050°)
tan u050. Equations~8! and~9! describe the propagation o
a broad beam of heavy charged particles in the medium
both normal and oblique incidence on the surface of the
dium for small-angle scattering relative to the initial dire
tion of the particles.

Equation ~8! differs from the equation describing pa
ticle propagation for normal incidence of the beam on
medium7–9 by the terma tan u0(]N/]u), which depends on
the angle of incidenceu0. We seek a solution of Eq.~8! in
the form

N~z8,a,b,u! 5
N0

2pr E dp
exp~pu!

pA~z8,p!

3expHC~z8,p!

2
b21~B~z8,p!1a!2

A~z8,p! J . ~10!

Substituting Eq.~10! into ~8! and equating coefficient
of like powers ofa andb, we find

B~z8,p!5S 12expH 2
p

2E0z8dz9A~z9,p!J D tan u0 ,

C~z8,p! 5
p2

2 E0
z8
dz9

«2~z9!

~ «̄ ~z9!!2

2
p

2E0
z8
dz9A~z9,p!1

p

2 S z82E
0

z8
dz9

3expH 2pE
0

z9
dz-A~z-,p!J D tan2 u0 . ~11!

The functionA(z8,p) satisfies the first-order ordinar
differential equation

dA~z8,p!

dz8
1
1

2
pA2~z8,p!5^QS

2~z8!&, A~z850,p!50.

~12!

Equation~12! and its solution for fast charged particle
have been analyzed in detail.8,9
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entire area, we could solve the stated problem by settingz8
5L/cosu0 in Eq. ~10!. In other words, the distribution~10!,
in conjunction with~7! and the equation

u5E
T

T0
dT8/ «̄ ~T8!2L/cosu0,

determines the angular and energy spectra of particles tr
mitted through a layer of homogeneous material of fix
thicknessL.

However, it is entirely obvious that the thickness of
thin foil is a random function of position on the foil surfac
L5L(x0 ,y0), and depends on the procedure used to prep
the foil. Consequently, in the case of a broad particle be
incident on a target, in general, it is first necessary to c
sider the propagation of a narrow particle beam and the
average over the transverse coordinates of the point w
the particles enter the medium. For a wide-angle part
detector, i.e., a detector that records all particles indep
dently of their point of exit, this procedure is equivalent
averaging over the target thicknessz:

N5E dx0dy0
S

N~L~x0 ,y0!!

5E dzN~z!E dx0dy0
S

d~z2L~x0 ,y0!!

5E dzN~z! f ~z!,

whereS is the area of the target.
The transition from averaging over the transverse co

dinates of the beam entry point to averaging over the ta
thickness is illustrated in the Appendix in the example o
simpler model in which the propagation of particles in t
medium is treated in the so-called forward-backwa
approximation.7 We assume that the probabilityf (z) of the
target having a thicknessz is described by the normal prob
ability density function

f ~z! 5
1

A2pDL
expH 2

~L2z!2

2~DL !2 J , ~13!

whereL is the foil thickness averaged over the transve
directions, andDL is the variance of the thickness, which fo
a thin foil depends mainly on its preparation technique.

To permit the target to be treated as a planar foil,
make the natural assumption thatDL!L.

Multiplying Eq. ~10! by ~13!, integrating with respect to
z, and taking into account the smallness of the variance
the distribution along the thickness, we obtain the followi
expression for the flux density of particles transmitt
through a plane layer of thicknessL ~from now on we omit
the word ‘‘average’’ when referring to the average thic
ness!:
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N~L,a,b,s! 5
N0 E dp

exp$p~s2L/cosu0!%
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a) Mean path traversed by particles, and variance of the
traversed paths, irrespective of the angles of observation

-
to
-

the

he
2pr pA~L/cosu0,p!

3expH ~DL !2

2 cos2 u0
p21C~L/cosu0 ,p!

2
b21~B~L/cosu0 ,p!1a!2

A~L/cosu0 ,p! J . ~14!

Integrating the distribution~14! over all scattering angle
a andb, we obtain expressions for the energy spectrum
the transmitted particles, irrespective of the angles of ob
vation ~wide-angle detector!:

N~L,s! 5
N0

2pr E dp expH p~s2L/cosu0!

1
~DL !2

2 cos2 u0
p21C~L/cosu0 ,p!J . ~15!

We see that even in this case it is necessary to know
explicit form of the functionA(z8,p) over the entire range o
p in order to find the energy spectrum. The equation
A(z8,p) ~12! is a nonlinear differential equation of the Ric
cati type. A solution cannot be found for an arbitrary fun
tion ^QS

2(z8)&. A sufficiently reliable expression has yet
be found for̂ QS

2(T8)&. These considerations make it impo
sible to calculateA(z8,p) for arbitrary values ofp. We there-
fore confine the ensuing calculations to certain average c
acteristics of the energy spectrum of the transmit
particles, when it is not necessary to know the explicit e
pression forA(z8,p) for all p.

Integrating the distribution~15! over the traversed path
s, we obtain an expression for the total fluxN(L) of particles
transmitted through a layer of thicknessL:

N~L !5E
0

R0
dsN~L,s!,

whereR05*0
T0dT8/ «̄ (T8) is the mean free path of particle

of energyT0 in the material.7–9

If the target thicknessL satisfies the inequality

R02L/cosu0!^QS
2~T0!&R0

2 , ~16!

the particles do not really stop in the target.7–9 Hence, the
upper limit of integration with respect tos in the equation for
N(L) can be replaced by infinity. We then have

N~L !5N0 . ~17!

Consequently, for targets whose thicknesses satisfy c
dition ~16! the total flux of transmitted particles does n
depend on their thickness and is equal to the flux of partic
incident on the surface of the medium.

We now consider the mean path traversed by particle
the target and the variance of the traversed paths. We ass
that the thicknessL satisfies condition~16!. We therefore
assume from now on that the upper limit of integration w
respect tos is infinite.
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(wide-angle detector)

When inequality~16! holds, the moments of the distri
bution ~15! can be calculated, in general, without having
seek a solution of Eq.~12!, and it suffices merely to deter
mine the values ofA(z8,p), ]A(z8,p)/]p, etc., for p50.
Indeed, taking into account~17! and the equations

1

2pr E0
`

duunE dp exp$pu%F~p!5~21!n
]n

]pn
F~p!U

p50

,

we obtain

^s&L 5
L

cosu0
2

]

]p
C~L/cosu0 ,p!U

p50

5
L

cosu0
1
1

2E0
L/cosu0

dzA~z,p50!, ~18!

^~s2L/cosu0!
2&L 5

~DL !2

cos2 u0
1

]2

]p2
C~L/cosu0 ,p!U

p50

1S ]

]p
C~L/cosu0 ,p! D 2U

p50

5
~DL !2

cos2 u0
1E

0

L/cosu0
dz

«2~z!

~«~z!!2

1E
0

L/cosu0
dzE

0

z

dz8A~z8,p!tan2 u0

2E
0

L/cosu0
dz

]

]p
A~z,p!U

p50

1
1

4 S E
0

L/cosu0
dzA~z,p50! D 2. ~19!

Settingp50 in ~12!, we find thatA(z,p50) is equal to
the mean-square scattering angle of particles traversing
paths5z in the medium:

A~z,p50!5^u2&z5E
0

z

dŝ QS
2~s!&. ~20!

Differentiating Eq.~12! with respect top and then set-
ting p50, we find

]

]p
A~z,p!U

p50

52
1

2E0
z

dsA2~s,p50!

52
1

2E0
z

ds~^u2&s!
2. ~21!

Substituting relations~20! and ~21! into ~18! and ~19!,
we obtain the following expressions for the values of t
mean patĥ s&L and the variance of the pathsDs(L), irre-
spective of the angles of observation:
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^s& 5
L

1
1EL/cosu0

dŝ u2& , ~22!

r-
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us
e
hs

h
i.e

1
1 EL/cosu0

ds
~^u2&s!

2 2

t
the
ared

case

ar-
L cosu0 2 0
s

Ds
2~L !5^~s2^s&L!2&L 5

~DL !2

cos2 u0
1E

0

L/cosu0
dz

«2~z!

~ «̄ ~z!!2

1E
0

L/cosu0
dzE

0

z

dŝ u2&s tan
2 u0

1
1

2E0
L/cosu0

dzE
0

z

ds~^u2&s!
2. ~23!

For normal incidence of the particles on the target (u0
50), as should be expected, expressions~22! and~23! coin-
cide with the relations given in Ref. 9.

We now analyze the results~22! and ~23! in greater de-
tail. The first term in~22! represents the path that the pa
ticles would traverse in the medium without elastic scatt
ing. As a result of scattering, the particle trajectories be
and the mean path traversed by the particles in the med
increases, since the path is not bounded in the directio
longer ranges but is bounded in the direction of sho
ranges by the thickness of the scattererL. This fact is also
revealed by the second term in~22!. The variance of the
particle rangesDs

2(L) represents the sum of three varianc
associated with fluctuations of the film thickness~first term!,
fluctuations of the particle energy losses in a single inela
scattering event~second term!, and fluctuations of the path
due to multiple elastic scattering~third and fourth terms!.
Since all the fluctuations have been assumed from the ou
to be small, the variances associated with these three fa
are additive in Eq.~23!.

b) Mean path traversed by particles, and variance of the
traversed paths for fixed angles of observation (narrow-
angle detector)

By analogy with the preceding subsection, we can
the distribution~14! to find the mean path traversed by th
particles ^s&L,uw and the variance of the traversed pat
Ds(L,u,w) for fixed angles of observationu andw. To sim-
plify the final results, we consider only the case in which t
detector records particles in the plane of their incidence,
w5w050°. In this caseb50, a.u2u0, and we obtain

^s&L,u,w505^s&L2
1

2^u2&L/cosu0

E
0

L/cosu0
ds~^u2&s!

2

1
~u2u0!

2

2~^u2&L/cosu0
!2
E
0

L/cosu0
ds~^u2&s!

2

1
~u2u0!tan u0

^u2&L/cosu0

E
0

L/cosu0
dŝ u2&s , ~24!

Ds
2~L,u,w50!5Ds

2~L !

2E
0

L/cosu0
dz

^u2&s
^u2&L/cosu0

E
0

z

ds~^u2&s!
2
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4 S
0 ^u2&L/cosu0

D
2

tan2 u0
2^u2&L/cosu0

S E
0

L/cosu0
dŝ u2&sD 2

1
~u2u0!

2

2~^u2&L/cosu0
!3 H 2^u2&L/cosu0E0

L/cosu0

3dẑ u2&zE
0

z

ds~^u2&s!
2

2S E
0

L/cosu0
ds~^u2&s!

2D 2J
1

~u2u0!tan u0
~^u2&L/cosu0

!2 H ^u2&L/cosu0E0
L/cosu0

3dzE
0

z

ds~^u2&s!
2

1
1

2
^u2&L/cosu0S E0L/cosu0

dŝ u2&sD 2
2E

0

L/cosu0
dẑ u2&zE

0

z

ds~^u2&s!
2J . ~25!

Here^s&L andDs
2(L) are defined in Eqs.~22! and ~23!, and

the following relation is taken into account:

]2

]p2
A~z8,p!U

p50

5E
0

z8
dẑ u2&zE

0

z

ds~^u2&s!
2.

It is evident from expressions~24! and ~25! that in the
case of normal (u050) incidence of particles on the targe
scattering always increases the mean range of particles in
target and increases the variance of the ranges. Only squ
terms ;u2 are left in Eqs.~24! and ~25!. The situation
changes significantly for the oblique incidence (u0Þ0) of
particles on the target. If the angle of observationu is larger
than the angle of incidenceu0 (u.u0), these quantities in-
crease in the presence of scattering, but in the opposite

FIG. 1. Conceptual representation of the possible ‘‘trajectories’’ of a p
ticle entering the medium at an angleu0. Trajectories:1 — u5u0; 2 —
u.u0; 3— u,u0.
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u,u0 they decrease. This result is physically evident from
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If the thickness of the scatterer is small,L/cosu0!R0,
ities
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it is
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the geometry of the problem. Thus, if the detector reco
particles at an angleu.u0, it can only capture those whic
are deflected from the initial direction toward the upp
boundary of the target, i.e., move along concave trajecto
~Fig. 1!. Consequently, the path traversed by them in
medium is longer thanL/cosu0. In the opposite case, whe
particles are recorded at an angleu,u0, their trajectories
bend toward the lower boundary, i.e., are convex, and t
path is shorter thanL/cosu0. However, despite the appare
simplicity of the effect, the situation is not all that trivial; fo
example, if the angle of observationu5u0, the mean range
of the particles in the medium is certainly not equal
L/cosu0.

CHARACTERISTICS OF THE ENERGY DISTRIBUTIONS OF
THE TRANSMITTED PARTICLES

In the preceding section we have determined aver
characteristics of the path traversed by particles in a tar
In practice, however, we work with the energy spectra of
particles. It is therefore necessary to make a transition fr
the average characteristics of the distribution along the p
to the characteristics of the energy distribution.

We characterize the particle energy distribution by
most probable energy lossDTmp5T02Tmp , whereTmp is
the energy at which a maximum is observed in the ene
spectrum, and the width of the energy spectrum at the h
maximum points isDT1/2.

The particle energy distributionN(T) is related to the
path distribution N(s) by the equation N(T)
5N@s(T)#/ «̄ (T). For heavy particles the variance of th
path distributionDs is small in comparison with the mea
path ^s& (Ds!^s&); i.e., the spectrumN(s) is narrow. The
quantity «̄ (T), on the other hand, is a comparatively smoo
function of the particle energyT. Consequently, the presenc
of the coefficient@ «̄ (T)#21 does not really have any appre
ciable influence on the position of the maximum or on t
width of the energy spectrum, i.e.,

DTmp5T02T~smp!, DT1/2T~s1!2T~s2!, ~26!

wheresmp is the most probable path traversed by the p
ticles in the medium, and the quantitiess1 and s2 are the
roots of the equationN(s)5N(smp)/2.

By virtue of the narrowness of the distributionN(s)
(s22s1!smp! we can disregard the asymmetry ofN(s) in
the vicinity of its maximums1,s,s2 and assume a Gaus
ian distribution

N~s!;expH 2
~s2^s&!2

2Ds
2 J .

In this case

smp5^s&, s1, 25^s&7A2 ln 2Ds . ~27!

The relation between the energyT and the ranges has a
different formT(s) for different intervals of the energyT0 of
the incident particles. We therefore consider certain limit
cases.
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we can ignore the energy dependence of the quant
«̄ (T), «2(T), and ^QS

2(T)&. In this case T(s)
5T02 «̄ (T0)s, and we obtain

DTmp5 «̄ ~T0!^s&, DT1/252A2 ln 2«̄ ~T0!Ds , ~28!

where

^s&5^s&L.
L

cosu0
1

^QS
2~T0!&
4

L2

cos2 u0
,

Ds
25Ds

2~L !.
«2~T0!

~ «̄ ~T0!!2
L

cosu0
1

~DL !2

cos2 u0

1
^QS

2~T0!&
6

L3

cos3 u0
tan2 u0

1
~^QS

2~T0!&!2

24

L4

cos4 u0
~29!

for a detector that records particles, irrespective of their e
angle.

For fixed angles of observation we have

^s&5^s&L,u,w50.
L

cosu0
1

^QS
2~T0!&
12

L2

cos2 u0

1
~u2u0!

2

6

L

cosu0
1

u2u0
2

L

cosu0
tan u0 ,

Ds
25Ds

2~L,u,w50!.
«2~T0!

~ «̄ ~T0!!2
L

cosu0
1

~DL !2

cos2 u0

1
^QS

2~T0!&
24

L3

cos3 u0
tan2 u0

1
~^QS

2~T0!&!2

360

L4

cos4 u0
1~u2u0!

2

3
^QS

2~T0!&
90

L3

cos3
u01~u2u0!

3
^QS

2~T0!&
24

L3

cos3 u0
tan u0 . ~30!

In the case of thicker scatterers, on the other hand,
required to know the energy dependences of the quant
«̄ (T), «2(T), and^QS

2(T)&. For example, in the case of fas
(v@vat, v is the particle velocity,vat is a characteristic ve-
locity of electrons in the target atoms
T@2.5•1025Z4/3mc2, and c is the speed of light!, heavy,
charged particles in the nonrelativistic energy ran
T!mc2 these dependences have the form9

«̄ ~T!50.3r
Z

A
z2
memc4

T
L ion~T!,

«2~T!50.6r
Z

A
z2~mec

2!2K~T!,
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^Q2~T!&50.6r
Z~Z11!

z2
~mec

2!2
L ~T!, ~31!

t,
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n-

n

e

th

D25D2~L,u,w50!.2vR
L

12
1 L

the

na-

ns
the

ari-
en-

n
not

er-
S A T2 Q

whereL ion is the ionization logarithm,K is a coefficient char-
acterizing the binding of electrons in an atom,LQ is the
Coulomb logarithm,r is the material density of the targe
g/cm3, z is the charge of the incident particles in units of t
proton charge, andA is the atomic weight of the target a
oms.

Using relations~31! and disregarding the energy depe
dence ofL ion andK, we find thatT5T0A12s/R0 for fast
nonrelativistic particles. Consequently, using Eqs.~26! and
~27!, we obtain

DTmp5T0~12A12^s&/R0!,

DT1/2.2A2 ln 2«̄ ~T0!Ds /A12^s&/R0, ~32!

whereR050.5T0 / «̄ (T0) is the total range of the particles i
the medium.

For a detector that records particles, irrespective of th
exit angle, the quantitieŝs& andDs have the form

^s&5^s&L.
L

cosu0
1
1

4
gR0f 1S L

R0 cosu0
D ,

Ds
25Ds

2~L !.2vR0

L

cosu0
S 12

1

2

L

R0 cosu0
D

1
~DL !2

cos2 u0
1
1

8
gR0

2f 2S L

R0 cosu0
D tan2 u0

1
1

32
g2R0

2f 3S L

R0 cosu0
D , ~33!

where

g 5
^QS

2~T0!&T0

«̄ ~T0!
.2~Z11!

me

m

LQ
L ion

,

v 5
«2~T0!

T0 «̄ ~T0!
.2

me

m

K

L ion
,

f 1~j!5j1~12j!ln~12j!,

f 2~j!53j222j22~12j!2 ln~12j!,

f 3~j!57j226j26~12j!2 ln~12j!

12~12j!2 ln2~12j!.

In the case of fixed angles of observation we obtain
following expressions for̂s& andDs :

^s&5^s&L,u,w50.
L

cosu0
1
1

4
gR0f 4S L

R0 cosu0
D

1
1

2
~u2u0!

2R0f 5S L

R0 cosu0
D1~u2u0!R0f 6

3S L

R0 cosu0
D tan u0 ,
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ir

e

s s 0 cosu0
S 2 R0 cosu0

D
1

~DL !2

cos2 u0
1
1

8
gR0

2f 7S L

cosu0
D

3tan2 u01
1

32
g2R0

2f 8S L

R0cosu0
D

1
~u2u0!

2

16
gR0

2f 9S L

R0 cosu0
D

1
~u2u0!

8
gR0

2f 10S L

R0 cosu0
D tan u0 , ~34!

where

f 4~j!522j1
2j

ln~12j!
,

f 5~j!5j2112
12j

ln~12j!
1

2j

ln2~12j!
,

f 6~j!5j212
j

ln~12j!
,

f 7~j!52j2j21
2j2

ln~12j!
,

f 8~j!5j222j121
5j~22j!

ln~12j!
1

8j2

ln2~12j!
,

f 9~j!522~12j!21
10~12j!2

ln~12j!
2

j~21j226!

ln2~12j!

1
16j2

ln3~12j!
,

f 10~j!522~12j!22
j~1027j!

ln~12j!
2

8j2

ln2~12j!
.

The parametersg andv introduced in~33! characterize
the fluctuations of the ranges traversed by particles in
medium due to multiple elastic scattering (g;^QS

2&) and the
fluctuations of the energy losses due to the probabilistic
ture of the inelastic collision (v;«2), respectively. The
smallness of these parameters (g,v;me /m) for heavy par-
ticles accounts for the small fluctuations.

It is clear from Eqs.~33! and~34! that the contributions
to the half-width of the energy spectrum from fluctuatio
associated with different factors depend differently on
angle of incidence of the particles on the targetu0. This fact
can be utilized to determine the degree of influence of v
ous factors on the formation of the transmitted-particle
ergy spectrum from the dependence ofDT1/2(T0 ,u0) on the
angle of incidenceu0. We note that this method can take o
special importance in cases where such differentiation can
be made from the energy dependence ofDT1/2(T0 ,u0).

EXPERIMENTAL DATA AND THEIR ANALYSIS

Experiments on the transmission of protons with en
gies of 10–25 keV through a free-standing Formvar~polyvi-
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nyl formaldehyde plastic! film have been carried out on th
Moscow Engineering-Physics Institute~MIFI ! mass
monochromator.19

A beam of protons with less than 0.4° angular spre
was incident on the film, which was mounted on a gonio
eter to permit rotation of the film in two mutually perpe
dicular planes. The particles transmitted through the fi
were recorded by means of an automated energy analyze
ions and neutral atoms. This device could be rotated rela
to the target and incorporated an energy-integrating dete
with an adjustable sensitivity. The input aperture of the

FIG. 2. Most probable energy losses of a broad proton beam in transmi
through a free-standing Formvar film. Angles of incidence of the beam
the targetu050°, 30°, 60°. Energy:s — 10 keV;h — 15 keV;n — 20
keV; L — 25 keV.

FIG. 3. Most probable energy loss of a broad beam of protons transm
through a free-standing Formvar film versus angle of observation. Exp
mental values:h — T0515 keV, u0560°; n — T0520 keV, u0570°.
The solid curves are calculated from Eq.~37!.
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ergy analyzer was 6.8•1024 sr, and it had a resolution o
0.006 or better.

The charging of the surface of the insulating Formv
film was monitored by an electron gun with its beam direc
parallel to the surface and onto a luminophor. The film s
face potential could be monitored from the shifting of t
spot on the luminophor. The input currents of the ion g
were set lower than 1029 A; this measure, in conjunction
with beam scanning, made it possible to prevent charging
the film surface. The feedback potential of the film was a
ditionally monitored from the position of the energy spec
of the positive and negative charge fraction of hydrogen io
transmitted through the foil.

The experiments were carried out for angles of inciden
of the beam on the targetu050°, 30°, 60°, 70°. The energy
spectra of the transmitted particles were measured in
plane of incidence (w5w0) for various polar anglesu. The
experimental results are shown in Figs. 2–5.

It is evident from the experimental data that the width
the energy spectra is small in comparison with the m
probable energy loss,DT1/2!DTmp . This results indicates
that fluctuations are small in the observed situation. Con
quently, the results of our previous theoretical analysis
be used to analyze the experimental data.

The stopping power of the medium for protons with e
ergies of the order of 10 keV can be expressed in the fo
«̄ (T)5aTa. It follows from the theoretical treatment tha
a51/2 ~Refs. 4, 5, and 20!, and it follows from the approxi-
mation of the experimental data thata.0.45 ~Ref. 6!. Since
these values are close, we shall assume for simplicity tha
stopping power of the medium for 10-keV protons is

«̄ ~T!5aAT. ~35!

Making use of the smallness of the fluctuations, we c
discard the term;^QS

2& in Eqs. ~22! and ~24!. From Eqs.
~26! and ~27! we then obtain the following equation for th
most probable energy loss when the axis of the detector
incides with the direction of particle incidence (u5u0, w
5w0):

ion
n

ed
ri-

FIG. 4. Width of the energy spectrum of a broad beam of protons trans
ted through a free-standing Formvar film versus initial energyT0.
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DTmp~u5u0 ,w50!

T0
.

aL

AT0 cosu0
S 12

aL

4AT0 cosu0
D .

~36!

We note that the dependence ofDTmp /T0 on the energy
of the incident particlesT0 and the angle of incidenceu0 is
characterized by their combinationAT0 cosu0.

In Fig. 2 the dependence~36! is compared with the ex-
perimental data. The value ofaL51.2 was obtained by least
squares approximation of the experimental data for norm
incidence of particles on the medium (u050°) by the depen-
dence~36!. Clearly, the theoretical curve agrees quite we
with the experimental data. The deviation of the curve~36!
from the experimental data for a beam angle of incidence
the targetu0560° can be attributed both to the imprecisio
of the dependence~35! and to the fact that the reflection o
particles from the target can no longer be ignored for proto
of energyT0,15 keV at such angles of incidence of th
beam on the target.18

Unfortunately, reliable theoretical or experimental da
on the dependence of«2(T) and ^QS

2(T)& on the energyT
for kiloelectron-volt protons are not found in the literatur
We therefore use relations~28! and ~30! for further analysis
of the experimental data. This is especially justifiable in th
the quantity L/R0 cosu0 is small in the given range of
initial energies T0 and angles of incidenceu0 @L/
(R0 cosu0).aL/(2AT0 cosu0),0.4#; i.e., the case of a rela-
tively thin scatterer is established.

In this approximation the dependence of the most pro
able energy loss on the angle of observationu for the angle
of incidenceu0 assumes the form

FIG. 5. Width of the energy spectrum of a broad proton beam versus a
of incidence of the beam on a free-standing Formvar film. The solid cu
approximates the experimental data by the function cos2b u0 with
b50.43. Energy:s — 10 keV;h — 15 keV;n — 20 keV;L — 25 keV.
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mp 0 cosu0
F 6 0 2 0 0G

~37!

Note that foru5u0 Eq. ~37! transforms to Eq.~36! if the
second term in the brackets, which takes into account

dependence of«̄ (T) on the energyT ~35!, is disregarded in
~36!.

The structure of Eq.~37! is very similar to that obtained

when the quantityDTmp. «̄ (T0)^s& is estimated on the
rather crude assumption that particles exiting from the tar
at the angleu have traversed an average rangeL/cosu in it
(^s&.L/cosu). Here, expanding cosu in the vicinity of u0,

we obtainDTmp. «̄ (T0)L@11(2u0)
2/21(u2u0)tan u0]/

cosu0. Comparing this equation with~37!, we see that de-
spite the identical structure of these expressions, they d
considerably in the quantitative sense because of the
difference in their numerical coefficients. We emphasize t
the numerical coefficients in~37! are obtained from the gen
eral equation~24! on the assumption that the scatterer is th
(L/cosu0!R0). In general, however, these coefficients a
rather complex functions of the quantityj5L/(R0 cosu0).
In the case of fast nonrelativistic particles, for example
follows from ~34! that the coefficient of (u2u0)

2 is deter-
mined by the functionf 5(j), and the coefficient of (u2u0)
is determined by the functionf 6(j).

The dependence~37! is compared with the experimenta
data in Fig. 3. We see that the experimental values in
range of observation anglesu02u.20° greatly exceed the
theoretical results. From all appearances this discrepanc
attributable to our use of the diffusion approximation wi
respect to the angles~3! for the elastic collision integral. The
approximation well describes the propagation of particles
the range of relatively small scattering angles, in which
far most of the particles are concentrated, but it lowers
results drastically in the range of relatively large scatter
angles.21 It has been shown21 that scattering at relatively
large angles is achieved most efficiently through single s
tering. In this case the correlation between the scatte
angle of a particle and the energy lost by it in a single ela
scattering event must be taken into account. Conseque
the cause of the departure of~37! from the experimental data
can be twofold: the application of the diffusion approxim
tion with respect to the angles in the interval of elastic c
lisions ~beyond the scope of this approximation, at pres
there is no theory to correctly account for bending of t
particle trajectories by multiple elastic scattering!; the disre-
gard of correlation between the scattering angle of a part
and the energy lost by it in a single elastic collision even

The following expression for the width of the energ
spectrum of the transmitted particles is obtained from E
~28! and ~30! with allowance for~35! in the case where the
detector axis coincides with the direction of particle inc
dence (u5u0, w5w0):

le
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3H ~DL !2

cos2 u0
1

«2~T0!

~ «̄ ~T0!!2
L

cosu0

1
^QS

2~T0!&
24

L3

cos3 u0
tan2 u0

1
~^QS

2~T0!&!2

360

L4

cos4 u0
J 1/2

. ~38!

Figure 4 shows experimental values ofDT1/2 for the case
of particles in normal incidence on a target (u050). The
dependenceDT1/2;AT0 is also plotted in this figure~solid
curve!. We see that the curveDT1/2;AT0 agrees quite well
with the experimental data. At first glance, their agreem
suggests that the principal factor in establishing the width
the particle energy spectrum should be fluctuations of
film thickness@the first term under the square root sign in E
~38!, which does not depend on the energyT0#. However,
since we do not know how«2(T0) and ^QS

2(0)& depend on
the energy, we are not prone to rush into any conclusio
For example, it could turn out that the rat
«2(T0)/@ «̄ (T0)#

2 is also independent ofT0. We therefore
analyze the dependence ofDT1/2 on the angle of incidence
u0.

Figure 5 shows experimental values ofDT1/2(u5u0 ,w
50)/^DT1/2(u5u050,w50)&; the angle bracketŝ•••& in-
dicate the average experimental value at a fixed initial ene
T0. Also shown in this figure is an approximation of th
experimental data by the curve 1/cosb u0, where the exponen
b.0.43 is evaluated by the least-squares method. The v
of b is close to 1/2. We conclude from this result on t
basis of~38! that the main contribution to the formation o
DT1/2 is from fluctuations of the energy losses in a sing
inelastic scattering event@the second term under the squa
root sign in~38!#. The slight deviation ofb from 1/2 can be
attributed to neglect of the energy dependence of«̄ (T) and
«2(T) in ~38!.

The final conclusion of the foregoing analysis is that t
influence of fluctuations of the ranges of the transmitted p
ticles due to multiple elastic scattering and the influence
fluctuations of the film thickness on the width of th
transmitted-particle spectrum are slight in comparison w
the influence of energy loss fluctuations in inelastic co
sions. Whereas this statement could have been made e
about the influence of fluctuations of the particle ranges8,9

since the effective value ofZ is small for a Formvar film
(Zeff;7), the same could not be said about the influence
fluctuations of the film thickness without first analyzing t
dependence ofDT1/2 on the angle of incidenceu0. On the
other hand, an analysis of the energy dependence ofDT1/2
for particles in normal incidence (u050) forced us to con-
clude that the fluctuations of the film thickness are lar
Now, however, we see that the probabilistic nature of ine
tic collisions is the dominant factor in establishing the wid
of the transmitted-particle energy spectrum under the gi
experimental conditions.
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We have carried out a theoretical and experimental st
of the characteristics of the energy spectra of kiloelectr
volt protons transmitted through a free-standing foil and th
dependence on the angle of incidence of the beam on
target.

We have obtained analytical expressions for the aver
characteristics of the energy spectrum of transmitted p
ticles or ions in the case where the angle of observatiou
deviates relatively little from the angle of incidenceu0, i.e.,
when the scattering angle is small. We have taken into
count the combined influence of various factors affecting
formation of the energy spectra: systematic stopping of
particles in the medium, fluctuations of the particle ener
losses in inelastic collisions, bending of the particle trajec
ries due to multiple elastic scattering, and fluctuations of
target thickness. We have shown that the contributions
these factors to the width of the transmitted-particle ene
spectrum exhibit different dependences on the angle of i
dence of the beam on the target surface. This fact can
exploited to determine from the experimental dependenc
the width of the energy spectra on the angle of inciden
u0 which of these factors are predominant in forming t
energy spectra of the particles. This capability is particula
important in cases where the energy dependence of the
tering and stopping properties of the medium~for example,
in application to medium-energy ions! is not known.

The difference in the dependences of the terms in
expression for the width of the energy spectrum on the an
of incidenceu0 in fact provides a means for solving th
inverse problem of transport theory: to extract informati
about elementary elastic and inelastic collision proces
from experimental data on the transmission of partic
through the medium.

The authors are grateful to D. B. Rogozkin for interest
the study and for numerous discussions of related proble

APPENDIX. TRANSMISSION OF A BROAD PARTICLE
BEAM THROUGH A THIN, HOMOGENEOUS TARGET WHOSE
THICKNESS IS A RANDOM FUNCTION OF POSITION
ON ITS SURFACE; THE FORWARD-BACKWARD
APPROXIMATION

Here we consider the transmission of a broad part
beam through a homogeneous target, whose surfaces ar
plane but have a random relief.

The surfaces of the target are parallel, on the aver
~Fig. 6!. The target can be called planar in this sense.
direct thez axis downward and perpendicular to the targ
~i.e., perpendicular to the average surfaces of the target!; the
top and bottom surfaces of the target can then be descr
by random functionsf 1(x,y) and f 2(x,y), respectively. We
describe the direction of motion of the incident particles
the polar angleu0 and the azimuthal anglew0. We choose
the x axis in such a way that the velocity vector of the inc
dent particles is situated in thezxplane, making the azimuth
angle of incidence equal to zero (w050).

A broad particle beam can be visualized as a superp
tion of narrow beams. We therefore begin with the transm
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sion of a narrow particle beam through such a target. In
so-called forward-backward approximation the directions
motion of the particles do not change, and the transport eq
tion for the particle flux density in a narrow bea
N(z,x,y,Tux0 ,y0 ,T0) has the form7

cosu0
]N~z,x,y,Tux0 ,y0 ,T0!

]z
1sin u0

]N

]x

5 Î in@N#h~ f 2~x,y!2z!. ~A1!

Here Î in@N# is the inelastic collision integral. Equation~A1!
is written for zero azimuth angle (w050), and the function

h~j!5H 1 for j.0,

0 for j,0

takes into account the absence of scattering outside the
get. The boundary condition for Eq.~A1! has the form

N~z5 f 1~x0 ,y0!,x,y,Tux0 ,y0 ,T0!

5N0d~T02T!d~x02x!d~y02y!. ~A2!

It characterizes the fact that a narrow particle beam w
an initial energyT0 is incident on the top surface of th
target at the point (x0 ,y0).

Since the particles move along a straight line in t
forward-backward approximation, their coordinates at a
depth z are described by the equationsx
5x01@z2 f 1(x0 ,y0)#tan u0, y5y0. By the same token, if
we take into account the fact that scattering does not occu
z. f 2(x0 ,y0), we can write the particle flux densit
N(z,x,y,Tux0 ,y0 ,T0) in the form

N~z,x,y,Tux0 ,y0 ,T0!

5ÑS E
f1~x0 ,y0!

z

dz8h$ f 2~x01~z82 f 1~x0 ,y0!!tan u0 ,y0!

2z8%;TuT0D d~x2x02~z2 f 1~x0 ,y0!!tan u0!d~y02y!,

~A3!

whereÑ(z,TuT0) is the particle flux density in a broad bea
propagating into a target with plane boundaries.

FIG. 6. Conceptual diagram of the transmission of a narrow particle b
through a target whose surfaces have a random relief.
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we obtain

cosu0
]Ñ

]z
5 Î in@Ñ#, 0,z,L,

Ñ~z50,TuT0!5d~T2T0!. ~A4!

HereL is the target thickness, which satisfies the equatio

L5 f 2~x01~L2 f 1~x0 ,y0!!tan u0 ,y0!2 f 1~x0 ,y0!.
~A5!

We see that the target thicknessL(x0 ,y0) is a random
function of position of the point of particle entry (x0 ,y0).
Consequently, the flux density of particles transmitt
through the target in the case of a narrow incident beam
the form

Ntr~x,y,Tux0 ,y0 ,T0!

5N~z. f 2~x,y!;x,y,Tux0 ,y0 ,T0!

5Ñ~L~x0 ,y0!, TuT0!d~x2x0!

2~z2 f 1~x0 ,y0!!tan u0)d~y02y!. ~A6!

If the detector records all particles transmitted throu
the target, i.e., is wide-angle, we can average the distribu
~A6! over the coordinatesx, y and obtain

Ntr~Tux0 ,y0 ,T0!5E dxdy

S
Ntr~x,y,Tux0 ,y0 ,T0!

5
1

S
Ñ~L~x0 ,y0!,TuT0!. ~A7!

HereS is the area of the average target surface. Making
transition from a narrow particle beam to a broad beam,
now have

Ntr~TuT0!5E dx0dy0Ntr~Tux0 ,y0 ,T0!

5E dx0dy0
S

Ñ~L~x0 ,y0!, TuT0!

5E dzÑ~z,TuT0!E dx0dy0
S

d~z2L~x0 ,y0!!.

~A8!

If we introduce the probability density functionf (z) of a
target having the thicknessz, we can use the relation

f ~z!5E dx0dy0
S

d~z2L~x0 ,y0!! ~A9!

to establish the fact that the flux density of particles tra
mitted through a target with a random relief, instead of p
nar boundaries, can be determined from the equation

Ntr~TuT0!5E dz f~z!Ñ~z,TuT0!. ~A10!

We now show that the functionf (z) defined by relation
~A9! is the probability density function of the target havin

m
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the thicknessz. Integrating Eq.~A9! with respect toz, we

o

-

,

6H. H. Andersen and J. F. Ziegler,Hydrogen Stopping Powers and Ranges
in All Elements, Academic Press, New York~1977!.

,

find that the functionf (z) is normalized to unity:

E dz f~z!5E dzE dx0dy0
S

d~z2L~x0 ,y0!!

5E dx0dy0
S

51.

Multiplying Eq. ~A9! by zand integrating with respect t
z, we obtain

E zdz f~z!5E dx0dy0
S

L~x0 ,y0!

5E dx0dy0
S

~ f 2~x0 ,y0!2 f 1~x0 ,y0!!

5^ f 2&2^ f 1&.

We see thatf (z) is indeed the probability density func
tion.
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Beam-plasma discharge in the propagation of a long-pulse relativistic electron beam

ion
in a medium-pressure rarefied gas
M. V. Gladyshev and M. G. Nikulin

Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
~Submitted December 27, 1995!
Zh. Tekh. Fiz.67, 94–98~May 1997!

A theoretical model is given, along with a numerical analysis of the evolution of beam-plasma
discharge in the propagation of a long-pulse relativistic electron beam in a rarefied gas at
medium pressure. It is shown that the self-stabilization of beam-plasma discharge as a result of
longitudinal inhomogeneity of the density of the discharge plasma makes it possible for
the beam to traverse the beam chamber with relatively low total energy losses, including ionization
losses and energy losses in the generation of oscillations. During the dissociative
recombination of electrons and ions of the discharge-driven plasma, heat is released and spent in
raising the temperature of the gas. The investigated collective-discharge mechanism
underlying heating of the gas for a relativistic beam can be more efficient than the classical
heating mechanism due to ionization losses of the beam in pair collisions of its electrons with gas
particles. ©1997 American Institute of Physics.@S1063-7842~97!01405-0#
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Numerous experiments~see, e.g., Refs. 1 and 2! on the
transport of relativistic electron beams with typical para
eters in various gases in the self-focusing regime at a
tanceL of the order of a few betatron lengths, i.e.,L;1 m,
have shown that the most efficient transport can be achie
in a medium pressure rangep;1 Torr. The propagation o
relativistic electron beams is impeded at lower pressures
beam-plasma instability, which leads to energy losses
beam scattering, and at higher pressures by resistive
instability, which deflects the beam from the axis and at
worst extreme can force the beam to strike the walls of
drift chamber.

A numerical experiment3 on a model developed for
short-pulse beam~with a durationt;100 ns! has shown that
an important characteristic of the propagation of relativis
electron beams under the above-stated conditions is the
stabilization of beam-plasma instability at a level such tha
does not interrupt transport but still maintains beam-plas
discharge.4 This consideration offers certain added possib
ties. In particular, at medium pressures the beam-plasma
charge can be used effectively to achieve plasma-chem
reactions,5 and in the case of long-pulse and repetitive bea
it also provides a potential gas-heating source with a hig
heat-transfer rate than that attained through the direct ion
tion losses from the relativistic electron beam.

Here we report the results of an experimental study
collective and discharge processes associated with the i
action of a long-pulse relativistic electron beam with
slightly ionized, medium-pressure gas. In particular, we
amine the evolution of beam-plasma discharge in micros
ond time intervals and the rise in temperature in this proc
as a result of heat transfer due to the dissociative recom
nation of plasma electrons and ions. It has been shown3 that
by the time the discharge reaches the leading edge of
short pulse it is in a quasisteady state, which gradu
evolves with time; as a prototype we use the model propo
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for the gas and eliminating the equations describing the
ductive excitation of a reverse plasma current at the lead
edge of the beam and its dissipation.

STATEMENT OF THE PROBLEM AND METHOD OF
SOLUTION

We consider a relativistic electron beam with curre
I*50 A, energyW;1 MeV, radiusa;1 cm, and duration
t;100ms and investigate its interaction with a slightly ion
ized gas~air! at an initial pressurep0;1 Torr in a drift
chamber of lengthL.1 m without an external magneti
field, using a model in which the beam is described by la
particles, the rf electric field of the plasma modes is det
mined from the one-dimensional Poisson equation by
method of slowly varying amplitudes, and the discharge
netics is described by balance equations for the density
average energy of plasma electrons. We disregard the rev
plasma current, since the current of long-pulse beams r
smoothly.

In using the approach outlined above, we assume tha
beam has a low density in comparison with the plasma d
sity, is relativistic and monoenergetic, and is held in equil
rium by its own magnetic field. We assume that therm
motion in the plasma and the self-induced magnetic field
not influence the dispersion of the beam-generated wa
and that the radial boundedness of the beam and the pla
do not affect the growth rate of instability. Furthermore, w
assume that collisions of plasma electrons with heavy p
ticles suppress all transverse disturbances without hinde
the development of longitudinal oscillations. According
Ref. 6, the following inequalities must be satisfied for th
condition to be achieved:

6Te
mc2

!S ne
ve

D 3/2vea

c S I 0g3

I D 1/2, ~1!
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wherene is the frequency of collision of plasma electro
with heavy particles,ve5(4pnee

2/m)1/2 is the Langmuir
frequency of plasma electrons,I 05mc3/e, 2e andmare the
rest electron charge and mass, andc is the speed of light in
vacuum.

We assume that the variations of all characteristics of
process averaged on these scales are insignificant within
period and wavelength of the plasma oscillations.

To describe the ionization of the gas by plasma el
trons, we use the elementary theory of discharge in relativ
weak microwave electric fields, assuming that ionization
induced by the heating of electrons in the fields of the os
lations as they maintain a Maxwellian velocity distributio
The amplitudeE0 of the microwave electric field in this cas
must be much lower than the level at which the avera
energy of the plasma electron oscillations becomes comm
surate with their thermal energy,7

E0~kV/cm!!Ec53.7
ve

ne
p~Torr!. ~4!

Under the stated assumptions the system of equations o
beam-plasma discharge model has the form

]

]z F ]2

]t2
1ne

]

]t
1ve

2~z!G]c̃

]z
54peS ]2

]t2
1ne

]

]t D ñb , ~5!

c̃5 (
n51

N

@an~z!cos~knz2vnt !1bn~z!sin~knz2vnt !#,

~6!

ñb5nb0 (
i51

M E
z

z1Dz

d~z2 z̃ i !dz, ~7!

d z̃i
dt

5 ṽ bi , ~8!

~12 ṽ bi
2 /c2!23/2

d ṽ bi
at

5
e]c̃

m]z
, ~9!

]ne
]t

5n ibnb1n iene2adrne
21

]

]z SDa

]ne
]z D2Da

ne
Le
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~10!

]«e
]t

5S E0
2

8pne
2d«eD ne2~«e1« i !n ie1~«d2«e!

nb
ne

n ib

1
1

ne

]

]z S ¸e

]«e
]z D , ~11!

E0
25 (

n51

N F12 kn2~an21bn
2!1knS ]an

]z
bn2an

]bn
]z D G , ~12!
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d~«e!5H 731024«e
2~eV!, 1.2,«e9~eV!,23.4,

0.4, 23.4,«e~eV!,
~13!

ne~s
21!52.931015r~g/cm3!, ~14!

n ib~s
21!51.031015~nb /c!r~g/cm3!, ~15!

n ie~s
21!51.531013r~g/cm3!

3
«e
1/2~eV!@5.610.6«e~eV!#

exp@18.75/«e~eV!#
, ~16!

Da~cm
2/s!53.531022«e~eV!/Tg

1/2~K!r~g/cm3!, ~17!

¸e~eV/cm•s!55.931015ne~cm
23!«e~eV!/ne~s

21!.
~18!

Here the tilde identifies quantities oscillating at the wa
frequencyvn , distinguishing them from all the other quan
tities averaged over fast oscillations,kn5vn /nb , M is the
number of large beam particles in the system,N is the num-
ber of modes,zi is the coordinate of theith particle,
nb05nb(0,t) is the density of the beam at the input to th
system,an and bn are the amplitudes, slowly varying with
respect toz, of the potentialc̃ , n ib is the frequency of impac
ionization of air by the beam,n ie is the frequency of ioniza-
tion of air by the beam, averaged over the Maxwelli
distribution,8 «e5(3/2)Te is the average energy of th
plasma electrons,d is the fraction of energy lost by a plasm
electron in collision with a heavy gas particles,10 «d521.4
eV is the average energy ofd-electrons generated in th
ionizing collision of a relativistic beam electron with an a
molecule,« i512.5 eV is the average energy of ionization
air, Da is the ambipolar diffusion coefficient of the plasm
Le5a/2.4 is the diffusion length for the plasma densityne
~Ref. 9, p. 159!, and¸e is the electron thermal conductivit
~Ref. 9, p. 218!. We see that the coefficients~14!–~18! de-
pend on the parameters of the gas, and the model must th
fore take into account the possibility that the parameters
the gas in discharge can change in the long-pulse regim

To describe the heating of the gas, we use a he
conduction equation in which the source is heat release
the dissociative recombination of plasma electrons and io
We consider two limiting cases to simplify this part of th
problem. In the first case we assume that the beam occu
a small part of the drift chamber (a/b!1, whereb is the
radius of the chamber!. The heating of the gas in the zon
occupied by the beam can be regarded as isobaric in
case, i.e., because of the low thermal conductivity of the g
the volume of the heated zone is approximately equal to
volume occupied by the beam, and since this volume is sm
in comparison with that of the chamber~see the estimate
below!, the gas pressure remains constant. In the second
treme case we assume that the beam fills up the entire
chamber (a/b51). Now the gas is heated isochorically, i.e
its density remains constant. Consequently, the equations
scribing the rise in temperature of the gas and closing
beam-plasma discharge model in the long-pulse regime h
the form
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~19!

r~g/cm3!51.5431026p0~Torr!H 300/Tg~K!, a/b!1,

1, a/b51,
~20!

adr~cm
3/s!51.031024/«e

1/3~eV!@91«e~eV!#Tg~K!,
~21!

lS W

K•cmD51.1431025Tg
1/2~K!

35
@1.2517.531024Tg~K!#,

300,Tg~K!,103,

@212.5~1023Tg~K!21!2#,

103,Tg~K!,2.53103,

@10.77235~1023Tg~K!22.8!2#,

2.53103,Tg~K!,3.23103.

~22!

Here the specific heat of the gascg51.0 ~J/g•K!51.0 for
a/b!1 and 0.71 J/g•K for a/b51, adr is the dissociative
recombination coefficient, which is expressed by an appro
mation of the experimental curve in Ref. 9~p. 139!,
«d59.76 eV is the energy of dissociation,l is the thermal
conductivity of the gas,11, andDT5a/2.4 is the thermal dif-
fusion length for the gas, which is analogous to the diffus
lengthLe . The numerical factor in the first term on the rig
side of Eq.~19! characterizes the efficiency of heating of t
gas by dissociative recombination and is calculated from
results of Ref. 12.

We note that for typical parameters of the proble
@«e5(3/2)Te.3 eV, Tg.1000 K, p0.1 Torr# the charac-
teristic times of ambipolar diffusion of plasma electro
te;De

2/Da and gas coolingtT;rcgLT
2/l in the isobaric re-

gime (a/b!1) for a51 cm, according to the above expre
sions, are approximately equal to 40ms and 120ms, respec-
tively, which are comparable with the beam durati
t550ms. Consequently, as assumed above, the volume
cupied by the plasma and the heated gas is approxima
equal to the volume occupied by the beam. Transport p
cesses accelerate as the temperature of the gas increase
of course, this fact limits the applicability of the model in th
given regime. Nonetheless, our extreme simplification of
gasdynamic part of the problem does not detract from
possibility of finding what we want to know: the mechanis
of energy transfer from the electron beam to the gas thro
collective and discharge processes.

In the proposed long-pulse, beam-plasma discha
model Eqs.~5!–~9! describe beam-plasma interaction in t
one-dimensional approximation under the conditions
three-dimensional development of a one-dimensional di
pative instability. Equation~10! models the replenishment o
electrons through impact ionization of the gas by the be
and thermal ionization by plasma electrons, along with
depletion of electrons by dissociative recombination and a
bipolar diffusion. Equation~11! describes the heating o
plasma electrons by Joule heat dissipation of rf Langm
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gas particles, the change of energy in ionization of the gas
the beam and by plasma electrons, and energy transfer
ing electronic heat conduction. Equation~19! describes the
heating of the gas in dissociative recombination of plas
electrons and ions and its cooling by heat conduction.

A comparison of the first two terms on the right side
Eq. ~10! shows that the replenishment of the plasma in bea
plasma discharge in the investigated situation forTe*2 eV
andne*103nb takes place more rapidly than direct ioniz
tion of the gas by the relativistic electron beam. Also, sin
the main source of heat transfer for both ionization chann
according to~19!, is dissociative recombination, which i
proportional tone

2 , the collective-discharge mechanism
gas heating under the stated conditions becomes more
cient than the classical mechanism of heating due to ion
tion losses of the relativistic electron beam in pair collisio
of its electrons with gas particles.

The given system of equations has been reduced to
mensionless form and solved numerically on a personal c
puter. The first step was to solve Eqs.~5!–~9! for the speci-
fied plasma parameters. The amplitudesan and bn were
solved by a first-order implicit scheme. The equations
motion of the beam electrons were calculated by a first-or
Eulerian technique with refinement. The resulting distrib
tion of the microwave field was then used to solve E
~10!–~12! and~19! with the coefficients~13!–~18! and~20!–
~22!.

The time interval for recomputing the amplitudes of t
microwave field was varied from 0.6 ns~at the start of the
leading edge of the beam! to 0.3ms ~when the beam-plasm
discharge attains the quasisteady state!. Since the startup
transient processes, with a duration roughly equal to the t
sit time L/nb , cannot be described in the proposed mod
the system was assumed to be filled at the initial time wit
slightly ionized gas having a densityne051010 cm23 and an
electron temperatureTe05(2/3)«e50.15 eV and by a beam
whose density, beginning at timet50, increases from
0.01nb to the maximum valuenb within the time span of the
leading edge of the beamt f@L/nb .

Plasma oscillations were created at the input to the s
tem (z50) by modulating the beam electron density at t
local plasma frequencyve(0,t). The modulation factor was
chosen to avoid any appreciable influence on the be
plasma discharge characteristics.

RESULTS OF THE CALCULATIONS

The calculations were carried out for the following p
rameters of the beam, the gas, and the plasma: beam de
nb51010 cm23; beam radiusa51 cm; particle energy
W50.3 MeV; duration of the leading edget f55ms; pulse
durationt550ms; gas~air! pressurep51 Torr; initial gas
temperatureTg05300 K; initial plasma densityne051011

cm23; initial plasma temperatureTe050.15 eV; length of the
drift chamberL51 m; radius of the chamberb@a for the
first regime andb5a for the second regime.

The results of the calculations are shown in the figures
the form of distributions with respect to the coordinatez at

544M. V. Gladyshev and M. G. Nikulin
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three different timest for the relative beam energy losse
DW/W ~Fig. 1!, the amplitude of the electric fieldE0 ~Fig.
2!, the temperatureTe ~Fig. 3! and densityne ~Fig. 4! of the
electronic plasma component, and the temperature of the
Tg ~Fig. 5!.

According to the calculations, a dissipative, thre
dimensional, two-stream, electron2electron instability with
the plasma frequency develops at the leading edge of
beam current pulse (t,t f), with beam2plasma interaction
entering a nonlinear stage over the length of the syst
Rapid heating of the plasma electrons and ionization of
gas take place in the interval of maximum amplitudes of
unstable oscillations near the end of the system. In ac
dance with the results of Ref. 13, the longitudinal inhom
geneity of the density of the generated plasma takes the
stability into a nonresonant state, in which the beam lo
less than 1% of its energy over the length of the system.
beam-plasma discharge enters a quasisteady state, w
slowly evolves with time and is characterized by an abr
increase in the beam energy losses, the energy of the ele
field, and the temperature and density of the electronic c
ponent of the plasma over the first third of the length of
system, where the instability is driven up to a nonline

FIG. 2. Distribution of the amplitude of the electric fieldE0 with respect to
the coordinatez. The parameters are the same as in Fig. 1.

FIG. 1. Distribution of relative beam energy lossesDW/W with respect to
the coordinatez at three different times in the regimesb@a ~solid curves!
andb5a ~dashed curves!. 1— t55 ms; 2— 20 ms; 3— 50 ms.
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level, and by a slightly nonuniform distribution of thes
quantities over the remaining path of the beam in the d
chamber~Figs. 1–4, curves1!. The temperature of the ga
toward the end of the leading edge of the beam exhibits
appreciable rise only in the second regime (b5a) ~Fig. 5,
curve1!, in which the specific heat of the gas is lower than
the first regime.

With the passage of time (t.t f) the gas temperature
Tg rises considerably as a result of heat release in the di
ciative recombination of plasma electrons and ions~Fig. 5,
curves2 and3!. Here, in the first regime (b@a) under the
conditions of constant pressurep and a decreasing gas de
sity r, the collision frequencyne ~20! of plasma electrons
with neutrals decreases, as do the Joule losses of the m
wave field in the plasma. As a result, the electron tempe
ture Te drops~Fig. 3, solid curves2 and3!, and the cumu-
lative ionization frequency of the plasman ie @Eq. ~16!#
diminishes. The result is an appreciable decrease in
plasma densityne ~Fig. 4, curves2 and3!.

In the second regime, the rise in the gas tempera
Tg with passing time under the conditions of a constant
densityr primarily causes the dissociative recombination c
efficientadr @Eq. ~21!# to decrease, so that the plasma de
sity ne increases substantially~Fig. 4, dashed curves2 and
3!, and its temperatureTe drops significantly~Fig. 3, dashed
curves2 and3!. Since the heating rate of the gas, accord

FIG. 3. Distribution of the plasma electron temperatureTe with respect to
the coordinatez. The parameters are the same as in Fig. 1.

FIG. 4. Distribution of the plasma densityne with respect to the coordinate
z. The parameters are the same as in Fig. 1.
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95,
to ~19!, is proportional tone
2 , the gas temperature toward th

end of the beam pulse is found to be much higher than in
first regime, attaining a valueTg52.33103 K ~Fig. 5,
dashed curve3!. The more pronounced heating of the gas
the second regime corresponds to the increase in the b
energy losses and the level of the field in the plasma on
average over the length of the beam2plasma interaction
zone~dashed curves in Figs. 1 and 2!.

The calculations in other regimes with parameters si
lar to those described above, where the beam-plasma in
bility is able to attain a nonlinear level over the interacti
length, yield qualitatively similar results.

CONCLUSIONS

To summarize, the results of calculations using
model developed in the study for beam-plasma discharge
slightly ionized, medium-pressure gas in the long-pulse
gime thus suggest following scheme of the process. A o
dimensional, spatial, dissipative beam-plasma instab
evolves at the leading edge of a relativistic electron be
attaining a nonlinear stage over the length of the system,
without leading to scattering or defocusing of the relativis
electron beam. In the interval of maximum amplitudes of
beam-generated plasma oscillations, which is situated c
to the output end of the system, the plasma electrons
subjected to rapid heating, which causes them to begin

FIG. 5. Distribution of the gas temperatureTg with respect to the coordinate
z. The parameters are the same as in Fig. 1.
546 Tech. Phys. 42 (5), May 1997
e

am
e

i-
ta-

e
a
-
e-
y
,
ut

e
se
re
n-

plasma stabilizes the instability at a level low enough that
beam can traverse the drift chamber with relatively low e
ergy losses, but still high enough to maintain discharge. H
is released during the dissociative recombination of plas
electrons and ions, raising the temperature of the gas. S
the plasma replenishment rate in the beam-plasma disch
begins at a certain time~in the investigated situation whe
Te*2 eV andne*103nb) to exceed the rate of ionization o
the gas by relativistic beam electrons, and the heat relea
in dissociative recombination varies as the square of
plasma densityne , the collective-discharge mechanism
heating of the gas could be far more efficient than the c
sical heating mechanism due to ionization losses of the r
tivistic electron beam.

The authors are grateful to A. T. Kunavin, P. M. Toka8,
and A. V. Danilov for a discussion and the opportunity
review the results of their experiments, and also to O.
Gordeev for consultation on certain aspects of plas
kinetics.
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Equal-path dynamics of pulsed ion streams

ch-
A. A. Matyshev

State Technical University, 195251 St. Petersburg, Russia
~Submitted December 30, 1995!
Zh. Tekh. Fiz.67, 99–102~May 1997!

A class of alternating electromagnetic fields, in which the ion trajectories from a short-duration
packet do not depend on the initial energy~velocity! of ions, is described. It is suggested
that particle dynamics in such fields be called equal-path dynamics. As an example, the deflecting
properties of a parallel-plate capacitor, with an equal-path dependence of the voltage on
time, are studied.@S1063-7842~97!01505-5#

Methods for analyzing the energies, masses, and angularfocusing the flux with respect to exit angles provide a te
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and charge spectra of fluxes of charged and neutral part
have emerged lately as an important part of physics and
gineering. The development of new methods and more
phisticated instruments is pursued in response to the a
dant problems and requirements, including the need
extract the maximum available information in a single inst
ment~e.g., the simultaneous determination of the energy
mass spectra!. However, the design of energy-mass analyz
using static electromagnetic fields is thwarted by the fun
mental impossibility of determining the specific charge
mass of a particle from the position of the detector in a p
electric field. In static magnetic fields, on the other hand, i
required either to implement the energy focusing of ions
to generate a monoenergetic flux, making it impossible
determine the initial ion energy. In this light, the problem
simultaneously analyzing the energies, masses, and
angles of an ion flux can be effectively attacked by switch
to time-dependent fields using the time-of-flight techniqu

However, with the exception of instruments utilizin
harmonic alternating fields~rf and quadrupole mass spe
trometers!, few papers have been published on nonmagn
methods for the analysis of charged particles in alterna
electric fields.1 And those papers typically omit any mentio
of the principle underlying the choice of time dependence
the investigated alternating field. In other words, so far
attempts have been made to find classes of alternating
tromagnetic fields endowed with any sort of prescrib
corpuscular-optical properties for the analysis of charg
particle fluxes.

Here we propose a physical principle that can be use
find a class of time-dependent electromagnetic fields, wh
is unique in its properties and of utmost interest from
standpoint of subsequent investigations of fields in the cl
The new principle is the requirement that the spatial traj
tory of ions moving in the electromagnetic field be indepe
dent of their initial kinetic energy~the equal-path principle!.

The equal-path principle can be used to select fields
investigation with the property that energy dispersion
identically zero. This means that ions of different energ
must move in such fields along ‘‘stationary’’ flight path
one after the other in sequence, permitting their energy to
determined by the time-of-flight technique. On the oth
hand, the presence of mass dispersion and the capabili
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nique for measuring ion mass.
It has been established2,3 on the basis of a solution of th

corresponding inverse problem that the equal-path princ
is satisfied in the nonrelativistic approximation by a uniq
class of alternating electromagnetic fields whose elec
component varies ast22 and whose magnetic compone
varies ast21. The particle source must be pulsed and
situated in the field-free~drift! region.

We show that this is indeed the case. Let an alterna
electromagnetic field exist in a certain region of space~as an
example, see Fig. 1!, where its effect on a charged particle
described by the Lorentz force

F5qFE~x,y,z!

t2
1V3

B~x,y,z!

t G , ~1!

in which the timet @ tmin.0.
In addition, let charged particles of different masses a

velocitiesv be emitted in all possible directions from a poi
sourceI at time t50. We replacet by the new independen
variable

j5 ln @vt/D~q,w!#, ~2!

whereD(q,w) is the distance from the point source to th
boundary of the field along the straight line defined by t
initial exit anglesq andw.

The transformation to the new variablej in Newton’s
equations of motion yields the equations of motion and i
tial conditions

mS d2rdj2
2
dr

dj D5qFE~r !1
dr

dj
3B~r !G , ~3!

j050: r05r0~q,w!, S drdj D
0

5D~q,w!n~q,w!, ~4!

wheren(q,w) is the unit vector in the direction of particl
emission.

It follows from Eqs.~3! and ~4! that the trajectories of
particles emitted from the source at timet50 in fields of the
family ~1! do not depend on their initial velocity~kinetic
energy!, but do depend on the specific charge. Particles
one species exiting from the source in a particular direct
move along a single spatial trajectory in sequence, slo
particles followed by faster ones. This phenomenon is e
to explain physically: For the class of fields~1! the balance

547-03$10.00 © 1997 American Institute of Physics
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between the kinetic energy and the potential energy of
particles remains constant, and in the final analysis this
ance is what determines the configuration of the trajector
any specific case. The same explanation accounts for
singularity of the fields~1! t50, because an infinite field i
required to keep a particle on trajectory in the lim
v→1`.

In practice, of course, the field must vary with time a
cording to the law~1!, but only beginning at a certain pos
tive time tmin.0 when the first particles from the sourc
reach the boundary of the field.

Since the class of time-dependent fields~1! is based on
the principle that the particle trajectories are independen
~invariant with respect to! their initial energy, we refer to the
particle dynamics in such fields as equal-path dynamics.

In conservative systems all solutions of dynamical pro
lems depend on the difference (t2t0), while in equal-path
dynamics the solutions acquire an arbitrary constant in
form t/t0. This property follows from Eqs.~3! and~4!, which
do not containj in explicit form and, hence, give one of th
constants in the combinationj2j0. Relation ~2!, in turn,
transformsj2j0 to t/t0. From the mathematical standpoin
therefore, the equal-path property can be exploited to tra
form the time-dependent problem for the class of fields~1! to
a time-invariant problem, which does not contain the ind
pendent variable in explicit form if the particles are launch
at time t50.

An analysis of the operation of very simple electro
configurations with an equal-path time dependence of
potential indicates significant and attractive characteristic
equal-path dynamics over the dynamics of conserva
fields. For example, an electric quadrupole capacitor wit
field that varies ast22 implements focusing that does n
depend on the particle exit angle~disregarding the influence
of scattered fields!, whereas a static field provides only firs
order focusing with resect to exit angle.4

Another striking example is the operation of a plan
parallel capacitor as a deflecting system for pulsed
fluxes. In the static regime a plane-parallel capacitor was
used to deflect charged particles in 1898.5 In this case ideal
deflection is possible only for a monoenergetic beam in
paraxial approximation in a model with a rectangular fie
boundary6; deflection is considered to be ideal when it

FIG. 1. Deflection of a pulsed ion beam in a plane-parallel capacitor w
the electric field~5!. I — Point source of particles;F — ideal virtual image.
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undistorted. In general, however, the deflection depends
the particle energy and on the angle of entry of particles i
the capacitor.

In the equal-path regime the deflection in the sa
model with a rectangular field boundary is ideal in t
above-defined sense. We now prove this statement.

Let the electric field strengthE have the form

E~ t !5E0S tmint D 2, ~5!

and at timet50 let a pulsed flux of particles be emitted fro
the point (xi ,yi)5(2D,2H) ~Fig. 1!. In the case of sym-
metrical feed to the plates the beam enters a zero-pote
zone at the entry to the capacitor, the source itself is at z
potential. We know in this case that oblique incidence of
beam on the capacitor diminishes the influence of the e
field on the trajectories in the drift space.6 Otherwise, this
influence is totally disregarded in the model with a rectan
lar field boundary.

The simplicity of Newton’s equations in this case obv
ates the need for the change of variable~2!, and they can be
integrated directly:

mẍ50, ~6!

mÿ5qE0S tmint D 2. ~7!

We introduce the parameterL, which has the units of
length:

L5
uqE0u
m

tmin
2 , ~8!

and we take into account the initial data

t05
D

v cosa
:H x050, y05D tana2H,

ẋ05v cosa, ẏ05v sin a;
~9!

the solutions of the equations can then be written in the fo

x5~ t2t0!v cosa, ~10!

y5L ln~ t/t0!1~v sin a2L/t0!~ t2t0!1D tana2H.
~11!

Eliminating time from Eqs.~10! and~11!, we obtain the
geometrized trajectory equation

y5L@ ln~11x/D !2x/D#1~x1D !tana2H ~12!

and the slope of the trajectory

dy

dx
52

L

D

x

~D1x!
1tana. ~13!

We now determine the position of the virtual imageF of
the sourceI . We write the equation for the trajectory of
particle after it exits from the capacitor:

Y2yk5S dydxD
k

~X2Lk!, ~14!

where

h
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yk5L@ ln~11Lk /D !2Lk /D#1~Lk1D !tana2H, ~15!
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S dydxD
k

5tanb5tang1tana, ~16!

tang52
L•Lk

D~D1Lk!
. ~17!

To determine the position of the virtual image, we d
ferentiate Eq.~14! with respect toa:

2
~D1Lk!

cos2 a
5

~X2Lk!

cos2 a
. ~18!

From Eqs.~18! and ~14! we finally obtain the coordi-
nates of the image

Xf52D, Yf5L ln~11Lk /D !2H. ~19!

We note that for large deflections in the static regim
additional distortions occur as a result of beam refraction
the exit, since the particles leave the capacitor at points w
nonzero potential. In the equal-path regime this problem
also ameliorated by the decay of the potential with time.

It is evident from Eq.~19! that the above-described dy
namic capacitor has the effect of producing an ideal virt
image of a point source~disregarding scattered fields! after
the beam is transmitted. The transformation of the beam
geometrized phase space can ultimately be written as a li
inhomogeneous transformation

S yk

tanb D 5S yc

tang D 1AS y0

tana D , ~20!

whereA is the matrix of the drift space transformation,

A5S 1 ~Lk1D !

0 1 D , ~21!

y052H, yc5L@ ln~11Lk /D !2Lk /D#, ~22!

and tang is given by Eq.~17! and is the exit~turning! angle
of particles leaving the capacitor along thex axis.

Simultaneously it follows from~16! that a parallel beam
of ions is also transformed into a parallel beam, but the an
of deflection depends on the specific charge of the parti
Consequently, the above-described dynamic plane-par
capacitor represents a prism, which turns a pulsed ion b
in different directions according to particle mass.

It should be recalled that the total particle energy is
conserved in time-dependent fields. The final velocity can
found from the equation

v cosa5vk cosb, ~23!

which is a consequence of the invariance of the longitud
velocity component.

Another important question deserves our attention. T
discussion so far is valid only for a pulse of zero duratio
The real duration of the source pulseDT.0 can be taken
into account as a certain spatial broadening of the sou
Thus, if the particle sourceI is not a point source but ha
dimensionsDD, DH, the dimensions of the virtual imag
can be determined from relations~19! and ~24!:
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It follows from Eqs.~24! that the dimensions of the vir
tual image approximately correspond to the dimensions
the real source atDT50. Now an upper bound of the puls
durationDT.0 can be estimated as follows: We associ
DT.0 with a certain broadening of the source, rough
equal tovmaxDT, wherevmax is the maximum velocity with
which particles are launched from the source. Equations~24!
can then be used to determine the exact dimensions of
virtual image in each specific instance, depending on
angular distribution of the particles.

We note that an electrodynamic energy-mass analy
utilizing a plane-parallel capacitor with the field configur
tion ~5! has been around for more than twenty years.8–13The
operation of this type of analyzer resembles that of a st
plane-parallel capacitor in the specular reflection mode,
its operation as a dynamic particle deflector has never b
described. However, despite persistent interest in the dev
it has one very significant drawback: its fundamental inca
bility of focusing with respect to exit angles, and its bas
time dependence has probably not been perceived as a
versal quality inherent in any spatial distribution of electr
magnetic fields.

We summarize briefly with the remark that from the th
oretical standpoint equal-path dynamics is a very interes
object of investigation, and from the practical standpoin
offers a promising field for the design of a new type of d
namic analyzers.
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Backscattering of low-energy (0–8 eV) electrons by a silicon surface

cat-
O. B. Shpenik, N. M. Érdevdi, and T. Yu. Popik

Institute of Electron Physics, Ukrainian Academy of Sciences, 294016 Uzhgorod, Ukraine
~Submitted November 30, 1995!
Zh. Tekh. Fiz.67, 103–108~May 1997!

An experimental apparatus and method for investigating elastic and inelastic backscattering
~180°! of low-energy~0–8 eV! monoenergetic electrons by a solid surface are described and the
first results are presented for the reflection of electrons by samples of pure single-
crystalline silicon with a polished surface~Si!, dopedp-type single-crystalline silicon with a
porous surface~Si-p! as well as H2O and H2O2 passivated porous samples, Si-p 1 H2O and Si-p
1 H2O2. A structure due to the excitation of surface plasmons has been observed for the
first time in the loss spectra. Features corresponding to a resonance excited state of molecular
nitrogen adsorbed on the surface of porous silicon have been observed in the constant
residual energy spectra. ©1997 American Institute of Physics.@S1063-7842~97!01604-8#
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In the last ten years, substantial progress has been m
in the study of the characteristic features of elastic and
elastic interaction of low-energy monoenergetic electro
with atoms and molecules. This is largely due to the dev
opment of new methods of investigation and new capabili
of the experimental technique. Together with the now c
ventional optical~spectroscopic! methods for investigating
the excitation of atoms, the methods of electron and thre
old spectroscopy, emitted-electron spectroscopy, and m
stable spectroscopy have been extensively developed. I
been found that many of these methods can also be suc
fully used to investigate solid surfaces. For example, me
ods such as Auger electron spectroscopy, characteristic
spectroscopy, and electron-photon emission have now b
quite extensively developed, and high-resolution electro
spectrometers (DW56220 meV) in combination with
ultrahigh vacuum technique (P51029 Pa) have made it pos
sible to study the resonance features of electron scatterin
both atomically pure surfaces and by surfaces containing
sorbed molecules.1–3 This paper describes a new experime
tal apparatus and method for the studying angular and en
distributions of elastically and inelastically backscatter
low-energy~0–10 eV! monoenergetic electrons under no
mal incidence on the sample surface and it reports the
results of these investigations. The role of the state of
surface of single-crystal and porous silicon samples in
scattering process is studied.

EXPERIMENTAL APPARATUS AND PROCEDURE

The experiments were performed on an apparatus c
sisting of the following basic units: a stainless steel vacu
chamber containing a trochoidal electron backscatte
spectrometer and a goniometer holding the experime
samples, a power supply for the electron spectrometer, a
multichannel system for recording the primary and scatte
electron currents.

To obtain a monoenergetic electron beam and to ana
the elastically and inelastically reflected electrons, in our
periments we used a trochoidal electron spectrometer w
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tering of electrons by atoms and the excitation and ionizat
of atoms and molecules.4–6 It consists of two trochoidal elec
tron energy analyzers positioned in tandem. The first o
serves as an electron monochromator and the second o
used as an analyzer of elastically and inelastically reflec
electrons~Fig. 1!. This apparatus is unique because the lo
gitudinal magnetic field allows it to operate at very low e
ergies ~starting virtually with zero! with a high degree of
transmission~up to 95%!.4

The property of a trochoidal electron monochromat
that in crossed electric fields electrons undergo, besides
rected motion, drift in a direction perpendicular toE andH
irrespective of the direction of the initial motion of th
electrons,7 was used in developing the backscattering~180°!
electron spectrometer. As a result the elastically backs
tered electrons move in the direction of the trochoidal el
tron monochromator and, having entered the crossed-fi
region, are displaced in the direction of drift of the prima
electron beam. Therefore, having traversed the analyze
gion, the elastically scattered electrons are displaced
twice the distance relative to the primary beam. For this r
son, electrons elastically scattered by 180° can be dete
by positioning an electron detector at the point of the in
cated displacement at the analyzer exit.

The spectrometer units were made of molybdenum,
an indirectly-heated oxide cathode was used as the elec
source. The spectrometer was placed inside a stainless
vacuum chamber, which was evacuated by oil-free pump
~zeolite and gas-discharge pumps!. The chamber was sepa
rated from the pump by a system of diaphragms to prev
the sputtered titanium from reaching the spectrometer e
trodes and the experimental samples. The goniometer m
it possible to load up to five samples into the chamber sim
taneously. Prior to the measurements, the electron spect
eter and samples were heated atT5500 K in a 1026 Pa
vacuum for 50–60 h, after which the surface was cleaned
1–2 h with high-energy electrons. The vacuum in the cha
ber during the measurements was 1028 Pa. A uniform mag-
netic field~0.01–0.015 T!, necessary for the operation of th
spectrometer, was produced with Helmholtz coils with

550-05$10.00 © 1997 American Institute of Physics



oi

hl
–
V

ta
re
ys
n
ct

ou

a
a
od

th

2. Study the energy-loss spectra as well as the angular
ed

nt
al
e
ed,
s

t of
the
-

ud-

the

he

ross

-

ent
nges
hen

ple
ur-

s

ted

ol-
rties
ice
the
the

ck-
nge
the
the
the
ion
his
of
rse
he

the
tate
eral
as

te

e
f
so
inner diameter of 210 mm. Power was supplied to the c
by a highly stabilized current source.

The power supply for the spectrometer includes a hig
stabilized dc voltage source with noise not exceeding 1
mV. A step voltage generator with a step of 0.01–0.08
was used to vary the accelerating~or decelerating! voltage
smoothly.

The detection system consists of two V7-30 digi
nanoammeters combined with multichannel information
cording with the aid of a F-36 measurement-computing s
tem. One channel of the system recorded the beam curre
the sample and the second recorded the scattered-ele
current.

Out instrumentation system enabled us to perform f
types of experiments.

1. Measure the energy dependence of the elastic
backscattered electrons. For this, optimal dc potentials
established on the monochromator and analyzer electr
and the current on the collector15 is measured with the
electron energy varied by the potential difference on
electrodes1 ~cathode! and14 ~sample! ~Fig. 1!.

FIG. 1. Diagram of the electronic backscattering spectrome
1—Indirectly heated oxide cathode;2—extracting electrode;3, 4—entrance
and exit electrodes of the selector;5, 6—inner and outer electrodes of th
cylindrical condensor of the selector;7–9—entrance and exit electrodes o
the analyzer;10, 11—inner and outer electrodes of the cylindrical conden
of the analyzer;12, 13—accelerating electrodes of the spectrometer;14—
sample;15—backscattered-electron collector;16—collector for monitoring
the primary electron beam.
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distributions of both the elastically and inelastically reflect
electrons~differential cross sections!. In this case the energy
E0 of the incident electrons~the potential difference on the
electrodes1 and14! is maintained constant and the curre
on the collector15 is measured while varying the potenti
difference between the sample14 and the entrance electrod
9 of the analyzer. If backward scattering by 180° occurr
then in this regime we would obtain a ‘‘pure’’ energy-los
spectrum~as in the case of electrostatic analyzers!. However,
because in the present design the longitudinal componen
the electron velocity is what is analyzed, electrons with
residual energyEr5E02E1 give to the loss spectrum a re
orientational continuum, extending in energy fromE0 ~for
scattering by 180°! to zero~for scattering by 90°!.

3. Detect electrons with constant residual energy, incl
ing virtually zero energy~threshold spectrum!. In this regime
a constant potential difference is maintained between
analyzer9 and the sample14with varying incident electron
energyE. As a result, only the electrons which have t
prescribed residual constant energy are detected.

4. Measure the energy dependence of the scattering c
section. In this case the analyzer potentialV9 relative to the
cathode potentialV1 is maintained constant with varying in
cident electron energyE, and the current on the collector15
is measured. However, it should be noted that as the incid
electron energy is varied, the angular acceptance cha
and therefore this factor must be taken into account w
analyzing the curves.5

RESULTS AND DISCUSSION

We investigated four silicon samples. The first sam
consisted of pure single-crystal silicon with a polished s
face ~Si!, the second sample consisted of porousp-type
doped silicon~Si-p!, the third sample consisted of porou
doped silicon passivated with water (Si-p 1 H2O), and the
fourth sample consisted of porous doped silicon passiva
with hydrogen peroxide (Si-p 1 H2O2). Nanometer-size
pores were obtained by electrochemical etching of the p
ished surface. The preparation technology and the prope
of the samples are described in detail in Ref. 8. This cho
of samples was dictated by the need to investigate in
course of a single experiment the effect of the state of
surface on the electron scattering processes.

The energy dependences for electrons elastically ba
scattered by the experimental samples in the energy ra
0–4 eV are displayed in Fig. 2. The energy scale of
electron beam was calibrated according to the shift in
current-voltage characteristic of the electron current on
sample. The maximum of the electron energy distribut
function was taken as the zero point of the scale. In t
method, allowing for the high degree of monochromaticity
the electron beam, the calibration accuracy was not wo
than60.0220.06 eV and depended on the resistivity of t
samples.

Analysis of Fig. 2 shows that the energy spectra of
elastically backscattered electrons are insensitive to the s
of ordering of the atoms on the surface. There is a gen
tendency for the electron reflection intensity to decrease

r.

r
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the electron energy increases, and at energies above 4 eV
negligibly small. Some characteristic features are nonet
less present: a! weak features and a more rapid dropoff of th
intensity with increasing energy are observed in the ene
dependence of the intensity of the elastically backscatte
electrons for the Si and Si-p samples~Fig. 2,1 and2!; b! no
anomalies are observed in the energy dependence of the
tensity of the elastically backscattered electrons for the
rous passivated samples, but in this case the intensity of
elastically reflected electrons decreases much less with
creasing energy than for the Si and Si-p samples~Fig. 2, 3
and4!.

The energy-loss spectra~quasielastic scattering! at some
energies are displayed in Fig. 3. All curves are very simi
at very low incident electron energies~Fig. 3, a–d,1!. This is
not surprising, since in this case processes other than ela
scattering are still not switched on, and because of the an
lar acceptance of electrons by the collector15 is maximum
~Fig. 1! we are measuring essentially the instrument fun
tion. As one can see from Fig. 3b,1, the total width of the
electron energy distribution does not exceed 0.08 eV; in
dition, characteristically, the instrumental function is prac
cally symmetric with respect to the maximum. As the inc
dent electron energy increases from 0.4 to 2.5–4 eV,
distribution function broadens and the curve becomes sy
metric, and in some cases features in the form of st
~sometimes also very small peaks! appear, while at energies
E;428 eV all curves increase rapidly in the energy ran
corresponding to zero losses~elastic reflection! and drop off
with increasingE1 ; in addition, the width of the distribution
function changes for different samples for large values

FIG. 2. Energy dependences of the elastic backscattering of electron
surfaces.1—Si,2—Si-p, 3—Si-p1 H2O, 4—Si-p1 H2O2.
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E.1! The gradual broadening of the energy spectrum is due
the angular distribution of the reflected electrons, and ele
trons scattered by 90° correspond to the ‘‘cutoff’’ toward
zero energy, provided that their transverse motion is not li
ited by diaphragms in the path of the electrons from samp
to collector 15. Evidently, this factor is dominant at low
energiesE;0.424 eV. At higher energies~8 eV! the curves
for Si, Si-p, and Si-p 1 H2O2 become smooth, but their half-
widths for all samples remain different. This attests to th
fact that for Si, Si-p, and Si-p 1 H2O2 scattering by angles
close to 180° is more likely, and for Si-p 1 H2O the distri-
bution curve is much wider relative to scattering by angl
close to 180°. For all samples a maximum with definite e
ergyEl1

;0.120.2 eV, corresponding to elastic scattering,
characteristically present in the loss spectrum. It is difficu
to answer unequivocally the question as to the origin of t
characteristic features in the curves. From the fact that for
samples anomalies in the energy dependence in the ra
0–1 eV appear in a quite narrow range of incident electr

by

FIG. 3. Electron energy-loss spectra of surfaces~in parenthesesE0 , eV!.
a—Si; ~1—0.7, 2—1.0, 3—1.5, 4—2.5, 5—8.0!; b—Si-p ~1—0.4, 2—0.7,
3—1.0, 4—1.5, 5—2.5, 6—8.0!; c—Si-p 1 H2O ~1—1.0, 2—1.5, 3—2.0,
4—2.5, 5—3.5, 6—8.0!; d—Si-p1H2O2 ~1—1.5, 2—2.0, 3—2.5, 4—3.0,
5—3.5,6—8.0!.
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diffraction-related but rather of a resonance nature, i.e. t
are due to the excitation of local centers~atoms, molecules!.
For pure single-crystal silicon, only one maximum with e
ergy El2

;0.4060.05 eV for an incident electron energ

1.0–2.5 eV is observed in the loss spectrum. The inten
I 2 of the losses is always less than the intensityI 1 of the
elastically scattered electrons.

For porous Si-p samples in this range of incident ele
tron energies we observe two maxima with energ
El2

50.3060.05 eV and El3
50.5060.05 eV ~with

E51.0 eV! or El3
50.860.05 eV ~with E51.5 eV!. We

note that at a definite incident electron energyE0 the inten-
sity I 2 of the inelastically scattered electrons is greater th
the intensityI 1 of the elastically scattered electrons~Fig. 3b,
3!; this was not observed in pure single-crystal Si~Fig. 3a!.
This factor and the decrease inEl2

indicate that the loca

centers responsible for the appearance ofEl2
in porous Si-

p and pure single-crystal Si are of a different nature. T
large shift inEl3

accompanying a very small increase inE

can hardly be due to losses on the same local center. M
likely, two different centers of different nature, whose tran
verse scattering cross sections have a sharp resonance d
dence onE, are involved. We did not observe centers w
such characteristics on the surface of pure single-crystal S
H2O or H2O2 passivated porous Si-p.

Only one maximum withEl2
50.3560.05 eV appears in

the energy dependence of the losses in the energy range
eV for surfaces of porousp-type silicon with sorbed H2O
and H2O2 molecules. Depending onE, this maximum can be
attributed to the same scattering centers which are chara
istic of a porous Si-p surface. Sorption shiftsEl2

by only a

small amount, but it destroys the centers w
El3

5(0.560.05) eV and (0.860.05) eV appearing on the

surface of porous Si-p. The fact that in all four types o
experimental samples the maximumEl2

in the energy-loss

spectrum changes very little fromEl2
50.460.05 eV for

pure single-crystal Si toEl2
50.3060.05 eV for porous Si-

p and falls into an intermediate position for poro
Si-p1H2O and Si-p 1 H2O2 can be attributed to the excita
tion of surface plasmons.

Let us now examine the constant residual energy spe
of scattered electrons near the elastic peak~Fig. 4!. These
curves have quite different shapes despite the fact that
were obtained under identical experimental conditions.
the case of scattering by Si-p 1 H2O2 the curves are very
narrow at low residual energies~from 0 to 1.0 eV! ~Fig. 4d!,
whereas for Si-p they are strongly broadened for the sam
residual energies~Fig. 4b! and pure Si and Si-p 1 H2O ex-
hibit a similar behavior~Fig. 4a and c!. All energy depen-
dences consist of asymmetric curves with a sharp peak a
initial energies.

We note that the energy positions of the anomalies
served in the energy dependences of the losses correlate
with the positions of the features in the energy dependen
of the constant residual energy of the electrons. This c
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firms our previous conclusion that the anomalies are of
resonance nature.

Our investigations show that one cannot investigate th
structure of solid surfaces using 0–8 eV electrons scatter
by 180°, since diffraction still does not occur at such low
values ofE. Such an electron energy is too low for exciting
inner electrons in atoms and correspondingly for investiga
ing the chemical composition of the surface. However, ele
trons with such energies are very convenient for investiga
ing adsorbed molecules, for which the maxima in th
backscattering cross sections are reached at an electron
ergy corresponding to a resonance state or near it.9 N2 mol-
ecules in residual gases are very convenient in this respe
The constant residual energy spectra displayed in Fig. 5 f
backscattering of electrons by a Si-p surface attest to the
presence of fine structure in the region 1.7–2.0 eV, whic
corresponds in form and position in energy to the excitatio

FIG. 4. Constant residual energy spectra with backscattering of electrons
surfaces. a—Si, b—Si-p, c—Si-p 1 H2O, d—Si-p 1 H2O2; Er , eV: 1—0,
2—0.2,3—0.4,4—0.7,5—1.0.
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of a 2Pg resonance state of the N2 molecule.
1–3,9

Completing the analysis of the results, it can be con
cluded that the electron backscattering spectrometer wh
we have developed makes it possible to investigate both el
tic and inelastic electron scattering by different surfaces. T
investigate the presence of adsorbed molecules with a la
effective resonance backscattering cross section on the s
face, it is desirable to investigate the electron energy lo
spectra and residual electron energy spectra, which are m
informative than the elastic backscattering spectra.

FIG. 5. Constant residual energy spectra with backscattering of electrons
a Si-p surface.Er , eV: 1—0, 2—0.5,3—1.0.
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1!Only the initial region of the loss spectrum near the elastic peak is sh
in the figures. This region was found to be more interesting, since
measuring the losses exceeding some value there appears a backg
due to the double reflection of electrons from the sample14 and the dia-
phragm9.
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Influence of temperature on the yield of ions desorbed as a result of electron

transitions: relaxation model

S. Yu. Davydov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted December 4, 1995; resubmitted September 10, 1996!
Zh. Tekh. Fiz.66, 109–115~May 1997!

A relaxation model of electron-stimulated desorption is used to investigate the influence of
temperature on the yield of desorbed ions and to calculate the corresponding temperature
coefficient. Experimental data on the electron-stimulated desorption of lithium and sodium
ions from a tungsten surface coated with a silicon monolayer are interpreted on the basis of the
theoretical results. ©1997 American Institute of Physics.@S1063-7842~97!01704-2#

INTRODUCTION where l 0 is the equilibrium length of the bond,D l is the
on
th
s

rd
-
n
m
he
e
o

n
hi
u
o

re
e
ve
it
e
an
th
na
n
r
n
a

of

e
nce

e to
uch
de-
ch is

is-
ion
on-

ase

he

or-

ion

ting
he
by

e-

are

n

l to

55
Electron-stimulated desorption~ESD! has lately gained a
solid foothold in a variety of techniques for the investigati
of surfaces.1,2 There are several different approaches to
description of this phenomenon. The relaxation model re
on the following hypothesis.3–5 Under the influence of an
external force, i.e., when the adsorption system is bomba
by electrons or photons~Fig. 1!, the bond between the con
stituent atoms~ions! 1 and 2 of an adsorption pair is broke
by a redistribution of the electron density between the
Both atoms~ions! acquire a positive charge, whereupon t
adsorption system decays and evolves under the influenc
Coulomb repulsion of ions 1 and 2. This is the first stage
desorption.

The second stage sets in at some arbitrary time whe
hole or two holes localized at the ion 1 disintegrate. If at t
time the ion has acquired enough kinetic energy to surmo
the barrier, it can be desorbed. A simple analytical theory
the phenomenon has been proposed earlier.6,7

As a rule, the influence of temperature on ESD has
ceived little attention. The temperature effect has been inv
tigated in detail in a study of the desorption of positi
lithium and sodium ions from a tungsten surface coated w
a monatomic silicon film.8,9 It was found that the temperatur
coefficients of the yield of desorbed ions can differ subst
tially for the very same adsorption system, depending on
energy of the bombarding electrons. A qualitative expla
tion of this disparity has already been set forth in Refs. 8 a
9 on the assumption that the temperature coefficient is
lated to the direction of initial motion of the desorbed io
This work has been the driving force behind the present
thor’s interest in the problem.

ALLOWANCE FOR THE INFLUENCE OF TEMPERATURE IN
THE RELAXATION MODEL

We consider the thermal vibrations of the atoms~ions! 1
and 2 forming an adsorption pair~Fig. 1!. We take into ac-
count only vibrations involving a variation of the length
the bondl between ions 1 and 2. We can write

l5 l 01D l cos~vt1d!, ~1!
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amplitude of vibrations of frequencyv, andd is the phase of
the vibrations.

At the instantt50 when the bond is broken under th
influence of an external factor, ion 2 is removed to a dista
l5 l 01D lcosd. The vibration phase angled is a random
variable at low densities of adatoms, as we shall assum
be the case here. Figure 2 illustrates the influence of s
vibrations on desorption. Clearly, as the bond length
creases, the adatom acquires a high positive energy, whi
lost as the bond length increases~this behavior is natural in
view of the nonlinear dependence of the interaction on d
tance!. On the average, therefore, the vibrating desorbed
experiences stronger repulsion than in the frozen state. C
sequently, its average~and maximum! kinetic energy must
obviously increase, and the EDS ion yield should incre
accordingly.

It will be shown below that the parameter governing t
vibration effect is (D l / l 0)

2. If we now interpret (D l )2 as the
mean-square displacement, which is known to be prop
tional to the temperatureT, we have a clear picture of how
temperature effects can be taken into account in ESD.

As in Refs. 6 and 7, we consider a dipole desorpt
model, i.e., we regard the system formed by the chargez1
and its image in the metal as a point dipole. Then, deno
the equilibrium distance of ion 2 from the surface of t
metal by r 0 and denoting its displacement amplitude
Dr , we obtain the following equation in place of~1!:

r5r 01Dr cosd. ~2!

The first stage in the motion of the desorbed ion is d
scribed by the equation6

ṙ5
4z1z2
r 3

2
z2
2

4r 2
~3!

subject to the initial conditions

r ~0!5r 0 , ṙ ~0!50. ~4!

We use dimensionless units everywhere: All distances
measured in units of the bond lengthd ~Fig. 1!, and time is
measured in the unitst̄5(Md3/e2)1/2, whereM is the mass
of the desorbed ion, ande is the positron charge. We ca
now use all the results of Ref. 6, settingu050 in the equa-
tions derived therein, since our adsorption bond is norma

555-06$10.00 © 1997 American Institute of Physics
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the substrate surface, and replacingr 0 by r . In particular, for
the energy distribution function of the desorbed ions~at low
kinetic energiesE→0! we have the following equation in
place of Eq.~18! in Ref. 6:

f E;expS 2
tc*

t
A11~2E/V! D , ~5!

where the critical timetc* , i.e., the time required for ion 2 to
acquire sufficient kinetic energy in the first desorption sta
to surmount the barrier, is

tc*5rA2V/W~2W2V!, ~6!

W54z1z2 /r
2, V5z2

2/2r , ~7!

wheret is a characteristic lifetime of the two-hole state f
ion 1 ~it is of the order of 10214 s!, z1 is the charge of ion 1
in the two-hole state, andz2 is the charge of the desorbe
ion.

CALCULATION OF THE YIELD OF DESORBED IONS

The yield of desorbed ionsq is given by the expression

q5E
Emin

Emax
f EdE, ~8!

whereEmin50 at u050, andEmax5(W2V)/2 is dictated by
the conservation of energy.6

FIG. 1. Model of an adsorption pair.

FIG. 2. Influence of vibrations of the adatom on the kinetic energy
electron-stimulated desorption of ions.1 — Ground state potential;2 —
repulsive desorbing potential,dV5DV12DV2.0. The origin coincides
with the position of ion 1.
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limit E→0, whereas in the limitE→Emax we have a differ-
ent functional relation@see Eq.~4! in Ref. 7#. However, since
the main contribution to the integral~8! is from low-energy
ions, we use Eq.~5! over the entire energy range in calcula
ing q. We then readily obtain

q;Vf~u,h!/u2, ~9!

where f (u,h)5 f (u)2 f (h), f (A)5(11A)exp(2A), where
A5u,h, u5tc* /t, andh5uA112Emax/V.

Since the phased, which determines the instantaneo
~at time t50! value of r is a random variable, the averag
yield ^q& must be defined by the equation

^q&5
1

2p E
0

2p

qdd. ~10!

Introducing the small parameterj5Dr /r 0 and evaluat-
ing the integral~11!, we obtain the following expression in
the second order with respect toj:

^q&5q1Dq, ~11!

whereq is given by Eq.~9! for r5r 0 , and the increment
Dq is described by the expression

Dq5
V0

2u2
j2@ f ~u!R12 f ~h!R2#, ~12!

R15112~a11a2!13a1
21S a11a21a1

2 u13

2 D u2

11u
,

~13!

R25112~a11a2!13a1
21Fb1~112a1!1b2

1
h21

2
b1
2G h2

11h
, ~14!

a15~5W022V0!/~2W02V0!,

b15~8W023V0!/2~2W02V0!,

a25~5W0
226W0V01V0

2!/2~2W02V0!
2,

b25~8W0
224W0V01V0

2!/8~2W02V0!
2. ~15!

All the quantities in Eqs.~11!–~15! are calculated for the
equilibrium distancer 0 . Defining the temperature coefficien
of the EDS ion yield in the form

g5
] ln^q&

]T
, ~16!

we obtain

g5C
]j2

]T
, ~17!

where

C5
1

2

f ~q!R12 f ~h!R2

f ~q!2 f ~h!
. ~18!

f
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FIG. 3. ESD ion yieldq ~a! and its tem-
perature coefficientC ~b! vs initial posi-
tion r 0 of the ion, z15z251.
1— t50.5; 2— 1; 3— 2.
DEPENDENCE OF THE ION YIELD OF
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e
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t t

Figure 4 showsq andC as functions of the chargez1 .
ural
e co-
n 1

hat
ELECTRON-STIMULATED DESORPTION AND ITS
TEMPERATURE COEFFICIENT ON THE PARAMETERS OF
THE MODEL

Figures 3 and 4 shows the ion yieldq ~in arbitrary units!
and the coefficientC as functions of the equilibrium startin
positionr 0 of the desorbed ion 2 for various lifetimes of th
two-hole statet and as functions of the charge of ion 1. W
see that asr 0 increases, the ion yieldq decreases~Fig. 3a!,
and the coefficientC increases~Fig. 3b!. The decrease in the
yield is attributable to the fact that the repulsive desorb
potential diminishes asr 0 increases~Fig. 2!, so that the ki-
netic energy of the ions decreases, and a smaller numb
them can surmount the potential barrier. Ast increases, how-
ever, the residence time of ion 2 in the repulsive field of i
1 increases, and so does the yield. Figure 3b shows tha
coefficient g, in accordance with its definition~16!, is in-
versely proportional toq.
g

of

he

As z1 increases, the ESD ion yield increases as a nat
consequence of the increased repulsion. The temperatur
efficientC decreases in this case. The critical charge of io
has been determined previously:6

z1c5z2r 0/8, ~19!

and it satisfies the condition that only forz1.z1c does ion 2
escape to infinity, i.e., become desorbed. If we assume t

z15z1c~11a!,

wherea!1, we can show that

q5
1

2
aV0exp~2R!, ~20!

C5
3

2a S 11
11

12
RD , ~21!
FIG. 4. Graphs ofq and C vs charge
z1 , t51, z251; a — r 051; b — 2;
c — 3.
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Consequently, asz1→z1c , the ion yieldq fades to zero,
and the coefficientC tends to infinity. Ifz251, the critical
charge for the cases represented in Figs. 4a–4c is equ
0.125, 0.25, and 0.375, respectively.

The results of the calculations in this section also de
onstrate thatq andC both have wide ranges of variation~of
the order of 102! for comparatively small variations of th
parametersr 0 , z1 , andt.

ELECTRON-STIMULATED DESORPTION OF LITHIUM AND
SODIUM IONS FROM A TUNGSTEN SURFACE
COATED WITH A SILICON MONOLAYER

Having examined the general properties of the mod
we now turn to the description of a specific system. W
consider the desorption of alkali metal~Li1 and Na1! ions
from a tungsten surface coated with a monolayer of silic
A detailed investigation of this Si/W system is reported
Ref. 8.

For the calculations we need to determine the mo
parameters corresponding to the particular system. We b
with the Si/W structure. We interpret the distanced ~Fig. 1!
as the atomic radius of silicon: 1.17 Å~Ref. 10!. We assume
that the work function of the substrate isw54.65 eV, which
corresponds to the~100! face. The ionization potential of th
silicon atom isI (Si)58.15 eV~Ref. 11!.

We estimate the charge localized on a silicon atom s
ated on the tungsten surface. The position of the center o
quasilevel of the adatom relative to vacuum«8 can be cal-
culated from the relation12

«852I13.6/d, ~22!

whered is measured in Å, and«8 in eV.
We then obtain«8525.07 eV~having assumed that th

image plane passes through the point at a distanced from the
center of the silicon atom!. The position of the adatom quas
level relative to the Fermi level of tungsten is«5«81w, i.e.,
«520.42 eV. According to Anderson’s model,13 the charge
on the silicon atom is given by the expression

z~Si!5
2

p
tan21

«

G
, ~23!

whereG5prsV
2 is the half-width of the quasilevel.

For the density of states of the substraters we adopt
Friedel’s model14 rs510/Ws , whereWs is the width of the
substrated band. To estimate the matrix element of intera
tion of the adatom with the metalV, following the conven-
tion of quantum chemistry and the theory of alloys, we
sume thatV5Atsta, where ts and ta are the hopping
integrals between nearest neighbors in the crystals forme
atoms of the substrate and atoms of the adsorption coa
Allowing for the fact that the width of the band in the stron
coupling approximation isW52nt, wheren is the number
of nearest neighbors, we finally obtain
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Sincens58, na 54, andWa512.5 for our system,15 we ob-
tain G53.06 eV, which givesz(Si)520.09.

Another way to estimate the silicon charge is based
the relation between the change of the work functionDw in
the system and the dipole moment of the adatomp ~Refs. 16
and 17!:

Dw522peNp, ~25!

p52edz, ~26!

whereN is the number density of adatoms.
Inasmuch as the change of the work function in t

Si/W system is 0.43 eV~Ref. 8! for a silicon monolayer on
tungsten ~N51015 atoms/cm2; Ref. 18!, we obtain z(Si)
520.02.

We see that the estimates obtained by two altoge
different methods give similar results, especially when o
considers that adatoms are depolarized in the film,17,19–23so
that Eq.~23! must give a higher absolute value of the char
than Eq.~24!, and indeed it does. Consequently, silicon
oms on tungsten carry a very low negative charge.

We now estimate the charges of sodium and lithium io
adsorbed on Si/W. We stipulate at the outset that the e
mates in this case are going to be very crude, first of
because we are looking at a ternary system and, secon
because we do not know the structure of the silicon fil
This consideration is no small matter, because experime
studies of the adsorption of alkali metals on thick silic
substrates24 have shown that alkali metal atoms are almo
completely ionized on the~111! face, where 737 structures
are observed, whereas charge transfer is very slight for
231 structure on the~100! surface. Moreover, the Li–S
bond parameters vary considerably for the Li/Si~111! sys-
tem, even for very thin coatings,u>0.05ML ~Ref. 25!.

These considerations notwithstanding, we attempt to
timate the charges with the aid of expression~23!. We regard
the Si/W system as a ‘‘monolithic’’ substrate with a wo
functionw(Si/W)55.08 eV~Ref. 8!. Using the values of the
ionization potentialsI (Li)55.39 eV and I (Na)55.14 eV
~Ref. 11! and interpretingd in Eq. ~22! as the ionic radii
r i(Li

1) and r i(Na
1) with values of 0.68 Å and 0.92 Å

respectively~Ref. 10!, i.e., making the image plane coincid
with the surface of the silicon film, for the positions of th
levels we obtain«(Li)54.98 eV and«(Na)53.85 eV. Set-
ting the transition integralta equal to the matrix elemen
Vsss51.32(\2/mri

2) ~Ref. 26!, where m is the electron
mass, and \ is Planck’s constant, we obtai
ta(Li)51.10 eV and ta(Na)50.75 eV, which give
G52.16 eV and 1.47 eV for lithium and sodium, respe
tively. It then follows from Eq.~23! that z(Li)50.74 and
z(Na)50.77. If we assume that a corresponding number
electrons transfer to the silicon~occupying, e.g., the
outward-projectingsp3 orbital!, we can then assume that th
charge on the silicon atoms in the alkali metal–Si/W syst
is negative and has an absolute value of 0.75–0.80. If
now create a two-hole state at the silicon atom~i.e., remove
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order of 1.20–1.25. This is the value corresponding to
chargez1 of our model by definition.

Another way to estimate the charges of Li and Na is
treat the silicon monolayer as an insulation spacer. The
Eq. ~22! d must be interpreted as the sum of the ionic rad
of the alkali metal and the diameter of the silicon atom, i
the image plane must coincide with the tungsten surface
this case we obtain«(Li)50.88 eV and«(Na)51.04 eV.
Owing to the presence of the insulator film, the levels of
adatom become narrower,G5G0exp(22zh), whereh is the
thickness of the film~diameter of the silicon atom!. If we use
the values previously obtained forG0 and assume thatz
corresponds to the exponent of the radial wave function
the outers-electron of the alkali atom, we can use data
z from Ref. 27 to show thatG is more than two orders o
magnitude smaller thanG0 . From Eq.~23! we then obtain
z~Li,Na!>1 for the charges of lithium and sodium on th
Si/W surface. If we assume once again that an electron tr
fers to thesp3 orbital of silicon, i.e., assume that the silico
atom is transformed into a singly-charged negative ion, t
after the two-hole state is created on the latter we imme
ately have an Si1 ion. Consequently, both of these pure
theoretical estimates of the silicon charge in the two-h
state give a value ofz1 of the order of 1–1.25.

However, there is also a third way to determine t
chargez1 directly: the ‘‘experimental’’ approach. We ca
use the expression for the maximum energy@see ~8!# and
experimental data on the delay curves.8 It follows from Eq.
~8! that

z15
r 0
2

2z2
SEmax1

z2
2

4r 0
D . ~27!

Having the atomic radius of silicon as the unit of leng
we obtainr 0(Li)52.59 andr 0(Na)52.79; the unit of energy
E*5e2/d is equal to 12.31 eV. Choosing the experimen
value ofEmax is not so simple. We need to consider the fa
that the high-energy tails of these curves, generally speak
are not described by our theory, because the role of vib
tions of the adsorption pair is taken into account only in
average, whereas the tails are associated with maximum
traction of the adsorption bond. Using the data from Ref
~see Figs. 3 and 4 for the case of 300 eV bombarding e
trons!, we setEmax(Li) 5 3 eV. From expression~27!we then
find z151.13. Adopting the energyEmax(Na)54 eV for so-
dium, we obtainz151.61, which is considerably higher tha
our estimate. But if, as in Ref. 8, we assume th
Emax(Na)55 eV, we obtainz152. We can only assume
therefore, that we are dealing with a three-hole state. Ag
et al.8 have arrived at the same conclusion on the basis o
analysis of the desorption thresholds and delay curves~the
delay curve for Na has a kink and radically differs from t
corresponding curve for Li!.1! The theoretical estimates an
estimates based on experimental data both lead to sim
results.

All that remains is to estimate the parameterj and its
temperature dependence. If we set (Dr )2 equal to the mean
square displacement, in the high-temperature limit
have28,29
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whereQ is the Debye temperature, andkB is the Boltzmann
constant.

However, for an adsorption system where such a par
eter asQ is not defined, it is more convenient to use t
force constant of the adsorption bond

k5~MkB
2Q2/\2!, ~29!

whereM must be interpreted as the normalized mass of
Li, Na–Si/W molecule. To estimate the constantk for vibra-
tions corresponding to variation of the bond length, it is pra
tical to use the approach developed in Refs. 30 and 31,
ting

k5Edes/ l
2, ~30!

whereEdes is the desorption energy, andl is a characteristic
length of variation ofEdes, which we assume to be equal t
r 0 . Now

j253~kBT/Edes!. ~31!

According to experimental data, the desorption energy
alkali metals coated with a silicon monolayer on tungs
differs by no more than ten or twenty electron-volts fro
their energy of desorption from pure tungsten; we theref
setEdes(Li)52.98 andEdes(Na)52.53 ~Refs. 32–34!. Then
]j2/]T50.8731024 K21 and 0.9831024 K21 for lithium
and sodium ions, respectively.

For numerical calculations we also need to know t
lifetime t of the hole states. The simplest way to estimate
is from the experimental delay curves. It can be shown t
the logarithm of the slope of the delay curve is proportion
to the quantityq5tc* /t. If such an estimate is made b
setting the charge of the silicon ionz151 for the desorption
of Li1 ions and z152 for Na1, we obtain
t54.84310214 s andt51.43310214 s, respectively.

The calculation ofg using these values oft gives
g57.3531024 K21 and 7.6331024 K21 for lithium and
sodium, respectively. In the case of sodium this value ess
tially coincides with the experimental, whereas for lithiu
the experimental value is an order of magnitude lower. T
reasons for such a large discrepancy in the latter case
attributable, first, to purely computational instability stem
ming from the fact that the numerator and denominator
Eq. ~18! are small quantities, and the small numerator rep
sents a difference between two large numbers. Second
averaged description used here for the vibrations of the
sorption pair should doubtless be replaced by a more rig
ous analysis for the lighter lithium.

We have thus shown that the temperature dependenc
the yield of desorbed ions can be rationally described on
basis of a relaxation model. However, a certain reserva
must be interjected. The results of our calculations are
good agreement with the experimental8 for sodium ions de-
sorbed in the irradiation of the Na–Si/W system with 300
electrons. But when the same system is irradiated with
eV electrons, the coefficientg increases approximately three
fold. An analysis of the desorption process in this case
brought Ageevet al.8 to the conclusion that this behavior is
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12J. W. Gadzuk, Phys. Rev. B1, 2110~1970!.
13P. W. Anderson, Phys. Rev.124, 41 ~1961!.
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d

in the adsorption pair in such a way as to reverse the mo
of the desorbed ion at the initial instant of desorption. O
model does not take this consideration into account. We
tend in the future to generalize the approach developed
to account for the possibility of the reversal effect.

The author is indebted to V. N. Ageev, N. D. Potekhin
and B. V. Yakshinski� for a discussion of the results and fo
valuable comments.
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parameters to control and at the same time is one of the m
important. Patent difficulties of a general sort are enco
tered in regulating the temperature of a particular obje
whether an industrial machine or an integrated microcirc
One problem is that when the feedback ratio is increased
is necessary in order to improve the precision of active te
perature control, the temperature stabilization system can
come unstable. We are therefore faced with the problem
determining the limit of stability of the temperature stabili
ing and regulating system. In this article we investigate H
bifurcation in the class of proportional temperature cont
systems.

1. Regardless of the structure or function of such s
tems, they can always be conditionally partitioned into
nonlinear external feedback circuit with lumped paramet
and a distributed controlled object~Fig. 1!. A mathematical
model of such a system can be constructed in the form
thermal conduction boundary-value problem specified in
mensionless variables with a nonlocal boundary conditio1

Ṫ~x,t !5T9~x,t !, T~0,t !50, ~1!

T8~x,t !ux515 f @12T~x0 ,t !#s@12T~x0 ,t !#, ~2!

wherex0P@0, 1#, f is a certain smooth function of the tem
perature, ands is the Heaviside unit step function, whic
cuts off the positive feedback branch fromf.

The special case of a quadratic nonlinearity of the fo
f5@12T(0, 5;t)#2 has already been investigated.1 Since f
can contain cubic terms, which influence the Hopf bifurc
tion regime~bifurcation of limit cycles!, it is necessary to
investigate the more general case~2! of nonlinear feedback

2. We consider steady-state, periodic solutions of
boundary-value problem~1!, ~2!. Its steady-state solution ha
the form T̄(x)5Cx, whereC is the root of the nonlinea
equation

C5 f ~12Cx0!. ~3!

The functionf is positive concave over the entire doma
of definition for nearly all proportional temperature contr
systems:

f @12T~x0 ,t !#.0

] f /]C[A,0

]2f /]T2.0
J ;TP@0, 1#,
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a unique root, for whichA,0 and the corresponding stead
state solution is stable.

3. Let us assume that the steady-state solutionT̄5Cx
acquires self-excited oscillationsT(x,t)5T̄(x) 1 u(x,t) such
that uu(x0 ,t)u!u T̄(x0)u. The functionf can then be expande
in a Taylor series in powers of the unsteady temperat
u(x0 ,t):

f @12 T̄~x0!2u~x0 ,t !#

5C1
A

x0
u~x0 ,t !1 f 9

u2~x0 ,t !

2!
1 f-

u3~x0 ,t !

3!
. . .1, ~4!

where f (n) is thenth derivative atT5 T̄(x0).
4. Next we consider the boundary-volume problem li

earized in the steady state

u̇~x,t !5u9~x,t !,

u~0,t !50,

u8~x,t !ux515
A

x0
u~x0 ,t !. ~5!

Its periodic solution is the function

u~x,t !5j sinh~Aivx!exp~ ivt ! ~6!

and its complex conjugate. The condition imposed by fe
back on the complex amplitude of the temperature osci
tions at the pointsx0 can be used to determine the critic
valueAc5A(vc):

Ac5
ReAivcx0 coshAivc

sinhAivcx0
, ~7!

wherevc is that root of the equation

coshAv/2 cosAv/22sinhAv/2 sinAv/2

sinh~x0Av/2!cos~x0Av/2!

5
coshAv/2 cosAv/21sinhAv/2 sinAv/2

cosh~x0Av/2!sin~x0Av/2!
, ~8!

for which A(vc).A(vn) for anyn.
5. ForA.Ac the null equilibrium state of the boundary

value problems~1!, ~2! is locally exponentially stable, and
for A,Ac it loses stability by oscillating. Let

561-03$10.00 © 1997 American Institute of Physics
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Q8~x,t!u 5
Ac

Q ~x ,t!,

r

ov
A5Ac~11«!, 0,«!1, ~9!

so that under the constraints~9! the Andronov–Hopf bifur-
cation theorem2 is valid for proving the existence and stab
ity of self-excited oscillations for the nonlinear boundar
value problem~1!, ~2!.

We introduce the notation

Q~x,t !5
f 9

2
u~x,t !; g5

f-

~ f 9!2
~10!

and transform the boundary-value problem as follows:

Q̇~x,t !5Q9~x,t !, Q~0,t !50,

Q8~x,t !ux515
Ac~11«!

x0
Q~x0 ,t !1Q2~x0 ,t !

1
4

3
gQ3~x0 ,t !. ~11!

Setting

t5~11c!t; c5c2j
21c4j

41 . . . ;

«5b2j
21b4j

41 . . . ,

Q~x,t!5jQ1~x,t!1j2Q2~x,t!1 . . . , ~12!

we obtain a recursive sequence of nonlinear, inhomo
neous, boundary-value problems for the determination
Q1 ,Q2 , . . . :

Q̇1~x,t!5Q19~x,t!, Q1~0,t!50, ~13!

FIG. 1. Diagram of a temperature stabilization system.1 — Distributed
controlled object;2— feedback loop;3— controller;4— energy source;5
— thermostat.
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1 x51 x0
1 0

Q̇2~x,t!5Q29~x,t!, Q2~0,t!50,

Q28~x,t!ux515
Ac

x0
Q2~x0 ,t!1Q1

2~x0 ,t!; ~14!

Q̇3~x,t!5Q39~x,t!1c2Q19~x,t!, Q3~0,t!50,

Q38~x,t!ux515
Ac

x0
@Q3~x0 ,t!1b2Q1~x0 ,t!#

12Q1~x0 ,t!Q2~x0 ,t!1
4

3
gQ1

3 ; . . . ,

~15!

the first of which coincides with problem~5!. The solution of
problem~14! has the form

Q252
uV1~x0!u2

12Ac
x1V2~x!ei2vt1V2* ~x!e2 i2vt, ~16!

where

V2~x!5
V1
2~x0!

Ai2v coshAi2v2~Ac /x0!sinhAi2vx0

3sinhAi2vx, ~17!

andV1(x) is the solution of the Sturm-Liouville problem fo
the boundary-value problem~5!.

From the solvability condition

c2
2 H iv V1~1!

V1~x0!
2
Ac

x0
Fx0 V18~1!

V1~x0!
21G J 1

Ac

x0
b2

1uV1~x0!u2F2z14S g1
x0

12Ac
D G50 ~18!

for the third problem in the sequence we find the Lyapun
coefficients

c254
x0
Ac

uV1~x0!u2
z2

p2uzu2
,

b252
x0
Ac

uV1~x0!u2F 2

uzu2 S z11 p1
p2
z2D14

x0
12Ac

G
24

x0
Ac

uV1~x0!u2g, ~19!

where

z5z11 iz25
Ai2v coshAi2v

sinhAi2vx0
2
Ac

x0
,

p11 ip2511
x0

uV1~x0!u2
F ivAc

V1~1!V1* ~x0!

2V18~1!V1* ~x0!G . ~20!
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Substituting Q1, Q2, and j5A«/b2 into u(x,t)
5 (2/f 9)@jQ1(x,t)1j2Q2(x,t)#, we obtain the periodic so
lution of problem~1!, ~2! in the final form

u~x,t !5
2

f 9 HA «

b2
@V1~x!eiv~«!t1V1* ~x!e2 iv~«!t#

1
«

b2

uV1u2

12Ac
x1

«

b2
@V2~x!ei2v~«!t

1V2* ~x!e2 i2v~«!t#J ,
v~«!5

vc

11~c2 /b2!«
.1) ~21!

The latter relation is valid only when the coefficientb2 is
positive and soft Hopf bifurcation takes place, i.e., when
oscillation amplitude tends to zero in the limit«→0. Graphs
of the functionsc2(x0) andb2(x0 ,0) are shown in Fig. 2. It
is evident from Fig. 2 and the second relation~19! that the
parameterb2 is always positive forf-.0, whereas for
f-,0 the sign ofb2 can be either positive or negative, d
pending ong andx0 ~Fig. 3!. This means that both soft an
hard Hopf bifurcations are possible. Finally, forf 950 the
system is linear, and the oscillation amplitude in the sup
critical region is infinite.

The results of our nonlinear analysis are in good agr
ment with general notions concerning nonlinearity as a fac
limiting the amplitude of self-excited oscillations due to t
redistribution of energy between the first and higher harm
ics. From this point of view, the role of quadratic nonlinea
ity is purely ‘‘dissipative,’’ so that without cubic terms in th
expansion~4! self-excited oscillations in a parabolic syste
always occur in the soft regime~Fig. 2!. Cubic nonlinearity

FIG. 2. Lyapunov coefficientsc2(x0) andb2(x0 ,0) versusx0 for a system
with quadratic nonlinearity (g50).
563 Tech. Phys. 42 (5), May 1997
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is more ‘‘conservative’’ since part of the energy returns
the form of oscillations in the fundamental mode. If the c
efficient of the cubic nonlinearity is positive, i.e., ifAc and
f- have opposite signs, this additional energy is out-of-ph
with the fundamental mode, diminishing the oscillation a
plitude. Self-excited oscillations occur in the soft regime
this case as well@Fig. 3, curve2: b2(x0 ,g).b2(x0 ,0) and
j(x0 ,g),j(x0 ,0)#. But if f-,0, the energy arrives in phas
with the first harmonic, and its amplitude increase
j(x0 ,g).j(x0 ,0) ~Fig. 3, curve3!. For a certain relation
between the derivatives and the value ofx0 the recovery of
energy by cubic nonlinearity exceeds its dissipation with
one period as long as the oscillation amplitude rema
small. Energy balance sets in when the amplitude of the s
excited oscillations attains a certain~not small! level. This
self-excitation regime, which is said to be hard, correspo
to the range of negative values of the parameterb2 on curve
3 in Fig. 3.

By far the majority of temperature control systems u
lize Joule heat sources, for whichf must be a quadratic func
tion of the temperature. In reality, however,f contains sev-
eral temperature-independent parameters, which introd
cubic terms in~4!. For this reason, the behavior of system
with an identical temperature control scheme in the sup
critical region can differ significantly. The results of th
present study provide a straightforward explanation of t
phenomenon.

1!The quantitiesv(«) andvc are mistakenly switched in Ref. 1.

1A. S. Rudy, Int. J. Thermophys.14, 159 ~1993!.
2Yu. S. Kolesov and D. I. Shvitra,Self-Excited Oscillations in Systems wit
Delay @in Russian#, Mokslas, Vilnius~1979!.

Translated by James S. Wood

FIG. 3. Lyapunov coefficientb2(x0 ,g) normalized tob2(x0 ,0) versusx0. 1
— g50; 2— g50.01;3— g520.01.
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Surface acoustic wave~SAW! delay lines without gas-sensitive coatings are used as thermal
sensors for the thermoconductometric detection of gases and gas flows. The forced convection of
13 gases is analyzed in the linear approximation without regard for their interaction with
the environment. Quartz, LiNbO3, Bi12GeO20, and Bi12SiO20 delay lines are used to detect H2,
He, Ar, CH4, NH3, N2, and O2 at frequenciesf521–263 MHz and temperatures
T525–165 °C. The SAW ‘‘response’’ is measured as a function of the gas concentrationn, the
flow rateU, the temperature coefficient of the SAW velocity~TCV!, and the working
temperatureTp . The feasibility of controlling the level of the gas ‘‘response’’ and imparting
selectivity to the choice of TCV andTp is demonstrated. The threshold gas
concentrations are 0.35% for CH4 and 0.1% for H2 and NH3 in nitrogen. A linear response is
obtained in the intervalU520–200 ml/min. ©1997 American Institute of Physics.
@S1063-7842~97!01705-4#
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Because of their high-temperature sensitivity, surfa
acoustic wave~SAW! devices are well suited to temperatu
measurements of other physical parameters such as th
locities of gas and liquid flows, dew points, etc.1,2

In the present study SAW delay lines without ga
sensitive coatings are used to measure gas concentration
velocities of gas flows. The characteristics of the detect
technique are analyzed, and laboratory prototypes of sen
using inert~He, Ar, N2) and other~H2, CH4, NH3) gases are
tested.

THEORETICAL ANALYSIS

A SAW device placed in a laminar gas flow and hea
above ambient temperature can be regarded as a flat
connected to a constant heat source. The change in tem
ture of the plateDT due to a change in the ambient therm
conductivityDl or a change in the gas flow rateDU ~or both
at the same time! is detected at the output of the delay line
a change in phaseDF of the SAW signal.

An analysis of sources of heat losses2–5 shows that the
incrementDT is proportional to the relative variation of th
forced convection coefficient2Dhf /hf , which is given by
the expression4

hf50.6795l~mCp /l!1/3~rU/Im!1/2. ~1!

564 Tech. Phys. 42 (5), May 1997 1063-7842/97/0505
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stant pressure, and density of the gas. Since the Prandtl n
ber contained in the first parentheses of Eq.~1! is approxi-
mately the same for different gases,5 the dependence of th
quantity 2Dhf /hf on the gas constants can be written
follows in the linear approximation:

2Dhf /hf52Dl/l20.5~DU/U !20.5

3~Dr/r2Dm/m!. ~2!

It is evident from Eq.~2! that the changes in the densi
and viscosity of the environment after the injection of a g
produce opposite effects. Moreover, the quantit
2Dhf /hf and, hence,DT are positive~heating of the sub-
strate! for negative values ofDl andDU ~e.g., when argon
is injected into air or when the flow rate decreases!, whereas
both of these quantities become negative~cooling of the sub-
strate! for positive incrementsDl andDU ~e.g., when he-
lium is injected into air or when the flow rate increases!.

An analysis of Eq.~2! for the gases listed in Table
relative to air shows that they can be classified into th
groups: 1! H2, He, Ar, and Ch4, for which the modulus
u2Dhf /hf u is large, the term 0.5(Dr/r2Dm/m) is small,
and the contribution ofDl/l to u2Dhf /hf u is dominant;
gases of this kind can be identified only through the h
conduction effect, provided that the tested and calibrated
~air! propagates at the same rate (DU50); on the other

564-05$10.00 © 1997 American Institute of Physics
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TABLE I. Physical parameters of the gases~at 20°!.
hand, the convective influence of gases in the first gro
differ from each other and also from air; 2! N2, NH3, N2O,
NO, CO, CO2, H2O, and O2, for which the contributions of
all terms exceptDU/U to u2Dhf /hf u are small; these gasse
cannot be identified through theDl effect, but their response
to the motion of the gas flow~convection! is approximately
the same as for air; 3! Cl2, for which all terms in~2! are
mutually commensurate, andu2Dhf /hf u is large; this gas
cannot be identified through theDl effect, and its convective
response also differs from that of air.

These estimates have been made for 20°C~see Table I!
and, of course, will differ in character at other temperatur

In the analysis we have disregarded any kind of che
cal interaction between the tested gas and the environm
that could produce new gaseous substances. If that hap
Eq. ~2! must be applied to each of these substances s
rately, and the tested gas can be detected through the i
ence of their heat conduction. In our experiments~see be-
low!, for example, the SAW response was very strong in
detection of 0.1% NH3 in nitrogen, whereas Eq.~2! dictates
that such a response is impossible even for 100% NH3. The
result can be explained in connection with the interaction

FIG. 1. Thermoconductometric SAW gas-sensitive element.1—Interdigital
transducer;2—piezoelectric substrate;3—film heater;4—aluminum elec-
trodes.

Gas r, kg/m3 Cp ,10
3 J/kg•K l,1022 W/m•K m,1027 kg/m•s

Dry 1.2928 0.992 2.41 181.
air

N2 1.2505 1.038 2.43 174.
NH3 0.7714 2.244 2.18 97.
Ar 1.7839 0.523 1.62 222.
H2 0.08988 14.273 16.84 88.
He 0.1785 5.238 14.15 194.
N2O 1.9775 0.946 1.51 146.
O2 1.42896 0.909 2.44 200.
CH4 0.7168 2.483 3.02 109.
NO 1.3402 0.967 2.38 188.
CO 1.25 1.038 2.32 177.
CO2 1.9768 0.846 1.45 144.8
Cl2 3.22 0.519 0.72 132.
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ammonia with environmental water vapor and the format
of gases, which greatly enhances the heat conduction ef

EXPERIMENTAL PROCEDURE

The measurements were performed at temperature
20–165°C, atmospheric pressure, and frequen
f521–263 MHz. Ordinary SAW delay lines with AT- an
X-SiO2, YZ- and 128°Y, X-LiNbO3, (001),̂ 110&-
Bi12GeO20, and (001),̂110&-Bi12SiO20 substrates were use
together with film heaters~Fig. 1!. The devices had typica
dimensions of 0.538310 mm, the tested gases were H2, He,
Ar, CH4, NH3, N2, O2, N2, and dry air, the gas concentra
tions were 0.1–100%, and the flow velocities were 20–2
ml/min.

The tested device was placed in a thermally insula
chamber capable of maintaining a stable temperature wi
60.5 °C limits for 5 h. The substrate was prevented fro
coming into direct contact with the chamber. A gas flowm
ter ~Lab-Box 1 Dimin 1204, Omicron Technologies! was
placed between the gas source and the chamber so tha
flow rate could be varied within 5-ml/min error limits. Th
substrate was oriented in the chamber perpendicular to
gas flow and was heated by a film heater (100V/h) from a

FIG. 2. SAW responseDf/f versus gas flow rateU for a 128°
YX-LiNBO 3 substrate,Tp5120 °C.d—N2; .—dry air; m—O2; j—Ar.

FIG. 3. Time profiles of the SAW response to flows of various gases fo
128° YX-LiNbO3 substrate,Tp5120 °C.1—N2, U5210 ml/min;2—N2,
U5115 ml/min;3—Ar, U5160 ml/min;4—Ar, U570 ml/min.
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stabilized source~10 V, 0.1 A!. The variation of the electri-
cal resistance of the heater under the influence of the g
and temperature fluctuations was negligible.

For the gas flow rate measurements the tested gas
injected at a rateU tg Þ 0 into the chamber with the air at re
(Ua50).

For the gas concentration measurements the gas wa
jected into the chamber after the preliminary injection o
calibration gas~N2) at the same rate (U tg5Ucg). Before the
measurements were begun, the substrate was heated t
working temperature and placed in a stream of N2 in an
effort to fully stabilize the phase of the output SAW signa

The SAW phase anglef was measured by means of a
HP 8753 C instrument within610% error limits. The noise
level was of the order ofDf52° (Df/f52 ppm!. A ther-
mocouple was used to monitor the working temperatureTp
on the substrate surface.

GAS FLOW RATE MEASUREMENTS

The measurement results in Figs. 2 and 3 show the
pendence of the SAW response on the flow rateU and the

FIG. 4. SAW response to dry air flow versus temperature for a 1
YX-LiNbO3 substrate,U550 ml/min.

FIG. 5. SAW response versus flow rate of oxygen for various subst
materials (Tp5120 °C!. 1—(001),̂ 110&-Bi12SiO20 ; 2—YZ-LiNbO3;
3—128°YX-LiNbO3; 4—ST-SiO2.
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thermal conductivityl of the tested gas. The calibratio
curves in Fig. 2 are close together for gases with values
l approaching that of air~N2, O2, and dry air!. The SAW
response deviates considerably for Ar with its lower therm
conductivity; it is negative for low velocities and positive fo
high velocitiesU. It is evident from the parallelism of all the
curves in Fig. 2 that the difference between the respo
level for Ar and the other gases does not depend on t
injection rateU.

On the other hand, the profile of the SAW response
Ar does depend onU ~Fig. 3!. At U,100 ml/min the degree
of convection cooling of the substrate@the second term in
Eq. ~2!# is lower than its degree of heating due to the d
crease in the ambient thermal conductivity after the introd
tion of Ar @first term in~2!#. Consequently, at low ratesU the
temperature of the substrate increases, and the respons
comes negative~Fig. 3!. At U.150 ml/min the convection

°

te

FIG. 6. SAW responseDf/f and substrate temperature incrementDT ver-
sus differenceDl between the thermal conductivities of the calibration g
(lcg) and the tested gas (l tg for a 128° YX-LiNbO3 substrate,
Tp5120 °C. Calibration gases:1–3—100% N2; 4—100% Ar. Tested gases
1—100% Ar;2—100% O2; 3—100% He;4—100% He. The solid lines are
plotted by least-squares processing of the experimental data.

FIG. 7. Sensitivity of a calorimetric SAW sensor versus temperature c
ficient of the flow rate ~TCV!, calibration gas N2, U550 ml/min,
Tp5120 °C. 1—(001),̂ 110&-Bi12GeO20 ; 2—YZ-LiNbO3; 3—128°
YX-LiNbO3; 4—AT,X-SiO2.

566Anisimkin et al.
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component becomes dominant, the substrates cools, an
SAW response changes to positive.

For all the investigated gases the SAW response is lin
in the rate intervalU520–200 ml/min. Its level increase
with the working temperatureTp ~Fig. 4! and with the tem-

FIG. 8. Response of a thermoconductometric SAW sensor for a 1
XY-LiNbO3 sensor,Tp5120 °C, calibration gas N2, U tg5Ucg550 ml/min.
the

ar

acoustic waves~Fig. 5!.

GAS CONCENTRATION MEASUREMENTS

Experiments have shown that the sensitivity of cond
tometric SAW gas detectors depends on the difference
tween the thermal conductivities of the calibration gaslcg

and the tested gasl tg ~Dl! ~Fig. 6!, the material and the
crystallographic cut of the substrate~through the TCV, Fig.
7!, the working temperatureTp , and the concentration of th
gasn ~Fig. 8!. For all the cases discussed here it does
depend on the gas injection rate, provided that the tested
calibration gases are injected into the chamber at the s
rate.

In contrast with conventional thermoconductomet
sensors,6,7 SAW devices have the capability that their r
sponse can be increased, decreased, set to zero, or ch
sign, i.e., its level and sign can be controlled through
auxiliary parameter, the TCV. The same capability mea
that purely acoustical means can be used for certain gas
ensure that the selectivity of one of them will be small re
tive to another. This condition is illustrated in Fig. 9,
which the selectivity of He (DlHe.0, DTHe,0) relative to
Ar (DlAr,0, DTAr.0) is more than 55 times greater. Fo
the substrate used in our work the TCV is a linear function
the temperature and is equal to zero atT5174.1 °C. Conse-
quently, the occurrence of Ar in air at a temperatu
Tp5174.1 °C2DTAr heats up the substrate by the amou
DTAr , i.e., makes the working temperature equal
174.1 °C, thereby reducing the TCV and the SAW respo
to zero. On the other hand, the introduction of He into t
chamber at the sameTp leads to cooling of the substrate
imparting nonzero values of the TCV and the SAW r
sponse. The temperature dependence of the selectivity
this example is shown in Fig. 10.

CONCLUSIONS

The reported experimental results demonstrate the fe
bility of detecting gases by their thermal conductivity usi

°

e
FIG. 9. Variation of the SAW responses with th
working temperatureTp for an AT,X-SiO2 sub-
strate. a—Ar,Tp5102.9 °C; b—He,Tp5102.9 °C;
c—Ar, Tp5163.4 °C; d—He,Tp5163.4 °C.
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SAW delay lines without gas-sensitive coatings. As in t
case of conventional thermoconductometric sensors, the
nal from the acoustic element is determined by the varia
of the thermal conductivity of the gas mixture, thereby co
fining the use of the sensor to the analysis of binary mixtu
of previously known gases. However, the response of
SAW element can be additionally controlled through t
level and sign of the TCV, providing great flexibility in gen
erating the output signal. In contrast with SAW gas sens

FIG. 10. Ratio of the SAW responses of He and Ar versus temperature
the example represented in Fig. 9.
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thermoconductometric elements, and this simplifies the
producibility and aging problems associated with such co
ings. Moreover, direct contact between the tested gas
electromechanical transducers is eliminated in the ther
conductometric SAW element~an important asset in the de
tection of highly chemically active gases!, and it is capable
of recording different types of spectra of gases~including
inert gases! over a wide range of concentrations~0.1–100%!.
The drawbacks of calorimetric SAW elements at the curr
stage are their comparatively high sensitivity thresh
~0.1%!, long activation times~of the order of a few minutes!,
and low selectivity. Promising solutions to these shortco
ings in the future could be to utilize plate modes4 and highly
sensitive SAW temperature microsensors.1 Also among the
possible drawbacks of SAW elements are the need to en
identical flow injection rates for the calibration gas and t
tested gas, but this disadvantage has already been
mounted for conventional thermoconductometric sensors6

1M. Hoummady and D. Hauden, Sensors and Actuators44, 177 ~1994!.
2S. G. Joshi, Sensors and Actuators A44, 191 ~1994!.
3D. Rebiere, C. Dejous, J. Pistreet al., Sensors and Actuators A41-42, 384
~1994!.

4S. G. Joshi, Trans. IEEE Ultrason. Ferroelectr. Freq. ControlUFFC-38,
148 ~1991!.

5V. K. Koshkin ~ed.!, Fundamentals of Heat Transfer in Aircraft an
Rocket Space Engineering@in Russian#, Mashinostroenie, Moscow~1975!.

6P. T. Walsh and T. A. Jones, inSensors, Vol. 2: Chemical and Biochemi-
cal Sensors, Part 1, W. Gopel, H. Hesse, and J. N. Zemel~eds.!, New
York–Basel–Cambridge~1991!, pp. 529–570.

7E. A. Symons, inGas Sensors, G. Sberveglieri~ed.!, Kluwer Acad. Publ.,
Dordrecht–Boston–London~1992!.

Translated by James S. Wood
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Effectiveness of the repulsion of electromagnetic coils with strength and

magnetic field limitations

V. V. Filatov

D. V. Efremov Scientific-Research Institute of Electrophysical Apparatus, 189631 St. Petersburg, Russia
~Submitted September 9, 1995; resubmitted December 18, 1995!
Zh. Tekh. Fiz.67, 124–127~May 1997!

Mechanical power units utilizing electromagnetic interaction between coils are generally
distinguished by compactness and ease of control. A coil-repulsion drive configuration is preferable
for increasing the efficiency of such a device. One of the main limitations in choosing the
parameters of stressed electromagnetic systems is mechanical strength. The application of
superconducting coils has a number of additional limitations, for example, on the maximum
magnetic field strength in the cross section of the coils. The problems of optimizing the dimensions
of the electromagnetic system of a power unit consisting of two identical, coaxial, annular
coils of rectangular cross section with opposing currents are investigated with allowance for
strength and magnetic field limitations. ©1997 American Institute of Physics.
@S1063-7842~97!01805-9#
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Mechanical power units based on the electromagn
interaction of coils are generally distinguished by their co
pactness and ease of control. An example of one such un
the superconducting electromagnetic press,1 which is de-
signed for the long-term mechanical testing of samples.
enhance the efficiency and reliability of the power unit, it
preferable to use a coil-repulsion drive configuration.2

One of the main factors restricting the choice of para
eters of stressed electromagnetic systems is their stre
limitation. A number of additional limitations are encou
tered in the application of superconducting coils. For e
ample, the minimum possible inside radius of a coil is d
tated by the type of superconducting bus in terms of
maximum tolerable flexible strain of the superconductor, a
the average current density in the coil cross section depe
on the nominal current in the bus, which cannot excee
critical value. Moreover, the maximum magnetic field in t
coil must be below the limiting value at which the bus los
its superconducting properties.

The present article is devoted to optimizing the dime
sions of the electromagnetic system of a power unit cons
ing of two identical, coaxial, annular coils of rectangul
cross section with opposing currents.

EFFICIENCY OF INTERACTION OF ELECTROMAGNETIC
COILS

Figure 1 shows the geometry of an electromagnetic s
tem consisting of two identical, coaxial, annular coils of re
angular cross section with opposing currents. The cur
density is constant along the cross section in the cas
multicoil systems.

In the theory of solenoids3–6 it is customary to use di-
mensionless quantities referred to the inside radius of the
r in and the average current densityj in the cross section o
the coil:

a5r out/r in ,
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v5V/r in
3 ,

whereV is the volume of each coil;

b5b/r in5v/@p~a221!#,

whereb is the axial width of each coil;

d5D/~2r in!,

whereD is the axial gap between the coils;

s*5s/@m0~ j r in!
2#,

wheres is the maximum stress in the coil,m054p•1027

H/m is the absolute magnetic permeability;

B*5B/~m0 j r in!,

whereB is the maximum magnetic induction on each coil

F*5F/@m0~ j r in!
2#,

wereF is the total repulsive force between the coils.
The force of electromagnetic interaction of the coils c

be calculated analytically in series.3,7 For certain system di-
mensions, however, the series converge very slowly. In
case numerical calculations are recommended, with the c
replaced by a system with many thin turns.

The closer together the coils are, the greater is the fo
of interaction of the currents, so that their repulsion f
specified coil cross sections and currents~if the latter are
opposing! increases when the coils are brought closer
gether, when their outside diameter is increased, or when
thickness of the coils is decreased.

To reduce the cost of the superconducting magnetic s
tem, the volume of the coils must be made as small as p
sible for a given output force. The dimensions of the syst
are therefore optimal when the forceF* is a maximum for a
givenv5const. Figure 2 shows the dependence ofm0F* on

569-03$10.00 © 1997 American Institute of Physics
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d for coils of equal volumev54p. The maximum force is
attained for zero axial gap between the coils (d50). This
case is discussed below.

For v5const the functionFv* (a) has a maximum~Fig.
3!. For j5const this fact is attributable to a decrease in
total current for large values ofa ~thin pancake coil! and a
rapid increase in the average distance between the coils
small values ofa ~long solenoids!. For a given forceF* the
optimum values ofa0 andb05v/@p(a0

221)# correspond to
minimum superconductor consumption, minimum stored
ergy, and minimum heating of the coils in the event of ac
dental power surges.

STRESSES IN THE COILS

For flat, thin, conducting pancake coils the stresses
duced by electromagnetic loads are far greater than in l
solenoids having the same cross sections and currents.
sequently, there are optimum system dimensions for ach
ing maximum repulsion of the coils for a given limitin
stress level.

The strength problems of solenoids have already b
studied in detail.8,9 However, a system with opposing cu
rents has special characteristics associated with the pres
of a large radial field component and a complex configu
tion of magnetic lines of force between the coils. Con
quently, the analytical relations customarily used in appro
mate strength calculations for solenoids are invalid in

FIG. 1. Geometry of the electromagnetic system.

FIG. 2. Graph ofm0F* versusd for v54p. 1 — b50.1; 2 — b50.5;
3— b52.5.
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given situation, and the combined problem of calculating
magnetic field and the stress of the strained state in the
cross sections must be solved numerically.

The author has developed a computer code ca
STRENG for the solution of such problems. The method
elliptical intervals10 is used to calculate the field in the con
ductor; this method avoids the sizable error incurred by ot
methods in this application. The elasticity problem is solv
on the basis of the resulting electromagnetic load distribut
for boundary conditions corresponding to zero radial stres
at the inside and outside radii of a monolithic coil.3

The system of equations for the radial componentr and
the tangential componentw of the stressess in an element of
volume of the coil has the form

sw5
E

12m2 S m
du

dr
1
u

r D ,
s r5

E

12m2 S dudr 1m
u

r D ,
where u is the radial displacement of the element,E is
Young’s modulus, andm is the Poisson ratio of the conduc
tor material.

From the condition of equilibrium of the element w
obtain

d2u

dr2
1
1

r

du

dr
2

u

r 2
1
f r
E

~12m2!50, ~1!

where f r5 jBz is the distributed volume radial electroma
netic force~per unit volume!, and j is the current density in
the coil element.

We solve the differential equation~1! numerically by the
finite difference method with the boundary conditions

s r~r in!50; s r~r out!50,

wherer in andr out are the inside and outside radii of the co
respectively.

The axial stresses in the repulsed coils

sz5
F

pr in
2 ~a221!

are at a maximum at the opposite ends of the coils. T
equivalent stresses are

FIG. 3. Graph ofm0F* versusa. 1— v51; 2— v58; 3— v516.
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and their maximum is sought over the entire width of t
coils.

Figure 4 showssv* (a) curves forv5const and isolines
for F*5const). The operating point corresponds to the po
of intersection of the equal-force line for a given value
F* with the curve for the maximum allowed stre
s*5@s#/(m0 j

2r in
2 ) or, if they do not intersect, to the opt

mum value ofa0 in Fig. 3.

LEVEL OF THE MAGNETIC FIELD AT THE
SUPERCONDUCTOR

A distinctive feature of superconducting coils is th
added limitation on the strength of the magnetic field in
coil cross section at a given current density. This limitati
must be taken into account in determining the most effec
dimensions of the system.

Figure 5 shows Bv(a) curves and isolines fo
F*5const. If the magnetic field at the operating point ch
sen from Fig. 4 exceeds the maximum allowed field@B# for
a given superconductor at a given current densityj5const,
the operating point must be chosen in Fig. 5 at the inters
tion of theF* andB*5@B#/(m0 j r in) isolines. Note that the
dependence of the maximum fieldB on j is weaker than the
same dependence ofs, so that forB.@B# it is a good idea to
lower the current densityj by increasing the volume of th
winding V in such a way that the operating points in Figs
and 5 coincide.

CONCLUSIONS

The STRENG numerical code has been developed
the calculation of electromagnetic forces and mechan
stresses in coils. The calculated dependences can be us

FIG. 4. Graphs ofs* and F* versusa and v. 1 — s*50.032; 2 —
s*50.11;3— s*50.21;4— F*50.28;5— F*50.80.
571 Tech. Phys. 42 (5), May 1997
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choose the correct dimensions for a system of two identi
annular, coaxial coils of rectangular cross section with o
posing currents, which are capable of generating a spec
repulsive force with limitations on the strength and magne
induction on the conductor.

The optimum coil dimensions and current distribution
terms of maximizing the force of interaction of the coi
differ significantly from their optimum counterparts accor
ing to the condition of maximizing the field on the axis of
magnetic system. Possible approaches to further optimiza
of the electromagnetic system entail radial sectioning of
coil and redistribution of the current density toward the ou
sections, for which the inductance and stored energy
higher.
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FIG. 5. Graphs ofB* and F* versusa and v. 1 — B*50.040; 2 —
B*50.14;3— B*50.28;4— F*50.28;5— F*50.80.
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have lately shown considerable interest in media contain
microcrystalline inclusions. The characteristics of such m
terials are determined by the composition, shape, and
distribution of the inclusions. One method for the preparat
of such media containing microcrystals is to create a su
saturated solid solution, for example, a semiconductor i
glass matrix, with subsequent phase melting to fo
microcrystallites.1 The growth of such inclusions in isotropi
matrices is discussed in Ref. 2, where an analytical exp
sion is derived for the size distribution function of isotrop
grains in the coalescence stage. In experimental work,3 how-
ever, it has been observed that the distribution formed in
stage differs substantially in certain cases from what w
expected.2 In other experiments4,5 a phase transition has bee
detected in the microcrystals during their growth. The obj
tive of the present study is to investigate the nature of
possible influence of such phase transitions on the forma
of the microcrystal size distributions in the coalescen
stage.

The occurrence of phase transition in a microcrystal d
ing its growth can be explained on the basis of qualitat
considerations. The total energy of a microcrystal in a gl
matrix is the sum of its internal energy and the energy of
boundary. For small grain sizes the total energy depe
mainly on the boundary energy, and a more favorable~hav-
ing the lowest energy! configuration of the microcrystal
matrix system from the energy standpoint is one having
least dissimilarity between the spatial structures of the
crocrystal and the glass matrix. It follows from experimen
results,4 for example, that a cubic grain structure is ‘‘close
to that of an isotropic matrix. For large microcrystals t
total energy depends mainly on the internal energy of
inclusion, and a configuration in which the grains have
bulk crystal structure is more favorable. For example,
hexagonal modification of a number of II–VI microcrysta
takes preference over the equally admissible cu
modification.6 Consequently, structural transformation of t
crystal lattice is possible when the microcrystal increase
size. The more rigid the glass matrix, i.e., the higher
energy density of the microcrystal–matrix boundary, t
larger will be the dimensions of the microcrystal for a chan
to be observed in its structure, essentially in the form o
second-order transition. Such a phase transition has in
been observed in the rigid silicate glasses.4

The instant of phase transition can be estimated from
following considerations. Let«a,b be the volume energy den
sity of an inclusion having structurea or b, and letsa,b be
the energy density of the boundary between the inclus
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inclusionEa,b is then

Ei5
3

4
pr 3« i14pr 2s i , i5a, b, ~1!

wherer is the radius of the inclusion.
Let the structure of the microcrystal change froma to b

when it attains the radiusr 0; then for r,r 0 the total energy
of an inclusion with structurea is lower than the total energy
of the same inclusion with structureb (Ea,Eb), and for
r.r 0 the opposite relation holds,Ea.Eb , i.e., the quantity
r 0 corresponds to the conditionEa5Eb . Consequently,

r 053
sb2sa

«a2«b
. ~2!

The necessary condition for the existence of phase trans
is

~«a2«b!~sb2sa!.0, ~3!

which implies that the favorable grain structure from t
standpoint of internal energy will be unfavorable from t
standpoint of surface energy, and vice versa.

We investigate the coalescence process against the b
ground of phase transition by numerical simulation. In co
structing the model, we assume that the grains are spher
the individual microcrystals are noninteracting by virtue
their smallness and large distances between them~this as-
sumption holds true as a rule; in the example of glas
doped with II–VI semiconductor microcrystals the conce
tration of the semiconductor phase does not exceed 1–
see Ref. 3!, and the external conditions are invariant.

For the growth rate of grains outside the size range
their structural transformation we use the standard relatio7

]r

]t
5
D

r S D2
a

r D , ~4!

wherer is the grain radius,D is the diffusion coefficient of
the impurity in the glass,D is the excess of the concentratio
of the solid solution above the saturation level, anda is a
coefficient proportional to the surface energy density of
microcrystal-matrix boundary.

In our model, however,a is not a constant, as it was i
Ref. 2, but is a function of the radius of the microcrystal. A
a result of phase transition with structural transformation,
surface energy increases~transitiona→b, sb.sa), causing
the coefficienta to increase for microcrystals with structur
b and, accordingly, the growth rate]r /]t to decrease@see
Eq. ~4!#.

572-04$10.00 © 1997 American Institute of Physics



FIG. 1. Distribution function and growth rate of microcrystals during various stages of coalescence.
Within the framework of the proposed model we formu-
tia
ro
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1. As the average radius of the microcrystals^r & in-
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e
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se,
late and solve numerically a system of integrodifferen
equations describing the evolution of the ensemble of mic
crystals during the coalescence stage in the presence o
phase transitiona→b. Microinhomogeneities of the medium
which create a difference in the values ofr 0 for microcrys-
tals distributed throughout the matrix, are taken into acco
by the introduction of a so-called width of the transition zo
dr 0 about the phase-transition radiusr 0, wherein the en-
semble average of the coefficienta changes fromaa for
structurea to ab for structureb (dr 0 /r 0!1).

The main results of the numerical calculations are su
marized as follows.
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creases, the probability density function goes through
following characteristic stages~in Fig. 1 the probability den-
sity functions and the growth rates of the microcryst
]r /]t are plotted as functions of the radiusr at various stages
of growth!: 1! ^r &,2r 0/3, all the microcrystals have struc
turea, and the density function coincides with the Lifshits
Slezov density function2; 2! ^r &'2(r 01dr 0)/3, the largest
microcrystals undergo phase transition and have structurb;
since the growth rate of typeb microcrystals is lower than
that of typea microcrystals, the density function acquires
peak on its right slope~Fig. 1a!; 3! ^r &'(r 02dr 0), the peak
on the right slope of the density function continues to ri
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FIG. 2. Characteristic distribution functions for pro
cesses with different parametersG.
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function for typea microcrystals and still continuing to ris
~Fig. 1b!; 4! ^r &'r 0, in this stage the average radius of t
microcrystals is almost constant, but there is an increas
the number of grains with structureb, i.e., of grains under-
going phase transition, accompanied by the followi
changes in the density function: The peak of the distribut
continues to rise~Fig. 1c!, the distribution acquires a quas
monodisperse form~Fig. 1d!, and then a distribution of the
Lifshits–Slezov type2 begins to evolve from typeb microc-
rystals having radii several times the phase-transition ra
r 0, where the microcrystals responsible for the peak of
monodisperse distribution are now dissolved (]r /]t,0!, re-
verting to structurea, and then the typeb microcrystals form
a distribution of the Lifshits–Slezov type2 ~Fig. 1e!; 5!
^r &@r 0, almost all the microcrystals have structureb, and
their density function differs very little from the Lifshits–
Slezov form, while a minute fraction of typeamicrocrystals
form a peak on the left slope of the probability density fun
tion ~Fig. 1f!.

2. The definition of these separate stages depends o
radius of the transition intervaldr 0. In the course of simula-
tion it has been observed empirically that the quantity
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G5
2 ab2aa r 0

~5!

well describes the various coalescence scenarios. The de
function evolves similarly for processes with equal values
G: Essentially monodisperse distributions can emerge
G!1 ~Fig. 2a!, in the caseG'0.5 ~Fig. 2b! the results of the
calculations are in fair agreement with experiment3 ~Fig. 3!,
and forG.1 ~Fig. 2c! the pattern is consistent with classic
coalescence theory.2

3. In comparing the experimental results3 and the results
of numerical simulation of the given experimental situatio
we have obtained the approximate valuer 0;3 nm. Conse-
quently, this value gives an idea of the range of microcrys
sizes where one should expect the distribution function
exhibit the indicated prominent features, including quasim
nodisperse distributions, in the given situation.

In summary, on the basis of numerical analysis we ha
shown that phase transition in the stage of coalescenc
microcrystals formed during the melting of a supersatura
solid solution can significantly alter the form of the size d
tribution function of these microcrystals. If the surface e
ergy of the microcrystals changes appreciably as a resu
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the phase transition and if the medium is sufficiently homo-
he
, the
dis-

,
c-
FIG. 3. 1— Experimentally recorded size distribution function of micro

rystals;2— calculated distribution function;3— Lifshits-Slezov distribu-
tion function.
-
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geneous that the interval of microcrystal radii in which t
phase transition takes place can be regarded as small
microcrystals can acquire an almost-monodisperse size
tribution.

The author is grateful to A. A. Lipovski� for his undi-
vided attention and a discussion of the results.
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Ultrashort~of duration 1029 s or less! pulses of various boundary conditions: The carrier densities, the electron
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physical types~electromagnetic pulses, acoustic pulses, ele
tron bunches, etc.! are currently a topic of growing interest.1

In particular, one of the more interesting objects of inves
gation is the generation of ultrashort acoustic pulses whe
semiconductor material is irradiated with ultrashort las
pulses.2 On the other hand, the interaction of ultrashort las
pulses with a material has certain specific attributes ass
ated with the need to treat the electronic and lattice~ionic!
subsystems separately in writing out the system of govern
equations.3

In this note we consider the interaction of ultrashort las
pulses with the surface of a semiconductor material and
termine the density of nonequilibrium carriers and the tem
peratures of electrons and ions in it both during laser irrad
tion and after termination of the incident pulse.

We describe the interaction of an ultrashort laser pu
with the surface of a semiconductor by the system of equ
tions

]n

]t
5DDn2

n

t rec
,

Ce

]Te
]t

5leDTe2G~Te2Ti !1~12b!Eg

n

t rec
,

Ci

]Ti
]t

5l iDTi1G~Te2Ti !1bEg

n

t rec
.

Heren is the density of nonequilibrium carriers,Te andTi
are the temperatures in the electronic and ionic subsyste
Ce andCi are the electronic and ionic heat capacities,le and
l i are the electronic and ionic thermal conductivities,D is
the carrier diffusion coefficient,G is the energy transfer con-
stant from electrons to the ionic lattice,Eg is the width of the
semiconductor band gap,t rec is the electron–hole recombi-
nation time, andb is the fraction of energy released by re
combination that transfers to the ionic lattice. The system
governing equations is complemented by the followin

FIG. 1. Nonequilibrium carrier density versus time under the influence of
ultrashort laser pulse at a distance of 0.1mm from the surface,t54 ps,
I5831012 W/m2. 1— t rec50.7 ps;2— t rec57 ps;3— t rec520 ps.
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lattice temperatures, and their gradients are equal to z
outside the semiconductor and in the semiconductor a
infinite distance from the irradiated surface. The followin
conditions are also satisfied on the irradiated surface:

2le

]Te
]x

5~12h!~12R!I ~x50,y,z,t !,

2D
]n

]x
5

h~12R!

Eg
I ~x50,y,z,t !,

and the initial conditions are written in the usual form

n~r ,t !50, Te~r ,t !5Ti~r ,t !50, t<0.

The boundary conditions on the surface take into
count the radiation reflection coefficientR, and account is
taken of the fact that only a fractionh of the total absorbed
intensity (12R)I is spent in generating electron-hole pair
while the remainder (12h) is spent in heating the generate
electrons.

Invoking the double Fourier transform with respect
the coordinatesy, z and the Fourier cosine transform wit
respect to the coordinatex, we simultaneously reduce every
thing to dimensionless form. Introducingt5Dt•t,
x, y, z5Dx(x,y,z), Te,i5DT•Te,i , n5Dn•n, and
I5DI •I and taking into account the boundary conditions
the Fourier transforms of the unknown functions in the no
dimensionless variables@k5(kx ,ky ,kz)#, we obtain

]n*

]t
52k2Fd•n*2Nn•n*

1A2

p
In Fd•I * ~ky ,kz ,t !,

nFIG. 2. Electron temperature~a, b! and lattice temperature~c! versus time
under the influence of an ultrashort laser pulse at a distance of 0.1mm from
the surface,t54 ps,I5831012 W/m2. a — t rec50.7 ps; b —t rec57 ps.
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]Te*

]t
52k2Fo

e2Go~Te*2Ti* !1Ne•n*

1A2

p
Fo
eIeI* ~ky ,kz ,t !,

]Ti*

]t
52k2Fo

i Ti*1Li ~Te*2Ti* !2Ni•n* .

Here we have introduced the dimensionless paramete

Fo
e5

leDt

CeDx
2 , Fo

i 5
l iDt

CiDx
2 , Fd5D

Dt

Dx2
,

Nn5
Dt

t rec
, Go5

G

CeDt
, Lo5

G

CiDt
,

Ne5
~12b!EgDnDt

t recCeDT
, Ni5

bEgDnDt

t recCiDt
,

In5
h~12R!DIDx

DDnEg
, I e5

~12h!~12R!DIDx

leDT
.

For the Fourier transform of the carrier density the solu
tion has the form

n* ~k,t !5A2

p
In•FnE

0

`

I * ~m!

3exp~~k2Fd2Nn!~m2t !!dm,

and the electron temperature is calculated from the equat

Te* ~k,t !5
1

Lo

]Ti
]t

1
k2Fo

i 1Lo

Lo
Ti*2

Ni

Lo
n* .

The Fourier transform of the lattice temperature is dete
mined from the solution of the equation

]2Ti*

]t2
1A

]Ti*

]t
1BTi*5Cn*1A2

p
EI* ~ky ,kz ,t !,

where the factorsA, B, C,andE represent combinations of
the above-defined dimensionless parameters.

The final expression for the unknown temperatures an
density is cumbersome. As an example we give the equatio
for the one-dimensional case, where the coordinatex is in the
direction normal to the surface irradiated by a rectangul
ultrashort laser pulse of durationt and intensityI:

FIG. 3. Nonequilibrium carrier density versus time under the influence of a
ultrashort laser pulse at a distance of 0.5mm for the same values oft andI.
1— t rec50.7 ps;2— t rec57 ps;3— t rec520 ps.
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n~x,t !5I E
0

`

cos~kxx!A1f 1~Vt !dkx ,

Te~x,t !5I E
0

`

cos~kxx!@A2f 2~s1t !1A3f 3~s2t !

1A4f 1~Vt !#dkx ,

Ti~x,t !5I E
0

`

cos~kxx!@A5f 2~s1t !1A6f 3~s2t !

1A7f 1~Vt !#dkx .

Heres1 , s2 , A1–A7, and f 1–f 2 are the expressions an
functions determined by the dimensionless parameters
the parameter of integrationkx , and V5kx

2Fd1Nn. The
results of calculations according to the proposed model
shown in Figs. 1–4 for an ‘‘averaged’’ semiconductor wi
its thermophysical parameters evaluated as the average
the corresponding quantities. Figure 1 illustrates the in
ence of the recombination timet rec on the carrier density
dynamics at a distance of 0.1mm from the surface: Both the
peak value and the lifetime of the elevated carrier den
increase ast rec increases. It follows from Fig. 2, which
shows the electron temperature~a, b! and the lattice tempera
ture ~c! for the same irradiation conditions, that the influen
of t rec on the lattice temperature is insignificant, whereas
electron temperature is more sensitive tot rec.

Figures 3 and 4 show the carrier densities and temp
tures at a distance of 0.5mm from the irradiated surface. It is
evident from the graphs that with increasing distance fr
the surface the position of the density and electro
temperature maxima shifts by an amount that increases a
carrier recombination time increases~up to 7.5 ps for
t rec520 ps!.

1S. A. Akhmanov, V. A. Vysloukh, and A. S. Chirkin,Optics of Femto-
second Laser Pulses, Nauka, Moscow~1988!.

2S. M. Avanesyan and V. E´ . Gusev, Kvantovaya E´ lektron.13, 1241~1986!
@Sov. J. Quantum Electron.16, 812 ~1986!#.

3S. I. Anisimov, Ya. A. Imas, G. S. Romanov, and Yu. V. Kodyko,Effects
of High-Intensity Radiation on Metals@in Russian#, Nauka, Moscow
~1970!.

Translated by James S. Wood

n
FIG. 4. Lattice temperature~1–3! and electron temperature~4–6! versus
time under the influence of an ultrashort laser pulse at a distance of
mm for the same values oft and I. 1, 4— t rec50.7 ps;2, 5— t rec57 ps;
3, 6— t rec520 ps.
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Observation of the magnetization process of a thick ferromagnet by neutron

radiography with refraction-produced contrast
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Russian Science Center ‘‘Kurchatov Institute’’
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Magnetic powder patterns and the magnetooptic Kerr ef-by the Bragg angle for the reflection~111! at a wavelength of
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fect have been used to observe internal domain structure
ing the magnetization of a ferromagnet in the example
iron whiskers and silicon iron single-crystal plates.1–3 In
both cases the principal domains are layers running thro
the entire crystal; the domains of closure are wedge-sha
and the directions of magnetization of the domains are ea
determined from the pattern itself. Consequently, the tra
formation of the volume domain structure during magneti
tion can be assessed from the variation of the pattern. W
the field is applied along the principal domains, those wh
are initially magnetized along the field grow at the expen
of oppositely magnetized domains and domains of clos
In the vicinity of sharp angles~e.g., at the tips of whiskers!
transversely magnetized domains of closure are preserve
fields up to 6 kG, despite the usual assumption that the m
netization processes have terminated much earlier.

It is impossible to investigate processes of magnetiza
of a thick ferromagnet by optical methods, which exhi
domains only on the surface. It has been shown1,4 that neu-
tron radiography with refraction-produced contrast can
used to observe individual domain boundaries in the inte
of a thick ferromagnet and also in a region of nonunifo
magnetic field. This consideration makes the problem of
rectly observing the magnetization process in a thick fer
magnet fully approachable. In previous papers, neutr
refraction techniques have been used to exhibit the patter
the domain boundaries in the interior of cylindrical crysta
of silicon iron.4–6 The objective of the present study is
observe magnetization processes in such crystals by m
of neutron radiography with refraction contrast.

In neutron radiography with refraction-produced contr
an image of the object is formed by neutrons transmit
through the object without refraction, so that the dom
boundaries, at which neutrons are refracted,7 show up dark
on the radiograms.3 The unrefracted beam is separated fro
the refracted beams by means of a double-crystal spect
eter with high angular resolution.8 The sample is placed be
tween the monochromator crystal and the analyzer crys
and the cassette containing the converter~gadolinium foil!
and the x-ray film is positioned behind the analyzer~Fig. 1!.
The spatial resolution in this arrangement depends on
beam spreading and the sample-film spacing; if the latte
equal to 6 cm, the resolution is 0.3 mm in the experime
described below. The dimensions of the beam were 20330
mm, which were dictated by the dimensions of the germ
nium crystals used for the monochromator and analyzer
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0.15 nm. The exposure time was 10 h.
The experimental samples were cylindrical Fe–Si~3%

wt.! single crystals with@001# axis and a diameter of 13 mm
which were grown at the Physics Institute of the Czechos
vak Academy of Sciences in Prague by the floating-zo
method. The cylinders were placed in a permanent mag
~Fig. 1! in such a way that the beam penetrated it perp
dicular to its axis. Experiments were performed on sampl
with a length of 22 mm in a field of 1.5 kG and on sample
with a length of 9 mm in fields of 3.5–8 kG as the width
the gap in the magnet was varied.

In the initial state the inner part of the cylinder is co
structed of layers perpendicular to its axis and consisting
domains whose magnetization vectors@100# and @010# are
situated in these layers~Fig. 2a!; the outer part of the cylin-
der is constructed of domains magnetized along the cylin
axis ~Fig. 2b!.6 Accordingly, in the given geometry of the
experiment the boundaries between the layers and the bo
ary between the interior and surface zones with different
rections of magnetization appear on the radiogram~Fig. 3a!.
In a field of 1.5 kG~Fig. 3b! both the diameter of the layere
region and the thickness of the layers themselves decreas
this case, therefore, the volume of the part of the crys
magnetized perpendicular to the field does in fact decre
In all likelihood there is a simultaneous increase in the v
ume of the domains magnetized parallel to the field; t
possibility is indicated by an increase in the thickness of
unlayered part of the cylinder near the surface. In a field
3.5 kG we observe appreciable distortion of the laye
structure inside the crystal~Figs. 4a and 4b!, and in a field of
5.5 kG the initial layered domain structure of the crystal
completely destroyed~Fig. 4c!. Neutron refraction is not ob-
served in the middle part of the cylinder, suggesting that
domain boundaries have vanished, i.e., this part of the cy
der is completely magnetized. On the other hand, increa
darkening appears on the images of the crystals near the
of the cylinder, and these parts of the crystal become
‘‘transparent.’’ In other words, the number of boundaries e
countered along the path of the neutrons increases as a r
of domain refinement. At the same time, images of the in
vidual domain boundaries do not appear here, because
dimensions of the domains fall below the spatial resoluti
Finally, in a field of 8 kG neutron refraction disappea
throughout the entire volume of the cylinder~Fig. 4d!, indi-
cating the absence of domain boundaries in its interior,
proximity to the state of total magnetization of the crysta

The nature of the transformation of the domain struct

578-03$10.00 © 1997 American Institute of Physics
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in a field indicates the prevalence of displacement proces
where the volume of domains magnetized along the fi
increases, and the volume of transversely magnetized
mains decreases. The nonuniformity of the magnetizatio
a field of 5.5 kG indicates a time lag of the magnetizati
near the ends of the crystal, which are perpendicular to

FIG. 1. Experimental arrangement.1, 2 — Monochromator and analyze
crystals;3— film cassette;4— sample;5— permanent magnet.

FIG. 2. Diagram of the domain structure of a cylindrical Fe–Si crystal. a
Magnetic flux closure in layers; b — between layers.
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applied field, consistent with the data of Ref. 2. Here t
middle part of the crystal is magnetized very close to sa
ration, and the density of the domain boundaries near
ends increases, i.e., the boundaries are displaced out o
middle part of the crystal. The general pattern of transform
tion of the volume domain structure of a thick crystal
similar to that observed previously in crystals with a throu
domain structure.

The observation of nonuniformity of the magnetizatio
of thick samples could be the primary way to investiga
magnetization processes in objects made from polycrys
line materials; this capability is important for discerning t
details of processes governing the nature of losses in
ments of machinery and equipment. In the observation
spatial nonuniformity of the magnetization it is not so impo
tant to have high spatial resolution as in the observation
individual boundaries. Consequently, bulkier objects can
used, and processes taking place in real devices, for exam
in large casings, can be investigated. The specific chara
istics of neutron penetration responsible for neutrons hav
a magnetic moment, combined with high penetrating pow
are fully exploited in this case.

The authors are grateful to V. A. Somenkov for helpf
discussions and to Yu. A. Bulanovski� and A. I. Rogachev

FIG. 3. Radiograms of an Fe–Si crystal~sample 1!. a — Without a field;
b — in a field of 1.5 kG.

FIG. 4. Radiograms of an Fe–Si crystal~sample 2!. a — Without a field;
b — in a field of 3.5 kG; c — in a field of 8 kG.
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Here we consider a simple model of sound generation inplified contact model shown in Fig. 2. The simplicity here
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dry friction, taking into account ‘‘bouncing’’ of the load, i.e
vibrations of the load perpendicular to the sliding plane. W
establish the fact that the bouncing effect is responsible
the radiation of sound waves with a complex, irregular v
locity dependence at subsonic sliding velocities.

1. The only simple, general, and reliable result est
lished in a millennium of research on dry friction is th
Amontons-Coulomb law, which states that the force
friction is proportional to the static normal load.1 It is natu-
ral, therefore, to be interested in the theoretical descriptio
the dry friction process itself and its attendant phenomena
the basis of simple models. Of special note is a paper
Adirovich and Blokhintsev,2 who have made a valiant a
tempt to form an elementary description of dry frictio
within the framework of the linear theory of ideal elasticit
The friction mechanism discussed in Ref. 2 was the radia
of sound from the contact zone.

2. We first retrace the train of thought in Ref. 2. W
consider two semiinfinite, perfectly elastic bodies with pe
odic surfaces, one of which moves relative to the other w
a subsonic sliding velocityv without coming into direct con-
tact with it ~Fig. 1!. Interaction takes place through stat
~e.g., molecular! forces acting between the surfaces of t
bodies. All that matters is the linear character of this int
action.

The first nontrivial step in Ref. 2 was to replace t
effect of the moving body by a stationary equivalent loa
periodic in the coordinatex and time, which is no longe
applied to the rough body, but to the surface of the ha
spacez.0.

The second step was to calculate the powerW of the
waves radiated into the half-spacez.0, and the third step
was to set up the equality

W5F•v, ~1!

whereF is called the dry friction force.
The authors found that at low sliding velocities sound

radiated mainly by oscillatory modes of the load correspo
ing to normal and tangential vibrations of the surfacez50,
and the radiated power is essentially independent ofv. At
least one consequence of this condition is the surprising
sult

F;
1

v
, v→0. ~2!

The first of these steps cannot be implemented without
ing considerable liberties, which can be avoided in the s
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excessive: Such a model totally fails to describe the gen
tion of sound at subsonic sliding velocities.

However, the situation undergoes a qualitative chan
when ‘‘bouncing’’ of the load, i.e., its vibrations perpendic
lar to the slide plane, are taken into account. The assump
is ~see Ref. 3 and the literature cited there! that bouncing is
always accompanied dry friction.

3. Let us visualize one of the friction bodies as a hom
geneous, perfectly elastic half-spacez.0, over whose sur-
face a perfectly rigid load moves in the direction of thex axis
with a constant sliding velocityv ~Fig. 2!. The process does
not depend on the coordinatey. The load, which has a peri
odic corrugated~rough! surface with period 2L, acts on the
body as before through surface forces.

The essence of the problem can be grasped if the
cesses atz.0 are described by the scalar equation

mS ]2u

]x2
1

]2u

]z2 D2r
]2u

]t2
50, ~3!

wherem is the elastic modulus of the medium, andr is its
density.

4. We first consider motion of the load without boun
ing. Its action is modeled by the boundary condition

m
]u

]z U
z50

5 f ~x2vt !, ~4!

where the periodic functionf (x2vt) with period 2L is de-
termined by the structure of the roughness and the form
the surface forces.

We interpret the load as one of the harmonics of
function f :

f ~x2vt !5Am exp@ iJm~x2vt !#, ~5!

Am5const; Jm5~mp!/L; m50, 1, . . . .

The solution of problem~3!–~5! has the form

u5
Am

imzm
exp i @Jm~x2vt !1zmz#, ~6!

where

zm5 iJmA12
v2

c2
, ~7!

andc5Am/r is the sound velocity in the model.
In the most interesting case for the great majority

applications — a subsonic sliding velocity

581-03$10.00 © 1997 American Institute of Physics
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v,c, ~8!

zm is purely imaginary. The wave process has a surface c
acter and is not accompanied by sound radiation in the bo
This is clearly also true of problem~4!, ~5! with any load
periodic inx2vt.

5.We now consider the problem of a moving and sim
taneously harmonically bouncing load of the form

m
]u

]z U
z50

5exp~2 iVt ! f ~x2vt !, ~9!

wheref (x2vt), as before, is a periodic function of its arg
ment, andV is the angular frequency of bouncing.

We do not assume any connection betweenV and the
roughness period.

At first we confine the problem to one harmonic of t
function f. The solution of problem~3!, ~4!, and~9! has the
form

u5
Am

imZm
exp i @Jm~x2vt !1Zmz2Vt#, ~10!

where

Zm5
i

c
Ac2Jm

2 2~V1vJm!2. ~11!

Sound is radiated into the depth of the body by themth
bouncing mode of the load ifZm is real, i.e., ifv.vm , where
vm is the corresponding critical velocity

vm5c2
V

Jm
5c2

VL

mp
, ~12!

FIG. 1. Initial contact model in Adirovich and Blokhintsev’s paper.

FIG. 2. Contact model used in the present paper.
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which is lower than the sound velocity. Form50 the given
mode radiates sound for indefinitely small values ofv.

6. It can be shown that the power density of the radia
sound, averaged over the roughness period and time, is
pressed as follows for a load of the form~9! in the subsonic
case~7!:

w5 (
0<m<

VL
p~c2v !

Jmv1V

mZm
uAmu2, ~13!

whereAm denotes the Fourier coefficients of the functionf.
Figure 3 illustrates the irregular dependence ofW on the

sliding velocity.
The power extracted by the modem50, which corre-

sponds to bouncing without sliding, does not depend onv.
Waves corresponding to modesm Þ 0 remove energy from
the contact zone forv.vm ; the contribution from each
mode to the radiated power diminishes asv increases and
tends to the asymptote (c/m)uAmu2.

The introduction of absorption~e.g., by treating
complex-valuedm) makes the peaks atv5vm ~Fig. 3! finite.

7. Consequently, the incorporation of bouncing in t
model helps to explain several features observed in so
radiation associated with dry friction, specifically a compl
and irregular dependence of the radiated power on the slid
velocity.

The analysis of more complex, linear models of an el
tic body4 alters several details, but leaves intact the abo
stated conclusions as to the role of bouncing.

FIG. 3. Total specific power of radiated sound. a — Without bouncing; b —
with bouncing.

582A. P. Kiselev and V. A. Lazarev



8. In the case of the elastic analog of the model in Fig. 2,
e

z
-

a

o
o
dr

The authors are grateful to E´ . L. Aéro, to whom we owe
o S.

an
.

without regard for bouncing of the load, sound is not gen
ated at subsonic sliding velocities, andW50. If bouncing is
taken into account, on the other hand, the analog of the
roth mode of the load~9! is radiated exclusively at low ve
locities v, whereW does not depend onv ~and does not
vanish atv50). Consequently, the quantityF introduced
formally by Eq. ~2! cannot in any way be interpreted as
tangential friction force.

Therefore, notwithstanding the interesting approach
Ref. 2 to the description of sound radiation, it does n
provide a description of a conservative mechanism of
friction.
583 Tech. Phys. 42 (5), May 1997
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the idea of treating the bouncing phenomenon, and also t
V. Krysov for a discussion of dry friction problems.
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The production and diagnostics of atomic hydrogen aretrometer3, and a system for the transport of atomic hydrog
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investigated in the present study as part of the preparation
a series of experiments on the influence of variations in
electron environment on the lifetime of theb-active tritium
nucleus.1 In the first experiment of the series it is proposed
investigate the chemical shift of the half-life for an atom
molecular tritium pair. Since the energy of dissociation
molecular tritium is close to that of molecular protium, a
since atomic tritium, because of its higher mass and lo
mobility, recombines more slowly than atomic protium, t
procedure used to obtain atomic tritium can be worked ou
experiments with protium~called hydrogen from now on!.

Atomic hydrogen is produced by thermal dissociation
a tungsten furnace,2 by low-frequency and radio-frequenc
gas discharges,3 or by means of a plasma arc.4 In the present
study we have used the rf gas discharge method to ob
atomic hydrogen. The high efficiency of this method helps
minimize the heating of the discharge cell and can be imp
mented without the intrusion of electrodes in the discha
volume, thereby ensuring high purity of the atomic hydrog
product.

The problems associated with the stabilization and
tection of atomic hydrogen stem from its high chemical a
tivity, by virtue of which atoms rapidly recombine at th
walls of the discharge volume and in mutual collisions. F
this reason, most diagnostic techniques applied to atomic
drogen are based on measurements of secondary effec
tributable to the presence of atomic hydrogen. For exam
a chemical target of molybdenum oxide has been used a
atomic hydrogen detector in some studies.3,5When hydrogen
atoms are incident on such a target, the oxide underg
reduction, and the target changes color. However, the s
range of measurement of the flux density (1013–1015 atoms/s
•cm2) and low accuracy (630% error! limit the possibilities
of this method. Bass and Broida6 have measured the optica
spectra of hydrogen atoms in the condensed and gas
phases, but did not establish any relationship between
concentration of hydrogen atoms and the line intensities
the optical spectra. One approach that looks promising is
determination of hydrogen atoms by electron spin resona
~ESR!. This method utilizes the presence of an unpai
electron due to the paramagnetism of the hydrogen atom
property that can be exploited for detection by ESR. O
papers in which ESR has been used to measure atomic
drogen in the condensed phase are known in the literatu3

Here we report mass spectrometer measurement
atomic hydrogen produced in an rf gas discharge. The
perimental apparatus~Fig. 1! consists of an rf oscillator1 ~1
MHz, 300 W!, a discharge tube2, an MI 1201 mass spec
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into the mass spectrometer. The materials of the discha
tube and the transport system must have low recombina
coefficients for atomic hydrogen on their surfaces. The m
terials with the lowest recombination coefficients are Tefl
(;1025) and molybdenum glass (;1023).7 The discharge
cell comprises a molybdenum glass tube of length 50
with an inside diameter of 10 mm and a wall thickness o
mm. A Teflon tube of length 25 cm and inside diameter
mm is used to transport hydrogen atoms from the discha
tube into the mass spectrometer. The hydrogen atoms
sent from the discharge volume into the Teflon tube throu
a capillary orifice (d50.1 mm, l52 mm! in a Teflon stop-
per, which is hermetically sealed into the discharge tube.
initial H2 pressure of 0.5 Torr ensures a molecular flow
gime of hydrogen through the capillary orifice; the hydrog
flux through the ion source7 of the mass spectrometer in th
case is;531015 atoms/s. Ionization is induced in the io
source by electron impact, and the currents in the beam
atomic and molecular hydrogen ions are measured by me
of a multiplier tube and Faraday cylinders8.

The light emitted from the discharge tube is transmitt
along an optical fiber to a silicon photodiode, which is se
sitive to lines of the Balmer series of the atomic hydrog
spectrum. The leading edge of the photodiode signal, co
sponding to the initiation of discharge, determines the z
point of the time scale for analyzing the dynamics of t
transmission of hydrogen atoms from the discharge tube
the ion source of the mass spectrometer. The photod
signal is also used to determine the statistical weight of
excited component of the hydrogen atoms for a high deg
of dissociation of H2 molecules.

Figure 2 shows the dependence of the ion current H1 in
the mass spectrometer on the power absorbed in the
charge tube. Discharge is triggered at a power;5 W. The
curve enters a plateau at power levels of 40–60 W, co
sponding to the almost total dissociation of the molecu
hydrogen. Since atomic hydrogen recombines mainly at
walls of the discharge tube at pressures of 0.1–0.5 Tor
high degree of dissociation at lower absorbed power level
the discharge can be achieved by decreasing the recom
tion coefficient of atoms at the walls. The probability of r
combination of hydrogen atoms at the walls can be lowe
by means of special coatings such as metaphosphoric a
potassium tetraborate, or dimethylchlorosilane.3 However, in
view of the requirement for high purity of the hydrogen us
in the experiment to measure the chemical shifts of
b-decay constant, we did not subject the walls of the d

584-02$10.00 © 1997 American Institute of Physics
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charge tube to any kind of chemical treatment.
The power absorbed in the discharge was determine

direct calorimetric measurements. For this purpose the
charge tube was placed in a thermostat with vacuum ther
insulation and a mirrored inner surface. The emission
atomic hydrogen in the near vacuum ultraviolet region of
spectrum was absorbed by the walls of the discharge t
and its emission in the visible and infrared regions was
flected by the walls of the thermostat. The temperature va
tion in the thermostat was recorded by a special therm
eter, whose scale was calibrated in power units by mean
a standard heater placed in the thermostat.

We can use the curves of the degree of dissociation
sus the discharge power to estimate the energy utiliza
efficiency, which is defined as the number of dissociat
events per unit absorbed energy. In our case it is equa
1.831022 dissociation events/1 eV, which is consistent w
a previous calculation3 of the energy utilization efficiency fo
a molybdenum glass discharge tube, 231022, but is lower
than the experimental value obtained in the same pa
5.831022. The energy utilization efficiency was observed
increase in Ref. 3 after the walls of the discharge tube
been chemically treated to lower the recombination coe
cient of the hydrogen atoms.

In our discharge tube geometry, stable triggering of d
charge was achieved for an electrode separation of 5 cm
50 cm; the absorbed power in this case was proportiona
the indicated distance.

Since experiments involving a measurement of
chemical shifts of the decay half-life require absolutely po

FIG. 1. Experimental apparatus.1— Radio-frequency oscillator;2— dis-
charge tube;3 — MI 1201 mass spectrometer;4 — Teflon atom-transport
tube;5— annular electrodes;6— Teflon stopper with a capillary orifice;7
— ion source;8— multiplier tube and Faraday cylinder;9— optical fiber;
10— photodiode.
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tive identification of the state of the electron environment
the tritium nucleus, it is necessary to determine the statisti
weights of the excited and ionized components of the hydr
gen atoms in the discharge. Using the values of the absor
power, the excitation energy, and the concentration and li
time of atomic hydrogen, we can estimate the stationary fra
tion of excited states for 60–95% dissociation as;1025. We
have also estimated the fraction of excited states from t
amplitude of the photodiode signal, which is proportional t
the line intensities of the Balmer series in the dischar
emission and in this case has a value;431026. The frac-
tion of ionized states, estimated from the average curre
flowing through the discharge and the carrier mobilities
;1025. Consequently, the stationary statistical weights
excited and ionized states relative to the weight of th
ground state of hydrogen atoms in a gas discharge for
indicated degrees of dissociation are negligible and can
influence the accuracy of measurement of the chemical s
of the half-life of tritium as a result of the difference in the
structure of the phase space accessible to ab-electron; ac-
cording to preliminary theoretical estimates, this shift attain
0.1–0.5% level for the unexcited atomic and molecular sy
tems.
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FIG. 2. Ion current H1 in the mass spectrometer versus power absorbed
the discharge tube.1— P50.1 Torr;2— 0.5 Torr;3— 1.0 Torr.
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