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The population of the # 5d, and & shells of rare-earth atoms in RHydrides (R=Ce, Sm,

Yb; x~2-3) has been studied by the x-ray line-shift method. The population ofd¢he 5

and 6 shells of Ce and Sm atoms, and the charge on them in metals and hydrides, were
determined from experiment and calculated within the Hartree—Fock—[Dfi@@pmans

model. The decrease of the charge on Ce and Sm revealed upon transition from the metal to the
hydride argues unambiguously for the anioftigdride model. In YbH, with x=2, the

structural transition is accompanied by a strongly pronounced electronic transition from divalent
to a noninteger-valence stdte(x=2.25—-2.7085 2.66+0.02]. © 1998 American

Institute of Physicg.S1063-783#8)00108-7

Macroscopic properties of rare-eaffRE) hydrides have curs in the isomorphic Ge-Ce, transition in metallic
been studied extensivelgee, e.g., Refs. 1}3The interest cerium! Magnetic data indicate that samarium in the hydride
in these materials is stimulated primarily by their applicationresides in the 3 state, while heat capacity measurements are
potential for use as catalysts, in protection against penetrainterpreted as due to samarium being a mixture of 'Semd
ing radiation, as hydrogen accumulators etc. At the sam&n?* ions® Thus determination of the electronic state of the
time their microscopic properties, namely, metal valenceRE atom in the hydrides of Ce, Sm, and Yb is of specific
conduction-band features, the metal-hydrogen bonding eténterest and could shed light on the character of metal-
are known to a lesser extent. Moreover, there is still no conhydrogen chemical bonding.
sensus on the nature of chemical bonding in the hydrides.

The presently available experimental data permit formu-
lation of two diametrically opposite models of the metal- 1. EXPERIMENTAL RESULTS
hydrogen chemical bonding, namely, protonic, with positive |t was shown earlier that the electronic structure of ele-
hydrogen H’, and anionighydride with negatively charged ments in compoundgopulation of the outes(p), d, andf
hydrogen H. The anion model predicts depletion in elec- electronic shells can be studied successfully by the x-ray
trons of the metal in the hydridécompared to the pure |ine-shift method(see, e.g., Refs. 9 and l(Removal from
meta), and the protonic model, conversely, enrichment inan atom(or appearance in)ibf a valence electron results in
electrons. a change(shift) of the x-ray line energy, whose sign and

RE dihydrides have a Caffype cubic lattice. Excep- magnitude, as well as the characteristic dependence of the
tions to this rule are Eugland YbH, which crystallize in a  shift on the line type Kai,, KB13, KB24), ie., its
SrH,-type orthorhombic structure. Magnetic, structural, “signature,” 1° permit identification of the typés(p),d,f]
NMR, and other datésee, e.g., Ref.)lindicate that Ce and of this electron.

Sm are trivalent in the di- and trihydrides, and Yb is divalent  This paper reports a measurement of the shifts inkhe

in YbH,. It was found that Ybljundergoes fork=2 a struc-  x-ray lines of Ce, Sm, and Yb in hydrides relative to refer-
tural transition from the orthorhombic to cubic phdsBe-  ence samples with known electronic structure: £ekmk;,
cause all RE metals are trivalent in cubic binary hydridesand YbS. The experimental arrangement and the measure-
one could expect that the change in lattice symmetry wouldnent procedure are described in detail elsewlisee, e.g.,
make possible the Y-Yb3" transition. Indeed, photoemis- Refs. 10 and 11

sion studies suggest that ytterbium in YoHs in a mixed- The samples of CeH (x=2.06—2.96), SmH (x
valence statéIn CeH,, one observes a metal-insulator tran- =2-2.77), and YbK (x=1.908-2.708) to be studied were
sition at T=240 K for x>2.7;% its mechanism can be prepared by standard technology, namely, by direct reaction
connected with rearrangement of the €eshell, as this oc- of hydrogen with the metdl.They were characterized by
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TABLE |. Experimental shifts of/K@; and KB, lines of cerium and sa-
marium (AE) in the CeH and SmH hydrides and metalévith CeF; and
SmF; as referencgsand the hydride lattice parameters

AE, meV
-
S
Kay ~
-2
X T=300K T=300K T=77K a, A ©
d
CeH, K
0 50+ 4 —47+4 o
2.06 25+4 —28+8 5.56&+0.003
2.56 - 6-23 12+18 5.552-0.003
2.70 34:5 -8x6 —26+22 5.539-0.003
2.96 42+5 6+8 -22+ 9 5.535-0.003 ]
SmH, -
0 50+6 -7+8
2.0 33+5 -2+14 5.372:0.002 st
2.16 337 5+15 5.362-0.002
2.33 447 50+15 5.354-0.002 B
2.77 366 49+15 5.341-0.002
> 0_
ar
E
T
x-ray diffraction and phase analysis, and the concentration “_50
dependences of their lattice parameters were determined. All
the samples were single phase, with the exception of =
YbH, ;,, which contained a mixture of the orthorhombic N
with cubic phase. The Ce and Sm hydrides had fcc structure 00F
with the lattice parameters only weakly dependent on hydro- ta Ce Pr Nd Pm Sm Eu

gen concentratiofsee Table)l- FIG. 1. (a) Population of & and 6 states,ng andng, in RE metals;(b)

1) CeH,, SmH,. The experimental shifts of the Ce and experimental shifts oKa; and K3, RE-metal lines(with RF, taken as
SmKa,; andK g, lines in hydrides and metals with respect references—filled symbols; open symbols—calculations made within the
to trivalent references are listed in Table |, which also con-Hartree-Fock-Dirackoopmans model.
tains the lattice parameteegx).

The ratio of the effects for thK &, andK 8, lines of Ce
and Sm in the hydrides,zAEKﬁllAEKal, differs substan-

tially from that for RE mixed-valence ionic compoun@s-

(Hartree—Fock—Dirac, Hartree—Fock—Slater, both with total
electronic-shell relaxation and in single-electron approxima-
ides, sulfides, chlorides, fluorides efc. as well ton by Koopmans’theoremwhich would provide the best

as intermediate-valence compounds. The value Oflt to experiment, the electronic conflg_uratlons of RE metals,
r=AEKBl(Ln@ﬂ”—Ln3+)/AEKa1(Ln(3ﬂ)+—Ln3+), both from La through Eu, were determined. We solved the

experimental and calculated by the Hartree-Fock model, igoupled equations
AEcadng ans)a(ﬁ): AEQ(B)!

positive for all RE elements and lies within the interval
r~2-3 (fmax=2.860.06, r ,j,=2.03+0.19 for Ce and Yb,
respectively.*? For metals and their hydrides<1.
It thus can be maintained that the electronic structure ofvhere AE ., {ngy,ng)“? is the calculatedK ) line shift
Ce and Sm in the hydrides under study is metal-like in charapproximated by a second-order polynomisg*®) are the
acter, and that all RE metals, with the exception of Eu andexperimental line shifts for RE metale=2 for Eu, andn
Yb, are trivalent and have a configuration close to the com=3 in all other cases. The Hartree—Fock-Ditoopman$
monly accepted 86s2.1% As follows also from Table I, the model provides the best fit to experiment. The populatigns
metal-insulator transition in CeH(T,,~240 K) cannot be andng thus obtained and the correspondifa§(ng,ng)“?
explained as due to promotion of the C& électron, because are given in Fig. 1. We readily see that the RE metal con-
the shifts of the C& 3, line at T=300 and 77 K are prac- figurations coincide satisfactorily with thed56s? configu-
tically the same. Note also that our results do not bear out theation for trivalent metals, and withs for the divalent Eu
conclusion of macroscopic heat-capacity stutlie$ sa- (ns~2, ng~1 for RE=Ln—Sm, andng~2, ny~0 for Eu).
marium in  SmH being in mixed-valence state Satisfactory agreement is observed also for the experimental
(ST —Sntt); indeed, samarium remains trivalent through-and calculated line shiftAE.
out thex range investigated. The calculational proceduredHartree—Fock—Dirac
The electronic structur¢population of the 8 and 6  (Koopmang] tested on metals were used to determine the
stateg of Ce and Sm in the hydrides was determined frompopulations of the Ce and Snd5and 6 states in the hy-
experimental values of the x-ray line shifts using Hartree—drides under study. We solved a system of equations, which
Fock-type atomic calculations. To choose the modewas similar to the above but did not contain any restriction

Ng+ng=n,
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FIG. 2. Population of B and 6 states(a and b, respectivelyand charge ~ FIG. 3. (8) YbH, lattice parameters,b,c vs composition:1—our data,
q (c) of cerium and samarium vs hydrogen concentration. 2—Ref. 4; (b) dependence of Yb valence in YhHs composition and
external conditions3—T=300 K, 4—T=77 K, 5—P~12 kbar.

on the total number of electroms The results of the calcu-
lations are presented graphically in Fig. 2, which shows that\n,;(x) = AE(x)/AE(Yb3"-Yb?"), whereAE(x) is the ex-
throughout the concentration range coverge:2—-3, the perimental line shift, andAE(Yb®**-Yb?*) is a calibration
population of the 8 states of Ce and Sm is practically con- shift corresponding to the shift of the Y« line caused by
stant, namely, the weighted meary=0.62+-0.06 5d-el/ the decrease of thef4shell population by one. Obviously
Ce(Sm) atom, whereas that of Ceststates falls off mono- enough, the valence of Yb in the sample under study
tonically down to zero, and of Sm is close to zero over the m=m,+Any. The value of AE(Yb®"-Yb?") was mea-
whole x range studied. Photoelectron spectra of Laittd  sured for the pair of ionic compounds X®;-YbS and was
CeH, exhibit a similar depletion of populatiof.The density  found to beA E(Yb,03;—YbS)= —568+ 7 meV, and that cal-
of states near Fermi level in the hydrides is smaller than tha¢ulated within the Hartree—Fock—Dirdlkoopman$ model,
in metals; indeed, it decreases in the dihydrides and practid E(Yb3"-Yb?")=—562 meV. The valence state of Yb in
cally vanishes in the trihydrides as one goes over from thehe cubic phase is practically independent of hydrogen con-
metallic to semiconducting state. centration,m(x=2.25—2.708) 2.66=0.02. The electronic
Figure 2 displays also the dependence of the Ce and Sirycture of Yb was found to be fairly stable against variation
charge state in the hydrides om: q(x)=3-[ns(X) in environmental conditions. For instance, cooling (
+ngy(X)]. Inall cases, the charge on the RE atom is positive=77 K) or application of external pressur@®+£12 kbar)
Thus formation of Celdand SmH involves extension of the  goes not change the Yb valence in either orthorhombic or
outer 5 and 6 orbitals of the metal toward hydrogen, ¢ybic samplesFig. 3.
which argues unambiguously for the validity of the anionic  The heat capacity of YbH(x=2.25, 2.37, 2.41) was
(hydride model of metal-hydrogen chemical bonding. studied at low temperaturé3The temperature behavior of
2) YbH,. Figure 3 shows the dependence of the YbH ¢ /T was found to be typical of that of heavy-fermion sys-
lattice constants on hydrogen concentration. ker2, a  tems. The quantityC,,/T extrapolated toT~0 yields an
structural transition from the orthorhombic to cubic phaseanomalously large value of the electronic heat-capacity co-
occurs. This transition is accompanied by a sharp change igfficient y~860 mJ/moleK2 The mechanism by which
the YbKa; line energy [the weighted meamAEy, (X  “heavy” electrons appear at Fermi levek remains largely
=2.25-2.708)F — 3658 meV]. The sign and the anoma- unclear and can be associated with eitherftihevel crossing
lously large magnitude of the effetthe divalent-ytterbium the Fermi level(delocalization or Kondo-type cooperative
compound YbS was used as a refergnaggue unambigu- processes, where tHelevel lies comparatively deep below
ously for the 4 character of the transitiofthe effects due to the Fermi level. In the first case, the numberfoélectrons
removal of & and 6 electrons are an order of magnitude will be fractional, and in the second, integer. Our data argu-
smalley. The difference between the numbers of Ybelec- ing for a noninteger valence of Yb in the cubic phase of
trons in the hydride and in the reference was found asbH, suggest that the heavy-fermion state in Ybétigi-
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The x-ray line shift method has been used to study the electronic state (@fieCdf population
and of its 4 and 5 partners in the CeMLaves phases (MFe, Co, Ni, Ru, Rh, Os, Pt,

Mg, Al). It is shown that the valence of Ce in Cg¢Mecreases monotonically from the limiting
valuem~3.35 tom~ 3 with decreasing intracrystalline compression of Ce atoms. The
population of the outerd and & orbitals of Ru, Rh, and Os in the Laves phases has been
found to be larger than that in metals. ®98 American Institute of Physics.
[S1063-78348)00208-1

Ce present in CeM Laves phases with 8 elements  derived from the experimental shifts of the &g, line
(M=Fe, Co, Nj occurs in the intermediate-valenc®/)  (AE) in the Laves phase relative to the trivalent,@ehich
state. The valence states in these compounds were detgferved as a reference. The experimental arrangement and
mined by different experimental techniquésee, e.g., Ref. measurement procedure were described in detail elsewhere
1), as well as in our studi€s® which are based on the x-ray (see, e.g., Ref.)}4It was showf that rare-earttK line ener-
line shift method! While cerium can exhibit IV state also in gies are most sensitive to the change in the number of
CeM, systems with 4 and 5 elements, these systems are 4f electronsn,;, which determines their valence stdfer

less studied, and quantitative data on the Ce valence in theinstance,|AE§fﬁl| ~1500-1700 meV for a change nf; by

are either absent altogether or their accuracy is not higldne, whereas when the number of,6p,5d electrons
enough changes by ondAEﬁSB'?pm|~20—80 meV).

Itis generally believed that the IV of Ce in these systems  1ne ce valence in the Laves phase was found from ex-
results from intracrystalline compression of Ce atoms CauseHerimental shiftA E using the relation
by the differences in the metallic radii of Cand of the M
element? At the same time attempts at establishing a quan-  m=mg, +An, =3+ AE/AE(C&"* —Cé™), (1
titative relationship between the 1V of Ce and the parameters 7

characterizing the degree of compression of Ce atoms iyhere AE(Ce**—Ce*) is a calibration shift corresponding
CeM, phases failed. One of the reasons accounting for thigg the CeK B, line shift caused by a change of the number of
failure lies in that the IV states of Ce determined by different4f electrons by one. As the calibration shift we took the
experimental methodéXPS, XAS, BIS, EELS etg.differ  experimental shift of the CK 3, line for the Ceg—Cek
considerably. pair of ionic compounds, which is 1727+ 20 meV(Ref. 4.

The present work uses the x-ray line-shift method to  The samples to be studied were prepared by arc melting
determine the # shell population(valence stateof Ce in  and practically single phase, their crystallographic param-
Laves phases with@® 4d, and 5 elementgas well as with  eters being close to literature d&ta.

Mg and Al CeM, (M=Fe, Co, Ni, Ru, Rh, Os, Pt, Mg, Al The experimental shifts of the G€3; line and of the
The temperature dependence of Ce valence in some Lavealence of Ce in the Laves phases)(are listed in Table I.
phases was also measuréld<77-1000 K). Figure 1 plots these valences the Ce effective radius*

There are practically no data on the character of chemieharacterizing the degree of Ce compression in a Laves
cal bonding of 4 and & elements with Ce and with one phase. The reals. . separation in a Laves phase cannot
another, i.e., on the change in the outelence 4d and = serve as a criterion of the degree of compression, because it
shell population in Laves phases compared to metals. @he 4is determined not only by compressi@he “dimensional”
and & elements(Ru, Rh, Os, Btstudied by us belong to facton, but also by the Ce-M interaction, which is different
transition metals with an almost completely fillddshell. It ~ for different M atoms(the “chemical” factop. To exclude
is therefore assumed that when a common conduction bartie chemical factor, it was propode take as a measure of
forms in intermetallics, these elements will tend to fill thetir Ce compression in a Laves phase the cerium-metal radius
shells at the expense of the electrons of the partner. To chedRund from the available crystallographic data. The lattice
this assumption, the shifts of the x-réylines of these ele- parameteragy, for trivalent Laves phases RMR stands
ments in Laves phases were measured relative to those of there for a rare earjidecreases linearly with increasidgas
metals. a result of compression experienced by lanthanide atoms.

The Ce valencerf) in the Laves phases studied was The lattice parameteacey, for IV Laves phases does not fit

1063-7834/98/40(8)/3/$15.00 1269 © 1998 American Institute of Physics
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to this relation and corresponds to that of the Laves phase of

Smirnov et al.

TABLE |. ExperimentalK line shiftsAE in Ce, Ru, Rh, Os, and Pt, and Ce valentén CeM, Laves phases.

AE, meV
Ce Mexp Mcalc

Compound Mce KpB1 Kay KB1 Kay KB1
CeFeg 3.36 =0.01 —624+15

CeCg 3.35 £0.01 —599+12

CeNj 3.22 £0.01 —383+14

CeRy 3.36 £0.01 —621+17 +28+5 +41+ 8 14 26
CeRb 3.16 £0.01 —275+14 +11+4 +14+16 7 12
CeOs 3.35 +£0.01 —610+23 +43+6 6
CePp 3.00 £0.01 6-11 +3+7 0

CeMg 3.000+0.003 -1+ 6

CeAl, 2.998+£0.003 4= 6

Note: The reference are Geand M metals. M, stands for calculations made under the assumption that
formation of an IV state involves promotion of & 4lectron into thed band of metal M.

-1
EEX

3
a rare earth with a smaller metallic radius. It is this radius mM=3+|1+ M. PiTT| 2

derived from theagy,=f(r) relation that was proposétb
take as an effective radiug characterizing the degree of Ce
compression in a Laves phase. The values*gpresented in
Fig. 1 were obtained by the above method using the valueéeg+

of rg from Ref. 9 anokis,\,I2 from Refs. 6 and 7.
As seen from Fig. 1, in the small-compression regiony,q corresponding states.

(large r*) the Ce valence grows linearly with increasing
compression up to the limiting valum=~3.35, to remain

4

where E,, is the energy difference between the*Cend
states,I" is the Anderson hybridization energghe
4f-level width), andM 53 andM, are the statistical weights of

As intracrystalline compression increases, tHeldvel
approaches the Fermi level and, accordin@y, decreases,

constant thereafter, despite the continuing increase of cominqm increases. In the limit a6..—0. the valence state is
" ex 1

pression. This dependence of Ce valencerbrcan be ex-

determined only by the statistical weights of the’Cé4f?)

plained in terms of the interconfigurational fluctuation 5,4 c4+ (4f°+e) states and by the final state of the elec-
model:? In this model, the IV state of Ce is considered as ayon e |t was showf! that in this limit the Ce valence can

resonance between the states’’C¢4f') and Cé&" (4f°

assume the values 3.14, 3.25, and 3.40, depending on where

+€). The Ce valence can be calculated within this model a$,e 4¢ electron transfers when the IV state forms. The lim-

33

3.2

31

30

FIG. 1. Ce valencem in CeM, Laves phases vs effective Ce-metal

radiusr*.

. Fe
Ru 33
M=Co
]
— NL
Rh
I AL WS
Pt
] 1 1 1 | 1 i 1 | W T |
176 180 1.84 1.86

*
rT,A

iting value of the valencem~3.35, agrees well with the
value m.,=3.40 calculated under the assumption tEa}
~0, and that the # electron transfers to thep(d),, states
of the neighboring Ce or M metal atom.

Figure 2 plots temperature dependenc€d) for some
of the Laves phases studied. The Ce valence is seen to de-
crease with increasing temperature, although according to
Eqg. (2) m should grow withT for E,=const. This disagree-
ment can be explained by assumikg, to be temperature
dependentin principle, theory allows this possibility). The
solid lines in Fig. 2 are plots ain(T) calculated using Eg.
(2) under the assumption of the simplest relatiBp,(T)
=Eq+ BT, it was also assumed that the widthof the 4f
level does not depend on temperature. Experimental data on
the heat capacity, magnetic susceptibility, and photoemission
spectra suggest that the valued'dor IV systems lie within
the region 100—600 K3 The curves correspond to the fol-
lowing parameter&, and 8 (for I'=300 K): 42 K and 1.8
for CeNp, 170 K and 2.3 for CeRh —6 K and 0.4 for
CeCg, and—10 K and 0.6 for CeRu The excitation ener-
giesE,, derived from the parameteks, and g thus found
are in agreement with the values Bf, obtained from the
temperature dependences of magnetic susceptibility
measuretf for a broad class of compounds of intermediate-
valence cerium.
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- e (0s A Ni mechanism alone cannot, however, account for the experi-
o Co = Rh mental shifts(particularly for CeOg, which is seen from

A fu o Pt Table | presenting th&-line shifts of M metals AEy caid
calculated under the assumption that formation of an IV state
promotes a 4 electron to thed band of metal M. An addi-
tional mechanism resulting in an increase »E.,, could

be redistribution of the valence andd electrons of the M
metal itself(electron promotion from the to d subband of
metal M).
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% YIn cubic Laves phases AB the ratio of the closest distances between
290 L 6‘0|0 - '10;;'7' unlike atomsr ,_, /Tg_g=1.225=K, (see, e.g., Ref.)5Because the ratio
0 200 of the radii for pure components, /rg=K, differs fromk,, the A and B
X

atoms in a Laves phase expand or contract. For CedWes phases with

FIG. 2. Ce valencen in Laves phasesstemperature. Symbols-experiment, IV, ko= ce-ce/Tm-m<k=Tce /Tw, which corresponds to compression of

curves-plots of Eq(2) with the parameters specified in text. Ce atoms.
2For Pt we used the weakHra, line, because the energy I§fx; coincides

to within a few linewidths with that of the Wp3; line excited in the
anticathode of the x-ray tube. The shifts of tler; andK«, lines were
showrt® to differ only insignificantly.

. . 9The valence configurations of thel4nd 5 metals are known not well
Table I presents also the shifts of tker; andK 3, lines g
enough. The calculated values depend, however, only weakly on the start-

of Ru, Rh, Os, and Ptin Laves phases relative to the corre- ing valence configurationéariation of the population of thesSand &
sponding metals. These lines exhibit slight positive shifts for orbitals,n,, within a broad range of 0.5 to 1.5 changks, by not more
all Laves phases. As we showed earlizpositive shifts can  than 15%.

appear either when valen&€6)s(p) electrons are removed

from the M atom, or when valencé(5)d electrons are

added to it.

The CondUCtio.n band ofdiand & metals is derived 1J. Rahler, Handbook on the Physics and Chemistry of Rare Eartts
from the comparatively narrowd}5d and broad §,6s sub- 10 (Else\}ier Science Publ., Amsterdam, 1987 '
bands. Therefore when the number of electrons in the con2v. A. shaburov, I. M. Band, A. I. Grushko, T. B. Mezentseva, E. V.
duction band changdgor instance, as a result of formation Petrovich, Yu. P. Smimov, A. E. Sovestnov, O. I. Sumbaev, M. B.
of intermetallic compoundsthe changes in thB(6)s sub- [T;Ca;kr?"sskj‘é’i&”%'?'3A('lgM7”g‘]@"a' Zhksp. Teor. Fiz65, 1157(1973
bands will be small because of the low densityso$tates 5 E. SO\)//e.stnov, V. A, Shaburc;v, I. A. Markova, E. M. Savitskp. D.
near the Fermi level. For this reason the positive shifts of the Chistyakov, and T. M. Shkatova, Fiz. Tverd. Télzningrad 23, 2827
Ka, andK B, lines of M elements in Laves phases observed (1980 [Sov. Phys. Solid Stat23, 1652(198 ]

. . . . O. I. Sumbaev, Usp. Fiz. Naul®4, 281 (1978 [Sov. Phys. Usp21, 141
by us are more likely due to the increasing fraction of tie 4 (1978].
and 5 subbands of M elements in the total conduction band.5m. E. Teslyuk,Metallic Compounds with Laves-Phase StructlireRus-
By comparing the experimental shifts and the shifts Calcu-eiiaﬂv 'J\lagtgd’:gcxcgvg, 12?3- Phy0, 1179(1977
Iateq wnhm the Ha.rtree—Fock model, one can determine the7K: e Buschow: ReE: Prog: Ph@i 1373(1979):
required increase in the number ol &d electrons of ele- 8 R Harris and R. C. Mansey, J. Less-Common M. 591 (1967).
ment M in the Laves phase compared to the M metal. K. A. GschneidnerRare-Earth Metal AlloygIL, Moscow, 1965.

We obtainedAny=0.32+0.04, 0.12-0.04, 1.26-0.18,  ,;L- L. Hirst, J. Phys. Chem. Solid35, 1285(1974. _
and 0.04-0.10 el/atom for CeRy CeRbh, CeOs, and SIETAF', fgtialfozvs’gﬁégs.Sm'mov’ A E. Sovestnov, and A. V. Tyunis,
CePs, respectively(the quoted errors are statisticalThe  12p. K. wohlleben, J. Phys(Parig 37, C4-321(1976.
calculation was made under the assumption that the valené%&;%;]homski, Usp. Fiz. Nauki29, 443(1979 [Sov. Phys. Usp22, 879

] H 1 8rel Tacl .
gﬁzf'%%rg;o?; ;fu,'lerTeg:,S airc?dljt??e,ss:cﬁj e”?y(SD(:l eef)t')- 14€i9(;9§ereni, G. L. Olcese, and C. Rizzuto, J. Plipsri 40, C5-537
serves a certain correlation between the valence of Ce ilfE. V. Petrovich, Yu. P. Smirnov, V. S. Zykov, A. |. Grushko, O. I. Sum-
Laves phases arwnd_ This suggests that the population of baev, I. M. Band, and M. B. Trzhaskovskaya, Ztksf. Teor. Fiz.61,
the 4(5) states increases at the expense of the additional 1756 (1973 [Sov. Phys. JETR4, 935 (197D,

valence electrons appearing when the IV state forms. ThiSranslated by G. Skrebtsov
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The propagation of electromagnetic waves is investigated theoretically in organic layered
conductors with metallic conductivity in magnetic fields strong enough that the characteristic
radius of curvature of a conduction-electron orbit is much smaller than its mean-free

pathl. It is shown that when groups of charge carriers with quasi-two- dimensional and quasi-one-
dimensional energy spectra coexist in such a material, the penetration depth of the waves

into it, which is a strong function of the polarization of the waves and the orientation of the
magnetic field, also has an interesting dependence on the magnitude of the magnetic

field and the low-dimensionality parameters of the charge-carrier spectra. This property makes it
possible to recover details of the Fermi surface from the experimental datd99®

American Institute of Physic§S1063-783%8)00308-§

Organic conductors usually consist of layered or fila-one with a quasi-one-dimensional dispersion law for the
mentary structures with marked anisotropy in their electricakharge carriers:
conductivity. Members of the large family of ion-radical "
chz?\rge-transf'er' salts based on tetrathiafulvalene possess me- &(p)= 2 en(Py.Py)coganp,/h}, 1)
tallic conductivity not only along but also transverse to the 0
layers. The similarities between these compounds and ordi-
nary metals makes the concept of charged quasiparticles with
arbitrary dispersion law an eminently suitable basis for dis-
cussing their electronic properties. Use of the topologically
simplest model for the Fermi surface of a quasi-two- x coga,mpy/h)codaqp,/h)}. )

dimensional conductor, i.e., a slightly corrugated cylinder,ye shall assume that the ratio of the numbers of conduction
has yielded good agreement with experiment in investigaelectrons in each energy band is arbitrary.

tions of the magnetoresistance and Shubnikov-deHaas In this expressiona is the distance between layess,
effect in the organic conductors (BEDT-TTH) and anda, are the periods of the crystal lattice in the layer
(BEDT-TTF),IBr,.1~® However, the unusual behavior of planes, andh is Planck’s constant. For the quasi- two-
the magnetoresistance in the (BEDT-TJMHg (SCN),  dimensional charge carrier spectrum the coefficients in Eq.
family of salts 1 where M= (K, Rb, TI), indicates that the (1) that multiply the cosines fall off rapidly with increasing
Fermi surface of these layered conductors is more complivalues of the labeh, so that the maximum value on the
cated. One possible topological structure for the electroni€€rmi surface isz(p)=&’(p)=¢g. The function majer
energy spectra of this family of organic metals which agrees™ £o(Px:Py)}=7¢ is much smaller than the Fermi energy,

with the experimentally observed dependence of the resid:®- n<1. For the quasi-one-dimensional charge carrier en-

tance on the magnitude of the magnetic field implies a Fermf'9Y spectrum the primary contribution to the expression for

. . ) the dispersion laveg ' (p) comes from terms witin=q=0. If
surface that includes not only a slightly corrugated cylinder e assume thah o= U=, while all the remaining coef-

but also two quasi-one-dimensional sheets consisting o}?/

iaht d ol in which the ch ) I icientsA,mq €qual zero, then the sheet of the Fermi surface
slightly corrugated planes in which the charge carrier ve OC'corresponding to this energy band consists of the two planes

. . . . . 7 .
ity is predominantly within the plane of the layéfs’ High- p.= = (h/a;)arccoség /U). Let us include the slight corru-

frequency phenomena in these conductors suggest strongliion of these planes by assuming that two other terms in
that the Fermi surface is a union of quasi-two-dimensionaEgq. (2) are nonzero, namelylg;o= 7;U<er and Agy;

and quasi-one-dimensional sheets. In what follows we shalk , U<g.

discuss the propagation of electromagnetic waves in conduc- The complete system of equations that describes the
tors whose electronic energy spectra consist of two sucpropagation of electromagnetic waves in a conducting me-
sheets, i.e., one associated with a quasi-two-dimensional amtium consists of the Maxwell equations

8,(p):n n%:() Anmq{cos(aln py/h)

1063-7834/98/40(8)/4/$15.00 1272 © 1998 American Institute of Physics
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(VXH)=—iwE+4m7jlc, 3 3
a(p-)=1— [ d*pW(p,p;){1-O[vx(p)]}, (8
(VXE)=iwB, B=H+47M, 4
and a kinetic equation for the charge-carrier distributionwhere®(¢) is the Heaviside function. The incidept and
function reflectedp, momenta of the electrons are related by the
) condition for specular reflection, in which the energy and
f(p,r.t)="fo(e) = ¢(p.r)exp{—iwt}dfo(e)/ e, projection of the momentum onto the sample surface are
Vol ar + (elc) (VX H) ayl ap+ (Lir— i w) = evE(r) conserved. When several groups of charge carriers are

(5) present, several channels for specular reflection are possible.
Under anomalous skin effect conditions, this leads to an in-

Wh'Ch allows us to find the relat|on between the current den'c:rease in the penetration depth of an electromagnetic field
sity and the wave electric field(r).

. C pulse when the applied magnetic field is parallel to the
In Eq. (4), M is the magnetization of the conductor. sample surfac® as predicted by Azbétl. The multichannel
Bec_au_se the magnetic susceptlblt\{y_:aMi/aBj IS u_sually nature of specular reflection of electrons by the sample
vanishingly small in conductors without magnetic order, . ,nqary strongly affects the transparency and surface im-
there is never a need to distinguish the magnetic fiefdom

o : ) pedance of a thin samplsince the thicknesk is smaller or
the magnetic inductioB except for a few special cases when

) X the same order as the mean-free path of a charge gatngr
the deHaas—van Alphen effect is so strong that it leads to thﬁlrns out to have little effect on the penetration depth of
formation of diamagnetic domair&!° We will assume that electromagnetic waves in the conductor biile., L>1)
the perturbation of the charge carrier system by the eIeCtrierherefore, in the analysis that follows we will not include

field of electrpmagnetlc wave 1S so weak.tha.t we can IImItinterband transitions of charge carriers as they scatter within
ourselves to linear approximation. In the kinetic equation the sample and at its surface

we have already discarded the teeddy/dp, which is qua- The integral term in the boundary conditi¢n) ensures

dratic in the perturbation. The collision integh8li f} Will a4 cuyrrent cannot flow through the conductor surface; how-
be treated in ther approximation, i.e.Wee f}=(fo—f)/7  oyer 5t high frequencies the solution to the kinetic equa-

wherefg is the .equmbngm Fgrm| d|str|but|qn functllon for tion does not depend strongly on this functional. In a mag-
the charge carriers andis their mean free time, which we ,o4ic field parallel to the sample surface and when charge

assume is t_he same for both groups of charge c_arriers. In thLs‘atrrier drift into the sample bulk along open electron orbits is
approximation the Maxwell equations become linear, and S?\egligible, we can write the equation fgrin the following
the time dependence can be assumed to be harmonic, i.e., )

electromagnetic wave can be regarded as monochromatic

with frequency w. This assumption does not in any way thy

compromise the overall character of the problem as posed/(tH,PH .1 = L dt ev(t,pp) E(r(t,pn) —r(\,pPn))
since its solution when the time dependence of the field is

arbitrary consists of a superposition of solutions to the Max- Xexg{v(t—ty)}+aq(\,pn)

well equations with different harmonics. Therefore, we shall 1

replace the operation of time differentiation of the electro- X[1=qg(\,pr)expv(2N—T)}]

magnetic fields in Maxwell equation®) and (4) by multi- T—x

plication by —iw. In what follows,t will denote the time for X f)\ dt ev(t,py) E(r(t,pr) —r(\,py))

motion of a charge in a magnetic field according to the equa-

tion Xexplv(t—ty+2N—T)}, 9
dp/dt=(e/c)(vXH). ®)  wherev=—iw+1/r, andx is the root of the equation
Under anomalous-skin-effect conditions, i.e., when the .

skin depthd is considerably smaller than the mean-free path (¢ p,,)— r()\va):j v(t',py)dt’ =r—rs. (10)

of a charge carrief, the reflection of carriers from the A

sample surfacea =0 is strongly altered, and the kinetic . . .
equation must be supplemented by a boundary condition that For conduction electrons that do not collide with the

reflects this scattering of conduction electrons from the surSample surface, we must set= —co, )
face: Let us consider the propagation of electromag-

netic waves along thex axis in a magnetic field
_ 3 H=(0,H sind,H cos¥) parallel to the sample surface. If

PP+ T =a(p-)ih(p-ro)+ f (d*p)W(p.p.) the sample thickness considerably exceeds not only the mean

_ free path of a charge carrier but also the skin depth, then to

X{1=Olod P I(p.rs)- @) sufficient accuracy the distribution of ac electric field in the
The specular reflection parameter of the sample surfaceample near the sample surface has the same form as it does
g(p), i.e., the probability of specular reflection of a conduc-in a half-space<=0 occupied by conductor. According to
tion electron incident on the surfacg=0 with momentum Reuter and Sondheimésee Ref. 22 we can continue the
p_, is related to the scattering indicatri%/(p,p’) via the electric field as an even function into the region of negative
following expression: x and Fourier-transform the current density and electric field:
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§ ” where ¢é= 47 w/ (k*c®— w?),
J'(k)=2f dxj(x)coskx, E(x)=2f dXE(x)coskx. ~
| 0 ay  Ces(0=0ap0+ o —{onk)+ oo}
& &
Let us use the solutio®) of the kinetic equation to find X {0p(K) + DKM oK)+ e P (K} (18)
the relation between the Fourier transforms of the current  The contribution too,g(k) from charge carriers with

density and the ac electric field: quasi-one-dimensional energy spectrum is determined prima-
rily by the componentrS(lx)(k). Neglecting small corrections
ji(k):Uij(k)Ej(k)+f dk'Qjj(k,k")E;(k"), (120 proportional to77 and 73, this quantity has the form
where o
oW (k)= ———, (19
oij(K)=2e%H/c(2mh)3 1+(kly)
XJ deJTdtvi(t pH)Jtdt’v]—(t’ Pu) Wherell=13;iz”, o4 is the contribution of this group of
0 - charge carriers to the electrical conductivity along thexis
Xexp{v(t'—t)}cosk{x(t’ —py)—x(t,pn)} in a uniform electric field, and,=— (Ua,/h)sin(e/U).
. The magnetic field dependence @ﬁ‘f)(k) appears only
=(e’v;Ru;), (13 in the next higher terms in the expansion in powers of the

whereT=2/() is the period of the charge-carrier motion in small parameterg, and 7,:

a magnetic field. ni0oqa3/2a’

The kernelQ;;(k,k") of the integral operator depends o'glj)‘/)(k)zz 5 (20)
strongly on the state of the sample surface, i.e., on the prob- + 1+ (k*xeHa cosd/coshl]
ability that a conduction electron will undergo specular re- T
flection from it. When the reflection of a charge carrier by sD(k)=S 72018°/2a; 21)
the sample surface is close to specular, for electrons with a ~?? = 1+ (k+eHasin 9/cosh?l3’

guasi-two-dimensional energy spectrum under anomalous
skin-effect conditions the penetration depth of the electric@nd including it does not significantly affect the skin depth
field is the smallest parameter of the problem with dimenfor attenuation of the electromagnetic fields.
sions of length. In this case, the second term in @4) is In strong magnetic fields, wherg=1/07<1 and|Kkl,|
the largest term. However, for electrons with a quasi-one>1, with sufficient accuracy the componenis,(k) and
dimensional spectrum including this term leads only to re—}zﬁ(k) are found to be the same as for a single group of
finement of a numerical factor of order unity in the expres-charge carriers with a quasi-two-dimensional energy spec-
sion for the surface impedance. trum, i.e.,

In the Fourier representation, the Maxwell equations be- _ ~
come o, AK)=0,4K), O'yz( k)= Uzy( k)= o'yz( k)=o,tan 9.

(22)
{K?— w?IC?}E o(K) — 4 i w] o(K)/c?= — 2E(0),
However, the presence of the second group of charge

a=(y,z). (14)  carriers with a quasi-one-dimensional energy spectrum leads
to a considerable change in the asymptotic behavior of the

Together with the constitutive equati¢h?), these equations component

allow us to find the Fourier transform of the ac electric field
without difficulty, and then to find the electric field distribu- Byy(k): o tart 9+ (kr)2ed o+ ogy?, (23
tion in the conductor with the help of an inverse Fourier _ o _
transform. where o, is theH=0 contribution to the electrical conduc-
The e|ectric f|e|dEX(X) must be determined from the t|V|ty along theX aXiS from Chal’ge Carl’iers W|th a SpeCtl’um
solution to the Poisson equation of the form(1); numerical factors of order unity in the next
_ two terms of Eq.(23) are omitted.
div E=4m(y), (15 Instead of saturating at a value of ordey, which occurs

which reduces asymptotically to the condition of electricwheno;=0, the componendr,(k) decreases with increas-

neutrality in conductors with high charge carrier densities ing magnetic field over a rather wide range of fields, and the
electromagnetic wave propagation turns out to be quite un-

(h)=0. (16) ke the case where only one group of charge carriers is

In a magnetic field strong enough that the diameter of aPrésent. As a result, organic conductors of the family
electron orbit 2 is much smaller than the skin depth, only (BEDT-TTF),MHg (SCN), must exhibit orientation- de-
the first term in Eq(12) needs to be retained, and the skin Peéndent effects, i.e., a strong dependence of the attenuation

depth is easily determined from the dispersion equation ~ depth of the electric field&,(x) andE,(x) on the orienta-
tion of the magnetic field relative to the layérs?® This is

de{ 8,5~ £0,5(K)}=0, @, B=(Y,2), (17 because the integral
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For a charged particle in a homogeneous magnetic field, we construct stationary squeezed states
which are eigenfunctions of the Hamiltonian and the non-Hermitian opexaerX cos®

+Ysin®, X and Y being the coordinates of the Larmor circle center amds a complex
parameter. In the family of the squeezed states, the quantum uncertainty in the Larmor

circle position is minimal. The wave functions of the squeezed states in the coordinate
representation are found and their properties are discussed. Besides, for arbitrary gauge of the
vector potential we derive the symmetry operators of translations and rotation$99®

American Institute of Physic§S1063-783@8)00408-7

The problem of a charged quantum particle moving on 3= (X,Y) has the meaning of the operator corresponding to
plane subject to a homogeneous magnetic field is met ifhe classical coordinate of the Larmor circle cerftee guid-
various physical contexts, and it has been extensively studlelqg centey; &:(c/eB)IAD and Y= —(c/eB)|5 The vari-

) y X+

in the literature and presented in text-bodks specific fea- ;10 R has simple classical interpretation, and for this reason,
ture of the problem is that the energy spectrum given b31t will be used below rather thaf.

ey hossondan, iy b o . 1 nsead ol or Y (P, o Py one may choose the
y b 9 ging Hermitian linear combinatioXq =X cos®+Y sin® with a

dau level is proportional to the area of the plane accessible to | ®. Th di ) tat “strins” th :
the particle. The degeneracy is related to the translationgF V- 'N€ corresponding eigenstates are ' strips - the ori-

invariance: as a classical Larmor circle can be put anywhergntatlon of which depends_ on the an@eA_dlff(_arent class
in the plane, a suitably defined operator of translafqu of states can be obtained if the wave function is chosen to be

an eigenfunction of the@on-HermitianoperatorXy with a

_a(i/h)yaP B ; ; . . L
e , P being the generator of translations, commutesComplex “angle” =, +i®,. By virtue of the relation in

with the Hamiltonian and upon acting on an energy eigen- X . . .
. . i ; Eqg. (1), th f | f f
function ¢ (r) produces another eigenstate, shifted in space*q (1), the eigenfunctions ok, are also eigenfunctions o

g . P . In the case of a general compléx eigenvalues of
ITatn(0)|2= |4 (r +a)|2.2% Noncollinear translations do | ™2 i 9! pldx eig
. L A the non-Hermitian operatoPy . ., are complex numbers,
not commute in a magnetic field, ap&,,P,]#0. The ex- . o .
. . - Y ~ and the above argument concerning an infinite extension of
istence of two noncommuting Hermitian operatd?g, each

: ) o i the state is not applicable; the eigenfunctions turn out to be
8;:;?21;0mmu“ng with the Hamiltonian le the de- localized(i.e., the wave function vanishes at infinity

The stati funct dind to a d In the terminology of quantum optigfor a review see
€ stationary wave functions corresponding 1o a dege€Ngef 5 ang references thergiihese states belong to the class
erate Landau level may be chosen to be eigenfunctions g

) = - - . f squeezed states, generalization of the coherent states. In
either Py or Py (but not both simultaneouslyThe eigenval-  oytics the squeezed state is defined as an eigenfunction of a
ues of P, , are real, and the translation opera®?"x (or  non-Hermitian operator,X—i\p, built of two non-
e'2Py) applied to the corresponding eigenfunction gives onlycommuting variables, the coordinate and momentum of a
an overall phase factor. The modulas remains unchanged Byarmonic oscillato\ being the squeeze parametek dis-
the translations, so that the eigenstates must be infinitely exinctive feature of squeezed states is that the quantum uncer-
tended in thex (or y) direction. The wave functions of an tainty in the non-commuting variables is as minimal as al-
electron in a magnetic field first found by Land4provide lowed by the uncertainty relatiofminimum uncertainty
an example: factorized aP*x(y), they are eigenfunctions state$. The purpose of the paper is to analyze properties of
of P, and are infinitely extended in thedirection(strip-like ~ the squeezed states, eigenfunctionXgf.
states. Solutions of the Schidinger equation for a charge in a
As discussed later, in the relation magnetic field corresponding to non-spreading wave packets
with a classical dynamics—the coherent states in the modern
terminology—were first built by Darwin as early as in 1928.
More recently, the coherent states in the magnetic field prob-

e ~
P=-BXR, (1)
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lem have been extensively studied by Malkin and Marf’ko, symmetries because the vector fiéldr) has a lower sym-

and Feldman and Kafirfsee also Refs. 9—11In the coher-  metry than the corresponding magnetic field. If this is the

ent states, the quantum uncertainties in e and Y-  case, the coordinate transformation should be accompanied

coordinates of the Larmor center are equal. Various genely a certain gauge transformation which compensates the

alizations to the squeezed states have been done by Dodongiange inA(r).2 A procedure of constructing the transforma-

et al’'®and Aragoné’ In the general squeezed state, thetion, which is valid for arbitrary gauge of the vector poten-

uncertainty in one of the coordinates is reduced at the exal, is presented in the Appendix.

pense of the other one so that their product remains intact.  As shown in the Appendix, the operators of finite trans-
In the present paper, we considgationarystates, build-  |ations,r—r+a, are built of the generator of translations

ing the squeezed states from the energy eigenfunction be-

longing to a given Landau level. Being stationary, these §26_9A+E BXT. (6)

states are of different kind than the moving squeezed wave c c

packets of Refs. 12 and 14. The operatorﬁ’ commutes with the Hamiltonian E@2) as

The paper is organized as follows. In Sec. 1, we FeVIEWnanifestation of the translation invariance preserved in a ho-
some general features of the quantum problem of a charge in o -~
g : mopgeneous magnetic field. The componentPadbey the
a magnetic field. In Sec. 2, we define the squeezed states an . .
e . . : commutation relation
explicitly find the wave functions in the coordinate represen-
tation. In Sec. 3, properties of the squeezed states are ana- . ~ e
lyzed. In the Appendix, we suggest a method which allows [Px,Pyl=—i c hB. @)
one to construct symmetry operators for an arbitrary gauge

of the vector potential and apply the method to the case of £auation(6) is valid in an arbitrary gauge of the vector po-
homogeneous magnetic field. tential A. In case of the symmetric gaugd=1/2(BXr),

Eq. (6) gives the expression first found by Z4k.
PresentingP in the form in Eq.(1), one indeed recog-

1. GENERAL PROPERTIES nizes inR the center of the Larmor circléhe guiding cen-
The Hamiltonian of a particle with mass and electric ten),
chargee moving in thex-y plane in a magnetic field reads ~ . mc .
R=r+—5 VXB, (8)
~ 1/ e \?2 eB
H=—(p——A) : 2 . . . :
2m C an integral of motion known from classical mechanics. The

here the vector potentiad(A,,A,) corresponds to a homo- following commutation relations

geneous magnetic field perpendicular to the plane, [(FAQ)| :(ﬁ))m]:iﬁglmv 9)
(curl A),=B. The choice of signs in some of the below

formulas depends on the sign eB for definiteness, we [)A( Q]—f (10
assume=B>0. In terms of the ladder operators AT

can be readily derived from Eqgé7) and(8).

R T . R
C=——(vytivy), C'=
V20w, V20w,

Wheref:X,y are the non-commuting components of the veloc-
ity operator

(ax_iay)r 3

2. SQUEEZED STATES

e 52 From Eq.(10), the X and Y coordinates of the Larmor
mv=p-— P A, [oy f)y]=i ma2 (4) circle center are incompatible quantum variables. Given the
commutator Eq(10), their variances obey the standdgete
(the cyclotron frequencyw.=|eB|/mc and the magnetic e.g'% uncertainly relation:
lengthl = y%c/|eB|), the Hamiltonian Eq(2) can be conve- 1
niently written as 2 2-. 14
y X (AX)?(AY) >4| ,
H=hw. 6T6+§ . [ee=1. (5)  where the variance of a variablg is defined as £A)?
o =((AA)% with AA here and below standing fakA=A
In the presence of a homogeneous magnetic field, the. (ay . |f the uncertainty relation is satisfied with the equal-
translations in the-y plane and rotations around taeaxis jyy sign, it is said that the system is in a minimum uncertainty
remain symmetry elements. The reflectian,, in a plane  giate or, in other words, in a coherent or, more generally, in
passing through the axis (yOz for definiteness reverses 4 squeezed state.
the magnetic field and is not a symmetry transformation.  \ye construct the stationary squeezed stie N) as a

However, the producirr=To, of time-reversall ando,,  simyltaneous eigenfunction of the Hamiltonian E2) and
both reversing the field, is a valid symmetry. the operatorf((p

It is well-known that the Hamiltonian Eq2) may not R R
commute with the operators associated with the physical Xgp=X cos®+Y sin®, 1y
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where @ is a complex parameteb=®;+id,. Under a (Eg. (20) is equivalent to Eq(13) for the ground stateN

¢-rotation around the-axis, ® transforms tod - &' =o =0.) To find the explicit form of the wave functions, we
— ¢, andXg, can be also represented as choose the symmetric gauge
X=X coshd,+iY' sinh® , 12 1
¢ 2 2 12 A= BXT, (22)

where X' =X cos<D1+\A( sind; and Y'=—X sin D,
+Y cos®; are the Cartesian components of the guiding cenwhere different directions are treated on equal footing.

ter R in the principal axes wherd;=0. In the notations
The statdR, N) is found from the following system of _ _

equations Xp=(X=X)cos®+(y—Y)sin @,
N 1 Yo=—(Xx—X)sin®+(y—Y)cosd 23
HIR, N)=ﬁwC(N+§ IR, N, (13 Yo= = (x=X) y=Y) @3

(Yo=Xo+12), the operators in Eq20) and Eq.(21) take

Xo|R, NY=(X cos®+Y sin ®)|R, N). (14  the form

The quantum numbers of a state are the Landau level number  v2 Ciga 9 O - .

N, and the expectation value of the guiding center position, ' € €= %J“' EJ“ o1z Xotiya)

R(X,Y); two real parameterX andY specify the complex L

eigenvalueXy, . _ N _ b2 (Xe+iYe), (24)
The operatorXy is not Hermitian and the eigenvalue 2|

problem may or may not have solutions among physically 5

admissible norma_lhzable functlop(sl,?, NIR, N)=1.. To flnd_ 5(¢=?<q,—ilz . (25)

necessary conditions for the existence of physical solutions, e

we note that Eq(14) leads to(R, N|JAX,AXg|R, NY=0,

or, using the representation in Ed.2) and Eq.(10), whereYq = —X sin ®+Y cosd.

In the coordinate representation, E¢@0) and (21) be-
(AX")?+tantt ®,(AY’)%2=—1? tanh®,. (155 come a system of linear differential equations of the first

Observing that the I. h. s. is positive definite, we concludeOrOIer for W(r|0, R)=(r[R, 0). The normalized solution

that Eqg.(14) has normalizable solutions only #,<0 (or, reads
more generallye B®,<0). ®(r|0, R)
The real and imaginary parts of the relation

Y. -0 qi 1 ., - . ~
<R, N|(AX(I’) |R1 N>_0! give :CCDEX%_EZ(XczI>+inIJy(D+iXCI)Y<D_inI>X(I)) ,

(AY")? tanif ®,=(AX")?, (16)
v ) 2 ) (26)
(AX'AY'+AY'AX')=0, (7 whereC,, is the normalization constant
2
AX')2(AY')2=—. 18 !
(AX)P(AY")?=7 (18) Col =512 VI exp 4(9* — ). 27)

The last relation follows from the first two combined with o _ _
Eq. (15). Also, As expected, the function in E(R6) is normalizable and Eq.

(27) is meaningful, only if ImP<O0.

The normalized states for théth Landau level, eigen-
functions of the Hamiltonian in Eq5), can be now found
from

2 12
(Ax')2=E [tanh ® |, (AY’)2=E |coth®,|. (19

According to Eq.(18), the eigenfunctions oKX indeed
belong to the class of minimum uncertainly states. From Eq. 1
(17), one sees that the physical meaningkfis to show the P(r|N, R)= — (¢hN¥(r|0, R). (28)
orientation of the principal axes, along which the quantum INE
fluctuations of the guiding center position are independent. It
follows from Eq. (16) that ®, controls the relative uncer-
tainty of the projection of the guiding center onto the princi-

The calculation can be easily done with the help of the
following identity

pal axes. I%
; ; At aidgA I | -a
To find the wave functions of the squeezed states, we C =e e 7ﬁ e,
first consider the states from the Landau leMet 0, |R,0) V2 o7
and solve the following system of equations 1

§(¢|R,O)=X(I)|R,O> (21)  After some algebra we obtain,
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FIG. 1. The probability density for the state
N=2, [tanh®,|=0.1, ®,=0 located at the
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(ie 1 ?)N mentum eigenstate with the eigenvalug=—#N. In the
Y(r|N, R)=Cg ——=— ili ity i i i i-
(r] )=Cq 2N ;(r)]?erent states, the probability density is rotationally invari
In quantum optics, squeezed states can be presented as
xexp i ﬁ B-(BXr) the result of the action of the “squeezed operator” on the
~ coherent state. Similar to Ref. 12, squeezed of the cylindri-
- X cally symmetric coherent states (Hn——) is achieved by
WXCD(XCD'Hyd)) N ) (30) applying
where Hy(¢) is the Hermite polynomial, Hy(€) - i TR TR
=(—1)Vef(dNe~)/(deY). In the coordinate representa- ~ O— &XP) oz F(X'Y +Y X", (31)

tion, this expression gives the wave function of the squeezed .
state|R, N) centered aR and belonging to thé&lth Landau  Where tanhr= €”®2, In optics there are certain non-linear pro-
level [in the symmetric gauge Eq22)]; the “rotation cesses with the evolution operator in the form 26 A

angle” @ in Eq. (23) is a complex parameter, Ih<0. coherent state then evolves into the squeezed state. For the

case of a particale in a magnetic field, the analogous problem

3. PROPERTIES of preparation of a squeezed state has been considered in
Ref. 13.

The basic features of squeezed states can be seen in F|gs
1 and 2, where the density and the current are plotted for a
typical state:N=2, ®=id,, |tanh®,|=0.1. The squeezed
state is localized in the sense that it has a finite extension i
bothx- andy-directions. Qualitatively, the squeezed state is a
superposition of classical Larmor orbits of radiys,
= \J2E\/mw?, the centers of which are positioned in the
vicinity of R with a typical deviationAX’ andAY’. From
Eg. (19, AX'/AY'=|tanh®,|<1 so that the state is elon-
gated in the direction of the principal’-axis. When®,
tends to zero, the elongation increases and the squeez
state asymptotically transforms into a “strip(of length
~ | ®y)).

The wave function of a squeezed state from N
Landau level had\ isolated zeroes in th&-y plane. The =
zeroes are at the points on the line¥g=0, where the Her-
mite polynomialH (X4 /1) has itsN roots. In the limit®, n ] 4
——w, the zeroes gather together at the paintR. This z(v)
limit, Where AX=AY=1/2, gives the stationary coherent rig. 2. The current density for the stal=2, |tanh®,]=0.1, ®;=0
state introduced by Malkin and Man’Kothe angular mo- located at the origirR=0.
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FIG. 3. Detail of the current density for the stdte=2; |tanh®,|=0.1,
&,=0 located at the origifR=0.

current are mirror symmetrigrelative to the principal axes

M. Ozana and A. L. Shelankov

(Re(1- exd 2i(®* —d")])¥>>0). The overlap of the states

differing in the Larmor center positioR or the parameted

does not depend on the Landau level hum¥exs it follows

from the EQq.(28) and the commutation relation in E¢p).

Therefore, the overlap integral in E2) can be calculated

using the Gaussian wave functions fé=0 in Eq. (26).
Repeating the derivation known in the theory of coherent

states of a harmonic oscillat(see e.g. Ref.); one can show

that the set of squeezed states is complete i.e. the closure

relation,

1:§j

is valid. As in the harmonic oscillator case, the st4fe3\)
with continuously varyingR form an overcomplete set
within the Nth Landau level. Repeating Perelomov’s
arguments/ one can show that the subset of states \Kith

on the sites of a periodic lattice is overcomplete if the lattice

2

IR, NXR, NI, (33

As discussed in the Appendix, the product of the mirroris too densdthe unit cell area,<2l?) and is not complete
and time reversal transformations is a valid symmetry elefor a too dilute lattice §,>212). Whens,=2l2 (i.e., the
ment. As a consequence, the distribution of the density anflux through the unit cell equals to the flux quantim/e),

as also apparent in Figs. 1-4.
Within a given Landau level, the squeezed states, eigerplete, however, if any two states are removed.

functions of a non-Hermitian operatoKy ,

are non-

orthogonal. For the states defined in E§0) with the real
positive normalization constaily Eq. (27), the overlap in-
tegral reads

(R;®,N|R";®’",n")

(1—exd 2i(®* —P)NY41—exgd 2i(®'* —d')])*2
NN (1-exg2i(P* —®")])*7?
[{ ie i (X=X ) (Xgpu = Xepx)
X ex e B- (R’ ><R)+2I2 Snd — %)
(32
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the system of the functions is complete and it remains com-
plete even if a single state is removed; it becomes incom-

In conclusion, stationary squeezed states of a charged
particle in a homogeneous magnetic field have been con-
structed and analyzed. The distinctive feature of the
squeezed states is the minimal quantum uncertainty of the
position of the Larmor circle center. The family of the
squeezed states is characterized by the squeezing parameter
Im @ variation of which allows one to transform gradually
strip-like states(infinitely extended in the direction con-
trolled by Re®) to eigenfunctions of the angular momentum
with rotationally invariant density distribution. The squeezed
states have a rather simple structure: As it follows from Egs.
(30) and(23), a general squeezed state can be obtained from

FIG. 4. The probability density for the state
N=10; [tanh®,|=0.1, P, =0 located at the
origin R=0.




Phys. Solid State 40 (8), August 1998 M. Ozana and A. L. Shelankov 1281

a Landau “strip” by a complex angle rotation of the coor- or
dinates. The simplicity of the construction gives the hope - -

i (OO 1op)— (O
that the squeezed states may turn out to be useful. Op=0e!x (0 =07, (A4)

Below, we analyze only the case of a homogeneous

We are grateful to lgen Rammer for reading the manu- il X )
ymagnetic field but the method is generally applicable.

script and valuable remarks. We also thank V. V. Dodono aHI=
In the presence of a homogeneous magnetic field, the

for drawing our attention to Refs. 12 to 14 ' ) 4 '
This work was supported by the Swedish Natural Sci_transl_atlons in the-y plane and rotations around themg,
ence Research Council. remain (continuou$ symmetry elements. As the reflection,
o, , in a plane passing through thkeaxis (yOz for definite-
ness, reverses the magnetic fiela, is not a symmetry ele-
ment. We note here that the product of time-revefisahnd
o,, both reversing the field, is a symmetry element. We

The physical symmetry of a system in an external magdenote the product by+=To, .
netic field is controlled by the symmetry of the vector field ~ The transformationO changes the wave function as,
B(r) (among other factojs However, the Hamiltoniani o . A )
—f1, contains the vector potentid\(r) rather thanB. The ¥ O, whereO denotes the operator associated with
vector field A(r has a lower symmetry and, moreover, the For_trans!atlons and rotations, the form of the oper&as
spatial symmetry ofA(r) is gauge dependent. For this rea- obvious; in the case afr,
son, the Hamilton_ian often dogs not commute with the op-  Gry(x,y)=¥* (—x,y), (A5)
erator corresponding to a physical symmetry element. A ho- .. o o
mogeneous magnetic field gives a simple example: th&"d or_is_an anti-linear anti-unitary operator. From
translation invariance is preserved but the vector potential i§ "HaO=Hoa, the transformed vector fieldA can be
alwaysr-dependent. It is well-knowtthat the symmetry op- found. Again, the result is obvious in case of rotations and
erator should include a certain gauge transformation whicffanslations. Undeor, which is the mirror reflection of the
compensates the change of thdield generated by the sym- polar vector fieldA(r) in combination with tirpe reversal
metry transformation. (A——A), thg vector potential transforms as7A.(X,Y)

To build the modified operators on a regular basis, we™Ax(—X.Y), 0TAY(X,Y) = —Ay(—X,y). .
suggest the following procedure. For any given symmetry _ First, we consider the operator of a finite translat@
element O, it is always possible to find fieldA(O(r),  =Ta, Ta¥(x,y)=#(x+ay,y+a,), a being the translation
curl A©O=B, which is invariant relative to®: OA©  vector. The vector potentiah©=A®  invariant relative to
=A©, Whatever gauge is chosen fér in Eq. (2), the the translation along, A®@(r)=A®(r+a), can be taken as,

APPENDIX. SYMMETRIES OPERATORS

gauge transformatiorG,*HG,, specified by A@=n((Bxr)-n), a=|an (AB)
éO: e 0= £ frdr(A—A<0>), (A1)  (“Landau gauge’). Using Eq.(A3), the operator of magnetic
hc Jo translation reads

changes the vector potential entering the Hamiltonian from Fla_ glielch) f3, dr' (AGr)~A@(") _ o(i/h)p-a (A7)
Ato A-V xO=AO) ie, Gy 'HaGp=Ha- By con-  * ’

struction, ® does not change the vector fielkf“)(r) and, p=(%/i)V being the canonical momentum. As a conse-
therefore, the transformed operatGi;'HAG, commutes —duence of the physical translational invariance, this operator

with O, i.e. commutes with the Hamiltonian EqR) for arbitrary gauge
A qA A A A e a of the vector potentiah(r).
(G HAG0)O=0(Gn HaGo) Up to terms linear ina, T®=1+(i/h)a (p—(e/c)A
or +(elc)A®) or, using Eq. (A6), T@=1+(i/h)a (p
A a s N osagn —(e/c)A+(e/c)BXr). From here, one reads off the expres-
HA(GoOG") =(GpOGy )Ha - sion for the generator of translatioffsand derives Eq(6).
Therefore, it is the operator This derivation of Eq.(6) links P to the translational
s A aay symmetry. The same expression f@rcan be derived in a
Oa=Gp0Go", (A2)  more intuitive manner. First, one considers the operator of

which commutes with the Hamiltoniaf, and represents the the guiding centeR, the expression for which in E8) can
be guessed from the correspondence principle. Sithéea

symmetry elemen®. As such, the operatad, depends on . i ) |
classical integral of motionR must commute with the

the gauge chosen for the vector poten#alin the Hamil- e g )
tonian, but its matrix elements are gauge invariant if theHa@miltonian. Now, one defineB by Eq. (1) and comes im-
sandwiching functions are gauge transformed in the usudnediately to Eq(6). o o
manner. Next we consider rotations i.eQ=R. The “bare” op-

Equivalently, the symmetry operator in E@\2) can be ~ €rator of a rotation around theaxis is R:ellﬁ('Xp)z¢, @

written as being the angle of the rotation. Tieinvariant vector poten-
A o o tial is AR'=(1/2)Bxr. Applying Eq. (A2), the symmetry
Op=e X" (N=x=OM O, (A3)  operator reads:
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Ra()= oi(efeh) f3dr(A—AR) Gilh(rxp) ;¢ @i (elch) fdr(A—AR)
(A8)
In the limit —0, IA?A(¢)~1+(i/h)ﬁz¢>, where the genera-
tor of rotations., is
L, =ei(elemodrA=AT) 5 ﬁ)ze—i(e/ch)f(z)dr(A—A(R))_

Simplifying and using the expression &R, one gets

L=

rx (A9)

" eA e B
p—E +2—C(r><( Xr))z.

M. Ozana and A. L. Shelankov

generator of translation8 Eq. (6) only in the gauge covari-
ant combinatiorp— (e/c)A so that their matrix elements are
gauge invariant.

Finally, we consider the combined mirror and time-
reversal transformation in EGA5): O=o1. One can check
that o1 does not change the Hamiltonian in @) if the
symmetric gauge Eg22) is chosen. Ultimately, this is the
reason for the mirror symmetry in the distribution of the
density and current seen in Figs. 1-4.

For the Case_Of a homoQ?nequs mag”e'F'C field, this OperatolrL. D. Landau and E. M. LifshitzQuantum MechanicéPergamon Press,
commutes with the Hamiltonian for arbitrary gauge of the nN.v., 1977.

vector potential and reduces to the usual angular momentu

L,=rxp when A, B—0. Also, £,=L, in the symmetric
gaugeA=(1/2)BXr.

The operatorC, can be written in the following identi-
cally equivalent forms

2 1eBA2 mc - A10
3¢ R et e
2—1 ¢ po_MCh A1l
368" eB™ (ALD)

Iil, and the(two-dimensional vectorsP andR are defined in

Egs.(2), (6), and(8) respectively. One sees that the integral1
of motion £, is, actually, a function of the other conserving

quantitiesP (or R) and the energy.

If the axis of thea rotation is shifted from the origin to
the pointR,, the generator of the rotations denoted(as
reads

m
Lr, —

°h
eB

Note that the vector potential entefs Eq. (A9) and the

leB - )
=57 (R=Ro)"~ (A12)
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Analysis of quantum interference between elastic and inelastic electron scattering
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A comparative analysis is made of the kinematic and dynamic approaches to describing the
quantum interference that occurs when electrons in a disordered medium are subjected to
simultaneous large-angle elastic scattering and multiple inelastic scattering of long-

wavelength type. It is shown that both the kinematic and dynamic approaches lead to the same
angular dependence of the interference effect, but that the range of variation of the degree

of coherence as the scattering angle changes is found to be a factor of 2 larger for the dynamic
theory than it is for the kinematic description. €98 American Institute of Physics.
[S1063-783%8)00508-3

Quantum interference between elastically scattered eledity, also implies that the electron is now in the inelastic
tron waves is the cause of weak localization of conductiorscattering channel. Because of elastic scattering, an electron
electrons and increased elastic reflection of particles inciderthat has lost a fixed energy can then leave the medium and
on a disordered medium from the outside. Evidence for thiseenter the vacuum by passing through the same surface it
interference is enhancement of scattering within a narrowsed to enter the medium with its original energy. When this
cone with aperture angld y~ (kl)“*<1 (wherek is the  happens, the flux of electrons with fixed energy loss can be
modulus of the electron wave vector ahis the mean free  measured.
path of the particlein the neighborhood of the directly back- The study of weak localization of electrons incident on a
ward direction. For some time now, much attention has beedisordered medium from vacuum and reflected back into the
focused on the influence of inelastic scattering of electronsacuum is of special interest because in this case it is possi-
on their transport in disordered media. The existence of inbile to work with a flux of monokinetic particles and directly
elastic scattering disrupts the quantum interference cormmeasure the characteristic angle for primary scattering con-
nected with preservation of phase memory by the electrongiected with the phenomenon of weak localization. Electron
and is the reason for dissipative processes. It has long be@mergies for which quantum transport effects can be easily
assumed that the only way that inelastic scattering affects théetected are in the range of hundreds of electron volts. De-
coherent transport of particles and waves is by giving rise t@pite the relatively high particle energiésompared to the
dissipative processes. energy of a conduction electrprand hence small de Broglie

However, it has recently been shown that inelastic scatwavelengths of these particles, the coherence length is found
tering does not lead to loss of phase memory in certain case) be sizable at these energies, as shown in a number of
and can contribute strongly to constructive interference. lpapers-~ ensuring that the quantum-transport effect is well-
was found that interference between elastically and inelastidefined.
cally scattered electron waves can lead to the appearance of a The new form of weak localization proposed here, i.e.,
new type of weak localization of electrons that scatter withweak localization of particles in the inelastic scattering chan-
energies that differ from the energy these particles havael, differs from ordinary weak localizatidine., weak local-
when incident on the disordered medium. In other wordsjzation in the elastic scattering channé@h one important
inelastic scattering can lead to a new coherent effect in theespect: there is a characteristic scattering angle for which
so-called scattering chanrfeln this case the coherence turns the constructive interference is most strongly marked. In
out to arise from electron-wave interference associated witlcontrast to ordinary weak localization, the constructive inter-
two possible ways to realize the following process: an elecference for this new weak localization turns out to be stron-
tron undergoes one inelastic scatteriegy., the electron can gest at a scattering angle that differs from, and this
excite a plasmon or a well-defined atomic transitidol- difference can be considerable.
lowed by large-angle scattering, either single or multiple.  The reason why constructive interference is strongest at
The single inelastic scattering causes an electron to lose a scattering angle ofr for ordinary weak localization has
portion of its energy. This loss, which can be a fixed quaniong been appreciated. In Ref. 6, Kanpiezer developed a

1063-7834/98/40(8)/5/$15.00 1283 © 1998 American Institute of Physics
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simple graphical method to illustrate this fact. Very recentlyvidually. When we analyze and compare the expressions for
we developed a similar kinematic approadh describing 11(x) andl,(x), we find that the part of the scattering cross
interference between elastic and inelastic electron scatteringgction that depends on scattering angle, which corresponds
and a corresponding graphical method to treat it. Our kineto 12, practically coincides with the corresponding depen-
matic description implies that the characteristic primary scatdence of the quantity; . Moreover, these portions are equal
tering angle for constructive interference does not equal N Magnitude, so that the presencel gfleads to a doubling
instead, it depends in a rather complicated way on the valugf the angle-dependent part of the coherence scattering cross

of the energy lost, on the initial energy of the incident eIeC_section while preserving angular features that are present in

tron, and on other system parameters. In Ref. 7 we also distbe kinematic description.

cussed the structure of cross-type diagrams, and found that

their contribution to the scattering cross section was compa-

rable to the contribution from ladder-type diagrams. Our

treatment focuses on cross-type diagrams in which two dify \weak LOCALIZATION IN THE KINEMATIC

ferent types of lines, i.e., one associated with elastic, thappROXIMATION

other with inelastic scattering, cross each other. In studying

the angular dependence of this new type of localization we The effect of coherence in inelastic scattering of elec-
need only analyze the structure of the simplest cross-typ#ons can be characterized by the function

diagrams, which include only two interaction everitne

event is an elastic and the other an inelastic interagtias

shown in Ref. 2, in an unbounded medium the possibility of j dqePw(q,@)dc(q, . x)

multiple elastic collisions does not change the scattering M(x)= ' @
angle that characterizes this new type of weak localization. f dgoPw(g,»)G (g, w)

In Ref. 7 we showed that the coherent part of the scat-
tering intensity is the sum of two term$(x)=1I.(x)

+1,(x). The first of these has a characteristic mathematic he scattering anglg. The quantityw(q, ) in this equation

structure which allows us to construct an easily visualize s the probability for excitation of a plasmon or any other
model of _the cgrresppnding coherent part of the quantunfyng-wavelength excitation with energyw and momentum
transport intensity. This model has received the |&kile- g. The functionsG. and G, correspond to cross-type and

matic” Its use for describing the coherent part of a quantumadder diagrams respectively. According to Ref. 7, they are
transport makes it possible to understand why the charactegtetermined by the equations

istic scattering angléassociated with ;) differs from = in

the presence of inelastic processes. The kinematic model al%(q,w,x)
allows us to estimate simply, without calculations, the range
of scattering angles in which constructive interference can
exist. The second ter, supplements the first with an ex-
pression for the intensity that describes all the coherent scat-
tering processes. In other words, supplements the kine- @
matic description of quantum transport, converting it to a

3\fvhich is the degree of coherence. This function depends on

1
(E—Ey_q—fiw+iU")(E-Egiq—iU")’

= ZJ quRe

complete dynamic description. The ratig x)/1,(x) can be 1 2

either larger or smaller than unity. In Ref. 7 we showed bygL(q'w):j dﬂq[ E—-E. —fawtiU’

direct calculation of the total intensity ) that the angular k-a

features of the intensitly correspond to the predictions of the 1 2

kinematic model. However, a detailed analysis of the coher- + E—E. . +iU’ ] . &)
k'+q iU

ent part of the intensity shows that the absolute value lof
differs considerably from the value given by that part of the

intensity |, corresponding to the kinematic description. Herek is the momentum of an electron incident on the dis-

The goal of this paper is to clarify the reason wh theordered mediumk’ is the momentum of an electron in its
9 bap Y MCinal state,U’ is the imaginary potential of the medium, and

predictions of the kinematic model are correct even in thos%1 is the momentum of a plasmon. Because the plasmons are
cases where the conditions for applicability of this model are]ong-wavelength in character We havg< g.~ w, /vp
Cc p 1

violated. To this end we have extended our analysis of th ; : ;
mechanism for the new weak localization. We investigate gge,r:ee?r%ils{,;?oecﬁ;ésﬁae firr?tc(]al:;:gtci:())/no]itnt hgqg?‘iﬁ;n (;ﬂgi
case where electrons are transferred to the inelastic scatterifghds over all directions of the vectgr The y-dependence
channel by excitation of bulk plasmons, since this is exactlyof G.(y) is a consequence of weak localization.

the case wherél,(x)|>11(x). In contrast to our previous To analyze the mechanism for weak localization we
paper! in which we considered the total intensity=1,  separate out the contribution td that corresponds to the
+1,, here we thoroughly analyze intensitigsand|, indi- kinematic model. Consider the catE/fiw<<1, where the
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energy lost by an electron in exciting a bulk plasmon greatly 005k
exceeds the imaginary potential. The new weak localization
affects the system most strongly in this limit, and the func-

tion Ge(q,w, x) takes the form N0
= N
a.01
2 ) , T TR T S S N O A
Ge(Q,0,x)= e dQq) m6(qv—w)d(qv’ — ) 90 1o 136" 150 170
A
_ 1 (4) FIG. 1. Degree of coherence in the kinematic approximation. Along the
(qu— w)(qvl —w) ’ abscissa we plot scattering angiefor an electron withgev/w,=7 and

U'l(hwy)=0.1

Herev andv’ are velocities of an electron in the initial and
final states respectively. The symigldenotes the principal

value of the mtegra_l._ ) rather simple functiorM, which is plotted in Fig. 1 for one
-The term containing the prqduct of twdfunctions dg- possible set of parameteysv/w andU' /(o). It is easy to

scribes that part of the scattering process corresponding e that the angles at which we observe rapid changes in the

the kinematic approachThe principal value of the integral functionM (y)|,, exactly correspond to predictions that fol-

of the product of Green'’s functions supplements this equatow from the kinematic approach outlined in Ref. 7.

tion, raising its accuracy to a point where it corresponds to

the dynamic approach. The portion of the functiwh that

corresponds to the kinematic approximation equals

Thus, the kinematic approximation corresponds to a

2. DYNAMIC CORRECTION TO THE KINEMATIC
DESCRIPTION

2
gc(qaw,X)|k.a.:?f dQqé(qv—w)é(qv’ — ) The following portion of the functiorg. extends the
applicability of the kinematic approach:

_ 27m26[qucos x/2) — w]
 h2qusin(x/2)V(qucod x12))2— w2

©)

2
Gclsa=—5P | a0 @)

by supplementing Eq5) to make up the complete expres-

Here #(x)=1 for x>0 and 0 forx<0. Substituting Eq(5) sion (4). Calculation of this integral is a rather tedious pro-
into Eq. (1), and taking into account thaw(q,w) cedure. Therefore, we immediately present the final result:

ocq‘ze(wp/vF—q), we obtain the following expression:

Y(v—w)(0—qv')’

27726(qu — w/cosy/2)

Gelaa= +G 8
claa #2qusin(x/2) \(qucosy/2)2— w? clagr
u’ Here the first term on the right side of E&) coincides with
M()|ka= 2% sin x/2)In(qeo] @) the functigngdk_a_: The function.gc|d_gr, has a compli_cated
form and is given in the Appendix. The integral of this func-
jqc dq tion overq is qlmost independgnt of the_scattering angle
wl(veosy/2) /(v coSY/2)% — w? whereas the integral of the first term in E@) depends

strongly ony. This fact gives us license to treat the function

U’ 6(qevcosy/2— w) gc|d_gr_ as the source of a certain background whose origin is
= dynamic and does not contribute significantly to the angular
dependence of the quantum transport.

Ak wsiny/2In(qw/ w)

X 1

(6)

2.7 w
T Sin C]CUC—OS(/Z

3. DEGREE OF COHERENCE
This equation is valid when the inelastic scattering involves

excitation of a bulk plasmon. Herg,~ w/vg is the maxi- From Egs.(6) and(8) it follows that the expression for
mum possible momentum of the latter. the degree of coherendé can be written in the form
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M(x)= o s
fisin(x/2) [55,daqw(q, ) i 1
2 A(qucosy/2— w) i
><J daqw(q, ) (G oo5 — o011~
0 V(queosy/2)?— w - 2
-~ ~0.01
+M ground— 2My o+ M ground- 9 g B
The probability functionw(q, ) is not specified here in or- =
der to emphasize that many future approaches will be correct ~0.05 -
so long as the inelastic scattering is caused by electron inter- ~ 3
actions with any long-wavelength elementary excitation, not ™
simply with plasmons. 0,09 B
The dynamic correction to the kinematic approximation : [ WO T W R N S T
given in Eq.(9) consists of a sumMy ,(x)+Mgrouna- The 00 120 140 160 x,
function M goung is determined from the following expres-
sion: FIG. 2. Degree of coherence corresponding to the dynamic theory. The
dynamic description is shown in cunz Curvel corresponds to the kine-
AU'D matic approximation and is given for comparison. CuBsélescribes the

function M gong- Hereqev/w,=7, U'/(fiwp)=0.1.

M ground™ 2K

(2m)?* | daqw(a,w)
tic scattering is negative over the entire observed range of
scattering angles (30x<180°). In order to compare these
two examples, the parameter' /(% w) was kept equal to 0.1

. ) as before, even though the imaginary potential of the me-
SinceMgoung does not depend on the scattering angle i, increases with decreasing electron energy.

we are led to conclude that the dynamic correction to the ¢ relatively small electron energies the linear approxi-

degree of coherence in the kinematic approximation has eXyation inU’/(% w) used in this paper to describe the angular
actly the same angular dependence as the kinematic agsnendence of the degree of coherence may inadequate:
proach, but because of the dynamic correction the range q‘fowever, the qualitative features of the functibh{ ) dis-
variation of the degree of coherence is increased by exactly §,ssed above remain in force. Exact theoretical expressions

factor of 2. The quantitM goungis always negative; for this ¢ e quantityM ( ) that are correct for any ratid’/(% w)
reasonM is also negative over a wide range of scattering, o given in our paper Ref. 7.

angles fromy min(Qev/w) to x =, wherey i, decreases with
decreasing.v/w is.

2k
< daq?w(q,®)Gelagr (g, ).

In conclusion, we should say that this work has practical
value insofar as it identifies a strict correspondence between

4. DISCUSSION OF RESULTS

From the analysis given above it follows that the kine- 0.06
matic approach gives very good results when used to esti- -
mate the characteristic angles at which quantum interference
is most important, even outside its limits of applicability, so
long as the inelastic scattering channel is associated with 2.02
excitations of long-wavelength type. The range of variation g t
of the quantityM () is increased by dynamic effects by a | Jo0
factor of 2. The contribution of the background coherent part -0.02
to M (), which is dynamic in nature, is always negative.

Figure 2 clearly illustrates the relation between the kine-
matic and dynamic descriptions of the new type of localiza-
tion when the inelastic behavior is associated with the gen-
eration of long-wavelength excitations with relatively large
values ofg.w/w=7 (i.e., for sufficiently large electron ve- B
locities). Because of the coherent dynamic background, the 0.0
degree of coherence changes sign at a scattering angle
=120°. As the electron energy decreases, all the angular J
features of the functiorM () shift to smaller scattering -0.74 |-
angles. In Fig. 3 we show the same three curves as in Fig. 2, =
but for g.v/w= 3, which corresponds to decreasing the elec-

tron energy by a factor of 5.5. In this case, as is clear fronkg. 3. pegree of coherence at low energigs:/w,=3, U'/(hw,) =0.1,
Fig. 3, the cross section for interference of elastic and inelasrhe enumeration of the curves is the same as in Fig. 2.

T
~

T

1 ] 1

1 ! i 1
130 0 170 y,°

M(x)
N

-0.06 -
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the mathematical description and the graphical method obf bulk plasmons over a range of electron energies of hun-
studying weak localization of electrons in the inelastic scatdreds of electron volts, which is the range for which the
tering channel. We hope that the theory of this new type oparameters for elastic and inelastic electron scattering given
weak localization can serve as a stimulus for observing thén this paper are realized.

effects we predict. Such experiments are feasible at this time,

since the probability of seeing an angular dependence of thaPPENDIX

weak localization is quite large in the channel for excitation ~ Form of the functionGc|q g :

g 4770(qv—w)sigr(qv+w/cosx){ 0(qu — w/cosy/2)
d.gr=

h2qusin(x/2) Vg?v2cogx/2— w?

’( coalz\/qzvz— w?+ wsinxlz)
—arcta +

JoPv2cody/2— w?

qu+ o+ |qucosy + w|
al
2sin x/2) \Vg?v?coSx/2— w?
O0(wl/cosy/2—qu)
2\ w?—q’v2coSy/2

qu + o+ |qucosy+ w| — 2siny/2y v’ — q?v2cos x/2
qu + o+ |qucosy + w| + 2siny/2y v’ — qv2cos x/2
cosy/2\q%v % — w?+ wsiny/2+ Jw?— q?vcoS x/2 . 4m0(qu—w) | 6(w/cosy/2—qu)

n
cosy/2Vq%v?— w?+ wsiny/2— Jw?— q?v?cos x/2 h2qusiny/2 | 2Vw?—q?v?coSx/2
" cosy/2\q%v? — w?— wsiny/2+ Jw?— q?v?coS x/2
n n
cosy/2y/q%v? — w?— wsiny/2— Jw?— q?vcoS x/2
0(qu — w/cosy/2)
Jg?v2coSx/2— w?

VaZv2coSy2— ? Vg2v2coSy/2— w2>
ct -
cosy/2v/q%v? — w?+ wsiny/2 qusiny/2

X|In

qusiny/2— Jw?— q?v?cos /2
qusin/2+ Jw?—q?vcoS /2

+ arctaf(

7(w—qu)

+ In
h2qusin(x/2)\w’— q?v2cos y/2

2siny/2\w?®— g?v?cos x/2— w+ qucosy
2siny/2\w?— g?v?cos x/2+ w— qucosy

(qu — wCosy) Vo> — q2v2coS x/2— wSiny/2(w — qucosy)

+1In
(qu — wCosy) Vo’ — q2v2coS x/2+ wSiny/2( w — qucosy)

+In‘

2siny/2\w®— q?v?cos x/2+ w+ qucosy
2siny/2\w?— q?v?cos x/2— w — qucosy

w(w+qucosy)siny/2— (qu + wcosy) Vw?— qv2cos x/2
o(w+ qucosy)siny/2+ (qu + wcosy) Vo> — q?v2cos x/2

+In
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The shift in the nuclear magnetic resonarib®R) line of "‘Ga isotopes in GaAs crystals is
investigated in the temperature range 160—360 K. It is observed that the position of the
resonance line is temperature-independent. The value of the shift relative to an isolated nucleus
is 440 and 420 ppm for the three samples investigated. The roles of various contributions

to the NMR line shift are discussed. @998 American Institute of Physics.
[S1063-783M8)00608-X

Single-crystal gallium arsenid&aAs), which is one of  tope”Ga in three nominally pure GaAs crystals in the tem-
the most widely used semiconductor compounds, has ofteperature range 160-360 K. Our measurements were made
been studied by nuclear magnetic resonghdR). Despite  with an MSL-500 pulse spectrometer manufactured
this, data on the temperature dependence of the NMR lingy Bruker. To observe the NMR signal we used a two-
shift of gallium nuclei in GaAs and its value at room tem- pulse quadrupole-echo sequence with pulse duration
perature are quite contradictoty? In a number of recent =1.9 us and repetition timet=0.1s at a frequency
papers devoted to NMR studies of bulk Ga#isr example,  w,=152.487 MHz, which corresponds to the resonance fre-
see Refs. 6 and)ythe shift in the resonance line is not quency of an isolated nucleus!Ga nuclei have spin
discussed at all. The value of the shift in a GaAs crystal at =3/2; however, since the GaAs crystal structyoeibic
room temperature was determined experimentally in Refs. Isphalerite, or zinchlendehas cubic symmetry, no quadru-

2, and 5. In Ref. 3, Andrianoet al. investigated the NMR  pole splitting of the NMR line is observed. The precision of
line shift at 4.2, 77, and 300 K, while in Ref. 4 Masterov our thermal stabilization during these measurements was no
et al. investigated the angular dependence of the NMR linavorse than 0.5 K. The value of the shift was determined
shift and the difference between the shifts at 77 and 300 Kfrom the position of the line maximum. The error in deter-
In Ref. 8 Barretet al. observed NMR in size-quantized mining the shift was 2 ppm, which is related to the finite
GaAs/AlGaAs structures, and obtained information about thevidth of the line. At room temperature we obtained the fol-
value of the shift by recording the signal fromAGa /As  lowing values of the shift for the three samples we studied:
barriers atT=5.1 K without optical pumping. The values =440, 440, and 420 ppm. Within the limits of error in our
obtained in Refs. 1-3, 5 and 8 for the shift are listed in Tableneasurement of the line center, we observed no temperature
I. Room-temperature chemical shifts ingBs compounds dependence of the shift in any of the samplese Fig. 1L

were calculated theoretically by Il'iret al. using the Popl In semiconductor crystals, the NMR line shift is caused
single-electron methodlt is clear from the table that these primarily by the chemical shift, although the Knight shift
theoretical calculations give the correct sign of the shift andnay also contributé? The main ideas of the theory of

a magnitude that agrees with the experimental numbers inhemical shifts were published by Ramsey in Refs. 11 and
order of magnitude. For comparison, we list values for thel2. According to these papers, this shift consists of two dis-
chemical shift in the crystal GaSb in the table as well. tinct terms:

In Ref. 3, it was reported that the NMR line shift for

2 2
2 Yi +Zi
r3

7IGa nuclei was a weak function of temperature in the range 0= 89+ &°.

from 300 down to 77 K, which agrees with the values listed ) )

in Table I. As the temperature decreases from 77 to 4.2 K the  The diamagnetic terd® has the form

observed shift begins to grow significantly, eventually reach- 5

ing a value of approximately 250 ppm. However, the shift a___© ¥

measured by Masterogt al. in Ref. 4 in the temperature 2mc2< 0 °>’

range from 300 to 77 K had a value ef100 ppm. Thus,

there is no agreement regarding the temperature dependensberee andm are the charge and mass of an electiors
of the NMR line shift of gallium nuclei in single-crystal the velocity of light,W, is the wave function of the ground
GaAs at this time. state, and; is the radius vector to thieth electron.
In this paper we investigate NMR line shifts for the iso- The paramagnetic term is written as follows:

1063-7834/98/40(8)/2/$15.00 1288 © 1998 American Institute of Physics
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TABLE I. NMR line shift of *Ga nuclei(in ppm)

Literature citation

Present [9]
Compound T, K [1] [2] [3] [5] [8] work (Theory
440
420
GaAs 300 200 270 433*+* 216 440 199
440¢
420¢
GaAs 4.2 705**
GaSh 300 —-80 0 —46 -39

*The measurements were made relative to a nominal frequency of an isBiateducleus.
** Measurements were made relative to the NMR line”f&a nuclei in a crystal of GaSb.
*** There is no reference point given in the paper.
Remaining data are presented relative to the position of the NMR line of a gallium nucleus in a standard water solutibiOgiGa

ably exceeds the thermal energy in our temperature interval,
the paramagnetic contribution also turns out to be tempera-
ture independent.
‘I’o> Thus, in GaAs, only the Knight shift from free carriers
can lead to any appreciable temperature dependence of the
) o NMR line shift. The experimentally observed absence of
where AE is the average excitation energy of the electronsg, . 4 temperature dependence that we report here implies
from the ground state, arigt is the orbital moment of the 5 the contribution of the Knight shift is small, which is in

k-th electron. , o , o agreement with earlier papeisee, e.g., Ref.)3However, it
In solids, the chemical shift is determined primarily by is’jicely that the Knight contribution to the shift is the cause

the paramagnetic terfr.*'“The diamagnetic contribution is ot ne rather small discrepancy between measured values of
by its nature practically temperature independent, since the'ihe shift in the samples we studied

mal broadening in the crystal, which in our temperature
range corresponds to an insignificant 0.4%, can be neglected. This paper was partially supported by the Russian Fund
The paramagnetic term is primarily determined by Vanfor Fundamental Resear¢®rant 96-02-19523

Vleck paramagnetism. This type of paramagnetism assumes . _
. . . vH. Lutgemeier, Z. NaturforscHl9a 1297 (1964).
that electrons are excited by the magnetic field to unoccupied,, | Bogdanov and V. V. Lemanov, Fiz. Tverd. Telaeningrad 10, 286

shells. Since the difference between the energies of the ex-(1968 [Sov. Phys. Solid Stat0, 223(1968].
cited states and the ground-state energy in GaAs considerD. G. Andrianov, Yu. B. Muravlev, N. N. Solov’ev, and V. I. Fistul’, Fiz.
Tekh. Poluprovodn8, 604 (1974 [Sov. Phys. Semicon®, 386 (1974].
4V. F. Masterov, V. P. Maslov, and G. N. Talalakin, Fiz. Tekh. Polupro-
vodn. 11, 1421(1977 [Sov. Phys. Semicond.1, 837 (1977].
50c Hee Han, H. K. C. Timken, and E. Oldfield, J. Chem. Pi8@5.6046
(1988.
445 6S. K. Buratto, D. N. Shykind, and D. R. Weitekamp, Phys. Rev®
9035(1991).
M. Suemitsu, K. Terada, M. Mishijuma, and N. Miyamoto, Jpn. J. Appl.
. ¢ o Phys.31, L1654 (1992.
g b . * 8S. E. Barrett, R. Tycko, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett.
B 440 . 72, 1368(1994.
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FIG. 1. Temperature dependence of the chemical shift of the NMR line of
"Ga nuclei in one of the GaAs samples we studied. Translated by Frank J. Crowne
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A calculational scheme is presented to determine the density of states in the fluctuation tail for
the disordered solid solution ZnSe. Te, at concentrations below the threshold for

percolation over sublattice sites. Zero-phonon absorption and luminescence bands in the region
of the exciton ground state are found using an approach developed earlier. Phonon coupling

is taken into account, and vibronic absorption and luminescence bands are obtained. Experimental
data are shown to be in a good agreement with the calculationsl998 American

Institute of Physicq.S1063-783#8)00708-4

The disordered solid solutions ZnSeTe. stand apart the appearance of a characteristic structure associated with
from other 1I-VI compounds, because they are obtainabld.O phonons:3#
within the whole concentration range despite the relatively  The optical characteristics of the solid solution at the
large lattice mismatclilattice constants 5.668 and 6.089 A interband absorption edge are dominated by fluctuation-
for the Se and Te compounds, respectiyelhe interest in  induced localized states of the valence band-tail. We are go-
these systems stems from their application potential in quaring to present in this work a general scheme for calculation
tum electronics. of the density of fluctuation states, of the intrinsic lumines-

The absorption and luminescence of ZpSde; solid  cence band profile, and of absorption spectrum in the region
solutions indicate the formation of fluctuation-induced tailsof the density-of-states tail for the ZnSeTe. solid solu-
in the density of states of localized excitdné.The diffuse  tion. Because the possibility of optical recombination is lim-
band edge suggests that the ZnSde, solid solution is a ited by the exciton lifetime for transitiofiunneling to lower
system where substitution of Te for Se creates a strong pefecalized states in the tail, which is accompanied by phonon
turbation of the valence-band electronic states, at least for Temission, in order to describe the luminescence one has to
concentrationg=<0.30. This conclusion is buttressed also byfind the energy distribution of such states which have no or
the fact that for low concentratiors~=0.01 the tail of the strongly suppressed channels for nonradiative depletion. In
fluctuation states exhibits structural featutebwhich origi-  other words, one has to know the distribution of spatially
nate from localized states of small clusters consisting of twadsolated localized states. In a general case, this problem is an
or three Te atoms. As the Te concentration increases and tlaspect of quantum percolation theory. Isolated states in lat-
average level of potential decreases, the perturbation intrdice models were considered in Refs. 5—-8. An analog of such
duced by each Te atoms decreases too, so that#d.35 isolated states is in our case the states forming in potential
the fluctuation tail in ZnSg .Te, becomes comparable in wells of tellurium-atom clusters and, accordingly, of com-
depth to that in CdSe .Se..}™ plexes of such clustersuperclusteis

The ZnSe_.Te; solid solution differs from a number of Thus calculation of a spectrum of isolated states reduces
other compounds of this type in a strong electron-phonorto finding the distribution of localized tail states among su-
interaction, which forc<0.30 gives rise in luminescence perclusters in the continuum model, i.e., to a problem similar
spectra to structureless features with a halfwidthto percolation over overlapping sphefes® By applying the
~0.1 eV The increase of the Fhtich coupling withLO relations developed in classical percolation theory for over-
phonons compared to the starting crystals provides supportapping spheres, to the calculation of the distribution of
ive evidence for the onset of fairly deep exciton localizationstates over superclusters, one can establish the position of the
in this concentration interval, which makes possible vibroniczero-phonon luminescence band with respect to the maxi-
transitions assisted by phonons whose vectors occupy a simum of the exciton ground-state zero-phonon absorption
able part of the Brillouin zone. The decrease in localizationband and the mobility edge.
depth with increasing Te concentratiooX0.3) results also The calculation of the absorption and luminescence
in a noticeable weakening of Hilich interaction, which is  spectra will take into account exciton interaction with both
accompanied by a narrowing of the luminescence band andptical and acoustic phonons. Within the concentration re-

1063-7834/98/40(8)/5/$15.00 1290 © 1998 American Institute of Physics
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gion of interest here, it is assumed that the electron cannot B (N, w)P’(M,w)

follow adiabatically the fast motion of a localized hole and {1+ "% (w)A}a=2 To(w) 4
interacts by Coulomb law with the hole density distribution 7 7

averaged over the fluctuation well. The results obtained inn this approximation, a localized state splits off if for at
this work are used to describe the luminescence spectra tdast one of thes’s there exists a value= w;,c>0 that
the ZnSe_.Te, solid solution, for which a wealth of experi- satisfies the condition

mental data is availabfe:*

Ao(wig0) = 1. )
The first to split off is always the siteless state; it has the
1. LOCALIZED CLUSTER STATES. THE SUM RULE degpest Iocqlization energy and provides the largest contri-
bution to optical processes.
We shall assume a macroscopic voluMeof the solid The wave functions of the split-off localized states nor-

solution consisting oN lattice sites to be filled in a random malized to unity can be written, accordingly, as
manner by atoms of two species, A and B. The diagonal

matrix element of a one-band Hamiltoniky takes the value (M= > G (0)P%(w)

E, if the site is occupied by atom A, ari€k in the opposite meCst,

case. We are going to consider in this work the situation - —1p

where the atomic concentration of the narrow-gap solid- X 2 O’G  (w)Dp , (6)
solution component A is less than the critical value for per- nmeCet o

colation over the sites of the anion sublattice; p.~0.2. In 9
these conditions, atoms A can form only clusters of finitewhereG';$(w) = %G'ﬁ,cm(w)-

size. The probability for a cluster consisting af atoms of

If the perturbation introduced by a cluster consisting of species A and of atoms B on the periphery to appear is
atoms A exceeds the critical level and results in a splitting of

a state from the bottom of the virtual-crystal band, then all ~ gsc(1 —c)", (7)

higher-order clgsters WI|! likewise split off such states. In theWhere Je, is the number of clusters which have the same
low-concentration domain, clusters made up of two and more

. . . number of atoms A and the same number of atoms B form-

Te atom:_; in Zn SﬁcTeC. Sp“F off localized states We shall . ing the perimeter but are realized in different spatial configu-
assume in zero approximation that the cluster wave functions . N .
. . . rations. Limiting ourselves to siteless states only, we can

do not overlap, and consider the resulting split-state SPEG rite for the averaded density of states
trum. Within such an approach, the medium beyond the clus- g y

ter is described in terms of the virtual-crystal approximation. st
A. Isolated-cluster approximation p(w)=zs ,;1 ; |¢ﬁt’%|2o5(1 —c)tﬁ(a)— w'sé‘:)' (8)
In this approximation, the equation of motion for any we have labeled here the eigenfunctions and eigenvalues
cluster can be written according to the clusters they belong to. The integrated den-
0 +9”°(w)A}nm<Pﬁ(m)= 0, (1) sity of states split off from the band bottom of a virtual

crystal calculated per site
wherel is the identity matrix,A=A,é,, is the perturbing £
potential at a siten and m run through the values corre- N(o):f Lp(w)dw=2 g (1 _C)tZE ny(c),
sponding to the coordinates of the sites occupied by the clus- 0 st,x s
ter, andg’‘(w) is a fragment of the single-particle Green’s (©)

function matrix confined to the cluster volume. where E, is the Lifshits boundary for a solid solution; it
We use next the approach developed in the theory ofgincides with the total number of clusters per site.
impurity lattice dynamic¥’ to obtain the eigenfunctions and  Tq calculate the number of states with localization en-
eigenvalues of matrikg’®(w)A] whose rank is equal to the ergy in excess ofs, we have to set the upper limit of inte-
cluster size gration in Eq.(9) equal to this quantity, and begin summa-
tion on the right-hand side with a cluster sevhich gives
2 [0°%(w)A], m®7(M,w) =\ (0)P(n,w), (2) rise to a state with localization energy In these conditions,
meCs the total number of split-off states will in no case exceed the
where the summation runs over the sites occupied by theumber of atoms of the narrow-gap component, which is
cluster. The eigenfunctions thus found form a complete ordetermined by the expression
thonormal system o
Na=N2, ngc)s. (10)
2 DM, w)D7(N,0)= Sy 3) =t
7 Sums of typg(9) converge rapidly within the whole concen-
Using these eigenvalues and eigenfunctions, we can rewritigation interval. Because functiomg(c) are known for many
the matrix{l + g"°(w)A} ! in the form lattices for at least a few lowest valuesofthe sum rule we
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have obtained can be used to estimate the number of states .,022
split off from the band bottom of the virtual crystal. To give
an illustration, for a cubic fcc latticé

ni(c)=c(1-c)*? n,(c)= 12c?(1-c)*®
na(c)=c324(1-c)3+ 126(1—c)?4. (11)

Our estimate of the probability of formation of a four-atom
cluster yields

na(c)~ 10°%c*(1—c)%. (12

p (@), M)
3*

In accordance with the sum ru(®), these functions can be
employed to estimate the number of states created below the w0 e NN
virtual-crystal band minimum. Additional useful information 7] 0.1 0.2 0.3
can be obtained if one knows at least approximately the de- Energy,eV
pendence of localization energy on the numbeAatoms in _ , ,
the cluster. This would provide an insight into both the mag-~'¢: 1. Calculated) density of stategp(w) and (2) integrated density

. . . . of statesA{w) in the fluctuation tail for the ZnSe Te, solid solution
nitude and behavior of the integrated density of states an92:0.15). Filled circles - estimates of the integrated density of states made

the pattern of density-of-states variation. by the sum rule.

. . ) C. Zero-phonon absorption and luminescence bands
B. Approximate description of the  p(w) relation

We shall use for description of the zero-phonon absorp-

bilit Toddescrllzjebthle)(aft) relation in thteh vthlnlty of the MO"  tion band the method developed earlier in Refs. 17 and 18. It
Ity edge and below I, We assume that in zero approx'ma'permits one to describe thes Exciton band profile in terms
tion all states with localization energy; in excess of some

ner n b nsidered localized and well isolat dof the model of a localized hole and an electron bound to it
energy wo can be considered focallzed a el 1solate by Coulomb interactiorireferred to as model Il in Refs. 17
from one another. The value afy, measured relative t&

.and 18 for w=wy, i.e., the main part of the zero-phonon
should be chosen so that the total number of states Wltﬁ 8 w=wo p p

) ¢ thi | bsorption band.
€nergy In excess ot this value The main parameters of the problem that determine the

EL Urbach slopes ard =|E,— Eg| andA/E,,, with the critical
Mao)= L plw)do (13 value of the perturbation potential in the lattice version of the
0 model related to the electron Green’s function through

satisfies the condition _
E,'=G.50).

3<1. .
Mwo)a’<1 (14 Experimental values of the Urbach energy(c) were ex-
Here a~\#’2Mw, determines the characteristic tracted from absorption coefficient measuremehtsThis
exponential-decay length of the wave function of a singleprovided a possibility for estimating the parametdrsand

guantum well outside it. A/E, which were found to be=1eV and~0.8 eV, re-
The quantityw, plays the part of the upper boundary of spectively.
the region within which the theory is valid and the po- a) Zero-phonon luminescence liné&/hen atoms of two

sition of the mobility edgew,¢ turn out to be of the same species are distributed in a random way, the fluctuation-
order of magnitude, and they are both larger than the Urbacimduced potential wells are likewise scattered randomly
parametere,, which determines the exponential decay ofthroughout the crystal volume. In a very crude approxima-
the density of localized states for energies aboyg: . tion, the states of interest to us here are isolated from one
To calculate thep(w) relation, we use the effective-mass another. This is valid, however, only for states with a suffi-
approximation and the approach developed in Refs. 17-2@iently high localization energy. As one approaches the mo-
To estimate the absolute value of the density of states, whility edge, a progressively larger part of these states begins
find the coefficient of proportionality by joining the approxi- to belong not to a single cluster but rather to their complexes
mate value of the integrated density of states with the funcésuperclustens
tion found by means of the sum rule for the interval between  Following the calculational scheme adopted in Ref. 18,
the localization energies for clusters wigh-3 and 4 atoms we shall assume that one can specify for each cluster a
of speciesA. The results of these calculations are displayedsphere of radiu®;,;>a such that, if for a given concentra-
in Fig. 1. The localization energies for clusters witk2  tion of localized states within the sphere volume R /3
—4 were found in the effective mass approximation forthere is, on the average, more than one potential well with
spherical potential wells of the corresponding size. This prolocalization energy equal to or greater than that in this well,
cedure gives the density of states presented in Fig. 1 fathen an exciton will have a possibility of transferring from
®w= wq, and permits extrapolation of this function to the re- the upper to the lower state of this complex. The quaiRity
gion o< w,. cannot exceed the distance between two wells for which the



Phys. Solid State 40 (8), August 1998 Klochikhin et al. 1293

time of the phonon-assisted exciton transition between themwhich we shall consider independent of localization energy.

is of the order of the exciton radiative lifetime. The other states of a supercluster will have lifetimes limited
The theory of percolation over overlapping sphéfés by phonon-assisted decays. For example, the upper states of

yields a dependence on the number of spheres in the volungir clusters and the second states of larger clusteessu-

of interest for such characteristics as the average number gercluster states are labeled in order of decreasing localiza-

clusters(ng) consisting ofs overlapping spheres per sphere. tion energy will have the only possibility for decay. The

When applied to our problenin,) is the number of isolated number of decay channels involving phonon emission in-

localizing potential wells{n,) is that of superclusters made creases with increasing state number in the supercluster.

up of pair wells, and so on. By analogy with Eq(17), the number of states havirsg

Using the well-known expression fdn,),°~**we come  decay channels can be written
to

(ny(w))~exp(—[Ri/r(w)]°)=exp{—2P(w)}. (19 Ms(w)=<k_25+l nk(w)>- (19
Here

w9 The sumg17) and(19) are dominated, with a good enough
To)= (i 1 ) (16  accuracy, by their lower limit®i.e., by a few of their leading
47 Mw) ' terms.

and(n,(w))=(n, [ Mw)]). b) Profile of the zero-phonon luminescence band.

Steady-state concentration of occupied states under continu-
ous and sufficiently weak interband excitation is proportional
to the density of states at the given energy and their lifetime.
Because the contribution of each populated state to the spec-
tral emission density coincides with that to the absorption
d:_oefficient of the % state, we can present the zero-phonon
luminescence band in the form

The concentration of potential wellé( w) with localiza-
tion energy bounded on one side by the magnitude ,cdnd
on the other, by the Lifshits boundaBy , is determined by
a relation of type(13). The functionP(w) is the density of
localized excitons in units of the first virial coefficient. In
classical percolation theory, the data obtained by various a
thors on the magnitude of the critical densijw) for per-
colation over _sphere_s are collectegl in Ref. 13. These values |gs(w)~a(1)s(w)P(w)Trad, (20)
are confined in the interval 1.27P ;=<1.40. As seen from
Egs.(15) and(16), the valueP(wy,g) depends in our case on where
the parametelR;; we have introduced and the integrated . .
density at percolation thresholf{ wyg). We shall use the _ _
results of extrapolation of power expansions in sphere con- P(“’):; Ps- (@) 7 1)/Tfad5321 PE () (2Y)
centration in the low-concentration domain fer=2,3,4
guoted in Ref. 18. gives the total relative population of states with localization

We shall assume that a localized state can either underggnergy o, which belong to superclusters of different size.
radiative recombination or transfer to another state lyingRecalling the expressions f@ng),'® the first two terms in
lower in energy by emitting a certain number of phonons.P(w) yield
Using the classification of localized states according to their 0
belonging to superclusters of different size, we can maintain I(0)~ (@) 7rad €XPL —2P(@)} + P(w)
that the states belonging to single wells can only recombine. X exp{—3.073P(w)}]. (22)
States belonging to pair superclustess;2, can be divided
into two types, viz., one of therfihe lowed can only recom-  Superclusters of the minimum size are responsible in all
bine at zero temperature, whereas the oftrex upper ongis  cases for the major contribution, while the higher terms pro-
capable of decaying to the lower one with emission ofvide only small corrections, both in the low-concentration

phonons. domain, M(w)/ M wyg) <1, where their number is propor-
Obviously enough, the total concentration of states cational to the concentration poweFX w) growing with super-
pable only of recombining can be written cluster size, and in the vicinity of the mobility edge because
w of the additional exponentially small factors.
_ _ Electron-phonon coupling affects the shape of absorp-
= =< n >, 1
#o( @)= prad @) 521 (@) @D fion and luminescence spectra because absorption and re-

combination are accompanied by emission of both acoustic

Here ng(w) is the number of superclusters consistingsof and optical phonons.

potential wells with localization energy larger than or equal To describe the interaction of excitons with bat® and

to w per weI_I, and the gngular brackets denote averaging phonons, we use the approach of Ref. 18. The calculation
over all possible realizations of the supercluster of a given : .
size of the a;4(w) and |4(w) spectra will take into account

Within the model considered herg,.{ ) is the frac- Frohlich interaction with longitudinal optical phonons and

. . e ... _deformation and piezoelectric interactions with longitudinal
tion of states with the total lifetime equal to the radiative . . . )
lifetime acoustic phonons. The main parameters of the solid solution

needed for the calculatiorfelectron and hole effective
71O=7_4, (18 masses, the constants of the deformation potential and of
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its distribution averaged over the fluctuation well, which is
actually the postulate of model II.
Figure 2 presents the results of the calculation and an

170 experimental spectrum. A satisfactory fit to experiment is
- observed when up to 100 phonon replicas are taken into
P account.
3 We note in conclusion that the above approach to de-
Q:‘g scribing optical spectra of disordered crystalline systems can
: be generalized to a two-dimensional case by including the
3 70! corresponding changes in the consideration of the density of
Q. fluctuation states and in the relations following from perco-
QP lation theory.
3 A possible version is the case of a three-dimensional
density of states and two-dimensional supercluster statistics,
3 provided the solid solution layer is sufficient for accommo-
10 dating three-dimensional fluctuation-induced clusters but still

not large enough for three-dimensional superclusters to form.
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exciton wave function was taken as a product of the wave A. A. Klochikhin, S. A. Permogorov, and A. N. Reznit§kJETP Lett65,
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function of a localized hole by the electron Coulomb func-1¢a_ A Kiochikhin, S. A. Permogorov, and A. N. ReznitskFiz. Tverd.
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In recent years, investigations of the crystal structure anaptical data of Ref. 6 indicating the existence of a direct
electrical and optical properties of layered compounds ofminimum at an energy of 2.88 eV. Previously, Shibettal >
type MX, (where M is a metal and X is a chalcogemve reported seeing this feature in the photoconductivity spec-
elicited considerable interest. Many of these compounds pogrum in the form of a shoulder at an energy of 2.8 eV.
sess polytypes, which ensures that a whole range of crystal As for energies smaller than the width of the forbidden
modifications, each having different properties, can exist fogap, Patilet al3 reported a maximum at an energy of 1.45
a single chemical compound. One such compound is theV at liquid-nitrogen temperatures, which disappeared at
wide- gap semiconductor SpSAt this time, more than ten room temperature. In Ref. 4, Nakag¢d al. observed weak
polytypes of this compound are known; depending on thgeaks in the photosensitivity in the energy range from 1.4 to
structure of the polytype, the width of the bandgap variesl.9 eV, which disappeared in a humid atmosphere, which
over a wide range from 0.81 to 3.38 éV[he commonest probably means that they are related to the surface. No as-
polytype of Sn$ has a sequencé@B)(AvyB) of alternating  sumptions about the nature of the photosensitivity in this
layers, and is usually denoted byd2according to its sulfur region were advanced. The photoconductivity we observed
layers. However, since its unit cell contains only one mol-in the neighborhood of 1.65 eV was seen in samples with
ecule, it is the simplest structure this compound can hav&arious impurity contents; however, not all samples with the
and, hence, should be denoted bid.1The width of the same impurity content were photosensitive in this region.
forbidden band of this modification, according to optical This leads us to conclude that the effect is not associated
measurements, is 2.18 éV. with an impurity mechanism. In our opinion, its cause is

SnS crystals are rather strongly photosensitive, a fact ofmost likely the presence of layers in the sample with a dif-
considerable interest since the photosensitivity is present iferent polytype structure. Our previous x-ray investigations
the visible region of the spectrum. However, very few papergsee Ref. Y showed that the majority of Sp8rystals consist
have made it their task to study the photoconductivity ofof intergrowths of two or more polytypes. The next most
these crystals;® and as far as we know no one has investi-common polytypes afterH are referred to asH4 and &
gated the photo-EMF. In order to fill in this gap, we mea-based on their sulfur layers, with forbidden-gap widths of
sured the photoconductivity and photo-EMF of $n@ystals  1.89 and 1.59 eV respectivelyThe presence of thin layers
doped during growth with Cu, Au, Zn, Cd, In, Ga, and P of these polytypes in some samples could lead to the ob-
impurities. Our measurements were made in the constanserved long-wavelength photosensitivity. A broad maximum
current regime, using a monochromator as a light sourcé the photo-EMF spectra is also observed in this wavelength
with a photon energy range from 1 to 4 eV. The contactgange, whose position almost coincides with the peak in the
were made using silver paste. In order to measure the phghotoconductivity spectra.
toconductivity, they were deposited on one surface and
screened from the light. The photo-EMF was measured on
the opposite side of the sample as the immediate vicinity of

the contact was illuminated by a fixed beam from the mono- - BT'
chromator. "é
Our results are shown in Fig. 1. It is clear from this data | r
that a well-defined strong maximum is observed in the pho- s 1
toconductivity spectrum at an energy of about 2.3 eV, which :’; 4L
was practically the same for all the samples, a weaker peak at §
an energy of 2.85 eV, which in some samples had the form 5 2
of a shoulder, and a maximum in the neighborhood of 1.65 sSr
eV, which did not appear in all samples. The first feature is -Q%
obviously connected with the edge of the fundamental ab- 0 1 L L L

L
sorption band and corresponds to an indirect optical transi- 15 A 3\-/5 3.5
tion to the absolute minimum of the conduction band. The v,e

peak-e-lt energy Of.2-85 e\_/ is prppably aSSO.Ciated with di'_’ecﬁIG. 1. Spectral dependence of photoconducti(étyrve 1) and photo-EMF
transitions to a higher-lying minimum, which agrees with (curve2) in crystals of H SnS at room temperature.

1063-7834/98/40(8)/2/$15.00 1295 © 1998 American Institute of Physics
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It is clear from Fig. 1 that the principal maximum of the mum as the wavelength of the incident light was varied.
photo-EMF spectrum is located at an energy of 2.5 eV. TheAdditional research is required in order to explain this effect.
origin of this maximum is undoubtedly the same as that of = This work was carried out with the financial support of
the photoconductivity maximum at an energy of 2.5 eV, i.e.the Russian Fund for Fundamental Resedf@hant 97-02-
indirect transitions of electrons from the valence band to thet8300.
absolute minimum of the conduction band. The shift of this
maximum to shorter wavelengths is obviously associated
with the fact that the photo-EMF is generated by the separa-;s- Acharya and O. N. Srivastava, Phys. Status Soli@i5A717 (1981.
tion of electron-hole pairs in a region whose size is the same Sé |32. Dubrovski and N. S. Zhdanovich, Fiz. Tverd. Tel8t. Petersburg

. . . , 272 (1996 [Phys. Solid Stat@8, 153(1996)].
order as the diffusion length from the metallic contact. If the sg g patil and R. N. Tredgold, J. Phys.4718(1972).
diffusion length is much smaller than the sample size, then*R. Nakata, M. Yamaguchi, S. Zembutsu, and M. Sumita, J. Phys. Soc. Jpn.
the photo-EMF maximum will occur in the region of strong 32 1153(1972. _ , o _
absorption deep in the fundamental absorption band, i.e., itg'lslhz'ga?tf‘l’ggoM“ka”“Sh" T- Miura, and T. Kishi, J. Phys. Chem. Solids
shifts towards the short-wavelength spectral region. 5G. Domingo, R. S. Itoga, and C. R. Kannewurf, Phys. RB4G 536

We note one interesting feature of the spectral depen- (1966.
dence of the photo-EMF, which could have practical appli- "A. V. Golubkov, G. B. Dubrovski and A. V. Prokof’ev, Fiz. Tverd. Tela
cation. In certain samples, we observe a change in the sign of(St' Petersbufg36, 2666(1994 [Phys. Solid Stat&6, 1453(1994].
the photo-EMF in the neighborhood of the principal maxi- Translated by Frank J. Crowne



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 8 AUGUST 1998

Specific features of Bi ,Te; doping with Sn
M. K. Zhitinskaya and S. A. Nemov

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
T. E. Svechnikova

A. A. Baikov Institute of Metallurgy, Russian Academy of Sciences, Moscow, Russia
(Submitted February 12, 1998
Fiz. Tverd. Tela(St. Petersbung40, 1428—1432August 1998

The effect of doping bismuth telluride with tin, on its electrophysical properties, has been
studied. It is shown that the main features in the transport coefficients,0e8iSn can be
explained by the existence of resonant Sn states within the valence band. The existence
of resonant Sn states was confirmed by codoping &i: Sn with the electroactive impurity I.
© 1998 American Institute of Physids1063-783#8)00908-3

Bismuth telluride is the main component of materials1. EXPERIMENT
employed in room-temperature thermoelectric power con-
verters. Therefore a search for impurities capable of increas- The transport coefficients were studied in Czochralski-
ing the thermoelectric efficiency of Bie; and of related 9rOWN bismuth telluride single crystals. The composition of

compounds is not only interesting from the scientific stand-the samples doped only with tin can be specified by the

point but has potential application as well. Both Iiterature]cormUIa Bl_,SriTe;, wherex=0, 0.002, 0.005, 0.007, and

and our data suggest tin as a promising impurity in thiso'01 *=0.01 in ByTe, corresponds to the atomic concen-

4 29 _ tration of 6x10'° cm~3). Samples codoped with tin and
respect™ Tight-binding calculations show that Group-IV iodine have the formula Bi,SnTes+ySbk, where
elements substituting for Te in Biie; can produce resonant , _q go5 andy=0.05, 0.1, and 0)_(15 vvts;%). '

states within the allowed bartExperimental studiés” re- The high degree of perfection of the crystals was con-
vealed some features in the dependences of electrical cofirmed by scanning tunneling microscopy, as well as by mea-
ductivity (o) and Hall R) coefficients on temperature and surements of the transverse Nernst-Ettingshausen effect
pressure, which can be attributed to the presence of tin im{Qe/ky). The Sn and | impurity content was monitored by
purity states. These features are, however, not so clearly préhemical and x-ray microprobe analysis. The uniformity of
nounced as the manifestations of the resonant states of Grodlppurity distribution in the samples was estimated from
Il impurities in PbTe and other IV-VI semiconductcthis ~ Mmeasurements of the Seebeck coefficmit T=300 K.

is apparently due to a number of factors, such as the strong W?j measured in singlfe-r::rystal samples the.foll(;);/zving in-
anisotropy in the physical properties, the small formation®cPe" ent components of the transport tengoygandRsz

energy of various, including antisite, lattice defects, he! the Hall coefficientSy, of thermopowerry, of the elec-

. . . . trical conductivity, an of the Nernst-Ettingshausen ef-
higher carrier concentratiofpy an order of magnitude; 1 Y, andQsz 9

0 o3 fect. Axis 3 in this notation lies in the direction of the trigo-
X107 cm™), as well as the complex structure of the elec-\5| crystal axis. The indices of the coefficients identify, in

tron and hole energy spectra. o the order they are given, the following directions: the first —
The experience gained in investigation of the resonanthe electric field being measured, the second — the electric
states originating from Group Il elements in IV-VI current or temperature gradient, and the third — the mag-

semiconductors® shows that such levels can be detected bynetic field. The measurements were carried out within the
codoping the material with an electroactive impurity, which, 77—420 K temperature range.
while not creating any levels itself, affects the position of the ~ Figure 1 displays the dependence of the hole concentra-
chemical potential. and the filling by electrons of the im- tion (p) on the amount of the impurity introduced ).
purity states. Such additional impurity for bismuth teIIuride[Th”e holeff.cpncentratmn was_determined fLom thle larger
is iodine, which exhibits a strong donor action. The existencd'® €0€ J€|ent component Ry using  the - relation

. . . .. p=(eRsy) 7]. Also shown are data on the doping of
of an impurity band is most clearly revealed by the pinning

. . - ; ] Bi,Te; with tin and a chlorine impurity introduced in the
of the chemical potential under variation of the impurity CON-¢0rm of CdCh,* as well as with donofan excess of Te and
centration. :

1) and acceptoran excess of Bi and Bbimpuritie$=*
The present work reports a study of the thermoelectric\when bismuth telluride is doped with lead or iodine, the

galvano- and thermomagnetic properties of T8k crystals  carrier concentrationg or n) increases usually proportional
doped with Sn, as well as with Sn and a codopant. We usetb the amount of the impurity introduced, namely, the elec-
iodine as the codopant. trical activity of lead is 1.4—1.7 hole, depending on the lat-

1063-7834/98/40(8)/4/$15.00 1297 © 1998 American Institute of Physics
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By contrast, we observe the hole concentration to varyg. 2. Temperature dependence of the Hall mobRiyxy; . Xsn: 1 — O,
only weakly with the tin content in BTe;. For instance, for 2—0.002,3—0.005,4 — 0.007,5— 0.01,6 — 0.005+ 0.05 wt.% Sbj.
tin present in concentration$s,= (1.2—6)x 10*° cm™2 the
hole concentration varied within a narrow interval from
2x 10 to 5x 10" cm™3, which argues fof'soft’ stabiliza-
tion of the chemical potential.

Figure 1 presents also results obtained by codopin
Bi,Te; with tin and a halogen electroactive impurity intro-
duced into BjTe; in the form of a compound (Shlin this
work, and CdC] in Ref. 4. We readily see a substantial The above features in the transport coefficients of tin-
difference in doping action between the iodine and chlérine doped BjTe; samples are similar in many respects to those
impurities in BpTe; and BibTe;:Sn. In the latter case, the
variation in the hole concentration is much less pronounced,
which confirms stabilization of the hole concentration in Sn-

crease in hole mobility in the cleavage plari®,,:011,
which was determined both from the electrical conductivity
gélnd from the Nernst-Ettingshausen effel@{,/kg|).

2. DISCUSSION OF RESULTS

doped BjTe; samples. .1

The temperature dependence of the transport coefficients 18 L] ®2
is shown graphically in Figs. 2—4. We see that the tempera- \ A3
ture dependences of the Seebeck and Hall coefficients in - v 4
samples with tin undergo substantial changes compared to X *5
those for undoped Bie;. The temperature dependences 1.4+ + 6

R(T) of the samples containing Sn change from the rising
pattern typical of BjTe; to the strongly decreasing course
(see Fig. 2 The Seebeck coefficient for tin-containing N
samples is noticeably larger in the high-temperature region. "g
One observes simultaneously a considerable falloff of the <, %0
Hall (Ro) and Nernst [Qe/ko|) hole mobility.

R321
Ll L]
e

\
o
*+
* +
s »
+

A

Note that, for low tin concentrationsx{&0.002 and - ’{f o.\. R "'\

0.005, the presence of tin atoms practically does not affect : :/ - '{ X

the hole concentration. The temperature dependeREES, 06F }l)#\'

as well as the magnitude and temperature behavior of the X B A VV"\, +

mobility Ro(T) for these compositions, are identical with A*A Vv

those obtained for undoped Bie;. It may be conjectured AAAAA

that because of its higher electronegativity tin, like indium, is A‘AA

capable of suppressing the formation of;Biype antisite .2r o, . . 4 .

defects. 0 100 300 500
Crystals codoped by Sn and | also exhibited features in T,K

the transport coefficients, namely, the. falloff &;,(T) FIG. 3. Temperature dependence of the Hall coefficRpy. Same nota-
throughout the temperature range studied and a sharp deen as in Fig. 2.
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tation as in Fig. 2; 7,8 — data from Ref. 4.
FIG. 5. Temperature dependence of the coefficient of the transverse Nernst-
Ettingshausen effecQ,,3. Same notation as in Fig. 2. Inset shows the
observed to occur in Tl-doped lead chalcogenides, and cardensity of stategy(u) for (1) stoichiometric samples an() tin-doped
also be interpreted in terms of the model of impurity reso-Biz2Tés single crystals.
nant states. Indeed, stabilization of the carrier concentration
can be related to the existence of Sn impurity states within
the valence band of BTe; (with a density of states propor- rameters is described in detail elsewh&Note that the val-
tional to Sn content the strong temperature dependence ofues ofmj ande obtained for BjTe;:Sn samples with hole
the Hall coefficient — to a temperature-induced shift of theconcentrations outside the region of the sharp mobility fall-
Sn impurity states, and the abrupt drop of the Hall andoff coincide with the literature data available for undoped
Nernst hole mobilities — to hole resonant scattering into thep-Bi,Te;.
Sn impurity band. It should be pointed out, however, that  Estimation of the position of the chemical potential in
these features are much weaker than those observed in teamples within the stabilization region shows that the Sn
IV-VI compounds. Therefore additional arguments are redevel lies between the valence-band subbands near the edge
quired to prove the existence of Sn resonant states. Besidesf, the additional extremum. Extrapolation of the temperature
doping of By Te;, particularly with metalge.g., with Pb, In,  dependence of the chemical potenidIT) to T=0 made for
or Tl), increases the amount of defects and the nonuniformitgamples with different Sn contents yields for the energy of
of the material. Note that in nonuniform semiconductors thethe impurity statez;~ x(0)~0.02—-0.03 eV.
temperature dependences of the transport coefficiengesr- For low enough temperaturégp to 140 K in our case
ticular, of the Hall coefficient can in certain conditions and for degenerate statistics, the four transport coefficients
simulate the behavior of a homogeneous semiconductor withermit one to determine the density of states in the band
impurity levels. This pitfall should be borne in mind in using the relation a.=(ko/e)(7%/3)(1h)(koT)g(u)
analysis and interpretation of experimental data. We stddied= S;e/ko+ Q1,/(R124011Ko). This is an isotropic quantity
the effect of inhomogeneitie®rystal quality on the trans- depending only on the chemical potential level. Our esti-
verse Nernst—Ettingshausen and Hall effects and confirmechates showed an increase in the density of s@te} in the
the high quality of the Czochralski-grown Hie;:Sn crys-  region of Fermi energies of 0.02—0.03 eV for temperatures
tals. Thus the specific features in the behavior of transportiose to 100 K(see the inset to Fig.)5In our opinion, the
coefficients observed experimentally in these crystals can bebserved bell-shaped profile gfe) for Bi,Te;:Sn argues
accounted for by differences in the energy spectra ofor the existence of a band of Sn impurity states near
p Bi,Te; samples doped with tin and without it, in other the edge of the second valence band with a broadening
words, by the existence of Sn impurity resonant states.  I'~0.01 eV. This value of the broadening of the impurity
The experimental data obtained permitted us to deterstates is in accord with the idea of resonant hole scattering
mine the band structure parameters, namely, the effectivimto the Sn band. Indeed, resonant scattering can reduce ef-
mass of the density of states}] and the band gagg in fectively the mobility only in samples whose Fermi level lies
Bi,Te;:Sn crystals. The method used to determine these pawithin the impurity band, and at temperatures such that the
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temperature-induced broadening of the Fermi distribution  To conclude, the results obtained in this work argue for

functionkyT~TI". (Bi,Te;:Sn crystals exhibited a consider- the existence of Sn impurity states within the valence band

able decrease of mobility near 100.K of Bi,Te;, near the top of the additional extremum. This
The effect of carrier resonant scattering on transport cogives us grounds to hope that it will be possible to detect

efficients(in particular, on the Seebeck coefficipmtas dis-  impurity resonant states in solid solutions of the V-VI com-

cussed in considerable detail in a review paper Ref. 6. It wagounds used traditionally in thermoelectric power converters,

showif that resonant scattering has a clearly pronounced sé@nd to use these states to improve the thermoelectric charac-

lective character, namely, only carriers with energies close téeristics of ByTes-based materials.

the energy of the impurity states undergo strong scattering. Ap._pecheur and G. Toussaint,Anoceedings of the 8th International Con-

certain relative arrangement of the impurity band, the edge ference on Thermoelectric Energy Conversidrancy, 1989, p. 176.
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Using standard low-temperatu¢e:300 °Q plasma-enhanced chemical vapor deposi{ieB

CVD) technology, films ofa Si(Er) : H were obtained that emitted light in the neighborhood of
1.54um at room temperature. The Er source was the specially synthesized fluorine-

containing metallorganic complex &FA);-DME (where HFA= CF;,C(O)CHC(O)CF; and
DME=CH;0CH,CH,0CH;), which possesses a low transition temperature to the gas pbfase
order 100 °Q at working pressuref.1—-0.5 Torp for the PE CVD method. Distinctive

features of the photoluminescence spectrura-&i(Er):H were investigated in the range 0.5
—1.7um for T=77 and 300 K. The presence of photoconductivity in the synthesized films is
evidence of their satisfactory electronic quality. 198 American Institute of Physics.
[S1063-78348)01008-9

Materials based on silicon doped with erbium are inter- In this paper, we used standard low-temperature
esting primarily because they could be used to make silicont<300 °C) PE CVD technolog¥of the sort normally used
based optoelectronic devices that operate in the wavelength make device-quality individual layers and multilayer
vicinity of 1.5 um, which coincides with the region of mini- a-Si:H structures for solar cells, to make filmsaSi(Er):H.
mum loss and dispersion in optical-fioer communicationWe then investigated their PL at nitrogen and room tempera-
lines. Films of amorphous hydrogenated silicém Si:H)  tures. The films are doped with erbium directly during depo-
doped with erbium exhibit enhanced photoluminescencéition of thea Si:H from a specially synthesized metallor-
(PL) intensity*? compared with Si crystals at this wave- g9anic complex HHFA);-DME (where HFA=CF;
length, as well as weak temperature quenching. Two basi€(Q)CHC(O)CF; and DME=CH3;OCH,CH,OCH;). The
methods are used to introduce Er into Si:H:1) ion  distinctive features of this compound are its resistance to the
implantatiorl, and 3 magnetron sputtering of a mosaiclike @ction of moisture in the air and its low sublimation tempera-
erbium-silicon target in an atmosphere of sildfdn both ~ turé: 106-120 °C at pressures of order 0.1 Torr. Experi-
cases, the synthesized films exhibit PL in the neighborhoof?€Nts in which we used the &tFA);- DME complex to
of 1.54 um at room temperature. A common deficiency of obtain films ofa Sl(_Er):H thgt emit gt a wavelength of 1.54
these methods is the high concentration of intrinsic defects iAtM are described in the brief publication Ref. 8.
the resulting films, which makes their future use in fabricat-
ing optoelectronic devices problematic. Rogetsal> and 1. PREPARATION OF SAMPLES

Andry etal® used a modification of the technology of = \yg haid particular attention to choosing a metallorganic
plasma- enhanced chemical-vapor depositi®E CVD),  compound that would make the Erions incorporate into
which is usually used to obtain device-quality films of e fiim in a chemical environment suitable for converting
a-Si:H, to synthesize $r) films. Erbium was introduced hem into optically active centers. It was established in Refs.
into the film by the metallorganic compounds t(® 2, 6, g and 10 that C, O, and F impurities are capable of increas-
6-tetramethyl-3, 5-heptanedionaterbiuntlll) (see Ref. 5 jnqg the intensity of 1.54sm emission in silicon doped with
and tris (bis trimethyl silyl amidg erbiuntlil) (see Ref. 8  erpjum. Among these impurities, the fluorine ion has the
during PE CVD atT=430°C under cyclotron-resonance smallest radius, a consequence of which is that a fluoride
conditions, which ensures epitaxial growth of Si. In this caseenvironment for the erbium leads to less distortion of the
PL at a wavelength of 1.54m was recorded at helium tem- sijlicon lattice and perhaps to narrowing of the 1.5
peratures. It is important to note that when an optimally cho4ine.!* Note also that there is an analogous use of hydrogen
sen metallorganic compound is used as the doping compdtuoride in the role of a passivator of broken bonds in amor-
nent during PE CVD, it is possible to ensure that the erbiunphous silicon films? which leads to suppression of nonradi-
incorporates into the growing film in the form of optically ative recombination centers. Furthermore, the larger elec-
active erbium complexes previously created in the metallortronegativity of fluorine compared to nitrogen and oxygen
ganic compound structure. leads to a stronger ligand field surrounding thé Eion.

1063-7834/98/40(8)/4/$15.00 1301 © 1998 American Institute of Physics
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a b in the range of 2000 to 3000 A for the different samples.
ﬂsc\ /CFs These films were then annealedTat 300 °C under normal
0 0—¢C pressure in a flux of pure nitrogéB0 sccm for 15 minutes.
H’IC/ ey 4 \cn
Hzc>o/ \0 =c< 2. RESULTS OF EXPERIMENT AND DISCUSSION
H,C F, . . . . . .
3 Ch 15 The impurity concentrations in the film,as determined by

FIG. 1. Structure of the EHFA);- DME complex. a—additional ligands for Secondary Ion mass SpECtI’OSCC(QfMS), were: for erbium

9~y 3 : 0 3
dimethoxyethane DME CH,OCH,CH,OCH;,, b—p3-diketonate ligands of 10°cm™3, for fluorine 2x10°cm™3, for oxygen
hexafluoracetylacetone HFACF,C(O)CHC(O)CF. 107° cm3, and for carbon X 10°° cm 3. The presence of

considerable amounts of carbon in the film shows that the
mechanism that disrupts the metallorganic complex in a

These considerations serve as a basis for choosing a fluorinkigh-frequency glow- discharge plasma is quite different
containing metallorganic compound for fabrication experi-from thermolysis on a heated substrate. In the latter case, as
ments geared to obtaining emitting films @fSi(Er):H. already reported, Eg-films form with very little carbon.

The most frequently encountered metallorganic com-Note that the concentrations of oxygen and fluorine were
pounds used to incorporate rare-earth elements into semicorsughly an order of magnitude larger than the concentration
ductor materials argg-diketonate complexes with the for- of erbium ions in the synthesized sample. Thus, the ratio of
mula ML; (where M is a rare-earth metal and L is (@K  impurities is quite sufficient to form octahedral complexes,
CC(O)CHC(O)C(CHy)3).13* A promising way to obtain a i.e., complexes where a metal ion is surrounded by six
fluoride environment for the erbium atom is to use hexafluodigands at the vertices of an octahedron. It is this configura-
roacetylaceton€HFA) as an acidoligand. However, it is not tion that is optimal for obtaining effective luminescence
possible to obtain unsolvateg-diketonate complexes of from an EF" ion via the radiative transitiofi 3,—l 15/,.>®
rare-earth elements with this acidoligand, and the rare-earth The width of the optical forbidden gapEf) for
hexafluoroacetylacetates are usually isolated in the form cd-Si(Er):H films defined by the method of Tauc, is 2.0-2.1
dihydrates MHFA)3(H,0),. When the latter are heated, in- eV. The values we obtained excedgjsfor standarch-Si:H,
ternal hydrolysis takes place with the formation of nonvola-which is associated with the presence of carbon and oxygen
tile metal-containing products. In order to avoid this, we re-impurities. The dark conductivity of the films did not exceed
placed the two molecules of water by a bidentate ligand, i.e.10°Q~*xcm™1. The photoconductivity was at a level of
1, 2-DimethoxyethaneDME) (see Ref. 15 As a result, 10 ‘Q '.cm L.
we obtained the more volatile compoundMFA);- DME, We used an automated KSVU-23 setup in the synchro-
which has reasonable thermally stability but also considernous detection regime to measure the photoluminescence of
able vapor pressures at a temperature of 90—100 °C in ththe films. As a detector we used a cooled germanium photo-
forevacuum. The saturation pressure of the vapor at 127 °@iode and a photomultipligffor measurements in the wave-
was 124.0 Pa. In Ref. 16 we described our studies of thedength range<7000 A). The PL was excited by the 4880 A
molysis of vapors of this compound, and showed that fodine of an Ar" laser in the power range 5—-280 mW.
temperatures 320—340 °C it decomposes on a heated sub- The PL spectra at room and nitrogen temperatures are
strate to form films of Mg (where M=Nd, Eu, E) without  shown in Fig. 2. At low temperatures three bands appear in
any noticeable carbon impurity. the spectrum. The narrow lingvith a width of ~7 meV at

In this paper, we used the method of Refs. 15 and 16 tdalf-heighy centered around ~1.54 um is associated with
synthesize the compound (EfFA);- DME (Fig. 1), which  the intracenter transitiofll ;3,— %115, of the EF' ion. At
was then used in experiments on dopigi:H films with  room temperature the lines are considerably broadened on
erbium as they grow. the short-wavelength side, and their intensity is decreased by

Amorphous films ofa Si(Er):H were grown by high- roughly a factor of 4.
frequency decomposition of an argon-silane mixture in a  Our measurements of the integrated PL intensity at ni-
glow discharge plasma. The parameters of the fabricatiotrogen temperatures in the neighborhood of 164 as a
process were as follows: the content of silane in argon wafunction of excitation power showed that this dependence is
10%, the pressure was 0.1-0.2 Torr, the frequency was 1llhear up to values of the laser excitation power of
MHz, the rf power was 0.03—0.1 W/dnthe substrate tem- ~250 mW, and then the signal saturatEgy. 3. It is obvi-
perature was 200—250 °C, and the flux of gas mixture wasus that in the linear region the excitation of intracenter |u-
5-10 sccm. minescence of the erbium ions is proportional to the concen-

The erbium was introduced by sublimation of a tration of electron-hole pairs. Our results are analogous to
Er(HFA);- DME powder. A charge of 0.1 g of material was the data of Refs. 1 and 3, where they were interpreted as
placed in a boat made of stainless steel at a distance of aboAitiger processes in which the energy to excite the erbium
4 cm from the discharge gap, where the substrate was placegnters comes from nonradiative transitions of electrons
with the growinga-Si:H film. The rate of sublimation was from the conduction band to defect levels in the amorphous
varied by heating the boat from 25 to 200 °C. As a substratailicon.
we used fused quartz and crystalline silicon. The film thick-  The observed “two-humped” structure of the spectrum
nesses were determined loysitu laser interferometry to be in the region 0.5 1.2um (Fig. 2) is characteristic of inho-
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FIG. 2. PL spectra o&-Si(Er) : H films at nitrogen(1) and room(2) tem-

Voronkov et al. 1303

PL Intensity, arb.units

T TN SO WU U SN (DU TN WA SN N TN TN WU N W 1 3

T .|
16400 o 15600
Wzvelength, A

FIG. 4. Comparison of PL spectrd (= 77 K) of a- Si(Er) : H films ob-

peratures. The laser excitation power was 40 mW. a—spectra recorded bytgined by various fabrication methods=—using the technique developed in
photomultiplier, b— spectra recorded by a cooled germanium photodiode.thjs paper2—using the MASD technique with an erbium-silicon target.

mogeneous amorphous hydrogenated films of mixed silicon-

carbon and silicon-oxygen compouridsThe broad ban
near 1um comes from well-known “tail- tail” transitions in
undopeda Si:H (see Ref. 18 The prolongation of the lin 3 !
into the long- wavelength region is a consequence of th&inéd using MASD,
considerable concentration of oxygen in our samffieas

we might expect, this line undergoes strong temperatu
guenching connected with the thermally activated transitio
of nonequilibrium carriers to nonradiating states. The band ir§@mple No. 1,
the neighborhood of 0:50.8 um is also associated with car-

bon and oxygen impurities in the film.

d Magnetron sputtering techniqu&agnetron- Assisted Silane

Decomposition, or MASDon an erbium-silicon target in an

e argon-silane plasma. The PL peak of the second sample, ob-

is centered at=1.537um, which
matches data from the majority of papers that have dealt with

rGrystalline and amorphous films of (&r). The short-
gvavelength shift(20 A) of the PL spectrum from that of

i.e., am-Si(Er):H film doped with erbium
from EHFA);- DME, is evidence that the ligand field has a
different value compared with the previous case, and hence

Figure 4 shows our measured PL spectra on an expandéBat the impurity environment for the Er ion is different.
scale. The measurements were made under identical excitGO" @ concrete answer to the question of what the nature and

tion conditions and recording conditions for two samples o

gnumber of impurity centers surrounding the erbium ion are,

a Si(Ern:H: 1) A sample synthesized according to the meth-additional research is required, e.g., the fine structure of

ods developed in this paper) 2 sample prepared using a

7800 . "
s
b - -
-]
= 1000 -
=
2 i .
3 |
E S
g [ -
200 —..l"
TR R 1 1 i " i I 1 P |
o 100 200 300

Laser power , mW

FIG. 3. Dependence of the integrated PL intensitypofSi(Er) : H films in

the neighborhood of 1.54m on the laser excitation

power at= 77 K.

x-ray absorptior(Extended X-ray Arbsoption Fine Structure,
or EXAFS) or Mossbauer spectra.

The authors are grateful to B. T. Melekh for useful dis-
cussions, A. N. Kuznetsov for providing the-Si(Er):H
samples obtained from MASD using a silicon- erbium target,
and to B. Ya. Ber for the SIMS measurements.

This work was carried out with the support of the Rus-
sian Fund for Fundamental Resear@roject No. 98-02-
17350.

IM. S. Bresler, O. V. Gusev, V. Kh. Kudoyarova, A. N. Kuznetsov, P. E.
Pak, E. I. Terukov, I. N. Yassievich, B. P. Zakharchenya, W. Fuhs, and
A. Sturm, Appl. Phys. Lett67(24), 3599(1995.

2E. I. Terukov, V. Kh. Kudoyarova, M. M. Mezdrogina, V. G. Golubev,
A. Sturm, and W. Fuhs, Fiz. Tekh. Poluprovod®, 820 (1996 [Semi-
conductors30, 440(1996)].

3J. H. Shin, R. Serna, G. N. van den Hoven, A. Polman, W. G. J. M.
vanSark, and A. M. Vredenberg, Appl. Phys. L&8, 997 (1996.

4A. R. Zanatta and L. A. O. Nunes, Appl. Phys. Létf, 511(1997.

5J. L. Rogers, P. S. Andry, W. J. Varhue, E. Adams, M. Lavoie, and P. B.
Klein, J. Appl. Phys78, 6241(1995.

5p. S. Andry, W. J. Varhue, F. Lapido, K. Ahmed, P. B. Klein, P. Hengen-



1304 Phys. Solid State 40 (8), August 1998 Voronkov et al.

127, Madan, in Physics of Amorphous Hydrogenated Silicdesue 1,
G. Jounopoulos and J. Lyukovsids), Mir, Moscow (1987, p. 310.

13M. Morse, B. Zheng, J. Palm, X. Duan, and L. C. Kimerling, Mater. Res.
Soc. Symp. Procd22, 41 (1996.

hold, and J. Hunter, J. Appl. Phy&0, 551(1996.
"Physics of Amorphous Hydrogenated Silictssue 1, G. Jounopoulos and
J. Lyukovski(Eds), Mir, Moscow (1987, 363 pp.
8v. B. Voronkov, V. G. Golubev, N. I. Gorshkov, A. V. Medvedev, A. B. 1 o )
Pevtsov, D. N. Suglobov, and N. A. Feoktistov, Pis'ma Zh. Tekh. H. A. J. Kenyon, P. F. Trwoga, M. Federighi, C. W. Pitt, Mater. Res. Soc.
(1998 [Tech. Phys. Lett24 (1998] (to be publishex 15 SYmp. Proc358 117(1995. ,
9J. Michel, J. L. Benton, R. F. Ferrante, D. C. Jacobson, D. J. Eaglesham, ?nbki}m?r:g;nghﬂ”((gége V. Sidorenko, and D. N. Suglobov, Ra-
E. A. Fitzgerald, Y. H. Xie, J. M. Poate, and L. C. Kimerling, J. Appl. . |, Goryshk07v, 7D. N Sugl.obov, and G. V. Sidorenko, Radiokhingya

Phys.70, 2672(1991). 3,106 (1995
10 : _— . \ .

F. Priolo, G. Franzo, S. Coffa, A. Polman, S. Libertino, R. Barklie, and 17y, F. Masterov and L. V. Zakharenkov, Fiz. Tekh. Poluprovo2. 610

D. Carey, J. Appl. Phys78, 3874(1995. (1990 [Sov. Phys. Semicon@4, 383 (1990].

HW.-X. Ni, K. B. Joelsson, C.-X. Du, I. A. Buyanova, G. Pozina, W. M. 18R Street, Adv. Phys30, 593 (1981).
Chen, G. V. Hansson, B. Monemar, J. Cardenas, B. G. Svensson, Appl.
Phys. Lett.70, 3383(1997). Translated by Frank J. Crowne



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 8 AUGUST 1998

Spin fluctuations and electronic semiconductor-metal transitions in iron monosilicide
A. A. Povzner, A. G. Volkov, and P. V. Bayankin

Ural State Technical University, 620002 Ekaterinburg, Russia
(Submitted February 16, 1998
Fiz. Tverd. Tela(St. Petersbupg40, 1437—-1441(August 1998

This paper discusses the effect of dynamic zero-point and thermal spin-density fluctuations

(SDPF on the electronic spectrum of the nearly-ferromagnetic semiconductor FeSi. It is shown that
near T=0° zero-point SDF can lead to so much splitting of the electron states of the

valence and conduction band that a “gapless” ground state arises. As the temperature increases,
the forbidden gap in the spectrum dfelectrons first reappears due to suppression of zero-

point fluctuations and then disappears again, as the amplitude of thermal spin fluctuations
increases. It is these transformations of the electronic spectrum that are the reason for the
anomalous changes in the magnetic susceptibility with temperature observed experimentally.

© 1998 American Institute of PhysidsS1063-783#8)01108-3

1. The nearly-ferromagnetic compound FeSi has complionly at temperature$ > T* ~600 K (see Ref. }, for which
cated electronic and magnetic properties, whose nature hase amplitude of the temperature-induced local magnetic mo-
not been clarified completely and remains a subject for disments saturate@ee Refs. 3 and)4and gives only a quali-
cussion at this timé-’ According to the results of band cal- tative description of experiments above the temperélyre
culations of the electron spectrum based on the singleMoreover, this theorey cannot explain the experimentaf fact
particle approximatioi,the compound is a semiconductor that y(T) follows the Curie-Weiss law at low temperatures
with an energy gap between the conduction and valenc&<5 K. In the recently published Refs. 2, 5, and 6, the elec-
bands(both in thes and p spectra and in the spectrum  tronic and magnetic properties of FeSi are derived by repre-
with a width E2~0.12 eV. However, investigations of the senting the compound as a strongly-correlated Kondo sys-
optical conductivity show that the width of the forbidden tem; however, their approach has not improved the situation.
gap in the d-electron spectrumEy(T) (Eg(0)=E8) de-  Although there are analogies between the properties of FeSi
creases with increasing temperature and becomes equal 4md Kondo systems based on rare-earth métatsexample,
zero for T=Ty~120 K. Moreover, the studies of its elec- CeNiSn, CeBjPt, and SmB), they do not lead to a quanti-
tronic and magnetic properties in Ref. 7 indicate that thetative description of the observed functige(T), nor the
electronic state of FeSi is “gapless” at low temperatures aghain of transformations of the electron spectrum observed
well (T<Té~5 K), and that there is a regime in which the in FeSi.
magnetic susceptibility(T)) increases roughly as a Curie 2. In order to determine the spin fluctuation amplitude
law. It should also be kept in mind that(T)=0 in the  more accurately, we will use the fluctuation-dissipation theo-
semiconducting phase €5T<120K), while for T>Tj it rem, according to which
begins to increase rapidly, leading to the formation of a
broad temperature maximum(in the range 50&T

2\ _ 2 2
<600 K). ForT>600 K the functiony(T) once more fol- (m?)=(m°)r+{m%o
lows a Curie—Weiss law. »
In Ref. 3 the extreme change in the susceptibility at rela- = % fo IM(x(9,0,T))[fa(/T)+(1/2)]Jdo, (1)

tively high temperaturesi(>T,) was explained qualitatively

by postulating that temperature-induced local magnetic mo-

ments form. This reflects the existence of itinerdnelec-  where x(q,,T) is the generalized dynamic magnetic sus-
trons in the system, which fluctuate in the space of exchangeeptibility, q is the fluctuation quasimomentum, ands the

¢ fields. In this case an analogy can be made between orieffluctuation frequenc. The squared amplitude of thermal spin
tational fluctuations of thé fields and fluctuations of atomic density fluctuationgSDP (m?); corresponds to the term
magnetic moments localized at sites of a crystal lafisein,  with the Bose—Einstein functiofig(w/T), while the term
e.g., magnetic insulatorsAlthough this hypothesis has been with the factor 1/2 corresponds to the amplitude of zero-
confirmed by inelastic neutron-scattering experiments, th@oint SDF(m?),.

approach proposed in Ref. 3 and developed in Ref. 4 does Let us calculatey(q,w,T) within the framework of the
not explain all the data on electronic properties of FeSi. ThidHubbard model, which includes both band motion of elec-
is because the spin-field and charge-field fluctuation amplitrons and their intra-atomic interaction. The latter leads not
tudes are determined by using a crude static approximatiomnly to interelectron correlations but also to spin fluctua-
which is valid only at high temperatures. For this reason, theions? In this case we will use the following generating func-
theory agrees quantitatively with the observed funcgdm) tional Ref. 9 in the interaction representation:

1063-7834/98/40(8)/5/$15.00 1305 © 1998 American Institute of Physics
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§q,y=q,XA0q,), v=(v,7),

®(hy)= < T, exp{ U [SyS_q— (UAHNGN_q]
a’ 1

E(...):ETF(...)dT,
+hqsq+hqsq]>. @ voe

0

. . o Dy(ig,to|E])= In(i —e (K&, 1)+ 1),
HereT . is an operator that orders according to the imaginary olim,+o'|€]) Eﬂ (wans1=eo (K &y )+ )

time 7, T is the temperature in energy uniis, ..)q is a
quantum-statistical average with respect to the Hamiltoniam .+ (K,&,,7,)=¢ct+in,+o'&,,
H, for band motion of the electror(see Refs. 3, 9, and 10

1 )(OZE T(sk)_f(skJrq) (5)
§=52 Naor S=3 aliqodor §=(877 T F Ton-ecten

g is the energy of @-electron in the single-particle approxi-
. -1 _ _ 0 _ r_ H H

quz Ng.o» qug:z a;;q‘gak'a mation,Dq () =(1—Uxy,), Y=XY.2, 0 _i.l is the spin

o k guantum number corresponding to a quantization axis con-

are the Fourier transforms of the spin-density operaSyrs nected with the fields that fluctuate in space and time,
and charge-density operatolé,, q=(q,@,) is a four- fe(e—u) is the Fermi—Dirac function, and is the chemi-
vector,w,=2mnT are boson Matsubara frequenciess an cal potential determined from the condition of electrical neu-

integer, anda,, anda, , are creation and annihilation op- trality (whereN= —d{}/Ju is the number ofl electrons. In
’ ’ order to estimate the functional integrals in Ed), taking

erators of an electron with four-vector quasimomentum g g : J

k= (K, o) and spino, wherew,, 1= ((2n+1)=T) are into account dynamic spin fluctuations, we will use the

fermion Matsubara frequencies. saddle-point method in the variahig ., 7, taking into ac-
The derivatives ofb(h,) with respect to the generating count fluctuations in the modulus of the exchange and charge

q . .
field vector componenth, (after reducingh, to zerg give fields. When we then integrat®(h,) over 6 ,, calculate
the following Matsubara spin Green’s functions the spin correlators E@3), and analytically continue them to
the real axis, we find an expression for the generalized dy-

9*®(hg) - namic susceptibility

ohgohg X(0,0.T)=U (D&, )+ Dg (g, )
whose analytic continuation to the real axi®,(—~w+id
with 4—0) coincides withy(q,»,T). Recall also that the
thermodynamic potential of this almost ferromagnetic sysin \which
tem of d-electrons i) = — T In(P(0)).

We shall calculateb (hy) in the same approximation as . B I N
we did the thermodynamic potential for the electronic system D (6§ T)=1= 2 xo(£,T)— 35 xo (&), )
in Ref. 11; however, we shall not include the spontaneous
magnetization and we shall include zero-point spin fluctua- | ,
tions. In this case we use the Stratonovich—Hubbard trans-  Xo(§T)=2g(x+ 5)9(,&—5)/; g(uto'é), 8
formation (see Ref. Bto reduce our many-body problem to
the study of motion of noninteracting electrons in fluctuating 1 o
exchanget and chargey fields. Then, by analogy with Ref. xo(&T)= 22 > U’J gleto'&)fe(e—u)de, (9
11, if we perform the quantum-statistical average in &). o’ o
and sum the resulting seriése., resulting from this average \ypere the expressions forﬂ)(g,T) and x§(e,T) coincide
in the approximation of quasi-uniform electron form factors, formally with expressions for the longitudinal and transverse
in addition to those terms that correspond to the Stoner amysceptibilities of a ferromagnet in the mean-field approxi-
plification factor Oo(q,w)) we have mation if we replac&=U(m?)Y2by UM, (whereM, is the

w (27 uniform spontaneous magnetizatiofrurthermore, here
<I>(hq)=J f [T (drq,dby ,/2m)(d g i2m)

070 gy » dfe(e—p)
Q(M)=J WQ(S)(—T)ds,

whereg(e) is the density of single-electrash-states.
2 —1, -1 Finally, using the relation between the electron density
+ 2 - - ! . .
far. (Do ()= Do (0D =Inrgr ] of states and the thermodynamic potentsge Ref. 12 we
] @ find the following expression
, 4

Xo (M) =(T,S;88 )=T"1

+Dy1(0,0) " 1-1], (6)

(10)
XEX[{ _Z [|§q’_hq|2_|77q’|2
q’

+ 2’ (DO(I 7}V+0-,|§V|)

v, 0

1
9(2,6)=5 2 g(e+0'd), (1

where
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which formally coincides with the expression found earlier
in Ref. 10, but which includes the dynamic thermal and zero- %
point spin fluctuations in accordance with Edy).

The system of equation®)—(11) allows us to analyze
the experimental data for the intensity of paramagnetic neu- / N
tron scattering: /

J(q, @, T)~Imx(q,®,T). (12) I/

71— X
as we calculate the effect of spin fluctuations on the electron j/ %
density of states and magnetic susceptibility(T)

Ux

=x(0,07T). ~
3. On the one hand, neutron-diffraction studies of para-
magnetic spin-fluctuation excitations in FeSi confirm the X
conclusion that the amplitude of temperature-induced local /
magnetic moments saturates aboV&~600 K;** on the 0 ] 1
other hand, they show the inappropriateness of representing 1700 500 1000
the exchange fields by orientational fluctuations alone for 7, K
14 . .

_T<T*- The fluctuatl(_)n representations we deve_|0p hereg. 1. Temperature dependence of the uniform magnetic susceptibility of
imply that the expression foy(q,,T) should contain the FeSi ((T)=x(0,07T)) for T>T,. The crosses denote experimental data
longitudinal susceptibilityxﬂ) as well as the transverse sus- from Ref. 1. The solid curve comes from calculations using @jtaking
ceptibility v£ . Moreover. according to Ref. 14. the intensit into account the longitudinal and transverse spin fluctuations; the dashed

p Y Xo - - ’ . g T o . y curve shows results of calculations using Efj7) without including the
of neutron Sca_tte“ng by spin fluctuations varies W'th fr?'contribution associated with the longitudinal spin fluctuations.
guency according to a Lorentz law and decreases with in-
creasing temperature from 77 to 600 K by roughly a factor of . . _
1.5. In this case the half-width of the Lorentz function for D~7(£)<a and zero otherwise. Then if we set values
J(q,0,T) turns out to be smaller than its characteristic valued=2a; and b=b; in Egs. (14) and (15), the average SDF

for a material with local magnetic moments. amplitude will contain only the contribution from thermal
The change in intensity can be explained if we take intofluctuations
account that the Pauli susceptibility, which figures into Egs. £= U<m2>%/z: \/U_blTD(g), (16)

(6) and(7) and determines the exchange amplification factor
Do(g,w), can be approximated by the expressieee, e.g., While the amplitude of zero-point spin fluctuations will equal

Ref. 3 zero. When we calculate the temperature dependence of the
_ paramagnetic susceptibility(T) within these approxima-
x°(0,0)~x%(0, 0(1—ag’+(ibw/|ql)), (13)  tions, we find that in the temperature ranfje T* the trans-

- ... verse(orientational SDF dominate:
where the coefficienta andb depend on the characteristics ( 3

of the band structure, while the vectdesandq are given in X(T)=x5(&T[1-Uxp (£, a7

units of the modulus of the Brillouin vectars . . while for T<T* the contribution associated with longitudi-

; f FeSi | i ilable at this i h Chal spin fluctuations is enhanced, which takes into account
spectrume,, of Fest 1S not available at this ime, the param- , , termXﬂ) in Egs.(6) and(7). The results of these calcula-

etersa andb can be de’germ_ined iny by comparing the X tions are given in Fig. 1. FOoFg<T<T, the quantityx(T)
pression for the scattermg intensity HQ2), obFam_ed after equals zero, since the chemical potential lies in the energy
substituting Eqs(Q)—(lO) mto Eq. (12) apd takmgajltgtlg ac- gap and the semiconducting phase is realized.

count approximatiori13), with the experimental d - In The density of states of the semiconducting phase calcu-

this case we obtain values ef=a;=0 andb=b,;=10U | : L :
. ated from Eqs(11) and(16) is shown in Fig. 2, while the
that can be used to successfully describe the observed cha th of the forbidden gap varies according to the law

in the intensity with temperature. In particular, the spectral
half-width J(q,®,T) (i.e., the value of the frequency for Eq(T)=E§—2&(T)=EJ—2/Ub,T. (18
which J(q,w,T) is decreased by a factor of 2oincides with
the results of Ref. 14 folf <T*. Moreover, in the range
where the temperature-induced local magnetic moment a
plitude saturates, it coincides with the values derived in Ref
13. Within the context of approximatiofi3) we obtain ac-
cording to Eq.(1)

The value ofT obtained from Eq(18) agrees with the ex-
rTRerimentally measured valtleof the optical conductivity
and temperature dependence of the magnetic suscepti-
bility.1? However, these calculations do not predict a gapless
state belowT,~5 K, which disagrees with the experimental

datd.
(m2)r=b(THU)D(&)[D (&) +a] L, (14) There have benn no neutron diffraction studies of spin
fluctuations in the ground state of FeSi. Despite this, we can
while describe them by using a model in which

(M2)o=(3lwbU)[1- D 4(¢)a 2] (15) Eq=Eg—U(m?)3?~0, (19
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for T<1 K. However, in the temperature range above 1 K

ar a (WhenT>|u=+ g—(Eg/Z)l) and up to the point where the
| zero-point fluctuations disappeéaccording to our assump-
1 | tions, at 5 K XH decreases with increasing temperature due
| to Fermi excitationgsee Eqs(8), (10), and Fig. 2a Thus, in
0 . 4 approximate agreement with the experiments of Ref. 7, the
results of our numerical calculations based on Eg6) and
2+ , b (8) can be approximated by the expressions
1 ] Ux~C/(T+0),
0 1
Uxl=CI(T+0y), (21)
v 2f | c
B | whereC~1K, ©~0.02 K, ®,~0.35 K, andT is the tem-
%‘ 7 perature(in K).
@ 4. Thus, it is clear that the reason for the transformations
=0 i of the electron spectrum in nearly ferromagnetic FeSi, and
\:-", possibly the transformations that occur in the strongly corre-

lated rare-earth element compounds as Well, those com-
pounds that do not undergo magnetic phase transitions de-
I spite the fact that they are close to these states theorefically

&
|
o

1 [ is the splitting of the electronic spectra in the fluctuating
exchange fields. The amplitudes of these fields are associated
0 ! both with thermal and zero-point SDF; the values of the
latter can turn out to be quite large in the ground state, and
21 | € decrease considerably with increasing temperature. More-
| over, these nearly-ferromagnetic semiconductors exhibit
7 both orientationaltransversgand longitudinal spin fluctua-
tions (i.e., fluctuations of the modulus of the spin density
0 | vecton over a wide temperature range. Inclusion of the latter
12 1% is particularly important at low temperatures, and allows us
&,8V to achieve not only qualitative but also quantitative agree-

FIG. 2. Dependence of the electron density of states of FeSi on energy gpent with experlmental data on the temperature dependence

various temperatures. The dashed line corresponds to the position of tHef the magnetic susceptibility, the temperature at which the
chemical potential. a—model curve of the density of electron states unrenoenergy gap “collapses” and that at which the electronic

malized by spin fI_uctuations, constructed from the data of Ref. 8?phase transitions take place. The picture set forth here of the
Egj;electron density-of-states curvesTat0, 50, 100, and 300 K respec- temperature-induced changes of the density of states of
electrons agrees not only with the functigef T) but also
with experimental data on the electrical resistivityin par-
ticular, within its framework we can interpret the change in
the value of the temperature coefficient of electrical resistiv-
as T—0 K. From this model, we estimate the amplitude of ity as the system passes from the “gapless” state to a semi-
the zero-point fluctuations to b@n2)$?=0.08 (in units of  conductor phase, and also the change in sign of the electrical
the Bohr magnetan Assuming also that the zero-point fluc- resistivity atT>250 K, when the dip in the curve fgye, £)
tuations disappear beloW,~5 K, we find from Eq.(15) the  at e~ pu disappeargsee Fig. 2c—e
valuesa=a,=0.1 andb=b,=30MU. In this case the fol- Of course, this picture of transformations of the elec-
lowing approximate relation holds within this model: tronic structure of FeSi induced by spin fluctuations is in
need of further experimental confirmation and refinement.
1 -1 Experimental studies of paramagnon scattering of neutrons
X(T)~Xﬂ) g,T)[l— §UXO(§,T)} , (200  and optical conductivity bels 5 K would be especially in-
teresting in this context. Moreover, in light of the similarity
of the properties of FeSi and strongly correlated compounds
according to which the longitudinghot transversezero- based on rare-earth metals, there is a need for further devel-
point spin fluctuations are found to have a decisive influence@pment of analogous spin-fluctuation approaches for these
on the value of the paramagnetic susceptibility. materials as well. However, this requires that we begin with
Our numerical analysis of E@20) is limited by the pre- more general models that take into account hybridization
cision of the band calculations from Ref. 8, and is impossibleanomalies in the electronic spectra.
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Optical spectra of triply-charged rare-earth ions in polycrystalline corundum
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Solid samples of polycrystalline corundum Al ,O; activated by triply-charged rare-earth ions
REX" (R=Eu*", EFP", PP") were synthesized by the sol-gel technology. Characteristic
narrow-line optical absorption and luminescence spectra produced by intraconfigurafiedd! 4
transitions in RE' ions have been measured. RHons have been established to form one
dominant type of optical centers in the corundum matrix, and the energy diagrani’ofifd EF*
Stark levels in corundum has been determined. 1998 American Institute of Physics.
[S1063-78348)01208-9

Although the spectroscopic properties of rare-e@rRE) growth methods would require much higher temperatures,
ions in dielectric crystals have been studied in numerousvhich are determined by the melting points of the corre-
works, the latter contain practically no information on the sponding oxidegabout 2000 °C).
characteristics of RE ions acting as activators in crystalline |n the final stage, AO; samples were obtained by firing
corunduma Al,O;. Indeed, while At" ions in the corundum  the xerogels. At 450 °C, the temperature corresponding to
lattice are easily replaced+by iron-groupl #ons (as+e?<em- the minimum of the second endothermal feature in the DTA
plified by ruby & Al,0;:Cr*"), incorporation of RE" ions curve? aluminum monohydroxide looses water to transform

wh|c_:h are Iarger_l_n size |_nto the corundum host is difficult to}0 yAlL,O, which is the first low-temperature aluminum-
achieve by traditional high-temperature methods of crysta

. ) oxide modification stable up to 900 °C. The optical and
growth. A recent communicatiomeported on doping corun- ) . . L
dum single crystals by Bf ions by the fast-ion-implantation other physicochemical propeortles 9l 0; were stud|ed' n
technique. The present wofls also Ref. Pdeals with the sam;o)Ies annealed at 750, C for an hour.'AnneaImg at
first studies of optical spectra of triply charged RE ions /20 °C pré)duced a solid transparent highly —porous
(E@*, ER*, PR in polycrystalline corunduma Al,O4 v AlL,O3:RE** sample made up of nm-scale crystalline par-
prepared by the sol-gel technique. It is shown that Rigns  ticles which were close in size and had a structurally disor-
embedded in the corundum lattice form a distinct dominanglered cubic lattice of the phase of AJO;. Heatingy Al;03
type of centers with a characteristie-f narrow-line spec- above 900 °C converts it to corundum through a series of
trum. The energy diagram of the Euand EP' levels in  polymorphic transformationg— 6— 6— a-Al,Os.
corundum has been determined. The phase composition of the samples was monitored by
x-ray diffractometry. Figure 1 presents diffraction patterns of
aluminum-oxide samples annealed at 1350 °C, which had
1. PREPARATION AND CHARACTERIZATION OF SAMPLES different concentrations (at. % of the RE ion (Ed")
(it is the calculated concentration introduced in the liquid-
a Al,O; corundum doped with the RE ions £y EF*,  phase stage of the preparatiorFor low E#* contents
and P* was prepared by the sol-gel technology using the(c<1 at. %), one observes reflections characteristic of the
alkoxy method, with the aluminum alkoxides (@IR); used .|, 0, lattice, which indicates that the sample is single
as the starting materials. The initial stage in preparingdAl phase(corundum. For higher E&" concentrations, the dif-
by the sol-gel technology consists in forming aggregationt aetion pattern(3—5 in Fig. 3 exhibits, besides the corun-

stable COIIOian solutiongsols _and gels of the aluminum -y, signature, reflections characteristic of the EuAtR-
monohydroxidey AIOOH), which were obtained by hy- ide, which implies crystallization of a new phase. We shall

drolysis of A(OR);. The stability of y»-AIOOH sols against . . N .
aggregation within a broad range of electrolyte consider subsequently results obtained primarily on single-

concentratiorfspermits one to introduce precisely monitored phasea-AI 205 _samples with a low RE impurity concgntra-
amounts of salts of RE elements, which spread uniforml;}'on' These solid, very strong samples are polycrystalline and

throughout the sol volume. The sols were aged and dehy2'® made up of closely packed, fairly larg@1-0.5um)
drated at 80—100 °C to produce gels and xerogels. Thesgrundum crystallite¢see Fig. 2 displaying an image of the
processes are accompanied by chemisorption &f Rihs at ~ @-Al ,05:Er" sample surface obtained with an atomic-force
the surface of the colloidal aluminum-monohydroxide par-microscopg Because the optically uniaxial corundum crys-
ticles involving formation of Al-O-RE—type bridging bonds. tals are misoriented, the polycrystalline sample turns out to
Note that formation of such bonds by traditional crystal-be optically nonuniform and strongly scatters visible light.

1063-7834/98/40(8)/7/$15.00 1310 © 1998 American Institute of Physics
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FIG. 1. X-ray diffraction patterns of aluminum oxide samples annealed alt
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FIG. 2. Atomic-force microscope image of the surface of Er-doped
a AlL,Os.

line a Al,O; corundum which has a regular lattice, we con-
sider briefly inhomogeneously broadened spectra of these
ions in high-porosity nanocrystalline samples of a structur-
ally disorderedy phase of AJO;, which are obtained by the
same sol-gel technique but at a lower temperature (750 °C).
The luminescence and absorption spectra were measured by
standard spectroscopic methods at 77 and 5 K.

A. Spectra of Eu 3* ions

1) y AlL,O5:EU®*. The luminescence spectra of Euex-
cited nonselectively via high-lying excited states exhibit
clearly inhomogeneously broadened structured bands due to
transitions from the lower radiative level of Eu°D,, to the
ground-multiplet levelSF,, 'F,, F,, 'F5, and'F, (Fig.
3a). The relative intensity and width of the bands produced
in transitions to théF,, levels, as well as the observed num-
ber of components in the structure of thB,—'F, bands
associated with the crystal-field splitting of the low&H,
level, are, on the whole, similar to those ofEwspectra in
disordered crystalsand glasse$.Note that in the case of
y-AlL,Oz:EUW*" part of the inhomogeneous broadening, which
is comparatively large for Eii, is due to structural disorder
on the cation sublattice of the host. TAB,—'F, decay
kinetics occur on the ms scale and are nonexponential, which
is due to dispersion of the characteristic times in the nonuni-
form ensemble of EUi centers in the disordered host lattice.

We have succeeded in observing a certain narrowing of
luminescence bands in the region of the transitions
°Do-F;, 'F,, 'F3, and’F, (Fig. 3b by selective excita-
ion of y Al,O5:EL*" within the inhomogeneously broadened

1400 °C and having different concentrations of Eu added during the sol-geprofile of the 'Fo—°D, transition. The small extent of nar-

preparationc (at. %9: 1—0, 2—0.1,3—1.5,4—5, 5—20. The bars identify
the EUAIG; reflections.

2. OPTICAL SPECTRA

The main studies of optical spectra of RHons in poly-

rowing of these nonresonant fluorescence bands under selec-
tive resonant excitation argues for the absence of a clear
correlation between the energies of tH&,-°D, and
°Dy—'F, (n#0) transitions in E&' ions residing in the dis-
orderedy-Al,O; lattice.

2) a AlL,Oz:EUW". a-Al,Oz:El®" samples prepared by

crystalline corundum were carried out on low-concentratedannealing high-porosityy Al,O;:El*" at 1350 °C exhibit
samples with E¥" (4f°) ions, because they have one of thefairly intense Ed" luminescence, whose spectral and kinetic
simplest energy-level and optical-transition diagrams, as weltharacteristics differ substantially from those ofEin the

with EF" ions (4f'%). Besides RE" spectra of polycrystal-

nanocrystalliney phase of AJO; discussed above. Optical
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TABLE |. Energies of the Stark sublevels of Euions in a-Al,0,.

Term Energy, cmt
Fqo 0

F, 202, 458

F, 898, 943, 1268
Fq 1970, 1991

F, 3024, 3169, 3209
5Dy 17 109

ergy gives rise to the whole narrow-line luminescence spec-
trum °Dg—'Fi1,34 Which is observed also under
nonselective Etf excitation through the high-lying states,
but both the background near the Euines and the lines
that do not belong to Eii (theR lines of CP* and Mrf™")

are considerably weaker in this cadég. 3d. The practi-

- cally close coincidence of the line spectid,—'F; 5 3 ,0b-
tained under nonselective excitation in the 350—420-nm re-
gion with those excited selectively in tAE ,—°D transition
shows that the luminescence of theAl ,0;:EW*" samples is
dominated by one type of Bt centers only. Table | presents
the energy diagram of the levels of this main®Ewenter,
which is seen in the spectra and was derived from spectral
positions of the luminescence lines and of ffig—°"D, ex-

d - . . D
i L citation line. Interestingly, one of théD,—'F; emission
/’Lm' . . ) ' componentg591.3 nm produced in selective laser excita-
600 550 700 760  tion of the ‘Fy—°Dy transition(Fig. 3d is much more nar-
Wavelength , nm row (<0.01 nm) than the lines obtained under nonresonant

. i alumi o i excitation, which implies correlation between the positions
FIG. 3. 77 K fluorescence spectra of Eun aluminum oxide in@b ¥ ot the 5p  7F and 7F, levels. After termination of the
phase and (c,d « phase. a,c—nonresonant excitation afg,, L n X
=350-420 NM, b-xe =575 NM, d—A,.=584.5 nm. excitation, thex-Al,O5:EL*" luminescence decays exponen-
tially with a characteristic time=2 ms.
The narrow-line spectrum of the luminescence and its
strictly exponential decay indicate that the*Eions respon-

nonselective excitation of B via its high-lying states with  gjple for the luminescence occupy predominantly one fixed
350-420 nm light reveals narrow-{0.1 nm) emission lines  ,qjtion in the regular crystal lattice which does not have

in the region of transitions frorﬁDo to levels of the ground structural disorder. It is such a lattice that characterizes the

; E. 50 _7 ; 5n _7 i
E,"“'t'E'et F D°5 F17(tWO lines, *Do—"F (three lines, a-Al,O3 phase, to which the samples under study belong
Do—"F3, and °Dy—'F,, with no indication of the . " .

according to the conditions of preparation and to the results

5 _7 e . .. - -
Do—"F, transition (Fig. 39. In the vicinity of these lines x-ray diffraction analysis. It may be added that the ob-
one observes a weaker, structured background, whose rela-

tive intensity depends on prehistory of tleAl,O3:Eu*" Served®Do="F,134line spectrum coincides with none of
the known luminescence spectra ofEions present in vari-

sample(anneal regime and temperature and Eu concentra- li , id Ref d EUAI
tion). The spectrum of the sample shown in Fig. 3c exhibitsQUs crystalline europium oxi éEuzo_?)( ef. 7 and Eu 03
ases which can form in small amounts in an-

also characteristic lines belonging to accidental impuritieéRef' 81, ph " . )
Cr¥* and Mrf*, which coincide in position with the well- nealed AYOz:EU*" samples, particularly at high Eu concen-

known R lines (the 2E—A, transition of these ions ob- trations(Fig. 1). A luminescence spectrum of the EuAIO
served in bulke-Al,O5 corundum crystals. The observation impurity phase coinciding with the available daisas ob-

of these lines may serve as an additional argument for th&erved by us only under selective excitation at a wavelength
crystal lattice of the samples under study belonging todthe that could not excite the main narrow-line spectrum of the
phase of AJOs. a-Al,05:EW®* samples. Thus the narrow-line Eulumines-

We studied also the luminescence excitation spectrum otence spectrum observed under both nonselective and selec-
Eu® by means of a tunable laser. A narrow excitation peaKkive excitation belongs to none of the possible impurity
was found about 584.5 nm, whose position corresponds tconcentrated phases” containing europium. It appears
the expected energy of tH&,—°D,, transition of Ed". Se-  natural to assign this spectrum to¥tons in a-Al,0; co-
lective optical excitation of Eli ions at the’Fy—°D, en-  rundum.
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FIG. 4. Absorption spectrum of Ef ions in aluminum oxide in@ y phase andb) « phaseT=77 K.
B. Spectra of Er 3* ions narrow lines caused by transitions between the Stark sublev-

h- els of the upper and lower states.
A comprehensive analysis of the complex line structure
in the absorption and luminescence spectra 8 ,05:Er*

1) y Al,O3:Er¥*. The absorption spectrum of solid hig
porosity nanocrystalline samples of the phase of
Al,O;:1at. %EF" exhibited all visible and near-IR transi-
tions from the?l 15, ground state to the level 135 1172 o1
‘Fon72.32 *Sap, and?Hyy o characteristic of B (Fig.
43). The bands corresponding to these transitions are inho-
mogeneously broadenedthe broadening ~200 cmiY),
which is due to structural disorder of the Al,O4 lattice.

Er* luminescence iny-Al,O; samples was observed
under resonant excitation of tHe;s,—*F/, transition by an
Ar laser at 488.0 nm. We succeeded in detecting here a
weak, inhomogeneously broadened, structured luminescence
band*S;,,—*1 15/, in the green region and a strong structured
IR band peaking at 1.58m, which corresponds to the well-
known 4l 13—l ,5,, transition. The observed IR lumines-
cence spectrum of our nanocrystalling-Al,05:Er*
samples prepared by sol-gel technology turns out to be very
close to the spectrum of Er in thin polycrystalline A}O,
films obtained by magnetron sputtering on oxidized silion.

2) a Al,O5:Er". TheT=77 K absorption spectrum ex-
hibits in place of all the above inhomogeneously broadened
absorption bands of Al,O5:Er* (Fig. 48 close groups of
narrow lines produced in transitions between the Stark sub-
levels of the lower state?l s;,, and the sublevels of the
upper state$l s 1120 ‘Fo 725023 *Sarz @and?Hyyp g Joof
(Fig. 4b.

The luminescence spectrum afAl,O5:Er" samples
obtained afT =77 K under excitation by a He—Cd laser at
441.6 nm of the BY" upper levels'F, exhibits transitions K
from several lower lying states'S;, (*Sg,—*l15, and 200— 50 7550
4S5~ 135 transitions, *Fo, (*Fgo—"115, transition, and Wavelength ,nm
*l 1372 (the #1131 1517 IR transition, see Fig.)5In the cor-  pig. 5. IR luminescence spectrum ofErions in @ Al,O5 (Yl 15~ 15
responding spectral regions one observes close groups oénsition. T=300 K.

7001

¥ 4
5001 Lare™Losse

PL Intensity , arb. units
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1650
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TABLE II. Energies of the Stark sublevels of Erions in a Al,O,.

Number of i
Term components Energy, cm
4 152 8 0, 51, 168, 218, 267, 382, 437, 514 -
“Fon 5 15 260, 15 342, 15 373, 15 396, 15 480 "Fm
1S, 2 18 403, 18 488
2Hyp 6 19120, 19 164, 19 190, 19 242, 19 275, 19305 }
“Fun 4 20 479, 20 555, 20 619, 20 687
“Fgp 3 22 193, 22 262, 22 227 “p
4Fap 2 22528, 22 653 ‘e 9z
2Hgp, 5 24 480, 24 528, 24 667, 24 697, 24 765 3/2

1 1 1 71’1 L 1 A
435 440 45 450 480 490 500

measured at 77 @n5 K suggests the existence of a single Wauvelength , nm

dommant physical type of _EJF center in Corundu_m’ which is FIG. 6. 5 K absorption spectrum af Al,O;: 1 at. % EF* obtained in the
responsible for the experimentally-observed line spectra ofegion of the'l 15, *F 4/, 5 7ptransitions.

Er’*. Table Il presents an energy diagram of the Stark struc- o

ture of EP" electronic states inx-Al,O5 crystals, within

which one can identify the main lines in the absorption andstructure of excited states was foundrfrdd K absorption
luminescence spectra of Al,O;:Er*" observed experimen- spectra corresponding to transitions from the lowest Stark-
tally. The diagram is based on measurements of absorptiosplit sublevel of the*l ;5, ground state. The number of ab-
and luminescence spectra obtained at 5 K. At such a lowgorption lines observed & K and produced in transitions to
temperature, only the lowest Stark sublevel is populated irthe state$l13 1110 012 *For.712.52.3:2 *Sai2, and?Hyay o12(7,

the initial state of the ion, and the energy of the final elec-6, 5, 5, 4, 3, 2, 2, 6, and 5, respectively equal in all cases
tronic state is extracted directly from the spectral line posito the maximum possible numbes < 1/2) of the Stark sub-
tions. As follows from Table II, the number of the Stark levels under complete lifting of degeneracy of the final ex-
sublevels seen in absorption spectra for aft'Eelectronic  cited stategsee, e.qg., Fig.)6 The Stark structure of thf#
states?>"1L; is J+1/2, which implies crystal-field-induced ground state was determinediinds K eight-line experimen-
lifting of degeneracy to the maximum extent possible for thetal luminescence spectrtS;,—*1 15, and *Fg,—*1 15/, pro-
levels of the Kramers ion Br (4f'%). The Stark-energy duced by transitions from the lowest Stark-split component

] cm-7
514
- 437
382
i 297 *1,52
S 218
sL 168
3
[
‘3
@ 51
E - 4 4 0
8 Sy2~ T4s72
£
L .
Fore™ *Lisse
1 1 1 i 4 £k 1 i L 1 L L i
540 550 560 650 660 670 680 685

Wzvelength , nm

FIG. 7. Luminescence spectrum afAl,O;: 1 at. % EP* obtained atT=5 K (*Sy,—*l 15, and *Fg;,—*1 15, transitions. Inset: the Stark structure of the
ground statél ;5,.
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4S,0, “Fgp to the eight Stark sublevels 6f,. Note that
the experimentak-Al,O5:Er*" spectra produced in these
and all other transitions exhibit practically all theoretically
possible optical transitions between the Stark sublevels of
the various Et" electronic states, with their particular inten-
sities.

Most of the absorption and luminescence lines are nar- 1

crd*

row, and their width 0.1 nm) is caused by inhomoge-
neous broadening. One observes at the same time a very
strong broadening of some lines in the spectra of absorption
(*l15~*F35,, Fig. 6 and luminescence(three long- a
wavelength lines in théS;,—*1,5, spectrum, Fig. ¥ Re-
markably, in both cases the energy spectrum &f Epbntains LJ MW\\__
below the final levels other states at a distance of about
500 cmi * (the*F 5, level below*F 5, the EF* ground level 2
below the uppefl s, Stark sublevels According to Ref. o
10, the frequency region of 500 crhis characterized by a
high density of phonon states af Al,O5;. Thus the final
states we have been discussing can relax rapidly in single- 11)z- ’,
phonon processes with emission of 500¢mphonons, b
which shortens the lifetime of the states and results in the -
observed broadening of the spectral transitions involved.
The above line spectra af Al ,O5:Er** belonging to one
dominant type of Ef" ions in the corundum lattice are ob- 1‘“1
served in pure form in single-phase samplesrundun T R w750 300
containing E?* at low concentration <1 at. %). At the Wevelengh , nm
same time, the spectra of samples with higher Er concentra-
tions, as well as of samples which were not annealed to tthG. 8. Fluorescence spectra of Pin a!uminum oxide obtained at 77 K in
. L L . . the a phase. a—nonresonant excitation Aat,.=441.6 nm, b—xg
single-phase state, usually exhibit additional narrow lines in_
the region of the B transitions. These lines may originate
both from interacting B ions in corundum and from Ef
ions bound in crystalline phases other than corundum in gemperature is raised through liquid nitrogen to room level,
heterophase sample. one observes a short-wavelength replica of the doublet,
Note also that excitation of &t ions in the*l 15112 which corresponds to transitions from tHa,, sublevel lying
transition reveals upconverted luminescence due to transir7g cni! above the lowelD,, sublevel. This line lumines-
tions from the higher lying'S;, and “Fgy, levels to the cence decays exponentially with~0.12 ms. The narrow-
ground state. The mechanisms responsible for this luminegme pattern of then-Al,O4:PP* spectra indicates formation

595.9 nm.

cence will be the subject of further studies. of regular P#* centers in corundum.
C. Spectra of Pr 3* ions 3. DISCUSSION
We observed in the Pt luminescence spectrum transi- The results we obtained show that triply-charged rare-

tions from the two upper stated), and®P,, to the ground- earth ions RE" ions (4f") can be incorporated into the crys-
multiplet3H4y5,6IeveIs under nonselective excitation by light tal lattice of corunduma Al,O5 in polycrystalline samples
of a Hg lamp ¢ =350-420 nm). The large number of the prepared by sol-gel technology. REions form in the co-
multiplet components and superposition of tils,—3H, and  rundum lattice a characteristic type of optical centers with a
3p,—3H, transitions makes the spectrum fairly complex.line spectrum typical of this #' ion, which is produced in
The luminescence spectrum ofAl,O5:Pr exhibits broad f—f transitions between the crystal-field-split levels of the
bands, which is connected with strong inhomogeneougf” manifold. The observed small inhomogeneous linewidth
broadening due to the phase being structurally disordered. is typical of thef —f spectra of RE" ions embedded in bulk
In the luminescence spectra afAl,O5:Pr the structure of dielectric crystal hosts. RE impurity ions are distributed in
these bands is resolved to reveal fairly narrow lines. By tunthe bulk ofa-Al,O5 crystallites(localization of these ions on
ing the laser frequency to théH,—!D, transition in crystallite surface would result in multiplicity of optical cen-
a Al,O3:Pr, one can find the wavelengths at which a distinctters and in a larger inhomogeneous linewjdtAs for the
narrow-line luminescence spectrum is excitédg. 8. At  local symmetry of the RE centers, the conclusion of the
helium temperature the spectrum consists of three lines, wittocal crystal-field symmetry being nonculiwhich directly
two of them forming a stronger doublet (40 . It ap-  follows from the observation of the remaining purely
pears natural to assign these three lines to transitions froidramers-type degeneracy of Erlevels and of the splitting
the lowest Stark sublevéD, to the ®H, sublevels. As the of the E#* level 'F,) can apparently be refined; namely,



1316 Phys. Solid State 40 (8), August 1998 Kaplyanskii et al.

observation of the doublétather than tripletsplitting of the  methods(magnetic resonance etcsensitive to the atomic
’F, level (the two®°Do—F,, components in Figs. 3c and Bd environment of the RE ions.
is possibly an indication of an axial character of the center
symmetry.
The problem of the detailed physical structmn the
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A theory is proposed to describe holograms in thin photorefractive crystals and the self-

diffraction of two writing laser beams, one of which is periodically modulated in phase. In linear
approximation with respect to the amplitude of the phase modulation, expressions are

derived for the AC component of the intensity of various diffraction orders. Oscillations in the
intensity are observed having a well-defined resonance character connected with excitation

of photorefraction waves, and the frequency position of the resonance peaks is related to the period
of the grating by the dispersion law of these oscillations. The results obtained are in good
agreement with available experimental data. 1@98 American Institute of Physics.
[S1063-78348)01308-2

Holograms are written in photorefractive crystals vialinear and nonlinear writing regimes. We use the term “lin-
photoexcitation of electrons, which then form a bulk chargeear writing regime” if a sinusoidal interference pattern leads
in the crystal. This charge then gives rise to a nonunifornto a strictly sinusoidal shape for the spatial variation of the
electric field, which in turn spatially modulates the index of refractive index. The case where a sinusoidal interference
refraction via the electrooptic effect. Writing can take placepattern leads to a nonsinusoidalthough still periodit spa-
both in the steady-stafstatig regime and under nonstation- tial variation of the refractive index will be referred to as the
ary conditions when some one of the paramefapplied “nonlinear” regime of hologram writing. The nonlinear re-
electric field, amplitude and phase of the incident beam) etcgime at low spatial frequencies is currently of great interest,
change with timé. There have been quite detailed studies ofbecause in this case even a rather thick crystal can be treated
effects connected with writing in an AC electric fiéflor ~ as a thin hologram, i.e., diffraction from it is not subject to
when the phase of one of the writing beams varies like ghe Bragg boundaries. Therefore, it is possible to observe
sawtooth?~’ In the latter case, resonance excitation of trav-diffraction from gratings that consist of higher spatial har-
eling holographic gratingé.e., index of refraction gratings monics of the original hologram. Our theoretical results are
was observed when the translation velocity of the interferin very good agreement with available experimental data.
ence pattern coincides with some characteristic velocity of
the holpg_ramr’. In analyzing nonstationary writing mecha_- 1. BASIC EQUATIONS
nisms, it is customary to use the concept of photorefractive
waves(refractive index wavesexcited by light incident on When two coherent beams are incident on a crystal, one
the crystal. In the simplest case, the dynamics of these waved which is periodically modulated in phag€&ig. 1), the
coincides with that of trap recharging waealthough the  resulting interference pattern oscillates about an equilibrium
dynamics of the system could be otherwise under conditionposition and the rate of generation of photoelectrg(s;t)
where self-diffraction of light caused by the generation ofin the conduction band has the form
interference patterns in the bulk of the crystal plays an im- _ _ .
portant rolet’. In such situations, photorefraction waves do 9O =WIx,D) =gof1+mecoskx+ O cos@t)}. (1)
not reduce to trap recharging waves. Here the incident light intensity(x,t) =14{1+ mX coskx

In this paper we consider hologram writing and self- +© cosQt)}, wherel, is the total intensity® and () are
diffraction of light when one of the waves is periodically the amplitude and frequency of the phase modulation,
phase-modulated. This regime is of considerable practicdi=2m/A is the wave vector of the interference pattern
interest, because it can be used to record phase-modulatéd is the spatial period of the interference patjern
optical beams with almost arbitrary wave froftsin this W= Ba/Pg, B is the quantum yield of the photoconductiv-
paper we focus most of our attention on the range of lowity, @ is the coefficient of light absorptior®, is the energy
spatial frequencies, where diffusion of charge carriers can bef a photon of writing light, andjo=WI,.
neglected and the primary mechanism for holographic writ- ~ The induced internal electric fiell(x,t) is determined
ing is drift of electrons in an applied electric field. Analysis by a system of nonlinear differential equatididthe first of
shows that in this case resonance excitation of photorefraghese is the equation of continuity:
t?ve waves is pos_sible if the frequency of the phase modula- ap(x,t) 3j(x,1)
tion and the period of the interference pattern satisfy the =—
wave dispersion relation. We will refer to this phenomenon
as photorefractive resonance and investigate it both in thesherep is the charge density, is the current density, and

ot ox @)
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by field Ey (and the diffusion fieldEy, see below are much
smaller than the maximum possible amplitude of the internal
field Eq=eNa/ek, whereN, is the concentration of unoc-
cupied trapping site§.e., the concentration of compensated
— trap9.t12

In the model used here, the concentration of bound
chargeN can easily be eliminated from the problem by sub-
stituting Eq.(6) into the continuity equatiof2), which takes
the form

g
A/-/ an(x,t) —g(x. )= n(x,t) N E (?J(X,t). o
S

a

p=0 a9 r e ox

Thus, the problem of determining the internal field reduces

to solving the system of two equatioS) and (7) for the
p=1 quantitiesE(x,t) and the concentration of free electrons

n(x,t). However, the Poisson E@4) determines only the

FIG. 1. Sketch illustrating the propagation directions of the writing beamSConcentrauOh of bound Charge and therefore is not of interest
and diffraction orders. The complex amplitudes of the beams in the plane o

the crystal have the formhg=Agexp(ksx), Ag=AroeXp(kpx+iBGcodlt). {0 us. . . .
a—a thin photorefractive crystal. The last quantity to determine is the current through the

external circuitjy(t) using the condition

ILE(x,t)dx:O, (8
0

an(x,t)

j(x, t)y=eun(x,t)[Eg+E(X,t)]+eD X

)

wherelL is the length of the sample.
Here n(x,t) is the concentration of photoelectrons, and As before, the system of equatios) and (7) is too
and D are their mobility and diffusion coefficienfu complicated for an analytic investigation, and requires some
=eD/(kgT)]. The quantityE, is the applied external elec- sort of simplifying assumptions. The first of these is that the
tric field, andE(x,t) is the induced internal electric field.  balance equation for the photoelectron density can be treated

The charge density and field are related via the Poissowithin a quasistatic approximation, which in Eg) amounts

equation to neglecting the ternan/Jdt. The quasistatic approximation
JE(X,t) 4 is valid if Q,,7<1, where(),, is the maximum characteristic
=—np(x,t). (4)  frequency of the problem, and applies to almost all cases of
X & practical interes{see Ref. 1
Heree is the static dielectric permittivity. In what follows it The second approximation we will use in this paper is to

will be convenient to eliminate the charge density from Egsassume that the amplitude of oscillations in the grathés
(2) and (4). After integrating over coordinates we obtain an small (see Eq. 1, and look for a solution to the syste(f)

equation for the current and (7) to linear accuracy in®. That is, we will discuss
contributions to the grating oscillations at the fundamental

£ IE(x, 1) Fix, 1) =jo(t). (5)  frequencyQ only, ignoring effects at multiples of this fre-
4m ' quency and other accompanying phenomena. In particular,

Here jo(t) is the total current through the external circuit, this approximation lets us write relatida) in the form
which is determined below.

X,t)=go{1+ mcoskx—m® sinkx cos(t
These equations must be supplemented by a balance re- 906U =0ofl }

lation for the bound charge densiN(x,t) (donors ionized =g9(x)+ 8g(x,1),
by light). Here we need to specify a model for the recombi- .
nation. In this paper we use the simplest model 69(x,t) = —gom® sinkxcos(2t
1
“7'\'5;:’” _g(x - Y ®) =~ Sgom@[sin(kx+ )+ sinkx— 1)1, (9
.

where 7 is the lifetime of the photoelectrons. Note that this In steady state, the approximate solution to the system of
model for the recombination imposes serious limitations orEgs.(5) and(7) that is linear in® can be written as the sum
the final results obtained. On one hand, it assumes the presf a time-independent contribution and a small oscillatory
ence of a high concentration of unoccupied locations at trapeorrection:

ing centerdN,, so that the recombination takes the simple .
?orr% n/r. OnAthe other hand, it does not take into accolznt E(x, )=E?(x) + ReSE(x) expli 1),
the depletion of donor centers. A more complete model of n(x, t)=n©(x)+Resn(x)exp(iQt),
recombination is discussed in Ref. 12. The model we use
here is applicable to a situation where the external applied j(x,t)=]©(x)+ Redj(x)expiQt),
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jo(t) =]+ Resj gexp(iQt). (100  tion SE(z)=0E(z+2m). Then according to Eq(12), the
) ) current 8j is determined from the condition that the zero
The system of nonlinear equations for the dc componengrier component of the fieldE(z) reduce to zero.

i i ;40 — 10 i L . ) e

is easily solved becaugé )(O>§) =3 )v((‘)’;’h'Ch does not de- In obtaining an analytic solution to EL6) we will limit

pend on coordinates. Thed®(x)=rg(®(x) and ourselves to the case where diffusion processes are unimpor-
dn©(x) tant, setting_,=0, E;=0. This approximation is applicable

jiO=eun@(x)[Eq+E®(x)]+eD ix (1)  for sufficient small values of the spatial wave vector K. As a
result, taking Eq.(14) into account we obtain a first-order
The value of the currenty) is determined from Eq(11)  equation

using condition(8), which takes the following form when

periodic boundary conditions are used: (1+mcosz)(1+mcosz+iw)SE—iwddE’
JZW/kE“’)(x)dx:O. (12 =mOEy\1—m?[sinz+A(1+mcosz)]. 17
0

) . Here d=kLoy1—m?.  The constant A=47ry
Then Egs.(11) and (12) and some simple transformations s s /sE,m\1—m? is proportional to the currendj, and
give also can be determined from the condition that the zero Fou-
jE,O)=e,urgo /—1_sz0’ (13) rier component of the internal field reduce to zero.

The overall solutionEq. 17 has the form
V1—-m? msinkx

E +E
91+mcoskx P 1+mcoskx’

whereEp=Dk/u=kkgT/e is the diffusion field.
We now can address the primary problem, i.e., findng
the oscillatory corrections to the internal electric fiél(x)
[see Eq(10)]. The equations for this quantity are now ordi- where

nary linear differential equations, and hence rather simple to . _
solve. A=(1+io+m?2)(iwd)

E@(x)+Ey=

(14 SE(z)=exg Az+ x(2)]

><[C+Jozdz’go(z’)exp[—)\z’—X(z’)] , (18

x(2)=(iwd) " msinz(2+iw+mcosz),
2. OSCILLATORY PART OF THE INTERNAL ELECTRIC

FIELD 2
myl-m“®E, .
We obtain the following equations for the correctiais ¢(2)=- i wd [sinz+A(1+mcosz)].  (19)

and 6E from Eq. (10) that are linear i® from Egs.(3), (5),
and (7): The constant of integratio@ in Eq. (18) is determined from
the condition of periodicity of the solution to E¢L2):

sn & dOE ,
7+|Q4WGW——gom® sinkx, o
c:—(l—e—m)—lf dze(z)exd —\z—x(2)].
dén 0
5j0—iQ%5E=e,un(°)5E+e,u5n(Eo+E<°))+eDW. (20)

(15 In studying diffraction we are interested in the Fourier com-
By eliminating dn from these and converting to the dimen- ponents of the field:
sionless coordinate=kx, we obtain the desired equation for

the quantitysE: 1 (2= .
quantity SEp=5—|  dz0E(2)ex ~ip2). (21)
E© 0
(1+mcosz+iw)SE—iwkL, 1+—> SE' —iw(kLp)?
Eo To determine them we expand the following function in a

4 Fourier series:
X OE"=—118jo+ MO(Eq+ E©)sinz+ mE;® cosz.

oo

(16) expx(2)=p2_wrpexp(ip2),

Here the dash denotes differentiation with respect.tdve

have introduced the diffusion and drift lengths= /D 7 and 1 (2= . m ,

Lo=puE,7, and also a dimensionless frequenoy-Qry. =27, dzexp{ —Ipz+ o sinz(2+iw+meosz) .

The quantityry,'=4meuny/e =4meugyr/e has the sense (22)

of a Maxwell relaxation time for the uniform generation rate

Jo- Expanding Eq(18) in a Fourier series and using the defini-

The second order differential equati¢t6) (which is of  tion of the constan€ Eg. (20) and the expansion E¢22),
Hill type) can be solved by assuming the periodicity condi-we obtain after some algebraic transformations
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- my1-m’OE, < Morsp

P 2i o I tiw—p wd+m2/2

oE

X[rpre1=Tpr o1 FAQRr +mry g +mrp )],
(23)
In this case we have used the relatipfz) = — x(—2).

We now can explicitly determine the constahtfrom
the condition Eq(12) that SE;=0:

A — zw: Mo(Fps1=Tp-1)
p=== (1+iw—pwd+m?/2)

-1
rp(2rp+mry g +mrp_q)

(24

p=== 1+iw—pwd+m?/2

V. V. Bryksin and M. P. Petrov

ciently weak field€€y and arbitrary values ah. In particu-
lar, it agrees with Egs(25 and (26) for m<1 when
a=In(2/m)>1. An important property of the fieldE, at
high contrast is the slow decrease of its amplitude with in-
creasingp. On the other hand, the Fourier components of
this limit are real and antisymmetric under the replacement
w— — w. This implies that, in the absence of diffusion, there
are no oscillations. At high contrast, however, the high-
frequency asymptotic behavior of the diffraction peaks is
changedsee below.

As for the limit w— 0, we can obtain it easily from Eq.
(16) by the direct substitutiom=0. The exact result, which
is also correct in the presence of diffusion, has the form

SE w:0=|p®E<p°>,

p (28)

Further studies of the Fourier components of the field in .o £0) is the Fourier component of the stationary field
general form require numerical calculations. We can obtain %q (14) pand

simple analytic result in the limit of small illumination con-

trasts, wheran<1. In this case P

EV= (Eq+iEp).

) ; 29

-m
1+V1-m?
In EqQ. (29) we havep>0; for p<0 we must use the rela-
(2+iw)? (2+i0)? tions E{Y’=E* andE{¥=0. It is interesting to note that
W—l Op2t W‘Fl Op,—2(F ... Eq. (28) is correct not only for the model under discussion

@ @ here, where the steady-state Fourier components are deter-
This implies that the first of the set of Fourier components ofmined from Eq.(29), but in the most general case as well. In
the field has the form fact, for =0 according to Eq(1) we have a relation be-
tween the exact steady-state solutiefe) for arbitrary val-

)
fp=0po=M 2wd (0p.a~ é\p’_l)_i_4a)d

SE;=— —miOEj—————, (25)  ues of® and the solution fo® =0: E(2) =E(®)(z+©). For
2 ltiotod the Fourier components this implies tHag= Eéo)eprp),
1 24im which in turn implies Eq(28) to linear approximation ir®.
o 2. I I 1 1
OE, 4m I®E°(1+iw+wd)(1+iw+2wd)' (26) Now let us discuss the characteristics of the diffracted

light.

The Fourier components with negatipecan be found from

the relation §Ep(w)=5E’ip(—w). At weak contrasts, the

Fourier components of the field fall off rapidly, because N3 prERACTION BY AN OSCILLATING GRATING
this casesE,xmlP!.

Another important limiting case is that of high frequen- Let us consider diffraction of light by a thin hologram
cies. In the limitw—o we can carry out the summation of written by two beam#\g and Agr, whereAg=Agexp{ksx)
the series in Eq23). Here we present only the final result of and Agx= Aggeexplkgx+i® cosQt). The hologram is consid-
this summation, omitting the details of the calculation: ered to be thin if its thicknes$ satisfies the condition
h<AZ?ng/\, wheren, is the refractive index of the light. For

£ mmy1-m°®E, | (T) a thin hologram we can introduce a transmission coefficient
P 2iP~1ud sinh(w/d) prild| g T(x,t)=exdie(x,t)] such that the light amplitudd,,; di-
rectly behind the hologram is related to the amplitude of the
X1 el = ‘Hl'/d(T) 27) incident light A;;, by the expressionA,,(X,t)=T(x,t)
vdld vad) ] X Aip(X,1). In our casep(x,t)=QE(x,t) is the phase ad-

wherel ,(x) is a modified Bessel function with complex in- vance of the beam passing through the hologram due to

dex. Thus, in the high-frequency regime all the Fourier com nodulation of the index of refraction, whe is a param-
ponents of the field fall off as &/ for any modulation of the eter that depends on the eIectrooptl_c properties of the crystal.
ilumination. From this expression it is not difficult to find an In crystals with point groups 23 andB# cut, for instance,
expression forsE, under conditions of strong contrast, 8long(110, when the wave vector of the grating is directed
where m— 1, i.e_’ d—0 in the region of h|gh frequenciesy along the[OOl] axis and the pOlarization of the incident ||ght
which is correct for anyp: is parallel to thd 110] axis, we haveQ = wr4ln8h/)\, where
e 1 _ r,1 is the electrooptic coefficient. Note that far<1 and

OBp=(~1)"OEo0 tanha expl [pla), (279 0 =0 the diffraction efficiency of the hologram is related to
where coslk=m™. Note that this expression is correct for Q by the expressiony=(QE{®)?, whereE{ is the first
d<1, i.e., not only for strong contrast but also for suffi- Fourier component of the stationary field Eg9).
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Let us expandT(x,t) in a Fourier series in spatial maining peaks are proportional ©2. Therefore we first
harmonics, taking into account thaE(x,t)=E©)(z) investigate the casp=0 separately. Using Eq$31) and
+ ReSE(z)exp(t) [see Eq.(10)] (we have switched to the (32), we obtain from Eq(33)
dimensionless coordinate=kx). Limiting ourselves to lin-

ear approximation inSE(z) (i.e., in ®), we obtain 810=AsAreQRE[20E(” +i 5E, () +i 5E;
% X(—w)]cosQt—[ SE (w)— SE1(— w)]sinQt}.
T(x,t)=p;w (B, +ib,)expipz), (34)
1 ron As we noted above, a@ —c the quantityéE, reduces to
Bp:_f dzexp —ipz+iQE©(z)), zero. Therefore, at high frequencies the functiéhn(w)
2mJo reaches a plateau. According to Eg9),
Q (2~ - -~ E(0) 0t mE,
bp:E . dzexp(—ipz+iQE"™(z))Rg 6E(z)e"™]. Sl = —2Q0AgAR) ——— codt. (35)

Qe 1+ J1—m?

However, in the limitQ) — 0 according to Eqg.34) and(28),
the quantitysl reduces to zero.

In the previous section, we obtained expressions for the
quantity sE, for arbitrary frequency but weak modulation
szgp,ojLiQEE)O), (31 [see Eq.(29)]; therefore we can write the total function

Ol o(w) for m<1 as follows:

(30

Taking into account that the diffraction efficieney<1, we
can limit ourselves in Eq30) to the lowest approximation in
Q. As a result we have

Q Q

bp(t) = SEp(w)e' M+ 5 OEp(—w)e (32  blg=—AgArQMEPw

The Fourier components!” and 5E, were determined in % Y1+ 0*(3+dY) + 0*(1+d)*(3-2d%) + 0®(1+d%)*
the previous section. The expressigB$) and(32) describe 1+ 2w?(1—d?) + 0*(1+d?)?
first-order diffraction of light by phase gratings with spatial
harmonicspk. All the higher orders of diffraction for any X cogQt+ ¢o), (36)
individual grating can be neglected, since we are IimitingWhere the phase is given by the relation
ourselves to small diffraction efficiencies.

Now let us find the amplitude and intensity of the light 1+ w¥(1+d?)
diffracted by these gratings. We note that in enumerating the tanpgy= > e
diffraction order a certain ambiguity arises. For example, the w[1-d"+ 0%(1+d9)7]
zero order for beam\i coincides with the minus first-order The peak withp=—1 is determined by the relatiodl _,
for beamAg, and conversely. Let us use the convention of _ _ Sl

37

labeling the observegl diffraction beams with an ingethat For peaks withp+0,— 1, we find from(33)
corresponds to the first diffraction order of be&m by the

grating with wave vec_topk. Accordingly the relation be- Sl p:QRe(AROEE)O)* +AsoE(pOJ3’i)(ARobp+Asobp+1)-
tweenkg and kg is defined to bekg=kg—k, wherek>0. (39

Assuming as before th& <1, we will write the expression

for the amplitude of the beam with labglin the form In obtaining Eq.(38) we take into account that according to

Eq. (29) the quantityE(VE(’)% is real. This implies that as
Ap=[Aro(Bp+i10®B,cosQt+iby(t)) () — o the intensitysl , for p#0,—1 reduces to zero as !

. . see Eq(27)] and that the high-frequency plateau character-
+Aso(Bp+1tibpya(t))]Jexdi(kg+pk)x]. i[stic ofqérang]g peaks is abse%t. P

Accordingly we have for the intensity This result is closely related to the fact that in this paper
) _ we have neglected all effects connected with the finite con-
Ip(t)=|Ap|*=|Aro(Bp+i®B,cost centration of acceptorl,, and hence with finite values of

. . the field E, (see Sec. ]l In most cases this is correct; for
+iby(1)+Ag(By 1+ t))|2. g == . ;
1Dp(1) + Aso(Bp 1 +ibp 2l example, in Bj,SiOy the field E, reaches values of order
Omitting the contribution to Eq30) that is quadratic ir®, 100 kV/cm with a grating periodd~10 um (see Ref. 18
we obtain the oscillatory part of the light intensity in thegh ~ and increases still more with increasing. However, in

diffracted beam in the form: other materials, for example, in BTiO,, the field E, is
) . ) . approximately an order of magnitude smaller at least is
3l 5(1) =2 Re[i O codtAgpARB . 1By +i(AroBy several times small&h) and it is important to include it.

* There is reason to assume that including the figjetan lead
T As0Bp 1) (Arobp(t) T Asobp a(D)}. - (33) to the appearance of a phase differerice arctanEy/E,)

The Bragg peaks witlp=0, — 1 are proportional to the between harmonics of the constant field, i.e.Etﬁing)*
first power of this parameter for smal), whereas the re- +#0. As a result, an additional contribution to the expression
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(40) for the intensity of peaks witp+# 0,— 1 appears, whose
amplitude does not depend on the frequeficyand is given
by the expressiohsee Eq(33)]

81 p=—2Q%@ AgyAro oSOt IMEVE .

p+1-

(39

In the limit ) —co the quantitiesd,, reduce to zero, and Eq.

(39) describes the high- frequency plateau for non- Bragg
peaks. This implies that measurements of the high- frequenc"o

plateau yield information about the value of the fiélg. As
for the static limitQ)— 0, according to Eqs32) and(28) in
this case we have —|p®E(°)coth Substituting this
value ofb, into Eq. (33) gives the resulbl y|,,—o=0 for any
form of the Fourier componentéf)
Furthermore, whelk, is included, a shift appears in the

static field grating and the componeﬁg)) become complex
quantities even in the absence of diffusion. Equati88)

predicts a contribution to the intensity of the peaks that is b

proportional to Imb, that differs strongly from the contribu-
tion proportional to Ré,, which describes the intensity in

the limit Eq—cc. Thus, there are some new experimental
possibilities for recording effects connected with the field

Eq. and hence measuring this quantignd with it the con-
centration of acceptors,).

Note also that in the limit of strong contrast and high

frequencies, when relatiof279 is valid, the quantityb, is

pure imaginary. Therefore, in the absence of diffusion, when

the Fourier components of the static fig” are real, for

strong contrast the high-frequency asymptotic behavior nc

longer varies as ! as is the case for weak contrast.

We now return to the case of weak contrast, assuming

thatEq— . In the limit of weak modulatiom<1, Eq.(38)
S|mpl|f|es becaus€(” ,b,xmP and fall off rapidly asp
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increases. Without mcludlng the diffusion contribution to frequencyQ/2m, 7y=3x10"*s.d=2 (1) and 0.2(2).

E(” we have forp=1 that
8l ,=Q3(—2) PMPAZE,C cog Qt+¢p), (40)

where the amplitudéC, and phasep, are defined by the
relations
Cp={[Re(SEy(w)+ 5Ep(—w))]2
+[IM(SE (@) — SE(— w)) 1712,
IM(SE (@) — SEp(— w))
tanp,= .
P RE SEy(w)+ SEp(—w))
In what follows we shall discuss the peaks wjike 1. The
expressions for peaks wifi< —2 can be obtained from the

relation sl _p_lz(ASO/ARO)ZcSIp. From Eq.(41), taking Eq.
(25) into account we have for the peak with=1

(41)

wd
C,=mOE ,
! O 1+ 202(1—d2) + 0 (1+ d?)2
_1—w2(l+d2) 47
tan@l—T- (42

Figure 2 shows the computed relations &g andsl, based
on Egs.(36) and (42).

Note that in obtaining expressi@84) for the intensity of
the Bragg peak wittp=0 we have omitted terms propor-

tional to Q%. However, a situation is possible where this
contribution plays a dominant role. This will happen for the
case of anisotropic diffraction if we place a polarization ana-
lyzer at the output directed along an axis orthogonal to the
polarization of light incident on the crystal. Since the beams
diffracted in first order have a polarization direction perpen-
dicular to the polarization of the incident beam for aniso-
tropic diffraction, there will be no interference between the
diffracted and undiffracted beams. This happens, e.g., for an
external field along th¢110] axis and light polarization
parallel to theg[001] axis in crystals of classes 23 an8m.

In this case we can find the ac component of the sigigl
proportional toQ? from Eq. (38) obtained above for the
non-Bragg peaks by setting=1:

8l o=QAEReE*b, (43

This implies that in this situation the peak wiph=0 is given
by the same expressions as the peak withl [see Egs.
(40)—(42)] with the substitutionA%,— A3,

For the peak withp=2 the corresponding expressions
have the very awkward forms

3M?OEywd]?
D(d)D(2d)

2

5= [4—(3+40d%) w?— (19+50d?
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— 13204 w*+ (4+110d2+ 3090* — 160d°) w® 4. PHOTOREFRACTIVE WAVES AND THE RESONANCE
CHARACTER OF DIFFRACTION

+ (30+200d?+ 303d*— 200d° + 64d®) w®

We now turn to elucidating the physical reason, alluded

2 6 8 10 _ ) : . - :
+(17+100d%+279d*+ 360d° — 2400°) ™ in the previous section, why the diffraction is resonant in

+(1+d2)2(1+4d?)2w'?Y character wherd>1 (i.e., kLy>1). For this we will con-
’ sider a photoconductor described by E¢®, (5) and (7)
tanp,=[2— w2(1+ 10d?) — w*(4+ 15d2— 8d%) under conditions of uniform illuminationg(x,t)=gg. In
this case the system of equations has a trivial solution
—0%(1+d?*)(1+4d)]o [1-0?*(2+5d%) n(x,t)=gor=n®, j(x,t)=j,=eun®E,, E(x,t)=0. We
g 2 -1 consider small corrections to this solution{x,t)=n(®
@ (3+5d"=4dH ], @ ), (D=0t 3j(x.t). As a result we obtain the
where linearized system of equations
JE aon
D(d)=1+2w%(1-d?)+ w*(1+d?)2. L= ©) b
(d) o( )+ *( ) 1= o Hen(n'”SE+ dnEg)+eD—--=0,
These complicated relations simplify considerably in the s 5 2E
physically most interesting limiting case wheve<1 but wd a_n:__n__g _'9 ] (48)
is arbitrary: ot T 4me dxdt
Making the substitution€E(x,t) = E expigx—iut), dn(x,t
6M2OE ywd 5 Making the - =(x,1) =E explax—iu), on(x,t)
C,= Np,= —. (45) nexpigx—iut), we obtain the relation
|1- 0?d?||1- 4w?d?| w L
T (1—i _i - ; 2
The expression forC, has poles at frequencieso V’TM(l ) (1=ivr)=gloti(alo)™ (49)

=d 1,(2d) "t (Q=(kLory) L, (2kLo7yw)~Y). The corre-
sponding expressions for peaks wiph=0,1,—1,—2 have
poles at only one frequeney=d ! [see Eqs(36) and(42)].
The existence of this pole structure as—~0 but for finite
values ofwd is quite evident from the general expression
(23), where we see a pole at arbitrary valuesnofat the
pointsw=(1+m?/2)/pd, wherep is an integer. Rather than v=(qLory) !
discuss the physical nature of these resonance peaks, we turn
our attention to one more feature of the interference patternthe lifetime of these oscillations can be long if a number of
Up to now we have discussed the case where the relatiogonditions hold:wr<1, v7y,<1, and the wave vector lies in
between intensities of beani®sand S and the contrastn is  the interval (uEOT)*1=L51<q< eEy/kgT. Characteristic
unrefined. If there is no additional illumination in the experi- oscillations of this kind in the electric Charge were first dis-
ment, the intensitief\sy andAg, are related to the modula- cussed in semiconductors in Refs. 8 and 9, where they re-
tion depthm by the expressiom=2AgoAs/(A%o+A%),  ceived the name trap recharging oscillations. In photorefrac-
i.e., tive crystals waves of charge are transformed into waves of
dielectric permittivity via the mechanism of the Pockels ef-
Aro 1xy1-m fect. As we have already shown above. such oscillations can
Ay m ' (46) be thought of as photorefractive waves.
SO
Up to now we have discussed spatially uniform media
Using Egs.(46) and (29), we transform relatiort38) for the  only. When a hologram has been written, the medium is no

In the low-frequency limitvr<1, v1,<<1, neglecting diffu-
sion (Lp—0) we obtain the dispersion relation of the eigen-
modes of oscillation of the systefalectron density and elec-
tric field):

47en®
B geEq7 -’

(50

diffraction peaks withp#0,—1 to the form longer spatially uniform, but rather is modulated periodically
such thatn@=n©(kx) and n®(kx)=n©(kx+27). In
S| = O2A2 ()% 1+y1-m? this case, when the inequalities listed above are fulfilled Eq.
lh=QAgReE, 77| 1— T4 ion? (48) takes the form
2
1+ 1-m? 0) g M__ e OE
X| bpr1t —bp) (47) Nk SE+ B =0, —-=— 2 oxat

. . .. Substituting a solution of the forr&(x,t) =E(x)exp(—it),
The plus sign is chosen fdkgzy>Ag, and the minus sign in Sn(x.t) = 7(x)exp(it) into these equations, we obtain

the opposite case. From this it follows that when there is no
additional illumination the oscillatory part of the non-Bragg dE 4mien©(kx)
diffraction maxima with positive is completely quenched if Vax  eE-r
Aro>Ag (i.e., only peaks with negativp oscillate. Con-

versely, forAgrg<Agy the oscillatory parts of the non-Bragg From this equation, using the condition of periodicity in
peaks with negative are completely quenched. space for the field(x) we obtain the dispersion relation

eEqr
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2e (2w amen? v, a frequencyQ), = v, [see Eq.(51)] in the linear writing re-
eS| 42iP@=q—=—=T" (51)  gime. The height and width of this maximufie., the qual-

eEgTJo lkeEgr | > .

ity of the resonangeare determined by the product of the

wherel=1,2,3. .., andn{¥=ny=g,7 is the zero Fourier grating wave vector and the drift lengkiLy. In the nonlin-
component of the photoelectron densfgee, also, Sec.)1 ear regime the theory predicts a series of maxima at frequen-
Relation(51) is the discrete analog to the dispersion equatiorcies (), = v/l for sufficiently large values of the parameter
(50). It shows that the spectrum of photorefractive waves irkLq, wherel is an integefsee Eq(51)].
a periodically modulated medium is discrete in character: The appearance of this resonance is associated with ex-
“photorefractons” propagate with wave vectoksand fre-  citation of photorefractive waves in the photorefractive me-
guency v=r,/l. In this case the intrinsic modes are no dium when the period of the holographic grating and the
longer plane waves, but are modulated spatially in phase. Fgeriod of the phase modulation of the writing beam coincide
small values ofm, Bragg peaks §f=0,—1) are generated Wwith the corresponding period and frequency of the photore-
from scattering by one photorefracton wit 1, and a reso- fractive waves. Therefore, the phenomena mentioned above
nance occurs fof)=v,. The diffraction peaks wittp=1, can be described as photorefractive resonance. Experimen-
— 2 are generated from scattering by one photorefracton wittally this effect was observed in Ref. 15, and probably in
=2 (resonance af)=wv,/2) or by a photorefracton with  Ref. 16. A comparison shows that the theory is in good
=1 (resonance af) =), etc. In this case we should keep agreement with experiment.
in mind that the law of conservation of momentum holds in ~ The shifted component also oscillates in time, but the
a periodic system up to discrete values g, p=0,%t1, character of its frequency dependence is different from that
+2,...,i.e., here we must speak of a law of conservation ofof the unshifted component. Here the amplitude of oscilla-
quasimomentum or of umklapp processes. For strong cortion does not reduce to zero f6—0 [see Eqs(28) and
trast (m close to unity we must take into account the par- (32)], although for sufficiently high values &L, we also
ticipation of the entire discrete set of photorefractons in genmay observe a maximum & =0Q,. As )— the ampli-
erating any one diffraction peak, a consequence of which itudes of both componentshifted and unshiftedreduce to
that the frequency dependence of all the diffraction peaks igero. The shifted component determines the frequency de-
multipolar in character at a set of frequenci@s=v,/I, pendence of the Bragg orders of diffraction E84).
wherel is an integer. It is this pole structure that is exhibited ~ The processes that occur during diffraction of light can
by the general relatio(23) when we make the replacement be described qualitatively in the following way. The primary
iw— 0 in the denominator, which corresponds to the condifrocess consists of diffraction by the static grating. More-
tion mentioned above for existence of the photorefractonsver, diffraction takes place by the unshifted and shifted
w=0r,=vry<<l. However, for arbitrary values oh, as  components of the oscillatory grating. When two beams in-
follows from Eq.(23), the resonance is somewhat shifted andcident on the crystal diffract into the same direction, several
occurs at) = (1+m?/2) vy /l. beams propagate which interfere among themselves. De-

In conclusion, we emphasize once more that, becauseending on the index of the diffraction order we can separate
these photorefractive waves are attenuated, sharp resonaneeg some dominant diffraction beam. As we already men-
of the diffraction peaks are observed only at sufficientlytioned above, in directions=1,— 2, for example, diffraction
strong electric field€,, where the conditiorkeuEy,7>1  from the static and unshifted oscillating components is re-
holds. This simultaneously imposes a bound from above ogorded, while forp=0,—1 it is record from the static and
the period of spatial modulation at a fixed electric figlg. ~ shifted components of the hologram. It is interesting to note
On the other hand, in avoiding attenuation of photorefractonghat for 1 —0 signals from the static and shifted oscillatory
due to diffusion the period of modulation should not be sohologram compensate each other exactly, and the ac signal
small thatk<eEy/(kgT). reduces to zero. This phenomenon is well kndwh.is very
important for practical applications, because it ensures the
property of adaptivity, i.e., suppression of parasitic low-
frequency phase fluctuations.
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Space-time-resolved spectroscopy is used to study the spectral—kinetic characteristics of transient
absorption and rapidly decaying luminescence in a,Baisstal bombarded by an accelerated

electron beam of nanosecond duration. Creation of spatially-inhomogeneous primary products of
radiolysis is observed, and an interrelationship between these products and the intrinsic
properties of the BaF crystal is established. €998 American Institute of Physics.
[S1063-783%8)01408-1

Under the action of ionizing radiation in nominally pure viation over the irradiated surface af5%. The repetition
fluorite crystals at temperatures not higher than room temrate of the pulsed electron beam wasl0 3 Hz. In the
perature, autolocalized excitof8E) are created, which are present work we used the usual measurement geometry
usually represented as different configurations of closely artcsample oriented at some angle to the propagation direction
rangedF,H pairs}~ Their spectra are usually divided into of the electron beafih and also the geometry with normal
an electron component and a hole component of absorpticimcidence of the electron beam. The transient absorption
by autolocalized excitons.However, this division is very spectra and RDL spectra were recorded over the entire pen-
arbitrary since absorption in the series GaflSrF,, BaFk,  etration depth of the electrons in the sample260 um) and
grows noticeably in the spectral region lying between thes®ver the entire irradiated surface-8.75 mnt) as well as
components. The natural luminescence of fluorites is linkedrom microzones of dimensions 88 um. The distribu-
with radiative transitions from singlet and triplet states oftion of the luminescence light sufthe spectral region 300
autolocalized excitonsSinglet luminescence is not observed —400 nm was culled out with the help of light filtére/as
in Bak,, but, as in some alkali-halide crystdls rapidly recorded from the focal plane, located at a depth of
decaying luminescencdRDL) (7<<1 ns) is observed in the ~100um from the irradiated surface. This was done photo-
ultraviolet. The RDL vyield in Bak is significantly higher graphically with the help of an MPD-1 microscope using
than in Cak and Srk. The authors of Ref. 6 ascribe RDL to fine-grain photographic film of the type “Mikrat.” Photom-
core—valence transitions, and the authors of Ref. 5 ascribe @try of the images was performed on an MF-2 microphotom-
to singlet luminescence of autolocalized excitons with areter with resolution~0.3x0.5 um.
unrelaxed hole nucleus. The efficiency of creation of closely
arrangedr, H pairs, and also the RDL yield, depend on the
temperature and excitation denﬁfi.Bglow we shall Show , £yoeoivENTAL RESULTS
that these characteristics are determined in significant mea-
sure by the prehistory of the crystal. Figure 1(curve 1) shows the transient absorption spec-

The aim of the present paper is to examine transientrum of a Bak crystal cleaved from the lower part of the
absorption and rapidly decaying luminescence in nominallyblock, measured using the usual experimental scheme
pure Bak crystals by space-time-resolved pulsed spectros¢sample oriented at an angle of 55° to the propagation direc-
copy. tion of the electron beam The characteristic form of the
spectrum is in qualitative agreement with the data of Ref. 5.
Relaxation of the induced absorption is described by an ex-
ponential law with several time constants. The time constant

The method of pulsed spectroscopy was described 250+ 50 ns describes 95% of the falloff of the optical den-
Ref. 8, and a precision measurement technique was disity in the region of the electron component. The spectral
cussed in Ref. 4. The maximum energy of the acceleratedistribution of the temporal components isolated by graphi-
electrons was 0.28 MeV, the duration of ttmirren) pulse cal analysis of the relaxation kinetics of the absorption at
at half-height was 12 ns, and the temporal resolution wasixed photon energies without allowance for the complicated
7 ns. Crystals, grown by the Stockbarger method at the Statructure of the spectrum is shown in Fig. 1 by cur@ed.
Optical Institute(GOI) in St. Petersburg, were cleaved from The intensity distribution of the induced absorption
one block in the form of wafers with dimensionsx® along an arbitrary coordinate) in the sample surface was
X 0.5 mm with allowance for the direction of growth. A seg- measured in perpendicular geometry 10 ns after termination
ment of the surface of the sample,3.75 mnt in area, was  of the electron pulse, at a fixed wavelength90 eVj with a
irradiated by a stopped-down beam. The energy def@i®/  spatial resolution of 28 38 um. Results are plotted in Fig.
J-cm™?) was measured calorimetrically, with a standard de-2a. The distribution of the luminescence light sum along an

1. EXPERIMENT
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0.4

0.2
FIG. 1. Spectrum of transient absorption of a Baffystal, measured at
295 K 10 ns after termination of the electron pulsg and spectral distri-
bution of the temporal componer®-4) in the relaxation of the induced
absorption2 — 60 ns,3 — 250+ 50 ns,4 — 40050 ns. Sample situated
at an angle of 55° to the direction of incidence of the electron beam.

0 1 1 1 I
arbitrary direction in the irradiated surface, measured from 35 30 Z‘fev 2.0 8
darkening of the photographic film with resolution0.3
X 0.5um, is shown in Fig. 2b. FIG. 3. Spectra of the transient absorption of a Bafystal, measured in

Curves? and 3 of Fig. 3 show the transient absorption perpendicular geometry at 295K 10 Ir;r)s after termination of pulse-
from the irradiated surfacérea 3.75 mit), 2, 3 — from microzones of
spectra of a Bafc,ryStal Clea\,/ed from the upper part O,f th? identical area (2% 38 um), separated by a distance 430 um.
block, measured in perpendicular geometry from arbitrarily

chosen microzones but of the same area as above. Qurve

plots the transient absorption spectrum measured in the saMeThe distance between the microzones wak80 um. For
geometry but from an area of 3.75 mnf. RDL spectra  comparison, Fig. 4 also shows the RDL spectrigurve 1)
measured in perpendicular geometry from the same MiCrGyea5ured in the usual geometry from an irradiated surface of
zones as the absorption are shown in Fig. 4 by cudv@sd 5165~ 3.75 mn?. The RDL intensity of the microzones is
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FIG. 2. Spatial distribution of the intensity of the induced absorptimand 6.0 8.5 8.0 4.5
the light sum of the luminescenéb) along an arbitrary coordinateon the E, eV

irradiated surface of the BaFerystal at 295 Ka — measured in perpen-

dicular geometry 10 ns after termination of a 1.90 eV pulse with resolutionFIG. 4. Spectra of rapidly decaying luminescence of a Bafystal, mea-

25X 38 um; b — transparency of the photographic film measured with  sured at 295 K1 — in a geometry in which the sample is situated at an
resolution 0.X0.5um. Photograph of crystal in its own lightspectral  angle of 55° to the direction of incidence of the electron bezr8— in the
region 300-400 nm extracted using light filtersaken in the focal plane, perpendicular geometry from the same microzones from which the induced
located at a depth of 100 um from the irradiated surface. absorption was measurésee curve® and3 in Fig. 3.
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roughly three orders of magnitude lower than that of thebution of temporal components in the relaxation of the tran-
entire irradiated surface. Analysis of the data obtained resient absorption in BgFcurves2 and4 in Fig. 1) is some-
veals the following regularities: first, a complex structure iswhat broadened in comparison with the spectral distribution
observed in the spectra of both the rapidly decaying luminesef the components of the autolocalized-exciton absorption in
cence and the transient absorption; second, the intensitpominally pure crystals of CaFand Srk. Second, the effi-
spectral composition of the transient absorption and rapidlygiency of creation of autolocalized excitons both in a nomi-
decaying luminescence, and also the distribution of the luminally pure crystal and in its phase inclusions should be a
nescence light sum depend to a significant extent on the cdunction of the crystal temperature and the excitation density.
ordinates of the irradiated surface. However, the intensity of the induced absorption in the re-
gion 2.2-4 eV in BaFk, (curve3in Fig. 3) exceeds its value

in SrF, and Cak crystals by nearly a factor of three under
identical irradiation conditions. Consequently it may be as-

Violation of the condition of dispersed creation of au- sumed that a homologous impurity does not form a pure
tolocalized excitons is usually linked with the appearance ophase since there exists an efficient channel for discharge of
additional channels of discharge of the electronic excitationglectronic excitations.
in a defective lattice. In this case, the efficiency of creation  Spatially inhomogeneous creation of primary defects in
of autolocalized excitons in unaffected segments of the latBaF, also can be inferred from an examination of the distri-
tice is diminished. It is well known'® that homologous cat- bution of the light sum of the natural luminescence. It is
ion impurities can enter into BaFcrystals in high concen- usually assuméd that it arises from the same energy states
trations. Spectral analysis of our samples directly demonef the autolocalized excitons as the absorption. As follows
strates the presence of calcium and strontium impurities. Béfrom the data plotted in Fig. 2b, the distribution of the light
sides this, a qualitative agreement of the spectral distribusum over the irradiated surface presents a complex picture.
tions of the components with time constants 60 ns and 40Relatively narrow (10um) regions appear against the
+50 ns in Bak (curves2 and4 in Fig. 1) with the distribu-  background of large fragmentsp to 100um) with roughly
tions of the electron and hole components of the autothe same distribution of the luminescence light sum. Optical
localized-exciton absorption in Syland Cak is observed:*  micro-inhomogeneities in the BaFerystal are also clearly
Application of the Alentsev—Fock methbtidto the analysis visible from the effects of birefringence on local strain fields
of the structure of the transient absorption spectra in fluoriteg crossed polarizers. Such inhomogeneities are also found in
has also revealed agreement of the spectral positions of theher fluorite crystal$?
maxima of the band series in these crystalsletailed analy- Recently it was showt that optical pre-excitation of
sis will be given in a separate pape€onsequently, we can autolocalized excitons in the region of the electronic compo-
assume the formation of Calnd Srk phase inclusions in  nents, synchronous with electron bombardment, is accompa-
BaF,. nied both in Cak and in Bak by spectrally selective

The radically inhomogeneous variation in space of thechanges in the intensity of the rapidly decaying lumines-
intensity of the selective bandlBigs. 2a and Bin the region  cence, which clearly contradicts the model of core—valence
of the electron component of autolocalized-exciton absorptransitions. Since the creation of primary defects in BaF
tion (~1.90 eV) suggests a significant influence of the in-exhibits a clear dependence on the intrinsic structure of the
trinsic structure of the Bafcrystal on the distribution of the crystal, interest has been shown in tracking changes in the
autolocalized excitons over configurationdt is usually intensity and the spectrum of the rapidly decaying lumines-
assumeti® that creation of autolocalized excitons takes placecence on the basis of space-time resolved measurements
in an unaffected BaFlattice) The data presented in Fig. 3 (Fig. 4. A comparison of the data displayed in Figs. 3 and 4
(curves2 and3) also show that the efficiency of defect cre- provides unambiguous evidence of a spatial correlation be-
ation in the phase inclusions is also a function of the cooriween the processes of creation of primary defects and exci-
dinates. A clear spatial correlation is observed here betweetation of the rapidly decaying luminescence. The dramatic
the processes of defect creation in the host matrix and in thepatial inhomogeneity of occurrence of these processes sug-
phase inclusionfFigs. 2a and B Since localization of elec- gests that their efficiency is determined to a significant de-
tronic excitations occurs at the stage of free electrons andree by the intrinsic structure of the lattice. The data ob-
holes and is very sensitive to changes in the crystal-latticéained in the present work indicate the presence of a
potential’? it may be assumed that creation of autolocalizeddeveloped defect structure of BaErystals and are in good
excitons in the Baj lattice takes place in the vicinity of a agreement with the results of Ref. 10. Since the level of
defect. This probably also explains the spatially inhomogeintrinsic defects in Cafand Srk is significantly lower than
neous variation of the efficiency of creation of autolocalizedin BaF, (Ref. 10, a dramatic difference is observed in the
excitons and their distribution over configurations. RDL yields in these matrices.

It was concluded above, on the basis of integrated To sum up, the results of this study can be considered as
spectral-kinetic measuremen(gig. 1), that homologous alternative arguments for the RDL model not only within the
cation impurities in Baf form phase inclusions. Spatially framework of the model of core—valence transitirisyt
resolved measuremerjtsSigs. 2a and Bsuggest the possibil- also as forms of “hot” luminescence of autolocalized
ity of forming a buffer layer, i.e., a transitional region from excitons® In conjunction with data on the sublinear density
the Cak or SrF, phase to the BaFlattice. First, the distri- dependence of the efficiency of creation both of closely ar-

3. DISCUSSION
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A new method for calculating the energy spectra of compressed insulators based on the cluster
expansion is proposed. The dependence on the compression of the spectra of both the
conduction band and the valence bands is uniquely determined by the values of the overlap
integrals of the orbitals of pairs of isolated atoms. The overlap integrals and the matrices defined
by them are calculated numerically for inert-gas crystals and their properties and values are
analyzed for different lattice constants. Numerical calculations of the bands of the compressed
crystal in the various proposed models are carried out and discussed for nedr2980
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Contemporary theoretical studies of the properties of inapproximation, the local pseudopotential approximation,
sulators under pressure generally take two different tackstc). The insulator—metal transition aV/V,=0.77+0.02
The first approach—the quantum-chemical approézh, was predicted within the framework of this theory.
Ref. 1 for crystals of inert gasgs-considers an individual A further development of this theory, satisfying the
atom in a crystal and calculates the total energy of the crysabove-enumerated points, is the application ofvtlin’s ex-
tal. The second approach proceeds to calculate the bangt orthogonalizatiori-1°of the basis linear orbitald_O) in
structure. Here we are looking at calculations within thecombination with the cluster expansi(Q@E).l“‘lG The ne-
framework of density functional theofy,' the method of  cessity of using the cluster expansitinstead of first order
Green's fuqctioné;ﬁ and methods using the muffin-tiMT) i the overlap integrajsis due to the fact that for large com-
approximation(PPV, KKR, LMTO, etc)."® A general fea- .fpressions the overlap integrals become quite large. Even in
ture of the above-enumerated methods is the use of specifig |owest order the cluster expansion contains a sum over a
approximations for the crystal potential, whose applicability yofinite subsequence of the series in overlap intetfriis

to compressed crystals is unclear. o and thereby removes the restricti@i<1, which is basic to
In order to avoid uncontrollable approximations in thethe theory?~11.18

calculation of bands under pressure, it is necessary that cer-
tain conditions be fulfilled: 1to calculate the energy spec-
trum of occupied states methods can be used that are bas
on localized orbital§LO) while to calculate the conduction
bands the most acceptable method is the modiffédsPW
method!? 2) in the GPW method it is necessary to describe
the states of the filled bands using the Wannier functions o

the crystal; 3 it is necessary to have a sufficiently accurate'i] 1 ct)hze r:]?;;c IF’ES‘Z‘E atd_ 1.5 ::\:I t}a'(ZTO;? ' lvolume Vp
orthogonalization of the localized basis orbitals with each ~ cmi/mol).”” According to Ref. 21, Xe also transitions

other and with the GPW. to the metallic state in the hcc structure at 1.32 Mbay, (

The second and third requirements in Refs. 9—11 were 10.5 crii/mol). , .

satisfied approximately—to first order in the overlap inte- To calculate the conduction bands of an insulator under

grals pressure, we propose to use the CEOPW method. However,
in contrast to Refs. 9-11, here we approximate the Wannier

8'2“5=<Ialmﬂ> (1)  functions of the occupied states by linear combinations of

orthogonalized(according to the prescription of ain®®)

of the atomic orbitalsp,(r—1)=|la). The valence bands atomic orbitals and use the cluster expansion to calculate

were calculated in Ref. 9 quite roughly although it should bethem.

noted that their pressure dependence was apparently faith- The main idea of the present work is that the effective

fully reproduced® ! This has to do, first, with the fact that potential needed to calculate the band characteristics and

Refs. 9—11 constructed a theory without any adjustable pathermodynamic properties is defined by just the overlap in-

rameters or any of the traditional approximatioftBe X,  tegralsS of the orbitals of an isolated atom. We also inves-

In the present work we restrict the discussion to ideal
cwstals of inert gases under high pressures. The insulator—
e . . . . .

metal transition(metallization in inert-gas crystalgIGC)

has been predicted, detected, and investigated, along with
structural phase transitiod$:2* The most accessible inert
gas for experiment is xenon. Metallization of Xe takes place

1063-7834/98/40(8)/9/$15.00 1330 © 1998 American Institute of Physics
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tigate the behavior 06 and the bands with decrease of the and all terms except foh(MA[I; ...Iy] mutually cancel and
interatomic distance (in the instance of inert-gas crystals only A=AM remains(for more details, see Refs. 14 and

1. BASIS AND CLUSTER EXPANSION

Let us start from a consideration of the filled states in the

22). The advantage of the cluster expansion is that it is pos-
sible to cut it off at a small number of terms, thereby avoid-
ing the necessity of calculating with the matrix of order
LXL (L is the dimension of the crysbal

In the present work we restrict the discussion to the ap-

crystal'®” For a system of noninteracting atoms a naturalProximation of two-particle clusters. In the interesting case
set of one-electron wave functions consists of the function®f calculating the band structure

of filled Hartree—Fock electron states in the atba). Herel
ranges over all lattice sitdsells) of the crystal from 1 toN.
The orbital numbew varies from 1 taZ/2 (Z is the number

of electrons in an atom of the crystal; for simplicity we con-

sider only monoatomic crystalsi.e., « is in fact the senl

consisting of the principal quantum number and the orbital

guantum number.

We introduce atomic orbitalfla)cg which have been
orthogonalized according to halin’s prescription:® and the
matricesP? and P, which we will need in what follows,

layce= 2, (T~ Y30 ImB)=[la)— >, PhImB),
mpa mpg

P=1-T 12

(P is the single-particle density matrix of the crystarhe
metric matrixT;?L, by definition, is equal to

ml_ (lalmB)y, 1#m,

P | Oimbap,  I=m,

P=1-T1! 2

T=1+S, S=S*. (3

The matrixT is defined in the space of atomic orbitals cen-

tered on the lattice sité€:*>?2and| is the unit matrix.

To find the matrices? and P it is advisable to use the

cluster expansion. This expansion for the density madirx,
for P) was suggested in Ref. 14ee also Refs. 15 and 22

P, Alm,n]=I-T[m,n]"*2,
A:[P; Alm,n]=1-T[m,n]" %, ©
, gl . | and I'[ m,n],
n_ ) Sep
Timnleg [5”’5&[3; | and/or I'[ m,n]. ”

Thus, when using the two-patrticle cluster approximation
the problem of Lavdin orthogonalization of the atomic or-
bitals of the entire crystal reduces to the analogous problem
for the corresponding two-atom clusters.

2. BAND STRUCTURE

The single-particle Schdinger equationthe Hartree—
Fock equatiohof a band electron with Bloch functio#, is

R | p(r'|r")dr’
T+§I‘, vne+2f Ear=rins
_f p(r'[r" ) ga(r")dr’

r=r’|
In the Hartree—Fock method the density masigr|r’)
itself in Eqg. (8) depends on the unknown functionf,, .
However, usuallysee Ref. 1pall the terms on the left-hand

}\ka(r)

= ety - 8

and for the matrixP, in Refs. 16 and 17. The sense of the side, except for the kinetic energy operalos (.2/2m)V?,
cluster expansion is conveniently elucidated in instance oére denoted as the potentidlacting identically on any elec-
some of its lowest orderdor details of the general theory, tron and satisfying the main Ansatz of the band calculations

see Refs. 16 and L7The first order for the quantith con-
tains two-particle clusterghe 2C approximation

A@=>" All,m], (4)

I<m

V()= V(r=1. (9)

This approach is used in the CELO methbdiscussed
below. A more flexible scheme is the one in which the one-

whereA[l,m] is a two-particle cluster. Each term in expan- electron potential/(r) is constructed differently for the oc-
sion (4) takes exact account of the overlap of orbitals within cupied(valence bandsand free(conduction banpstates. Let
the corresponding two-particle cluster. One set of such clusdS consider just this situation, assuming that in the insulator

ters runs over the entire crystal. The second oftler three-
particle cluster approximatigrhas the form

A<3>=I > {A[l,m,n]—A[l,m]—A[m,n]—A[l,n]}.
(5

the occupied states are described in the basis of localized
orbitals |la)cg, and the conduction band can be described
within the framework of the GPW method.

The wave function of the filled electron states in the
crystal in the single-particle approach is the Slater
determinan® with columns (rows) consisting of one-

Each of the terms in Eq5) contains the exact contribution electrop func_tions: Bloc_h or Wannier. The spatial part of this

subtraction of all possible exact contributions of two-particlevalence electronskv) (k is the wave vector, and is the
clusters contained in the given three-particle cluster. Théumber of the filled band constructed according to the
terms of all subsequent orders of the cluster expansion hawsual rule§’ from the orthogonal basiga)ce, i.e.,

an analogous structure, so that
A=AP+AB® 4+ AN,

|ku>:N—1/2|2 C,, explikl)|la)cg, (10)
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whereC,, are variational parameters subject to determinaas
tion.

The HamiltonianH of the problem is |kc>=2 ag(k)|k+9)ceopw: (17
g

H=E hi+_2 ve(ri—ry), hi=Ti+V;, (11)  whereay(k) are variational parameters afkb) are func-
' = tions of the filled band$10).
whereT; andV; are the kinetic energy operator and the one-  The secular equation for finding the spectriig. and
electron potential acting on théh electron due to the nuclei, functionsay(k) has the form
andvc(r)=¢e?r.
Performing a series of obvious transformations, we re->

- e 5gg’+VC(g, —g)+Vex
duce the secular equation for finding the enegy and the ¢

hZ
%(k+g)2_Ekc

wave functionsC,, of the valence bands to the following

form: X(k+9g' k+9)+Vex(k+g';k+g)ray(k)=0. (18
> [Vap(ki{CH + 8,5(e s~ Exv)1C,=0; (12) HereVc, Ve, andVp are the form-factors of the Coulomb
B

and exchange potentials, and the Phillips—Kleinman poten-

for V,,=0 this equation gives the energy levels of an iso-tial- Expressions for these quantities in the cluster approach
af . . . -

lated atome 5. In Egs.(12) the one-electron potentia,; ~ are derived and discussed in detail in Ref. 16. In the present
vanishes forslm,g:o_ System of equationél?) is equally work we discuss only their dependence on the overlap inte-
suitable for any method whose basis is a set of localize@rals: o _
orbitals. It is suitable for the Hartree—Fo¢KF) approach, The coefficients of Eq(18) depend on the overlap inte-
the hole bands approach, and the LCAO appraaele Ref. grals through the so-called lattice Fourier transform ofEhe
23). In the CEHF approach the potentM),; has the form and P matrices. In general form

— hO :
Vos(K;iC) =£,S,s(K) NI exdik(—n)] Aup(k)= 2 Ay explikh), (19
I,n
A=S,P,P and a,B=1s,2s,2p,,2p,,2p, for Ne, which is
x{ > <|a|v?|n,8>+(v(l)[7>])lgﬁ discussed below. The matricés,g(k) can be expressed in
m#n terms of the basis overlap integraﬁﬁ% (h=v2(0,0,1)
S
+(VP[PChg ] (13 -
g AZ% Pﬂﬁ :Aa!AwaAns,vaAns,mSv
where Pag
where n=1,2, As=Azp 2p, Ar=Rzp 2., and A;sop
Saﬁ(k)zgo S exdikh], (14 =—Ayns. The quantities,z(k) in Eq.(19) in the nearest-

neighbor approximation are equal to
v, is the self-consistent potential of the neutral atom, andl) s-s overlap
S is given by formula(1). The terms of the crystal poten-
(4953 = /S

tial V,4(k;C) in Egs.(12) are derived in the Appendix. In Ansmd k) = 7K} Ans s, (209
the calculation of the hole bandsit is necessary to set 2) s-p overlap,n=1,2, a=X,y,z
V=0 in Egs.(13), and in the CELO and LCAO methods s

’ ’ A ky=—A k)= yP(k)A , 20b
also some of the terms involving® (see Appendix The ns2p,(K) 20, ns(K) =72 (K)Ans2 (200
potential V(!) is a function of the matrixP and vanishes 3) p-p overlap

whenP=0 (or S=0). It has the form - -
forS=0). th Ao, 20,(K)= Pz, 20, ()= V250 A,+ YI4(K)A,.
VOLPI=VH[PI+ VP (15) (200

Expressions fow() andV{Y) are given in the Appendix. The The quantitiesy*#(k) depend only on the structure of the

potential V(?) depends on the overlap of basis functions di-crystal and the orbital quantum number
rectly throughP and implicitly through the variational pa-

rametersC,, (see Appendix The potentiaV(® is a direct y*B(k)=> n(aB)expikh). (21)
consequence of the nonlinearity of the Hartree—Fock equa- h
tions. Heren(aB)=1,—1,0 depending on the specific value lof

Let us now consider the conduction bands and brieflyve will not give here specific expressions fgt?(k).
describe the CEOPW methd@il” The test functions of the

conduction bandgkc) are constructed from the orthogonal-
ized waves 3. OVERLAP OF ATOMIC ORBITALS

From Eq.(13) (also see Appendjxit follows that the
|k>CEOPW:(1—E |k'U><k'U|) k) (16)  crystal potentiaV,,5(k;{C}) acting on the valence electron
k'v



Phys. Solid State 40 (8), August 1998 Baryakhtar et al. 1333

d,a.u. with decrease ofl. The linearity of Ii§~(dy—d) holds up

f quite well, especially for the high-energy states and not too
large compressions. The structureSgtl) in neon(Fig. 1) is
extraordinarily simple whereas in kryptdRig. 2) the depen-
dence of It with participation of the inner shells is nonlin-
ear and even nonmonotonic. Deviation of the curvi§In
=f(d) from a straight line is due to the fact that nonmonoto-
nicity begins to show up for significant compressions as well
as the presence of zeros of the radial atomic functions. This
also explains the nonmonotonicity of the larg&sfor d in
the metallization rangeu(~0.7—0.8). Another peculiarity is
the substantially greater rate of growth of the cuni§ Ifor
overlap of thed stateqFig. 2h|.

From Fig. 3 it can be seen that Ne stands apart from the
series of inert-gas crystals. For it the deviatidreze equal to
~1% whereas for Ar, Kr, and Xe the deviations group
around 10%. Compressions corresponding to the insulator—
metal transition for the four inert-gas crystals lie in the inter-
val u.=0.7-0.8(Fig. 3 plots calculated values af, from
Ref. 1; for Neu, coincides with our valu& 2.

Dependences of the first fe, z(k), Eqg. (19), are plot-
ted in Fig. 4. The curves foP,z(k) and P,z(k) have a
similar form. It can be seefFig. 44 that all theS,4(k)
(a,B=1s,25,2p,,2p,,2p,) have the same order of magni-
tude although thSZB differ among themselves by one order.
Thisis asitis becauﬁ;% is multiplied by y (Fig. 4), but the

contribution ofS, to S, 4(k) is 2—4 times greater than that of
1 \ S, [Fig. 4b]. This explains why addition o8, has not sig-
087 u nificant effect on the result for the conduction baridable
FIG. 1. Overlap integrals of neon nearest-neighbors plotted versus compreg' Atthe same time, addition of the remaining overlap inte-
o . ) o2 jrals (s-s ands-p overlap$ changes the band structure.
3;);; aﬁ;’ﬁ"t,ﬁfvﬁﬁ% aé}f)igf ts;‘ifflfﬁpf,;?ﬁ)z ,323;25 ef'3_24' Among all the basis overlap integrals the largest for all
2p2p(), 4—2s2s, 5—1s2p, 6—1s2s, 7—1sls. In this and in the fol-  the cryocrystals iS5, . In Refs. 9 and 11 only it was taken
lowing figures the arrow indicates the calculated value of the metallizationnto account. However, the smallness of the remaining over-
compressiott.The hash—marks of the lower axis are at the same positione a?ap integrals relative t&. still does not allow us to conclude
those of the upper axis and show the compression values corresponding {ﬁat the b | Ut d. Th ftjé'g
the given distances. y can be neglected. The quantitg€s(k), Eq. (20),
can alter the magnitude of the contributions from &g .
For example S, is considerably smaller tha®, ; however,
is defined by the overlap of the electron wave functions of,7(k) is two times larger than” at theI point, so that the
the atoms of the crystal. The cluster expangionany ordey  contributions of these two integrals 8§k) turn out to be of
operates only by means of the pairwise overlap integrals, ifthe same order. The situation is the same onliKeine, so
terms of which the single-particle bas(®) is introduced. that takingS, into account noticeably “smooths out” the
The Coulomb and exchange potentials in expressit8)  curve of the overlaS,,, 2, (k) on this line, etc. From this

also depend on the overlap of orbitals of neighboring atomgea50n we calculated bands with different sets of overlap
and can also be written in terms of tﬁg‘ﬁ (Refs. 8 and 2R integralsS (Table ).
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As fer the potential acting on the extra_electr(cixm the con- In the preceding Sections we showed how to take into
duct_lo_nlg)anid, the dependence of all its terms_(s%, IS account the entire series of overlap integ@isy introducing
explicit.”” In this Section we consider the behaviorSff;.  the matricesP andP. We will now show what quantitative

and also the matrice® and P, as functions of the inter- effect the cluster expansion has for the case of neon. Al-
atomic distancdwhich imitates the external pressure in athough in neon the nondiagonal blocks, for example, the ma-
cubic crysta). . trices P[01]0,, are equal t); (u=0.75) with good accu-
. Figures 1 and_2 plot the dependence of the baS|_s overla,%cy (~1%) (Fig. 3, the contributions of the diagonal
integral S on the interatomic distance (or compressiont  pjocks turn out to be on the order 6f25%. For this reason

=AV/V,, whereV is the volumg (the z axis is directed  he curvesP,, 5(k) are shifted relative to the cun&, 5(k) by
toward the nearest neighbdor Ne and Kr(having 10 and 4 constant offset equal to

36 electrons per atom, respectivelyn the calculations we
used atomic functions from the tables of Clementi and

Rosetti?® 00
P_sk)—=S, z5(k)= P[hO], 5,
A general property of I, as expected, is its growth ap(K) = Sap(K) ; [h0lp
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FIG. 2. The largest overlap integres
in Kr (dy=7.547080 a.u., Ref. 25
a—overlap of thes andp orbitals:1—
4p4p(o), 2—A4sd4p, 3—A4pdp(w),
4—A4s4s, 5—3s4p, 6—3pdp(w),
7—2s4p, 8—3s4s, 9—1s4p, 10—
2s4s, 11—1s4s, 12—3s3p, 13—
3s2p, 14—3p3p(o), 15—2s3p,
16—3p3p(w), 17—2s4p, 18—
1s2p, 19—2s2s, 20—1s2s;
b—overlap of the d orbitals: 1—
3d,24p, 2—3d,,4p, 3—3d,24s, 4—
3d,23d7, 5—3d,23p, 6—3d,,3d,,,
7—3d,,3p, 8—3d,,3d,,, 9—
3d,22p, 10—3d,,2p.
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regardless ok. the energies of the occupied states we used the energies of
Figure 5 shows the cluster contributions, i.e., the deviathe isolated atom& In this way we excluded the effect of
tions of the elements of the matrix from the corresponding approximations on the valence band.
values ofS. What distinguishes the matricésandP quali- Table Il displays results of calculations for the tops of
tatively from the overlap integralS is that their diagonal the valence bands and the bottoms of the conduction bands
elements are not equal to zefBig. 5. It is clear that for of compressed neon in various models of the valence bands.
neon these differencgss was already notgdire insignifi-  To calculate the conduction bands, as in Table |, we used the
cant up to the transition pressures, but for other, heavier crySsPW method, but, like for the hole bands, we calculated the
tals they are important.

4. DISCUSSION

From the band-structure theory that we have just con- 2
structed(see Secs. 2 and 3 and Ref.) i6follows that the 1B+
bands of an insulator depend only on the quantiﬂ%(l). 3
Any external forces that do not alter the structure of the wave -
functions of an electron in the atoms making up the crystal
act on the crystal only by varying the distandesm and
through overlap of the atomic orbitals. In this sense the quan- X |
tities S'DTB are the only correction parameters of the theory. Of to
these only the ones that are for nearest neighteogs, in Ne 81
are important, and only for the tops of the valence bands.
Thus, the set of quantitieS';”B uniquely determines all the
properties of insulators: both their electron spe¢treiough =
the matricesP and P) and the adiabatic potenti&@hrough /
the matrixP, Refs. 15 and 29 The problem of calculating -
the properties of insulators can be broken down into two 0 1 L 4
steps: calculation of the séfj‘ﬁ and calculation for given 0.2 0.4 0.6 08 u
S';“B of the spectra, thermodynamics, and kinetics.

Table | dlsplays the results of CaICUIatlons_ for the bOttOmof the matrixP from their first order in the overlap integrals as a fungi?gn of
of the conduction band of neon. The calculations were baseglieratomic distancel and compression for Ne (1), Ar (2), Kr (3), and
on the GPW method in various models. In all the models, forxe (4).

FIG. 3. Differences=|(P—0.55)/S|-100% of the largest element?)
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FIG. 4. Lattice Fourier transforms of the
T 4 L T L nearest-neighbor overlap integrals in fcc
4 neon on thel'’—L line. Compression
u=0.6. a—maximum nonzero overlap
>y | g integrals @#B=xX,y,2): 1—Sqs,
;’ i B 2_825;2pa:732p“;251 3_82pa;2p3
4 =Sop, 2, 4—S2p, i2p, b—cONtribu-
tions of S, andS; t0 S, .5y, (1 and2)
-0.081 ~-0.08+ 1 and t0S,, i2p, (3 and4).
~0.16 - a -0.16 b

filled bands in the LCAO approximatibhand the CELO ferences between the models show up starting=s0.6. The

approximatiof® (see Sec. 2 and the Appenylix most sensitive bands to overlap of the atomic functions are
The main result following from Tables | and Il is that the bands at th& andL points.

metallization under pressure appears as a result of vanishing Table Il reveals the influence of the different models of

of the indirect gape(X,))—E(I'15) or E(L,))—E(I'y5). For  the valence bands and the conduction bands. An increase in

an uncompressed crystal the presence or absence of orthogbe energy of any of the valence bands lowers the energy in

nalization of the atomic functions does not play a role. Dif-

i 1
TABLE |. Conductivity bands of compressed neon near the fundamental B
gap in different models. |
AVIV, 0.2k

BZ Point Model 0.0 0.6 0.7 0.75 0.8 g,

1 2.55 9.31 14.09 18.86 24.66 2

2 2.56 9.49 14.34 18.49 25.02 B
r, 3 2.56 9.55 14.42 18.55 25.07

4 2.54 731 1461 1869 25.53 i

5 2.54 830 16.38 18.96 25.44 B 4

1 8.35 17.57 20.99 21.46 -5.35

2 8.16 17.80 20.44 17.15 -5.82 01
Ly 3 8.13 16.50 15.02 7.11 -9.50

4 8.13 16.89 16.81 11.77 1.33 - 5

5 8.13 17.32 19.24 17.36 8.22

1 9.25 15.94 15.47 3.36 —8.90 i

2 9.25 16.06 13.48 1.08 -9.02
Xn 3 9.25 16.04 13.01 049 -9.33 i

4 9.26 16.47 19.55 21.29 14.37 |

5 9.26 16.32 19.16 21.10 21.16 | | \
2p level, calculation —23.13, Ref. 26 1] o1 0.2 0.3 8
2p level, experiment —21.5, Ref. 28

FIG. 5. Largest elements of the nondiagofigP) and diagona{4,5) blocks
Note: Energies given in eVI';, L,,, andX, are the lowest points of the Of the matrix? in Xe as functions‘of the corresponding overllap inte(jia!
conduction band in the model&—without orthogonalization of the atomic  Curve 3—dependence o8 of the first order of the power-series expansion
functions,2—with orthogonalization of the atomic functions to first order in of S of the elements of the nondiagonal blocks of the maffix 1—
S, 3—to first order inS, andS,, , 4—all S taken into account to first order,  |P§hspl, 2—| Possissl: 4—|Pieispl, 5—|Pississ|- Arrows indicate the values
5—CEOPW. of S at the metallization point.
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TABLE II. Band structure of compressed neon near the fundamental gap in different models.

AVIV,
Band BZ Point Model 0.0 06 07 0.75 0.8
a ~2300 -—2255 —2224 —2201 —21.78
Ey, Ty b 2299 —2252 2226 —2214 —22.22
c ~2043 —14.90 -7.70 3.64
a 256 9.54 14.38 18.51 25.04
2 b 256 9.54 14.37 18.51 25.04
c 256 9.49 14.34 18.49
r, a 254 8.79 12.86 20.93 25.46
5 b 254 8.78 11.04 19.21 25.46
c 254 8.30 16.38 18.96
a 8.16 17.81 20.78 18.63 258
2 b 8.16 17.81 19.78 16.45 0.81
c 7.63 1282 -971 8889
Ere L, a 8.13 17.38 19.54 18.17 10.43
5 b 8.13 17.11 18.44 15.53 4.24
c 7.60 1225  —444 —5880
a 9.25 16.01 1061 —3.37 13.50
2 b 9.25 16.10 16.28 8.25 1.35
c 9.25 1501 —4.16 —40.18
X, a 9.26 16.31 19.15 21.08 23.56
5 b 9.26 16.33 19.18 21.12 23.63
c 9.26 16.31 3.83 —44.80
2 c 28.06 2772  -201 9253
E(Ln) ~E(I'ss) 5 c 28.03 27.15 3.26 —62.64
2 c 2968  29.91 416  —43.82
E(Xn) ~E(T'1) 5 c 2069 3121 1153 —48.44

Note: Energies are given in eV. The numer&land5 denote models for calculating the conduction baBgs
(see Table), the letters denote models for calculating the valence bepgdsa—LCAO, Ref. 12;b—CELO,
Ref. 16;c—Ref. 18(hole bands

the lowest conduction band at the corresponding point in théoms of conduction bands. The remaining filled states were
Brillouin zone, and vice versa. This is most clearly visible in taken to be fixed in comparison with the states of the isolated
model c, where a strong increase in the energy of thee 2 atom and were included in the core. Collapse of the indirect
bands(for the energies of thesland % bands unchanged gaps was obtained. However, the local density approxima-
leads to decrease in the energies of the conduction bands tin always underestimates the band gap.
the L and X points, significantly lowering the metallization To wrap up, let us dwell briefly on the generalization of
pressure. the cluster approach. The appearance in the theory of only
The lower part of Table Il gives the values of the indi- pairwise overlap integral§';”5 is a consequence of the
rect gaps. The insulator—metal transition appears atLthe single-particle nature of the basis. In systems where two-
point at a compression 6f0.69 or~0.71 in model2 and  electron states are important, three-particle clusters and the
5, respectively. The insignificant lowering of the transition corresponding overlap integra:l?}i"ﬁ”7 will play an important
pressure in comparison with the results of Refs. 9-11 is dueole.
mainly to a refinement oE,, in the Phillips—Kleinman po- ) ) )
tential. Taking all orders ii$ into account is not so important In conclusion we would like to express our gratitude to
in Ne. Thus, the insulator—metal transition pressure in Nd- V. Abarenkov for his constant interest in this work and for

was predicted in Refs. 9-11 quite accurately. It corre-valuable discussions. _ _

sponded to a pressure of® Mbar (Ref. 9. As follows Th|sf work was carried out ywth the partial support of the
from Ref. 30, pressures of-6 Mbar have already been International Science Foundatig@rant No. U9B0OD
reached, which is quite close to the insulator—metal transi-

tion pressure in Ne.

The band structure for different compressions and me
allization were taken into account in Ref. 4 for Ar and Kr The self-consistent potentiafl of a neutral atorm is
and in Ref. 3 for Xe(see also Ref. 2 All these studies equal to
employed density functional theory in the local density ap- o om M m
proximation to calculate four tops of valence bands and bot- Va =VentUctVex:

tAPPENDIX
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where y ulm™—in the Coulomb term, A7
v =ven(r—m)=Ze|r—m|, xyzs~ | y!m"m__in the exchange term. (A7)

ayBy

It is no trouble to write out an analytical expression Y6P.

The potentiallA6) corresponds to calculation of the va-
lence bands using the Hartree—Fock method. The CELO
approximation® obtains if in the potentialA6) we retain
only diagrams 3, 4, and 5. Taking only diagrams 1 and 4 into
account gives the potential used for the hole bdfds.

The potentialsv™ and V() in expression(13) have a The second term in expressi¢iB) is a correction to the
large number of terms, and to write them all down it is ad-self-consistent procedure and has the form
vantageous to use the graphical representation. We introduce
the elements from which we will construct the effective po-

vg=Vc(l’—m)=22y (myloe(r=r")|my),

v&lf>=—§ (mylve(r—r")|f)|my). (A1)

tential V ,4(k;{C}) of system(12)
'Loo
-z |m/3>.9‘ - = 4 , zJ“&P <mpl= 0—

e mp
<'Loclh|m13>= -0t

mpa ny
<Loe mplv,Iny pé>= ><
lec
(A2)
whereh=%2/2m A+ .

m
Let us consider the potentis) in Eq. (13). First of all,
we note that whereag{") in Eq. (15) has the simple form

V{M[P]=—{Ph+hP}+PhP, (A3)
or graphically
[«)]mwh !9]“hﬂﬁ+o——_g
(A4)

(P and h are matrices the Coulomb potentiaV(l is a
fourth-degree polynomial in the matriR. We represent it in
the form

V(l)

Imnm]
ayByd:

2 [2Uh—U (A5)

For U the graphical representation

1 2 3 4
+{o\,/+\,)°+\,/+°\/°+°\_/+\/° }
NN T NN N
AP AP N, AL AP
N >N % of o

is valid, where

{v<2>[P;{C}]}|a;nﬁ=N-1§ % 2 exd —iq(m—j)]

E C yv q) 557
x[200 -0l 1, (A8)
where
mé  jy
~tmin . N\ min
Uocé"rﬁ - PN +Uu57ﬁ )
oL 'n.p
(A9)

the termU'mJ’;ﬁ on the right in Eq(A9) is given by diagrams
(A6), and the indexy numbers the filled bands.
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Effect of annealing on the dielectric permittivity of strontium titanate films in the
SrTiO3/Al,0O4 structure

A. M. Prudan, E. K. GoI'man, A. B. Kozyrev, A. A. Kozlov, V. E. Loginov,
and A. V. Zemtsov

St. Petersburg Electrical-Engineering University, 197376 St. Petersburg, Russia
(Submitted December 4, 1997; resubmitted March 3, 1998
Fiz. Tverd. Tela(St. Petersbupg40, 1473—1478 August 1998

The paper reports an experimental study of the structure of a strontium titanate film on a
sapphire substrate and of the dielectric properties of capacitors based on a/®IAQO;

multilayer system before and after a high-temperature anneal. The macro- and
microstructure of SrTi@ films and its variation induced by the annealing have been investigated.
The temperature and field dependences of the dielectric permittivity of strontium titanate

films have been determined, and their comparison with similar data for single crystals carried out.
The mechanisms by which annealing can affect the capacitor capacitance and the properties

of SITiO; films are discussed. €998 American Institute of PhysidsS1063-783#%8)01608-9

The crystal structure of strontium titanate films (Sr§iO  Al,0, was annealed in air af =1050 °C for two hours.
STO) prepared by different techniques on dielectric sub-aAfter this, the electrophysical properties were measured
strates is, as a rule, preferentially oriented with respect to thggain.
substrate surfac¢(100),(110),(111)]. The temperature de- X-ray diffraction using a “Geigerflex” instrument
pendence of the capacitance of structures based on ST&howed the crystal structure of STO films to hd¥80) pre-
films differs radically from the relation calculated using dataferred orientation with respect to the /), surface both be-
for a single crystal. One of possible reasons for this differ-ore and after the anneal. Similar results were obtained in
ence may be the small size of film grains and the presence ifgf. 2. Recrystallization enhances #890) higher-order re-

them of growth-induced and thermal strains. flection. Essentially, annealing also changes substantially the

High-temperature annealing is a widely accepted techno(loo) interplanar spacing frora=0.3938 nm to 0.3900 nm,
logical operation to improve the film characteristic8.Its

o X " which brings it closer to the single-crystal lattice constant
effect on the structure and stoichiometric composition of

=0.3902 . This i [ f th
STO fims deposited by magnetron sputering 02Ysub (<t i o1t (200 difiaction masimum rom 10 10
strates was studied in considerable detail.he problems of o N . ) . ’ )
the dielectric permittivity of STO films ) and of the 0.45°. Estimation of the crystallite dimension along the nor

anneal-induced changes in the dielectric characteristics Orpal to the film made from the halfwidth of this maximum

films in the multilayer SrTiQ/Al,O3 system remain, how- yleldESIe:t:(t)r(r)]rT r?]?g?orgc'::n: i)anz]sagfrtrigesi??aecﬂ of an an-
ever, open. This work discusses technique for determinin% led fi hibit P . 9 " N h patt
the dielectric permittivity and analyzes the mechanisms by caled fim exnibit a mosaic_pattern. No such patiern was

which high-temperature annealing affects the properties 09bserved before the anneal. The visible grain dimension does
strontium titanate films not exceed 0.3xm. Note also that the thickness of the STO

film decreased after the high-temperature anneal by 30—40%.
X-ray and electron microscope studies suggest that STO
films grown on sapphire substrates have a fine-grained mi-
crostructure. Annealing makes the crystallites larger while
not affecting their preferred orientation relative to the sub-

STO films were prepared by rf magnetron sputtering of astrate, and reduces the growth-induced deformation of the
stoichiometric target in an 0.7,8 0.3 Ar ambient at a pres- STO unit cell.
sure P=4 Pa. The substrate plates measuring %¥2.2.0 The design of the planar capacitors under study shown in
X0.5 mm were cut from single-crystal sapphire ¢ut). Fig. 1 permits one to study the dielectric properties of the
Platinum (Pt) electrodes with a gag=2.5-4.0um were same area of a film before and after a high-temperature an-
produced by photolithography on the plate surface. The subieal. The capacitance was measured at a frequércy
strate temperature was maintained constant during the STMHz by the four-probe technique with an E 7-12 impedance
deposition T=700 °C). On reaching an STO film thickness meter. Figure 2 displays the temperature dependences of the
h=0.8 um, the deposition was completed, and the systentotal capacitanceC(0,T), under zero biasW;=0) before
was cooled to room temperature at a rate~df0 deg/min.  and after a high-temperature anneal. The inset shows frag-
After x-ray diffraction and dielectric measurements, thements of the temperature dependence of the capacitance of
multilayer system SrTigQ/Pt (planar capacitor electrodés the same capacitor fdd;>0, which reveal the presence of

1. EXPERIMENT

1063-7834/98/40(8)/5/$15.00 1339 © 1998 American Institute of Physics
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STO

FIG. 1. Schematic design of the planar capacitor under study. Dimensions:
2.0X1.0x0.5 mm,h=0.8 um, s=(3*=1)um, w=300um.

an extremum and its shift in temperature with increasing
voltage. We readily see that annealing increases the deriva- 0.25F
tive dC(0,T)/dT nearT=80 K and reduces noticeably the WM
capacitance throughout the temperature range cov@igd L

290 K). The voltage-capacitance characteristicéU,T;)
(Fig. 3) were obtained at two temperaturel € 78 and 290 0. 150 160 200
K). Annealing reduces th€(0,T;)/C(200 V,T,) ratio at 78 u, v

K to a greater extent than that measured at room temperature.

We analyze below the mechanism by which annealing mayIG. 3. Voltage-capacitance characteristics of a planar capacitor (Bing
affect the dielectric properties of a film. unannealed an(?) annealed SrTi@film for two temperature3 (K): (a) 78
and (b) 290.

2. MODEL CONCEPTS

other parts of the spadsubstrate+ surrounding airCp).

The interelectrode space in a planar capacitor is filled b%)nly the termC, can be expected to be strongly temperature

a many-layered material. The capacitance can in this case t()]e
calculated by the method of partial capacitarices ependent. . . .
The Curie function,f(T)=a/(T—Tg), is usually em-
N ployed in describing the temperature dependence of the di-
szl Gi. (1) electric permittivity of ferroelectrics. Figure 4 presents the

results of testing the experimental data ©y(T;)—Cp for
Each termC; in Eq. (1) characterizes the electric-field fitting this relation. In both casgbefore and after annealihg
energy in the bulk of the material with dielectric permittivity there are intervals within which th@,(T) relations are well
&; and can be calculated by conformal mapping. Let us simdescribed by this function. Annealing changes the param-
plify Eq. (1) by retaining the term€,=Cp andC, associ- eters of this function. For the characteristic temperafifre
ated with the volume of the STO filmQ,) and with the

20}
- ‘&
< 0.400
—~ a R
06l oot 202 Mb "
' = 0.384 )
=L S 0.376 W Xy
= a0 100 7207,K +"
- '\q L
Souf a2 ¢ 8
" S
02 1 ] 3 i 0 1 1 1
250 150 250 T, K Y100 0 100 300

FIG. 2. Temperature dependence of the total planar-capacitor capacitance

under zero biasC(0,T), (1) before and(2) after annealing of the SrTiD  FIG. 4. Temperature dependence of the inverse capacitance of a planar
film. Inset shows a capacitanes temperature plot for two bias voltages capacitor based ofl) unannealed an() annealed SrTi@film with no bias
U(V): (a) 80 and(b) 90. applied.
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these changes are anomalous and range freB80 to
+40 K. The latter is probably connected with a change in
the spatial nonuniformity of dielectric permittivity within the
volume of the SrTiQ film due to its recrystallization. Con-
nection of the capacitances in series

(C2) '=(Cp) ' +(Cy* )

is the simplest model taking this nonuniformity into account.
Note that Eq(2) loses the pictorial simplicity of a capacitor
design with ferroelectric@g) or nonferroelectric Cy) fill-
ing, and one will have to invoke methods for determinyg
and Cy which do not require the knowledge of geometrical

0.02 0.04 0.06
dimensions of the capacitor. K, pF

We assume that only th&-(T) component is tempera-
ture dependent, whereas the other tv@y (Cy) do not de-
pend on temperature. Ti@&-(T) dependence originates from pr (8o v and 88 K, 3 — 0.451 pF(85 V and 90 K.
the ferroelectric properties of the strontium titanate film:

0.4 y

FIG. 5. Calculated dependence of comportégton generalized constakt
for three values o€ (U, ,T,): 1 — 0.467 pF(75 V and 85 K, 2 — 0.459

Cr(T)=goe(T)FE, ()

For E=const(l), the temperature derivative of the
right-hand side of Eq(6) is zero. The temperature derivative
of the right-hand side of Eq(7), taken at the temperature
e(T)=Cc/(T—Tp). (4) T=T,, corresponding to the maximum of the temperature
dependence:(E;,T), is likewise zero. Solving jointly the
two equations yields the following relation

where F¢ is the form factor. In the paraphase region, the
dielectric permittivity of a ferroelectric obeys the Curie law

ComponenCg(T) and the capacitance of the series connec
tion of Cy andCr follow a similar behavior but with differ-

ent parameter€: andT.. The total capacitance of the ca- 1 _ 2
pacitor can in this case be written £0e(Ei, Tmi)  €08(0,Trmi)
T-T¢ 1\t 10 2
— -~ y 3 4
C(M=Cpt|—5—+ cy 5 (8)

3662 808 (Ei Tmi)  £08(0.Tpm)
whereA=¢,CcF¢ is a parameter of the function. . — .

By analyzing the temperature dependence of the derival-f the third terms on the right-hand side Of Eq8) and(7)
tive dC/dT one can determine the parametefs and are _small correctlon.s, then ~Eq(8) gives for the
(Tc/A+1/Cy) and, accordingly, the magnitude of compo- 2(0, Tmi)/&(E; , Tmy) ratio a value of two. Experimental data
nent Cp.® For the, capacitors \,/ve studie@p lies within obtained on single-crystal SrT!@support th's result _
0.10-0.18 pF. Calculation o, based on the geometric Equality (8) can be recast in terms of integrated capaci-

: ) ) P e tor characteristics
dimensions of a planar capacitor yields the same values.

To determine component,, we shall use one more 1 2 1
property of ferroelectrics having a second-order phase tran- | C,(U,, Ty)  Co(0, T + Cn
sition. Application of an electric field shifts the maximum in )
the e(E;,T) dependence to higher temperatures. The pro- =K( 3 4 N i)
posed method is based on a connection between the dielec- Co(Ui, Tmi) Cux(0,Tmi) Cp) '’

tric permittivities at the maximum with the field on, where Co(U; , Tr)=C(U; . To)—Cp is the partial capaci-

2(E;, Tm), and without it,(0,Ty,), measured at the same ., o characterizing the electric-field energy in a ferroelec-
temperature. The corresponding expression can be detet'}'ic film. and

mined by using the relation connecting the electric fiEld

€)

with polarizationP: 10yF
K=—" = (10)
368
E=———P+BP3—yP5, (6 . , _
£0e(0,T) Equality (9) contains two unknownsCy and K. Figure 5

where e, is the dielectric constan3 and y are constants PlOtS the rootsCy of Eq. (9) for different K. The Cy(K)
determining the dielectric nonlinearity, and(0,T) is the relations calculated for three expgrlmental values. of
small-signal dielectric permittivity. Differentiating Eq6) ~ C(Ui, Tmi) and C(0,Tr,) are seen to intersect at a point
with respect to polarization yields the following relation for Whose coordinates give the values ©f and K we have

the dielectric permittivity (E,T) of a ferroelectric in a static P€en looking for. _ _
electric field: High-temperature annealing of the multilayer structure

SrTiO;/Pt (planar capacitor electrodesl,O; increases
componentCy, from one to 45 pF while affecting constat

1 1
d p2— Yp4 (7)
to a much lesser extent.

cot(E.T)  208(0T)  3' B
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FIG. 6. Temperature behavior of the dielectric permittivity of a strontium

titanate film in a multilayer structurgl) before and(2) after high- FIG. 7. Dielectric permittivity of a strontium titanate film vs effective

temperature anneal. Straight lines are fits on the linear portions of the temelectric-field strength af =290 K. (1) annealed film(2) unannealed film.
perature dependence of inverse dielectric permittivity.

of SrTiO; film (Fig. 7). The electric fieldE was calculated
By our model, the total capacitance of a planar capacitousing Eqs.(6) and (7). It has the meaning of the effective
based on a SrTigYAl,0; multilayer structure depends non- strength of a field, which is uniform in the ferroelectric and
linearly on the dielectric permittivitg of a strontium titanate s responsible for the observed changes in the dielectric per-

film mittivity. Annealing does not affect the(E) behavior at
1 1 1\-1L room temperaturéFig. 7). At low temperatures, in particu-
e= ¢ (W— C—) . (11 lar, at T=78 K, it brings about an increase of the
o F P =N £(0)/e(35 MV/m) from 4.7 to 5.8(Fig. 7).
The form factor~ needed to determine can be found from Figure 8 plots the effective electric field in a strontium
1 d 1 titanate film,E, vs the real potential difference of the bias
Fr= _( ) (12 field between the planar-capacitor electrodes. Except for the
80CC dT C_Cp

initial portion of the relation, the field increases linearly with
potential difference(Fig. 8), and its derivativedU/dE
=5.5um, as expected, is slightly larger than the electrode
gap widths=(3.0=1.0)um. This gives us grounds to be-
is a true constant of strontium titandteshich is not affected lieve that thee(E) relations displayed in Fig. 7 do not con-
by external conditionsC-=8.9x 10" K. tain serious errors.

Figure 6 shows temperature dependences of the dielec-
tric permittivity of the strontium titanate film before and after 3. piIscussION OF RESULTS
the high-temperature anneal. The anneal affects the permit-
tivity only for T<180 K and shifts the low-temperature
boundary of the region within which the Curie relation is
valid (Fig. 6) from T=180 to 150 K and brings it closer to
the boundary temperature for the single crystal (
=100 K). No noticeable effect of annealing on the Curie
temperature Tc=39* 3 K) was found.

The capability of a ferroelectric to change its dielectric
permittivity under application of an external electric field is
characterized by dielectric nonlinearity constants of the first
(B), second §), and higher ordergsee Eq.(7)]. Two of
them (B and y) enter the generalized constaft defined
earlier. Assuming the first-order nonlinearity constants
for single-crystal and film strontium titanate to be the same
(B=8.9x10° m°/C? F),° the numerical value ofy will lie
within the interval (0.8-1.3)x 10 m%C* F and coincide
with the data quoted in Ref. 10.

It may be expected that componefts andC, are only g
weakly affected by an external field compared to the ferro-
electric componenCe. In this approximation, the measured FIG. 8. Effective electric-field strength in a strontium titanate filinbefore

C(U) c_haracter_istics and the values ﬁfﬁ_ and (_:N pem_]it_ _ and(2) after anneal vs real potential difference between the capacitor elec-
one to find the field dependence of the dielectric permittivitytrodes afr=290 K.

The derivative on the right-hand side of EJ.2) is deter-
mined by fitting function(5) to the experimental data on
C(T) for temperature3 =180 K, and the Curie consta@l-

There is a considerable scatter among literature data on
the dielectric permittivity of SrTi@ films. For instance, for
T=300 K they extend frome=90 to 350'°*% In many

1 i
100 200
U,V
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cases they have the meaning of effective values, i.e., they Investigators showed that the fine-grained structure of
were derived from the capacitance of a capacitor and its ge®rTiO; films prepared by magnetron sputtering invalidates
metrical dimensions. The film being polycrystalline, its di- the assumption that the capacitance of a planar capacitor is
electric permittivity is not uniform over the volume. The linearly related to the dielectric permittivity of a strontium
main reason for the nonuniformity is probably connectedtitanate film. The proposed method for treating experimental
with the manifestation of boundary conditions for the polar-data permits one to determine the temperature and field de-
ization vector within a single crystallit¢. pendences of dielectric permittivity of a SrTj@ilm. They

Film recrystallization during a high-temperature annealcoincide in a number of respects with similar relations ob-
reduces the number of grains in the active planar-capacitdained for a single crystal. High-temperature annealing of a
region. Within the model discussed here, grain growth in sizenultilayer structure increases the grain size in the film and
gives rise to an increase of componedy,. The anneal- reduces mechanical strain in the lattice. Accordingly, the di-
induced thinning of the STO film reduces the form fadt@r  electric permittivity of SrTiQ films increases in the low-
entering the expression for the capacita@ge Equation(3)  temperature domain.
shows that this results in a decrease of the absolute value of The authors thank O. G. Vendik for fruitful discussions
Ce. and valuable criticisms.

In the high-temperature regionT{ 180 K), single-
crystal and film strontium titanate are indistinguishable in the
dielectric permittivity and its temperature dependence. Dif-, . , ,
ferences are observed to occur at low temperatures. Anneal = & Tomashpol'sii M. A. Sevostyanov, G. E. Ratnikov, and A F.
. - . 3 - ; Fedotov, Kristallografiy®0, 194 (1979 [Sov. Phys. Crystallogi20, 116
ing brings noticeably closer the dielectric properties of (1975].
single-crystal and film SrTi@for T<180 K, which reveals 2B. M. Gol'tsman, N. V. Zitseva, Yu. L. Kretser, V. V. Lemanov, and

; ; T. A. Shaplygina, Fiz. Tverd. Telgt. Petersbung37, 3723(1995 [Phys.
one more mechanism of its effect, namely, a decrease ofSoIid State3?, 2052(1995].

mechanical _Strama'. . . ~ 3V. M. Mukhortov, Ya. S. Nikitin, M. G. Radchenko, V. A. Aleshin, Yu. I.
Mechanical action affects considerably the dielectric Golovko, and V. P. Dudkevich, Zh. Tekh. Fi56, 1372 (1986 [Sov.

permittivity of a ferroelectrié Taking strain into account in ,Phys. Tech. Phys6, 805(1986]. _

the Ginzburg-Devonshire expansion yields, in the first ap- R. Kalyanaraman, R. D. Vispute, S. Oktyabrsky, K. Dovidenko, K. Jagan-

. . e . nadham, J. Narayan, J. D. Budai, N. Parikh, and A. Suvkhanov, Appl.
proximation, the electrostriction correction to the small- ppys Lett71, 1709(1997.

signal dielectric permittivitye (0,T,0): °E. Chen and S. Y. Chou, IEEE Trans. Microwave Theory Tei&h.939
B B (1997.
€ 1(0,T, uy=e 1(0,T,0)+8OG u, (13 6A. M. Prudan, E. K. Go'man, A. B. Kozyrev, R. N. Kyutt, and V. E.

. Loginov, Fiz. Tverd. TelaSt. Petersbung39, 1024 (1997 [Phys. Solid
where G are the electrostriction tensor components. FOr giate39 920 (1997].

SrTiO;, the first term on the right-hand side of E43) falls K. Bethe, Philips Res. Ref2, 1 (1970.
off monotonically with decreasing temperature. In this case’E. Hegenbarth and C. Frenzel, Cryogeric$831 (1967.

T ; : 9G. V. Belokopytov, Fiz. Tverd. TeldSt. Petersbuig37, 1953 (1995
€(0,T,u) and ¢(0,T,0) may be indistinguishable in the [Phys. Solid Stat@?, 1063(1995].

high-temperature region, to become different again upomes Komatsu and A. Kazuhide, Jpn. J. Appl. Phg4, 3597 (1995.
deep cooling. The annealing of the SrEi@I,0; multilayer  Yu. A. Boikov, I. P. Pronin, Z. G. Ivanov, and T. Claeson, Fiz. Tverd.

structure and its Subsequent slow Coo|ing to room temperai_zTﬂa'(St. Petersbung38, 1100(1996 [PhYS. Solid Stat&8, 609 (1996)].
ture results in a reduction of growth-induced strains in the |- rano: M. Taga, and T. Kobayashi, Jpn. J. Appl. PI§A. L1760
film. '!'h.ellatter, qccording to Eq13), increaS?S t.he diele(_:tric 13F, A. Miranda, C. H. Mueller, and G. A. Koepf, Supercond. Sci. Technol.
permittivity only in the low-temperature regidfig. 6). This 148, 755(1995.
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We discuss theoretically a mechanism of violation of the Arrhenius law for the rate of plastic
deformation, on the one hand, and of the appearance of plateau-like segments in the
temperature dependence of the thermal-activation parameters, on the other, during deformation of
crystals at low €10 K) temperatures, which is associated with heating of the crystal by

slip lines and bands. Via a self-consistent solution of the heat-conduction equation with allowance
for variation of its coefficients and the rate of plastic deformation with temperature it is

found that both a stable and an unstable regimehe thermal sengef propagation of slip lines

and expansion of slip bands are possible depending on the ratio between the heating level

and the level of strain hardening of the strain localization sites. The first regime is associated with
the appearance of quasi-athermic plateaus in the temperature dependences of the thermally-
activation parameters, and the second one leads to an instatstiépped in the plastic
deformation that is characteristic at low temperatures.198 American Institute of
Physics[S1063-783®8)01708-0

The mechanism for the appearance of anomalous plasf the cooling medium causes the thermal component of the
teaus in the temperature dependence of the fluidity limits anflow stresses to drop, as a result of which a quasi-athermic
their rate coefficients* and the violation of the Arrhenius segment arises in the temperature dependence of these
law for the plastic deformation raté during deformation of stresses. Direct evidence of heating of the strain localization
crystals at low temperatures<0 K) have been the subject sites is provided by the formation of helium bubbles at the
of recent discussiom.’’ As was noted in Refs. 7-10, the exit sites of the slip lines and bands at the surface of crystals
widely discussed idea of quantum athermicity as the reasodeformed at 2.2 4.2 K (Refs. 10 and 16
for the appearance of plateau-like segments in these curves The estimates made in Refs. 9 and 16 show that suffi-
finds itself in contradiction to the absence of similar seg-ciently dense groups of dislocatiofwith a linear density of
ments in the temperature curves of the shear stresses faf® m~!) moving with high speed (£6-10° m-s 1) can
strains below the fluidity lim{ and with the existence in the cause local lattice heating of appreciable intensity. Evidence
temperature interval where these plateaus are located ofaf the existence of such dislocation groups during low-
stepped, discontinuous deformatibh’ Since the latter is temperature deformation of metallic crystals is provided, for
due to a thermal instability of the plastic deformation of theexample, by datd on the formation of electric pulses of
crystals at low temperaturés®*® both these facts are evi- microsecond duration as a result of entrainment of electrons
dence of the absence of a noticeable influence of athermioy the dislocations. The appearance of such groups of dislo-
quantum fluctuationgzero oscillation® and dislocation cations at low temperatures is promoted by the high sensitiv-
tunnelind®) on the surmounting by the dislocations of bar- ity of the dislocation spee¥ to fluctuations of the effective
riers having short radius of action, and preservation in thestresses™* at these temperatures (n V/dIn 7)~10°— 10"
investigated temperature intervat0.5 K) of the thermal- For comparison, at moderate temperatures it is on the order
activation nature of the motion of the dislocations. This stateof 1-10.
of affairs is also indicated by the fact that when the tempera-  This circumstance can explain, in particular, the mi-
ture is raised abruptly the creep rate of the crystals investierostepped, discrete character of the creep curves of poly-
gated in Ref. 14 at 1:34.2 K experiences discontinuous crystalline copper at 1-44.2 K (Ref. 18. Small-to-moderate
growth. In light of this contradiction, a quasi-athermic fluctuations of the local stresses, leading to the formation of
mechanism was considered in Ref. 9 for the appearance dfynamic slip lines as a result of activation of one or more
plateaus and violation of the Arrhenius law for the plasticFrank—Read sources, cause an abrupt growth of the deforma-
deformation rate, where this mechanism is associated wittion. The finite magnitude of each such deformation jump
heating of strain localization sitgslip lines and bandsby = and the logarithmic character on the whole of the creep
the energy dissipated upon the motion of the dislocationscurve!® indicate that as a consequence of strain hardening the
Local thermal excitation of the crystal above the temperaturespeed of dislocations in such dynamic slip lines and bands

1063-7834/98/40(8)/6/$15.00 1344 © 1998 American Institute of Physics
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falls after the deformation jump to values characteristic of a
thermally activated motion of the dislocations. Since the for-
mation of dynamic slip lines and bands at low temperatures 4
is accompanied by their heating, a plateau-like, quasi-
athermic segment appears in the temperature dependence of d
the logarithmic creep coefficient: one more characteristic
anomaly of low-temperature crystal plasticify.

Thus, the question of the thermal regime in which plastic 2
deformation of crystals at low and superlow temperatures
develops locally is of fundamental significance for this tem-

P/Pn

perature interval. a ! 1
The goal of the present paper is to analyze in detail 05 1
heating of crystals by dynamic slip lines and bands with b

allowance for the fact that during their formation, strain
hardening lowers the dislocation speed while heating of the
crystal by the dislocations increases it. The relationship be-

1
4
tween these two factoréeating and hardeningletermines 0.5

whether plastic deformation of the crystals at the level of r}ﬂm

individual slip lines and bands develops stably or unStablyFlG. 1. Density distribution of dislocation®) along a slip bandb) for

in the thermal sense. In the case when strain hardening pr@ifferent ratios of the length of its dynamic pdrtto its overall length

dominates, quasi-athermic segments appear in the tempeiar,,=1.0 (1), 0.4 (2), 0.1 (3), and 0 (4). The hatched region is the

ture dependences of the thermal-activation parameters arfgformation-hardened part of the band fR,=0.1.

Arrhenius’s law for the plastic deformation rate is seen to be

violated. On the other hand, when heating predominates, the

deformation diagrams acquire stepped discontinuities under

certain conditions. Herep is the dislocation density in the strain hardened, qua-

Taking the above-said into account, Sec. 1 describes gistatic part of the slip lingband, n is the linear density of

model of dynamic slip linegbandg. Section 2 carries out a dislocations at the tignosé and on the edge of the slip band,

self-consistent calculation of the local temperature distribuequal ton,; | andw are respectively the length of the nose

tion and the dislocation speed distribution in this model. Secand the width of the active edge of the band, both of which

tion 3 discusses the obtained results and compares them wigfepend on microscopic parameters of the processes of dislo-

experiment. cation multiplication and diffusio”’ u andu, are the length-
ening and expanding speeds of the bamds,time reckoned
from commencement of activation of a circular dislocation
source at the point=0, z=0 in cylindrical coordinates, and

As experiment shows, plastic deformation of a crystalp, is the maximum dislocation density in the strain-hardened

begins with activation of dislocation sources in the bulk orpart of the slip band. Expressidi) was obtained with the

on the surface of the deformed crystal. As they move alondielp of a self-similar solution of the equatiGRslescribing

the slip plane, the dislocations multiply by double transversehe evolution of the dislocation density at the initial stage of

slipping® as a result of which the slip line is converted into deformation, when dislocation annihilation is still absent.

an expanding slip band. Another consequence of multiplicaThe expression inside the first set of brackets in B

tion of dislocations is strain hardening, as a result of whichdescribes the evolution of the dislocation density associated

the dislocation speed in the band drops to values charactewith lengthening of the band, and the second describes the

istic of thermally activated plastic deformation. Only dislo- evolution associated with its expansion.

z/w,,

7

1. MODEL OF DYNAMIC SLIP LINES

cations in the tigf*nose”) of an unfinished slip line and one Figure la depicts the dislocation distributions as de-
the edge of an expanding slip band continue to propagatscribed by Eq(14a) in the initial slip plane of the dislocations
with high, dynamic speeds. (thez=0 plane for different ratios of the total length of the

At present there is no generally accepted theoreticaslip line L=2R,,=2ut to the length of its nosé. Since the
model for the evolution of the dislocation density distribu- speed of unilateral expansion of the slip bane- (w/l)u, its
tion in a forming slip band, starting from the formation stagetotal width w,,= (w/l)R,, and, consequentlyy,,/w=R/I.
of a planar accumulation of dislocations upon activation of aThis means that the dislocation density distribution over
dislocation source of Frank—Read type. In the present workvidth (thicknes$ of the slip bandgalong thez axis) has a

we describe this evolution by the expression form analogous to the curves in Fig. 1a. Figure 1b shows the
shape of the banthalf of it is shown in the case when the
r—ut+l Z—ut+w _ .
p(r,zt)=p, l—exp————|| 1—exp———|, ratio of the length of the nose to the total length of the slip
! w line, equal to the ratio of the width of its dynamic part to its

(18 total width, is equal to 0.11(R,,=w/w,=0.1).
p=0, n=ng, ut>r>ut—I, ujt>z>ut—w. Since the dislocation speeds within the limits of the slip
(1b) band vary over a wide range, the expression for the disloca-
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It is clear from the calculated curves in Fig. 2a that with
growth of the dislocation density and expansion of the
region of deformation hardenindrf,— 1)/R,, the dislocation
speed in the slip plane varies from purely dynaitierve 1)
to primarily thermally activatedcurve3) to completely ther-
mally activated(curve 4). The last variant corresponds to
escape of the slip plane to the bounddsprface of the
crystal. Only dislocations in a layer of thicknessat the
edgez=w,, of the slip band continue to propagate with dy-
namic speeds.

2. HEATING OF THE CRYSTAL BY A SLIP BAND

The local thermal regime in which formation of a slip
band takes place is defined by the equation of heat conduc-

-
“ b tion
1 aT h .
CE=V(%VT)—fa(T—TO)+BTS. (3)

IF 2
Lo Heret is time, ¢ is the heat capacityy andh are the coef-
~ ficients of bulk thermal conductivity and surface heat trans-
~ fer, d is the characteristic transverse dimension of the crystal,

2 3 ~ f and B are coefficients of the order of unity which depend,

respectively, on the shape of the cross section of the crystal

5 and the degree of conversion of the work of plastic deforma-

tion into heate =bp,,V is the plastic deformation ratp,, is

q N the density of mobile dislocations, afd is the temperature
g 0.5 1 of the cooling medium.
/R Since formation of dynamic slip lines occurs during

FIG. 2. Distribution of the dislocation speéa) and temperaturé) alonga  times of the order of a few microseconds.’ and the relax-
slip band in the absence of heatifiy-4) and for heating I’—4’) of the  ation time of heat escaping from the crystal to the cooling
crystal by dislocations for different ratios of the lengths of its dynamic a”dmediumt —cd/fh. as estimates and experiment Sh](ZVis
deformation-hardened partsee Fig. 1a h ! . p .

of the order of several milliseconds, local heating of the crys-
tal by such a band will depend only on the relaxation rate of
heat in the bulk of the crystal. In this case, solution of &j.
in cylindrical coordinates for a forming slip band, as de-
scribed in Sec. 1, has the foff(AT=T-T,)

tion speedv should contain both a thermal-activation and an
above-barrier ) component

veu[ 14 L e} @ ' d
=u — exp . t t’ '
Ug kT AT(r,z,t)= ﬁgim f fut 27ndy

_+1\13/2
Here H(7*) is the activation energy;* = 7— 7, where 7 ofma(t=t")] 0
and 7 are respectively the effective stress and the applied ut’ ) ’
stress, 7,=abup™, @ is the interdislocation interaction Xfo U(7,&t)G(r,z,t|9,&t")dE,
constantp is the Burgers vectory is the shear modulug,
is temperaturek is Boltzmann’s constant, ang is the pre- ~ 124 p2+(z— &)?
4a(t—t’)

rn
ex
2a(t—t’")

exponential factor in the expression for the thermally acti-G(r,z,t|7,£,t")=1,
vated dislocation speed. @
Curves 1-4 in Fig. 2a illustrate the distribution of
dislocation speeds along a slip band in theQ plane \_Nhere U=V/u is the dimensionless dislocation speed,
for H(7*)=HJJ1—(7*/7.)%]P and different ratios between g,=bp,u is the maximum plastic deformation rate in the
its static and dynamic part{Fig. 13. The calcula- band,p,,~ny/w is the mean density of mobile dislocations
tion was done for the following parameter values:in the band,ut’ and u,t’ are intermediate values of the
717,=0.975, abuplir,=0.2, 7*/7.=(7—abupl?irs  length and width of the bandly(x) is the zeroth-order Bessel
=0.775, ab=0.15nm, H(7y)/kT=In(us/V)=25, ul/us function with imaginary argument, ared= x/c is the thermal
=0.1, andp,=10*2 m~2, which corresponds to formation of diffusion coefficient.
a slip line (bangd for motion of dislocations in the Peierls The solution(4) of Eq. (3) assumes that the level of local
relief in a metallic crystal f./u=10"%, p=1, q=5/4) at  heating of the crystah T/ T, is sufficiently small and has no
low deformation temperaturéSHere 7, is the Peierls stress noticeable influence on the dislocation spé2dor the heat
atT=0. capacity of the crystal and its thermal conductivity or the




Phys. Solid State 40 (8), August 1998 G. A. Malygin and O. V. Klyavin 1347

coefficient of surface heat transfer. In most crystals at low8. DISCUSSION

temperatures these quantities vary according to a power law: )
c=c, T" x=x,T™ h=h_T". Herec,, »m, andh_ are It follows from the calculated resul{§ig. 2b] that heat-

coefficients that depend respectively on the mechanisms df9 Of @ slip band can be significant both for the case when it
heat storage and heat conduction, and on the state of thg ©f @ purely dynamic charactérurvel, T/To=3.7) and in
cooling medium. In reality, the level of heating of the crystal the strain-hardened stateurve4, T/To=1.6). The distribu-
AT can substantially exceed the medium temperafyrdor tion of dislocation speeds in such heated slip bands is illus-

this reason, Eq3) is in general nonlinear. If the exponemts ~ rated by curves’—4" in Fig. 2a. In comparison with the
and m in the power laws forc and » are equal, then it is €2S€ of no heatingcurves 1-4) the dislocation speeds in
1 heated bands are several orders higher. For weak or moderate

deformation hardeningcurves2 and 3) the quasistatic re-
gions of the bands acquire a dynamic or almost dynamic
character(curves2’ and3').

possible by making the substitutioh=Tyyn+1 to reduce
Eq. (3) to the form

c(To)a—lpZ%(To)Vzdf—(nJrl) 2h(To) ,/,%(1_ e %) This means that thermally activated motion of disloca-
at fd tions in such slip bands is unstable in the thermal sense.
_ : Because of intense heating of regions of the crystal neigh-

+(N+1) T Bre(y) (5) g0 =9 e

boring the band, this motion can initiate the generation of
new dynamic slip lines and bands. Such a correlated,
avalanche-like growth of plastic deformation in a bounded

volume of the crystal can lead to a jump in the deforming

stress if the growth time of the thermal flare-up is longer than
the relaxation time of heat escaping from the crystal due to
surface heat transfer and longer than the relaxation time of
the deforming stress, which depends on the rigidity and dy-
namic characteristics of the loading apparatus. These two

capacity predominant while far=3 it describes heating in circumstances, as is well known, define the criterion of ther-

: al instability of low-temperature plastic deformatfot In
crystals where the phonon mechanism of heat storage a . . L .
heat conduction predominates. r]?éef. 17 it was established that from 10 to 20 individual slip

Since the dislocation spedd(r,z,t,T) in expressions lines participate in each such avalanche-like growth of defor-

(5) and (6a) vary substantially as a result of heating, we mation.

solved Eq.(6a) self-consistently by the method of iterations. i (;ngmcstn::";?; faotgsivnatlatnhcehne_gﬁetggvrilgfrr::&t O’Lpllssél
Results of solution of Eq(6a) are plotted in Fig. 2b for ! ' ' pic fevel,

11 an he cbove:ndcatet. 3 values of the at CETALon deveons tably On he icroscoiceve 0
M =1/Ry, of the length of the dynamic part of the slip band deforrr?ation and the associated heatin OF; individual sli
to its total length. The value of the relative heating found in 9 P

this way can be written as a function of the paraméfes Imeg and bands typical of the dlslqcatlon mechanism, defor-
mation takes place at some effective temperaltregreater

than the temperature of the cooling medidijm Taking ex-

with constant values of and x. Solving Eq.(5) in the ab-
sence of surface heat transfér<0), we obtain

T=To[1+(n+ 1)T51AT(r,z,t,T)]%. (63

It is obvious that forAT/T,<<1 solution(6a) goes over to
solution (4). Forn=1 it describes heating of a slip band in
metallic crystals with the electronic contribution to the heat

AT(r ,Z,t,TO)/Tozl/zz'BT—SmW pressiong6a and(6b) into account, we can write down the
T UC(To) To following expression for the effective temperature:
1
r z 1
XQ| =—,—,m,,m,,m|. (6b) T*=To[1+(O/Ty)""]a+T (79)
Rm Wn

or
The parameteran,=R,/2R,, Ry=2a/u (Ref. 22, and . gL
m,=m,(w/1)2 determine the degree of heat localization and T~ =©[1+(To/0)"""]a+1, (7b)
the nature of the dependence of the level of heating on thghere

length 2R, and width(thicknes$ w,,, of the slip band and on 1

the ratio between the length of the band and its dynamic part 2B7e oz N+l
I. As can be seen from Fig. 2b, as the length of the dynamic ©=|(n+1) w T —,W—,mr ,mz,m,)
(deformation-unhardenggart of the band grows, its heating T UC m m

temperature also grows. The results plotted in Fig. 2b were (70
obtained for the following parameter valuesi,=0.2, As calculation showgFig. 2b], heating of slip lines and
Ro=2.5mm, w/I=10"2, m,=2x10 ° a=0.25nf-s !,  bands has a fairly uniform character over both the length and
u=2x10* m-s™ 1. They correspond to actual parameters ofwidth (thicknes$ of the band; therefore it may be assumed
slip lines and bands at the initial stage of deformation ofthat the temperatur® has a constant value in the volume
metallic crystals (R,=2 mm, w,,=10um, w=1um, occupied by the band.

pn=pm=10m"2) at low temperatures 20 MPa, 3 It follows from Eq.(7b) that asT,— 0 the heating tem-
=0.6, C=y,To=~2X10? I} m 3.K 1, T,~2 K), wherey, perature of the ban@* —®. The characteristic temperature

is the coefficient of the electronic specific heat. ® of appearance of quasi-athermic effects depends on the
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1 ) 1 2 1 (1',2") of the crystal by slip lines for predominance of the phonon mecha-
g 1 3 5 nism of heat storage.

/8

FIG. 3. Effective temperatur€* as a function of temperature of the cooling

mediumT, in the absence of heating) and for heating of the crystal by . . . . .
dislocations by the phonai2) and electror{3) mechanisms respectively of dL_JCtlon (e.g., in alkali-halide CryStEde/a”es_more abr_uptly
heat storage and heat conduction. with the temperaturd y of the cooling medium than is the

case for metals. To illustrate the quasi-athermic effects for a

predominantly phonon mechanism of heat storage, Fig. 4
length L=2R,, and widthw,, of the slip band, and in the plots the temperature dependence of the critical shear
case of strain hardening, on the length of the dynamic part oftresses™ and the corresponding rate sensitivity coefficient
the band]. SinceQA~1 in expressior(7¢) for I/2Ry<1 and  97*/4 In & in the absence of heatirgurvesl and?2) and in
Q~I1Y2for 1/2Ry>1, at the very initial stage of deformation the presence of heatirigurves1’ and2') of the slip lines

(in the optical elasticity limt?), when the length of the slip and bands. The calculation was based on the following rela-
lines amounts to a few tens of microns, the level of heating igions:

too small to have a noticeable effect on the dislocation speed.
This may explain the absence of a plateau-like segment in

the temperature dependence of the optical fluidity limit in 7 =7 [1—(T/T,)Ya]P, C—L., (99
LiF crystals’® But when the length of the lines becomes kIn(v/e)
comparable with the transverse dimensions of the crystal,

then heating, as was shown above, has a substantial influence (/) 1 / T\ Ya

on the dislocation speed and, consequently, on the thermal ~ , (9b)

component of the flow stresses, which results in the appear- dIne Pq In(V/s)\ ¢

ance of plateau-like segments in the temperature dependenc%. h follow f th ion for th te of th I
of the fluidity limit of the crystaf® Note that by virtue of the W 'cN follow Trom the expression for the rate of thermally

nonlinear nature of the equation of heat conduction the tem"flct'vated plastic deformation2), where » is the pre-

perature® of the appearance of quasi-athermic effe@s exponential factor in the Arrhenius formula for this rate.

1
width of the slip bands® ~(lwy,)n+1. Estimates based on \\hile curves1’ and 2’ illustrate the nature of these curves
formula (7c) show that for values of the thermal, dynamic, for ©/T,=2x10"2 andT=T* (8h)
. .

and deformational parameters typical for low temperatures, The appearance of quasi-athermic segments in the tem-

©®=1-10K. For high-strength alloys it can be substantially yeratre curves of the critical shear stresses and their rate
greater. coefficients strongly depresses the values of the ratio

For purely electronic ff=1) and purely phonon- . . .
mediated i=3) mechanisms of heat storage and heat conH/kTOm(V/s) at temperature$ o= © for the experimentally

. . ! determined activation energy of the plastic deformations, i.e.,
duction, according to formulé7b) we have the following . L . ;

) . it leads to a violation of the Arrhenius law for the plastic
functional forms of the dependence of the effective tempera-, : . ; -
ture T* on the temperature of the cooling medifg deformatllon rate, accordmg to which the \_/alue qf the indi-

) cated ratio should be strictly equal to unity. This state of
T*=0[1+(T/0)3]*? (8a)  affairs serves as a basis for concluding that the deviation

from this law and the apparent athermicity of deformation at
* 411/4

T*=0[1+(To/0)7]™ (8b) temperatures below) are due to the coming into play of
The form of these dependences is illustrated by cudvasd  athermic quantum mechanisms by which dislocations over-
3in Fig. 3. As a consequence of its greater nonlinearity, theome local barrieré=*
effective temperature of heating;, in crystals with a pre- According to Ref. 2, if the effective temperatufé de-

dominantly phonon mechanism of heat storage and heat copends onT, then the ratio
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1.0} cation heating of the crystal makes it possible, as was shown

o ry
! * above, to overcome this hardening and thus hastens the de-

-"\«? 2 velopment of the thermal instability of low-temperature plas-
2 tic deformation of crystals.
5 051 o] Weakening and disappearance of the influence of ther-
,vf oI mal effects on the thermal-activation characteristics mea-
> . sured at low temperatures can be achieved by thinning the

I : 1 ; 1 ) crystal-foils to cross sections with transverse dimension of

0 1 J § the order of 16-20 um. In this case, as estimates show, the
h/8 relaxation time of heat escaping intéHe and “He
FIG. 5. Violation of the Arrhenius law for the plastic deformation rate in th=Cd/2h%10_5 s becomes comparable to the heating time
KBr (Ref. 1) (I) and @ Fe (Ref. 2 (ll). The theoretical curves were calcu- of the crystal by a dynamic Slip line of Iengthwl
lated according to Ed11) for n=3 (1) and 1(2). —2 mm,t=L?/4a, as it propagates across a wide face of the
crystal.

H TO) aT*
== (10)

kTo In(vle) \T*) dTo
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It is shown that axially symmetric two-dimensional nonuniform states can exist in easy-axis and
cubic antiferromagnets lacking inversion symmetry, in the form of two-dimensional

spatially modulated structurémagnetic vortex latticesand isolated two-dimensional structures
(vortices. The structure and equilibrium dimensions of the lattices and vortices have been
determined by numerical solution of differential equations. 1@98 American Institute of Physics.
[S1063-783%8)01808-3

It is known that in acentric magnets there can exist spei. EASY-AXIS ANTIFERROMAGNETS

cific, symmetry-induced exchange-relativistic interactions, ) ) ) )
which enter the energy of the system in the form of terms For a two-sublattice antiferromagnet with Dzyaloshinsky
linear in the first spatial derivatives. interaction, the nonequilibrium thermodynamic potential can

These invariants were usetb account for the thermo- be written to terms quadratic in components of the total mag-

dynamic stability of spiral structures in magnets lacking an"€tization vectom=(M,+M,)/2M, and of the antiferro-
inversion center. In contrast to the wide-spread exchang@a_gne_tlsm vect_or:(Ml—_M 2)/2Mo (her_eMi is the mag-
spirals?® the modulated structures considered in Ref. 1 had Jetization of theith sublattice Mo=|M;[) in the form
large period and a fixed direction & rotation (chirality).

Such modulated structures have by now been discovere= | wdV= f [A(9l1ax;)%+ A’ (d1/9x)?+Wo—wg]dV,
in a number of cubic helical magnété®and other noncen- (1)

trosymmetric crystals*~*8in magnetic superlatticé$;?°and . .
y Y g b where A,A’ are nonuniform-exchange constantg, is the

a number of other systef$ Theoretical studies of spiral . 2 . . i
uniform part of energy, and/y contains invariants linear in

structures associated with the Dzyaloshinsky interaction, " . et
. 1-28 the first spatial derivatives.
were carried out!

: . . We write the uniform part of energyy,, for the antifer-
It has been shown, using a simple model representation . .
) ) . romagnets under study in the following standard &
that inversionless magnets can support, besides one-
dimensional modulated structuréspiral9, a system of iso- Wo=MZ[2Axm?—2Hm/My— BIZ], 2

lated vortices as weff® The size of these vortices is propor- . . . . .
tional to the Dzyaloshinsky interaction energy, i.e. Suchwhere)\ is the intersublattice exchange-interaction constant,

vortices should collapse in a regular magnet. It was alscﬁ1 Is the sec_onfc_i-?drd(ar unll,lamal-an\l;otrohpy”colnst:?nt,_ kird
shown that, in the region where modulated structures exisf, e magnetic field. Usually> 4. We shall also limit our-

vortex states are thermodynamically stable within a certair?ewes to the case of low temperatures, where one may as-

2 2_ _n 37
field interval. The vortex and spiral structures in easy—axis.Sumem + —1,m|—0. — . .
ferro- and antiferromagnets were studidd? For 8>0, Z is the easy-magnetization axis. It is well

A systematic theoretical study of isolated and interacting}i nl\(ilwr\}z(%e, eagi_] Fie:'. 370thatf_|n tthlz cass forthz H.Stf.
vortices in easy-axis ferromagnets lacking inversion symmef_k 0 I B afn Xta y_t'f a frstor tel:il b ?Se r.anffl lon
try was carried outt®2 The equilibrium parameters of iso- ‘2KkeS Place from the antiierromagnet 4) to spin-flop

lated vortices and vortex lattices, and the boundaries of ex(I_L_Z)_ phase. leltlng ourselve_s to theH(Z) case and
istence of localized states and modulated phases wef@'nimizing Eq.(1) in m, we obtain

determined by numerical solution of differential equations, Hgs

as well as by analytical techniques. The force of interaction mzhm, ()
between two isolated vortex lines was calculatétudies 0

were also made of vortex states in cubic helimagieés)d ~ Where h=H/Hg;. In the vicinity of the spin-flop transi-
of the effect of basal-plane anisotropy on vortex-statelion m<I, becauseHsi= M2\ B<2\M,. Assuming now
stability®®. |I|=1, we come to the following expression fof:2°

This work explores specific features of vortex states in .
. P Sp L . Wo=W3+M2B|1— B?[sir?(0— 6), (4)
easy-axis and cubic antiferromagnets lacking inversion sym-
metry. where

1063-7834/98/40(8)/7/$15.00 1350 © 1998 American Institute of Physics
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wi=BM3, 6,=0, h<1, r=(rcose, rsing, z).

wWi=pBM2h? Gy=m/2, h>1. Written in these variables, Eq&) and (3) will assume the

_ following form for C,,, symmetry
Here 6 is the angle betweerd and OZ, h?=H?/

2B\MZ, andw] is the ground-state energy density.
The expressions fowy for easy-axis antiferromagnets
were derived in Ref. 28n the m<¢| approximatiof. In par-

Wg=Cog ¢~ i)

90 1
ar rsm COS a(P

ticular, for antiferromagnets belonging to the crystallo- +sin(@— ) Singcosga__ 1’9_0} (8)
graphic classe€,,, andD,, the expressions favy have the a1 de|
form and forD,, symmetry:
al al al al

= 74 N S G Rt A R a0 1 d

Wa DMO( Z X Ix X 2 y ly y) for Cry ., ®) Wq=Sin(¢— ) EJrFsinacosaa—ﬂ
al al dl al

= 7] NG S G Rt A R ) d 1496

Wy DM0(|Z y I« y +1, X Iy X ) +cogo— i) smﬁcosﬁﬁ—rﬁ}, ©)]
al al - - ;
+D’M§<Ix—y— y_X for D,,. (6) Thus the_ energy of a two-sublattice antiferromagnet with
z Dzyaloshinsky interaction can be presented as

The last term in Eq.6) may result in formation of W— W2
modulated structures propagating along the easy axie- E= —02
cause we consider here only states uniform altnge shall 2mLAMg
assumeD’ to be identically zero. The case 6f, symmetry, 5 ]
wherew) is a linear combination of Eqg5) and (6), does :f (%) sm2¢9_ W(% smecose)
not yield qualitatively new results and therefore will be dis- dp p? dp P
regarded subsequently.

The presence of such invariants in the thermodynamic ,AB 2
potential was shown to entail invariably formation of non- +am Ell_h |Sin’(6—6o) | pdp, (10
uniform states in the vicinity of the spin-flop transitioh.
The stability boundaries of such states can be determined by 27A
considering the energy of a plane domain wall separating P='/Tos To= (11

D
states with opposite directions bfithe 180° domain wall

Calculations revealéd that nonuniform spatially modulated HereL is vortex length along th& axis, and is the period

states in antiferromagnets are thermodynamically stable foof the spiral structure foh=1.
Euler’'s equation for functiondll) reads

2 ., , 7D’
h1<h<h2, where h1’2—1+ Ve, v _lﬁAIB (7) d2(9 1de sin26 Sm26
_ . a2 e 22 T
Note that, because coefficieDtin Egs.(2) and(3) is of the p p
exchange-relativistic origin@~ \AB),% the lower critical AB
field h; may vanish for some crystals, i.e. for such crystals —Ccos 20027r2§|1—h2|sin 260=0. (12

spatially modulated structures will become energetically

pr_e_ferab_le sta_rtmg withH =0. At the same time the UPPET The solutions to Eq(10) subject to the boundary conditions
critical field will always be lower than the exchange fields

(h,<2\My/Hgy). This relates, for instance, to the inver- 0(0)=0, 6(R)=m (13
sionless rhombohedral easy-axis antiferromagnet BjFeO . . . .
[space group:gv, Néel temperaturdy= 673 K (Ref. 39]. describe an axial structurevortex) of radius R. Equation

. . . 10) does not lend itself to analytic solution, and therefore
In zero and weak fields it exhibits a modulated structure. In . .
. : ' P o numerical methods were invoked. The character of the solu-
fairly high field, a magnetic-field-induced transition from a

helical, spatially modulated to a uniform antiferromagnetict'ons depends essentllally c.)n.the appllgd magnetic field,
phase was observed to occur, which was accompanied by_naamely, on whetheh lies within or outside the hy,h]
strong variation of electrical polarizatidfl. interval.

Let us turn now to an analysis of two-dimensional spa- Forhy<h<h,, the boundary problem under study has

tially modulated states. Consider an isolated vortex with thegolutlons_o_nly for finite radiiR, and forh<h1 or h>h;,
7 i - oth for finite R and forR=o. Note that in the second case
axis directed alongZ; at vortex center the antiferromag-

netism vectorl is parallel to the applied magnetic field. (he[h;,h,]) none of the finite-radius solutions corresponds

Introduce spherical coordinates for vectpand cylindrical to the minimum In energy densitysee below, in other
: . words, such solutions are unstable.
ones, for the spatial variables

We shall conveniently use in place bfin what follows
I=(sinfcosy, sinésinyg, cosh), the parameter
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4 |Ap di
B*=—cos 2,—\/—;|1-h?. (14
7 N D 201

For h=h;,, B*=%1, for h<h;, B*<-1, and for
h>h,, B*>1. 17

Consider the solutions for each of these cases in more
detail.

1) hy<h<h,(—1<B*<1). Since everywhere within
this region the domain-wall energy is negatiehe struc-
tures formed in these conditions will have the maximum pos-
sible distribution of inhomogeneity in the bulk of the sample.
The spiral may serve as an example of such a state. Another
example is the magnetic-vortex lattice, whose thermody-
namic stability was proven for inversionless magnets within
a certain magnetic-field range.

As already mentioned, the stabilization of two-
dimensional modulated structures is connected with the pres-
ence in the magnet energy of invariants linear in the first
spatial derivatives. These terms lower the energy of the sys- - 0 18*
tem only for a certain direction of change of the order pa-
rameters. In particular, in the case of a uniaxial antiferromag'-:'G' 1. Periods ofa) spiral structure an¢b) vortex latticevs parameteB* .
net with Dzyaloshinsky interaction the sign of parameder
[see Eq(2)] determines the energetically favorable direction
of rotation of vectorl. Therefore from the various axial- . , L) T
structure lattices present in antiferromagnets only those itﬁB _N_l)' the nonuq|form|t_|e§ in the d|str|but|o_n_ ofin i
which the given direction of antiferromagnetism vector rota-laﬁ_ICeS become _Iocallzed W'thm. a narrow tran5|t|o_n region.
tion is preserved are capable of reducing the energy of th h|_s can be easily :mderstood i one recalls that, in a mag-
system. This condition is obviously upheld in lattices WherenfatIC field h<1 (B*<0), stgtes with 6= /2 POSSESS a
vectorl is parallel toOZ at cell center, and antiparallel to it higher energy than those with=0,m. In = lattices, the
at the cell boundary. We shall call such structurelsittices.

The equilibrium states of two-dimensional lattices in an-
tiferromagnets are determined by solving coupled differen- ftt_
tial equations forg(x,y) and¥(x,y) which minimize func-
tional (1). This problem is difficult to solve even by
numerical technigues. The problem can, however, be consid-
erably simplified by invoking the circular-cell approxi-
matiort?*1 Within this approximation, a unit cell of the lat-
tice with hexagonafor squarg cross section is replaced by a
circular cylinder of the same volume. Accordingly, the
boundary conditions fotr lattices are replaced by those for
circular ones, i.e., by Eq11).

Application of this approximation to the calculation of
the equilibrium lattice structure restores the axial symmetry s /2}|- alfblc Id e f
and reduces the problem to integration of E) subject to
boundary conditiongl1l), with subsequent minimization of

field in 7 lattices. In the vicinity of the lower critical field,

F= —E 15
= 7R, (15

in R [the energ)E is given by Eq.(10)].

Calculations showed that throughout the reglop<h
<h, (—1<B*<1) the energy densit{15) has a minimum
at finite cell dimension®. Figure 1 displays the equilibrium
cell dimensions and the period of the helical structure as of—=
functions of parameteB* [Eq. (14)]. Within a broad range 0 — 1' Ll ;
—1<B* <1, equilibrium lattice periods depend only weakly F
on the field, t_)Ut start to mcregse without limit &3 ap- FIG. 2. Equilibrium structures of unit cells of the magnetic-vortex lattice for
proaches*+ 1 (i.e., ash—h, ;). Figures 2—5 plot the evolu- g«. (3 —0.91, () —0.93, () —0.95, (d) —0.97, (6) —0.98, and
tion of equilibrium cell structures with increasing magnetic (f) —0.99.




Phys. Solid State 40 (8), August 1998

a
7T
7T/ 2
N a b/C /e /1
0 ] i L 1 1 | 1 1 1 i
g 0.2 0.6 1.010

A. Bogdanov and A. Shestakov 1353

g
7zt
af /bfc [dje [f g
7T/
S T T N U TN SN [N VU WA N NS IO Y W O WY |
0 04 0.8 12 6 p

FIG. 3. Equilibrium structures of unit cells of the magnetic-vortex lattice for g 5 gquilibrium structures of unit cells of the magnetic-vortex lattice for
B*: (a0, (b) —0.5,(c) —0.7,(d) —0.8,(e) —0.85, and(f) —0.9.

,\.‘m

7z/2

i
1.0/9

B*: (a) 0.91,(b) 0.93,(c) 0.95,(d) 0.97,(e) 0.98,(f) 0.99, and(g) 0.999.

0= /2 states are realized inside the cells. It is in the region
of states close tar/2 that nonuniformities are localized in
the lattices.

In the opposite limiting case, i.e., close to the upper criti-
cal fieldh, (B*~1), nonuniformities in the distribution df
in 7 lattices are localized both at cell boundarigshere
f#~q) and at cell centefwhere #~0). This is due to the
fact that forh>1 (B*>0) states withd=#/2 possess a
lower energy than those with=0, .

Throughout the region where modulated structures exist
the energy density ofr lattices is higher than that of the
helical state(Fig. 6). Hence the one-dimensional spatially
modulated state is here thermodynamically stable. In the
presence of linear defects, however, magnetic vortex lattices
can form. There is a report of observation of a magnetic
vortex lattice in BiFeQ.*?

Similar to a helical structure, a magnetic-vortex lattice
transfers to a uniform state through unlimited growth of the
period of the system withh—h,, (B*—*1). Obviously
enough, the energies of all modulated structures become
equal ath=h, .

2) h<hy(B*<—1). The form of the solution depends
in this case substantially on

~do

a (16)

dp p:O.

Figure 7 shows phase patterns for several values of param-

FIG. 4. Equilibrium structures of unit cells of the magnetic-vortex lattice for €t€r @. If a is greater than some critical valwgh), the

B*: (a) 0, (b) 0.5,(c) 0.7, (d) 0.8, (e) 0.85, and(f) 0.9.

solutionsé(p) describe structures with finite radii and a non-



1354 Phys. Solid State 40 (8), August 1998 A. Bogdanov and A. Shestakov

|
I
I
I
|
I
I
[
I
I
I
|
I
!
I
|
|
|
1 1 1 I 1 1 i

F R U DU U S N |

!
0 /2 T 3rc/2 27 §

| A NN WU DUVUUSS TOUNENN SO N SR SR SR T |

1
-1 0 18*

FIG. 7. Phase patterns of{p) solutions forh<h,; (B*<—-1).
FIG. 6. Dependence of the energy densityafmagnetic-vortex lattice and
(b) spiral structure on paramet8f .

zero derivative at finite points for boundary conditidig).

In the phase planéFig. 7), to these solutions correspond
portions of the trajectories terminating at the pole/23.
There are no such solutions fa<<a,. As already men-
tioned, all these solutions are unstable. Finallyaata, lo-
calized solutions for boundary conditior{41) describing ~
isolated vortices in the bulk of an antiferromagnet are real-
ized. The phase pattern of this solution has a separatrix char-
acter. Figure 8 displays profiles of localized solutions for a -
number of fields belowh; (B*<—1). As one moves away
from h; (as h decreases vortex localization becomes in-
creasingly stronger. As one approaclhgs the vortices ex-
pand, a narrow transition region begins to form in them be-
tween the core witlh=0 and the outer region witld= 1,

i.e., a"domain wall, until for h>h, (B*>—1) no localized 7w/2-la |b fc d e f
axial structures exist any more in the antiferromagnet.

3) h>h, (B*>1). In contrast to theh<h; case, the
phase patterns of the solutions displayed in Fig. 9 have poles
at the points ¢,n),n=0,1,2 . .., whereas the separatrix so-
lutions terminate at point#/2,0). Thus forh,<h(B*>1)
we have localized solutions for the boundary conditions
0()= /2. In other words, foh>h, there can exist in an
antiferromagnet vortices withZ at vortex center, and with R
| LOZ for p—oo. Note that in this case theé=0 state at
vortex center is not energetically preferable. The vortex pro-
files for h>h, are displayed in Fig. 10. ol

Thus inversionless uniaxial antiferromagnets can support 7 : 2' L ,:L L 2.
two-dimensional, spatially modulated structurg@sagnetic i
vortices as metastable states. Aok h,, localized vortices  Fig. 8. Isolated magnetic vortices f@*: (@) —1.5, (b) —1.03, (c)
with =0 can exist at vortex center, and wift¥ 7, off the = —1.01,(d) —1.003,(¢) —1.002, andf) —1.001.

o
[
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center. Ash approache#,, the vortices expand, a narrow
transition region between the core with=0 and the outer
region with =7 ("domain wall) begins to form(Fig. 8),
until at h=h, localized axial structures in the antiferromag-
net vanish, and a magnetic-vortex lattice appearshraose
to hy, there exists a narrow transition region between@he
=0 and == states(Fig. 2). As the field increases, the
vortex profiles become smoothéFigs. 3 and 4 and ath
~0.7—-0.9 a shelf appears neér 7/2 (Fig. 5. As h—h,,
the cells grow rapidly in size, until &t=h, localized solu-
tions (isolated vorticep set in again. In contrast to thie
<h, case, however, fon>h, we havef(»)=x/2.

2. CUBIC ANTIFERROMAGNETS

As already pointed out, modulated structures can exist
not only in uniaxial but in cubic inversionless antiferromag-
nets as well.

For cubic antiferromagnets, the nonequilibrium thermo-
dynamic potential coincides witkl) to within terms qua-
dratic in the components of vectons andl, but the expres-
sions forw, andwy are here somewhat different. For the
crystallographic classe® andT the expressions fawy can
be written

wg=DM3lrotl. 17

The uniform part of the energy for the cubic antiferromag-
nets under study can be presented in the form

Wo=M3[2xm?—2Hm/M,]. (18

Note that in this case any nonzero magnetic field orients the
magnetic moments in such a way thatl |. Limiting our-
selves to théH L Z case, it can be shown that
H?

Wo=— gsmze, (19)
where, as beforeq is the angle betweehand theOZ axis.

Transforming now to spherical coordinates for vedtor
and to cylindrical coordinates for the spatial variables, and
looking for axially symmetric solutions of the type
0=0(p), y= (), Eq.(16) can be written

36 sinfcosd dy

=Dsin(¢y—¢)| — + ——— —|.
Wy=Dsin(y— )| 2o+ ——— =

(20)
Similar to the way this was done in Ref. 32, one can obtain
y=p*xml2. (21

Thus the energy density of a cubic two-sublattice antiferro-
magnet(crystallographic classek andO) can be presented
in the form

P 1 (R|[d#\? sirfe d# sindcosy
5=— | t—2m| ot ———
AM3  #R?Jo|\dp p dp p
71_4
- Thzsinza dp, (22)
where

p=rlrg, rq=2wAID, (23



1356 Phys. Solid State 40 (8), August 1998

h=H/H;, h.m?\/2. (24)

Note that Eq.(22) coincides to within an insignificant con-
stant with Eq.(10) for 6,= /2, which means that a cubic
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The effect of silicon impurities on the damping of spin-echo signals fron?#e nuclei of

tetrahedral F& ions in epitaxial yttrium-iron-garnet films was investigated. It was found that for
silicon concentrations 0.055x<0.037 the damping of the spin echo is a two-component

process, which made it possible to separate nuclei into two types, differing by both the longitudinal
and transverse magnetic relaxation times. For silicon concentrations<0x84@.073 the

decay of the echo can be described by one exponential and all nuclei in the sample have the same
transverse relaxation times and the same longitudinal relaxation times. The experimental

results are interpreted on the basis of the supposition that impurity “macromolecules” form around
the Sf* ions. The relaxation times of the iron nuclei in a “macromolecule” are much

shorter than the relaxation times of iron nuclei belonging to the matrix ions. The radius of a
“macromolecule” is estimated on the basis of percolation theory. 1998 American Institute of
Physics[S1063-783%8)01908-X

Yttrium iron garnet(YIG) is a “classic” ferrimagnet, oriented in thg111) plane. To increase the amplitude of the
the dissipative properties of whose electronic subsystemuclear spin-echo signal the charge used for synthesis of the
have been well studietlAt the same time, the nuclear relax- samples was enriched to 50% with the magnetic isotope
ation processeéboth intrinsic and extrinsichave not been 5Fe.
adequately studied. In Refs. 2 and 3 attempts were made to The spin-echo signals from ti¥éFe nuclei of the F&"
investigate the intrinsic nuclear relaxation mechanisms, forons occupying magnetically-isotropic tetrahedral positions
which purpose YIG samples enriched with the magnetic isoin the structure of the garnet were investigated experimen-
tope°'Fe were specially synthesized. In Ref. 2, in an inves4ally. The relaxation properties of the echo signals were in-
tigation of epitaxial YIG films enriched with the magnetic vestigated at temperatuiie=77 K in the absence of an ex-
isotope up to 100% it was observed experimentally that internal magnetic field. The nuclear spin echo signals excited
creasing the concentration of magnetic nuclei decreases both such polydomain samples probably belong to the nuclei of
the longitudinal and the transverse nuclear magnetic relaxron ions located in domain walfsDespite the enrichment
ation times at temperature=77 K. This signifies that the with the magnetic isotope, the ratio of the amplitude of the
nuclear-nuclear interactions are dominant and are responsibéeho signal to the noise amplitude was low, and it was the
for nuclear relaxation in specially undoped YIG films. main source of errors in the experimental results.

Our objective in the present work is to investigate ex-  The NMR spectra were obtained by registering the fre-
trinsic nuclear magnetic relaxation processes associated witiuency dependence of the amplitude of a double-pulse echo
the influence of impurities with strong spin-orbit coupling, signal. The NMR spectra for nuclei of tetrahedrally coordi-
which give rise to an efficient relaxation channel in the elec-nated iron ions in silicon-doped YIG films were identical to
tronic system of YIG- Such a channel can be produced ei-the NMR spectra in both filfand bulk® YIG samples hav-
ther by directly introducing the appropriateor f impurity  ing no impurities and consisted of a single, inhomogeneously
ions or by introducing heterovalent diamagnetic impurities,broadened spectral line at frequency 64.35 MHz.
which lead to the appearance of iron ions having valence A double-pulse sequence 90#—180°-r was used to
differing from the main valence. We used the latter methoddetermine the transverse magnetic relaxation time. The trans-
and chose as the dopant Siions, whose effect on the mag- verse magnetic relaxation tinfe characterizes the exponen-

netic properties of YIG is well knowf. tial decay of the amplitude of the double-pulse spin-echo
signal:
1. EXPERIMENT V(7)=V(0)exp[—27/T5}, @

YIG films with different silicon content were synthe- whereV is the amplitude of the echo signal andis the
sized for the investigations: ¥e_,Si,O;, (x=0.015, duration of the time interval between the exciting pulses.
0.026, 0.037, 0.044, and 0.073rhe films were grown by Figure Ja shows the numerical values obtained for the
liquid-phase epitaxy on gadolinium-gallium garnet substratesransverse magnetic relaxation times by fitting the expression

1063-7834/98/40(8)/3/$15.00 1357 © 1998 American Institute of Physics
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10tk a ing the octa- and tetrahedral iron ions closest to tié &in,
comprise a magnetic impurity “macromolecule.” We shall
}\ assume that the excess electron is localized on a definite iron
't NG ion, transforming it into a F& ion, only for some time
"‘f“‘f"i' ————— - interval and that it is capable of migrating from one iron ion
of the “macromolecule” to another under the action of ther-
modynamic fluctuations. Therefore the assumption of a mi-
grating excess electron is equivalent to the assumption of the
appearance of a dynamic defect — an iron ion with a low
0 . . . . valence, migrating in a certain region near th&"®in. In
contrast to the main Bé ions, the magnetic Bé ions pos-
b sess a strong spin-orbit coupling, which is the reason why
they have the dominant effect on the electrorind (in ac-
\ cordance with Ref. bnuclear relaxation.
\ At a low silicon concentration, when the regions of de-
“ \\ localization of the excess electrons belonging to different
0\ /I’ silicon ions do not overlap, there exist two types of iron ions.
\ /,// lons of the first type belong to impurity “macromolecules”
} ; T,}/ and participate in “intramolecular” electronic exchange

FeT—F&™. If nis the number of such ions, then an inter-
1)+

ErF's

vt -

mediate valence state ®e is realized for ions of the
first type as a result of time-averaging. lons of the second
10%|- I——I"‘f' type lie outside the “macromolecules” and are ordinary,
trivalent iron ions. Such a division of iron ions into two types
makes it possible to analyze the experimental results on
10 1 1 " i nuclear magnetic relaxation.
0 0.04 0.08 At low concentrations of silicon impurity ions the exis-
z tence of two relaxation timesee Fig. ] attests to the exis-
FIG. 1. Transversé) and longitudinalb) magnetic relaxation times versus tence of two types of nuclei. Nuclei of the first type have
the silicon concentration. shorter relaxation times anh~T,. It is knowr' that such a
ratio between the longitudinal and transverse relaxation
imes occurs when nuclear relaxation is due to fluctuations of
oth the longitudinal and transverse components of the local
agnetic fields at the nuclei and the correlation timeof
ese fluctuations is much shorter than the reciprocal of the
magnetic resonance frequenay, (7-C<w51). Thermody-
namic transitions of iron ions from a trivalent into a divalent

ponent with the short relaxation time vanishes. In silicon- :
doped YIG films the value oF, for the component with the state and back are a source of fluctuations of the local mag-
2 1etic fields at the nuclei belonging to these ions, and they

long relaxation time does not depend on the dopant concer}: X .
tration. lead to the appearance of a rapidly decaying component of

A triple-pulse sequence 90%—90°-T—-90°—r was e NUCIEAnecno.

used to measure the longitudinal relaxation tif& For low It follows from the estimates given below for the radius

silicon concentrations the experimental decay of the triple-Of a “macromolecule” that the number of ions in a mac-

pulse echo signal likewise separated into two exponentiarlomolecule is at least 10. Assuming the localization time of a
curves with two longitudinal relaxation timdsee Fig. b) migrating electron on an iron ion is the same for all ions, we

A further increase of the impurity concentration resulted inflnd that the I|f_et|me of an fon in the Fé state Is at I_eas_t an
E‘rder of magnitude longer than the lifetime of this ion in the

(1) to the experimentally observed decay of the double-puls
echo signals. For low silicon concentrations (0.6

=<0.037) the experimentally observed decay of the echo i%;
described by two exponentiald) with different relaxation
times. For high silicon concentrationg=0.044) the com-

an echo decay described by a single exponential. The long "2+ stat d the diff fih ¢ _ ¢
tudinal relaxation time increased but remained less than th state, and the dirterence ot the resonance frequencies o
the nuclei belonging to iron ions with intermediate valence

longitudinal relaxation time for the undoped sample. . ) . . .

and nuclei belonging to Bé ions is so small that it cannot
be resolved in the NMR spectra. Therefore nuclei of the first
type are located directly in the regions of delocalization of

To analyze the experimental results we shall consider théhe excess electrons.

valence of ions in silicon-doped YIG. The*Siions replac- Nuclei of the second type are located outside the regions
ing the tetrahedral Fé ions in the garnet lattice lead to the of delocalization of the excess electrons. From the standpoint
appearance of excess electrons. Following the well-knowif the analysis of nuclear magnetic relaxation processes, the
models of the electronic structure o§Fe;0,,Si,* we shall  main feature of the regions of delocalization of excess elec-
assume that the excess electron is delocalized in a regidrons is the presence of Feions there, on account of which
near a Si* impurity ion. The delocalization region, includ- these regions can be regarded as magnetic “macromol-

2. DISCUSSION OF THE EXPERIMENTAL RESULTS
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ecules” with strong spin-orbit coupling. We shall assumeunit cell of the crystal structure of YIG with cell parameter
that the effect of “macromolecules” on the relaxation of ay~12.37<10"'° m contains eight formula unifs,the
nuclei of the second type is similar to the effect of paramagthreshold volume density of “macromolecules” for which
netic impurities on the nuclear magnetic relaxation in dia-an impurity band forms lies in the range 1)660°°<N
magnetic solid$.0n account of the conventional magnetic <1.86x10°®° m™3. The numerical values obtained for the
dipole-dipole interactiorfsand/or interactions via “virtual”  parameteB, for the “sphere problem” by different methods
magnons, the FE™ ions interact with nuclei of the second are presented in, for example, Ref. 8 and lie in the range
type, which are located in a certain region close to but noR.4<B.<3.0. Substituting the values given fo& and B,
coinciding with the region of delocalization of an excessinto the expressiof2), we obtain an estimate for the radius
electron. On account of the strong interactions between nwsf the impurity “macromolecules” 14810 °<R<16.6
clei in YIG films enriched with the magnetic isotopehe X 10 °m.
spin temperature becomes equalized in the subsystem of the In summary, in this paper it was shown that a two-
type-ll nuclei and the longitudinal relaxation time turns outcomponent nuclear echo, which can be attributed to the pres-
to be the same for all of these nuclei. Moreover, the impurityence of two types of nuclei belonging to iron ions inside and
magnetic “macromolecules” have the effect that the relax-outside impurity “macromolecules,” is observed in silicon-
ation times of type-Il nuclei are shorter than in undoped YIGdoped YIG films. The increase in the longitudinal relaxation
(see Fig. 1L time at above-threshold impurity density is due to the forma-
It should be noted that the secular part of the nucleartion of an impurity band. An estimate of the radius of an
nuclear interactions is suppressed because of the small vaimpurity macromolecule shows that it is somewhat greater
ance of the resonance frequencies of nuclei belonging tthan the cell parameter of YIG.
Fe** ions and ions with an intermediate valence. On account  In closing, we note that the known mechanisms of
of this the equalization of the spin temperature between thauclear relaxation in solids give a qualitative explanation of
subsystems of nuclei of the two types is suppressed, and #tie experimental data. Quantitative investigations require de-
low silicon concentrations nuclei of two types with different tailed information about both the electronic and magnetic
relaxation times are observed. structures of silicon-doped YIG films. This information can-
At high silicon concentrationsx&0.044) the regions of not be obtained solely from NMR experiments.
delocalization of the excess electrons supplied by different  This work was supported in part by the Soros Interna-
Si** ions overlap, and the excess electrons form an impuritgional Program(Grant No. SPU062005
band. These electrons give rise to fluctuations of the local
magnetic fields at the nuclei and are responsible for the re-
Iaxgtio_n of the longitudinal component of the nuclear mag- 1 G Gurevich and G. A. MelkowMagnetic Oscillations and Wavém
netization. Russian, Nauka, Moscow, 1994, 460 pp.
The existence of a transition from isolated regions of 2V. N. Berzhanskiand S. N. Polulyakh, Fiz. Tverd. Te[aeningrac) 31,

o ; ; 256 (1989 [Sov. Phys. Solid Stat81, 1423(1989].
delocalization of excess electrons to an impurity band makegM_ P. Petrov and A, P. Paugurt, Fiz. Tverd. Télzningrad 12, 2829

it possible to estimate the effective radiRsof a “macro- (1970 [Sov. Phys. Solid Stat#2, 2284(1970)].
molecule” on the basis of percolation theory. Following Ref. *V. F. Kovalenko and EL. Nagaevm Usp. Fiz. Nau48 561 (1986
8, we have for the effective radil® the expression [Sov. Phys. Usp29, 297 (1986). , _
M. I. Kurkin and E. A. Turov,NMR in Magnetically Ordered Materials
3B, \? and Its Applicatiorin Russia, Nauka, Moscow, 1990, 244 pp.
= , (2 6A. A. Vashman and I. S. PronimNuclear Magnetic Relaxation Spectros-
47N copy[in Russian, Nauka, Moscow, 1986, 231 pp.

. . : "A. Abragam,The Principles of Nuclear Magnetisf&larendon Press, Ox-
where N is the threshold volume density of the regions at ford, 1961; Inosr. Lit., Moscow, 1963, 551 fp.

which merging of the regions occurs aBd is a dimension-  2g, . shkiovski and A. L. Hros, Electronic Properties of Doped Semi-
less parameter which represents the average number of bondsonductors Springer-Verlag, N. Y.; Nauka, Moscow, 1979, 416 pp.
per site in the percolation theory. An estimate for the thresh-"Yu. M. Yakovlev and S. Sh. GendeleRerrite Single Crystals in Radio
old concentration of silicon impurities 0.08%.<0.044 fol- Electronics[in Russiar, Sov. radio, Moscow, 1975, 300 pp.

lows from the results of the NMR experiment. Since a cubicTranslated by M. E. Alferieff
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Structure and stability of 0° domain walls localized at defects in a (001)-crystal plate
with combined anisotropy
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An analysis is made of the conditions of formation and the stability region of static-soliton—type
magnetic nonuniformities in é001)-crystal plate with combined anisotropy. It is shown

that if demagnetizing fields in the plate are taken into account, static solitons can localize at certain
defects for appropriate parameters of the material. The soliton stability region was found to

be bounded by two extreme values of the material parameters, namely, those at which the soliton
is unstable against collapse and at which it expands. It was also found that the soliton

stability region differs considerably from that predicted theoretically in the model disregarding

the finite size of the sample and the presence of defects19€8 American Institute of
Physics[S1063-783#8)02008-3

Two types of anisotropy of different nature were ob- They exist in two types, which differ in the direction of
served to form under certain conditions in some magneticleflection of vectoM from the(001) plane and are charac-
materials, such as ferrite-garnet single-crystal plates, namelygerized by energ¥,, effective widthA, and amplituded
induced uniaxial and natural crystallograpliaubic.! This  (i.e., maximum deflection angle of vect from the uni-
combined anisotropy affects substantially the magnetic propform state as followd
erties of these crystals and, in particular, influences the for-
mation and topological features of their domain structute. Es=KLDA{[xa’/(b(a®+1))—a’h—2/b]/Va*+1
S_tuoiies show thgt the equilibrium orienta’iions of the magne- +[xl(b(a2+1))+b]},
tization vectorM in domains and the possible magnetic non-
uni_formities in the plate depend essenti_ally on th(_e orientation A= ZAO{[w—Zarctar\/TZaZ] JitaZ+ In[ ( Ji+a2
of its surface, as well as on the relative magnitude of the
induced-uniaxial and cubic anisotropies. It was shbitmat +V1+2a?)/a]}/b, 2
within the region of values ok=K,/K, (K, andK, are,
respectively, the induced-uniaxial and cubic-anisotropy con-  #,=arctarfa)— (7/2), Eo=4\/A_Ku.
stant$ where the unstable state of vectbt (the hard- ) )
magnetization axisbecomes stabldor, more accurately, FOr »—1 we obtainEs—0, As—x, and f;—0, which
metastable waists appear in the domain-wgDW) struc- means that the soliton expands and disappe_ars. At_ the same
ture, which act as nuclei of a new phase and initiate rearlime forK,—0 (x—) the soliton expands without limit to
rangement of the domain structure of the sample. On th&ansform into two 90° DW's propagating away from one
other hand, the existence of a metastable axis in the spinother(with Es—2JA/K,, As—, and 65— * 7/2).
rotation plane may give rise to magnetic nonuniformities ofa A study of the second variation in energy made to deter-
particular type, viz. 0° domain walls or static solitons. mir_ie the stability region for solu_tions of typ#) show_ed that
Landau-Lifshits equations yield solutions corresponding tosolitons are not stable formatiohsAt the same time an
0° domain walls for all three types of crystal§01), (017,  analysis of experimental and theoretic&® investigations

and (111); for a (001 plate they can be written suggests that magnetic nonuniformities of this type can form
in magnetic materials under certain conditions. It is at the
tan §=*a cosh§, ¢=0m, @o=mn/2, neZ, search for such conditions for(@01) plate that our study is
aimed. The choice of this crystal was motivated by the sim-
a=(x—1)"%2  ¢=bylA,, b=(»-1)¥%2 () ¢ Y

plicity and informativeness of the case under study, as well

where# and ¢ are the polar and azimuthal angles of vectoras by its being poorly investigated.

M, ¢g is the angle defining domain-wall orientation relative

to the crystallographic axed = yA/K,, is the wall width in

a uniaxial crystaf A is an exchange parameter, anis the 1. MODEL OF THE STATIC SOLITON

coordinate along which the magnet is nonuniform. These so-

lutions are actually magnetic nonuniformities which, in con-  Consider an infinite plane-parallel plate of thickn&s
trast to domain wallgi.e., topological solitor, separate with combined anisotropy. We select a coordinate frame
domains with the same orientation of vecMr(M|[100] or  with the axisOZ|[001] perpendicular to the plate plane, and
M|[[010]) and, similar to dynamic solitons, are bell shaped.with OX|[100]. Then for the energy of magnetic nonunifor-
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mities in a(001) plate, including the nonuniform exchange this problem by variational analysis and assume that these
interaction, combined anisotropy, and DW magnetostatic enfactors do not affect significantly the topology of the static

ergies, we shall obtain soliton and can only change its parameters. As a trial func-
tion 8= 6(y) we shall take the relation describing the varia-
E:f {A[(d6/dy)?+sirPo(de/dy)?]+ K, sir?e tion of vectorM in a static soliton of the typél), wherea
v andb will be assumed to be variational parameters. Taking
+K[Sin6 Sif(o— ©4) 020 — o) int_o accoun_t the finiteqes_s of the sa_mple_and the nonunifor-
mity of the induced-uniaxial and cubic-anisotropy constants,
+sirf o cos’-0]+27rM§(sin 0 sin ¢ the energy of a static soliton can now be written
—sin 6, sin (,Dm)z}dv, 3 es=(Est Ems)/KuLDAO+(A%u_A%lazl(az+1)/2)

whered,,, and ¢, are the angles determining the direction of X In{[ya?+1—tanh(b(1/2— £)/Ay)]
M in domains,M; is the saturation magnetization, awdis

the plate volume. X[va®+1-—tanh(b(I/2—£)/Ao)]
In the region wherec>1, Euler’'s equations minimizing 2111
(3) contain solutions of typél), which are knowl’ to be xLanib(1/2+ &)/ Ao) + vas+ 1]
unstable. This results from the fact that H§) does not X [tanh(b(1/2— £)/Ag) + Va2+ 1] 1}H(2bya?+1)
include the factors responsible for the break-up of the sample )
into domains. One of them is the presence in the plate of A7 {tani(b(1/2+£)/Aq)/
demagnetizing fields, whose contribution to ene(8y for [a2+ 1—tanti(b(1/2+ £)/Ag)]

Bloch domain walls can be writtéh
+tank(b(1/2— &)/ Ag)/[a%+ 1—tani(b(1/2— &)/ Ag)TH

EmszlvlﬁLJ:flcos 6(y)cos d(y") (2b(a®+1)), ©6)

2 2 whereAx,=AK,/K,, Ax;=AK;/K,, and ¢ is a param-
XIn[1+D%(y=y")"]dydy, @ eter defining the soliton position relative to defect center.
wherel is the dimension of the plate along thEX axis (in We thus see that the above model of the static soliton
the limit, L—o0). Because for static solitor&varies within  describes more adequately the real situation in crystals,
the interval G< §<w/2, which corresponds to the plus sign which makes it realistic compared to the idealized case
in Eqg. (1), or w/2< @< [the minus sign in Eq(1)], we treated in Refs. 5 and 10.

obtain E,,s>0, so that magnetostatic ener¢4) provides a

positive contribution to the total enerd®). This means that

inclusion of demagnetizing fields in the case under study will- STABLE STATES OF THE STATIC SOLITON

always tend to decrease the soliton dimensions, which are 1o getermine the structure and stability region of the

determined by the quantitiefy andAs. . static soliton, one obviously has to minimize the enefgg

The presence of defects in a sample is another factofariational parameters, with subsequent solution of the equa-
affecting domain-structure formation. As a result of its inclu-tjons thus obtained foa andb. These equations are, how-
sion, the material parameters, K, ,K;,Ms) become coor- - ever, very cumbersome and cannot be solved in known func-
dinate dependerit:* We shall assume in this case that only tions, and therefore one has to invoke numerical methods. In

K, andK, are functions ol this case one uses the method of minimization of Hook and
Ky, for |y|>1/2, Jeeveb. . . | B
Kuly)= K +AK ; <112 An analysis of the results obtained by numerical mini-

! o foryl=I72, mization shows that the static soliton as a localized state of

) [Kl, for |y|>1/2. vector M is stable and can exist in certain regions of the
Ki(y)=

(5) values of material and defect parameters. As follows from
Kl_AKl, f0r|y|$|/2 Fi . . . . .
ig. 1, the static soliton is localized at defect center. Its dis-

The defect chosen in this way is obviously a model repplacement away from defect center gives rise to considerable
resentation of real defects in crystals and may be considerddrces of quasi-elastic nature, which deform the soliton and
as a planar magnetic inclusion. A similar situation may arisemake it shrink. These forces depend considerably on both the
in the presence of chemical or structural nonuniformities ofdisplacemeng and parametex, and result in the collapse of
other types(dislocations, misorientations etcwhich like-  the soliton at defect edges. The critical value of the ampli-
wise perturb the translational symmetry of the crystal andude falls off rapidly with increasinge practically to zero
can give rise to local changes in induced-uniaxial and cubictcurve3in Fig. 1b. Note that the soliton always decreases in
anisotropy constants:** size with increasinge, which is in accord with Eqs(2).

As this will be shown later, taking into account these The parameters of the static soliton are determined to a
two factors is justified in an analysis of static-soliton stabil-considerable extent by those of the defect. As evident from
ity, while making at the same time practically unsolvable theFig. 2a, the soliton width is directly proportional to the de-
corresponding Euler's equations describing the magnetizaect dimensior, and forl — it grows without limit, while
tion distribution in a(001) plate. Therefore we shall solve 6,—0, i.e., the soliton spreads out. This can be accounted for
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FIG. 3. Soliton size vs cubic-anisotropy defect paramdateg for the fol-
lowing material parametersQ=0.5, A;=0.15, D=10, |=5, Ax,=1,
£=0. Notation of curves same as in Fig. 1.

-2r is necessary for the soliton to nucleate. If both defects are
i preseniboth in cubic and induced-uniaxial anisotropighe
Kl : minimum energy is determined by their combined contribu-
FIG. 1. (a) Energy,(b) amplitude, andc) energy of soliton vs displacement tion.
of its center from defect center for the following material parametéxs: The influence of demagnetizing fields in the plate on the
=15,4,=0.151=4.5D=10,A%,=-1,Ax=27.x11—17,2—2.0,  soliton stability region is dominated by contributig4) to
3—23 the total energy3), which is inversely proportional to th@

factor. As seen from Fig. 5, taking into account the finiteness

of the sample reduces the region of soliton stability. Here
by the fact that thé— < situation corresponds to the absencejikewise exists a threshold value G at which the soliton
of the defect, and in this case the soliton is kndo be an  pecomes unstable against collapse. On the other hand, for
unstable formation. On the other hand, there is a minimunty _, . (demagnetizing fields become negligible, for instance,
value of | below which the soliton becomes unstable andyt the compensation pointhe soliton parameters approach
collapses. The existence of a lower boundaryl foreans that  4symptotically some values which can be obtained without
in order for a stable soliton to form the defect has to possesging into account magnetostatic effects. This may serve as
a certain minimum energy depending both loand on the  one more argument for the validity of the approach used in
quantitiesAx, and Ax,. Indeed, Figs. 3 and 4 show the the numerical minimization of enerd$), because numerical
existence in this case of threshold values\ef andAx, at  so|ytion of expressiond) representing a double integral over
which the soliton collapses. These critical values may lie ina jnfinite region of an integrand which contains a logarith-
the negative region as welturve 3 in Figs. 3 and % This ¢ singularity at the ling/=y’ meets with certain difficul-
implies that stable states are possible also if one of thesggg
parameters does not “feel” a defect. In this case, however,  Tne curves relating the soliton parameters to plate thick-
the values of the other parameter will be confined to th&,esg(Fig. 6) exhibit an interesting feature, namely, an extre-
positive region. In the case where one of the defects is abyym inD. This can be attributed to the fact that the energy
sent, the critical values afx, andA », determine obviously ot spliton interaction with a defect decreases with increasing
the minimum energy of the other, “existing” defect, which thickness following a linear law, whereas the magnetostatic

energy increaseguadratically for smalD). Accordingly,

the first factor tends to increase the soliton dimensions

4, 6, (6s,Ag), and the second, to reduce them. At the valu®of
50F a 1 10 where the soliton reaches the maximum dimensions, the two
s 1 factors cancel. At the same time the value®oét which 6
20F 2 0.6 ;" and A4 attain a maximum, ané, a minimum, do not coin-
! I 02
10F .
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FIG. 4. Soliton size vs induced-uniaxial anisotropy defect parametgr.
FIG. 2. Soliton parameters vs defect widtiNotation of curves and values Notation of curves and material parameters same as in Figx&ept for
of the material parameters same as in Fig. 1. A, =2.9).
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b within certain regions of material parameters. The upper
6, boundary of stability(if it does exist at all originates from
29 the spreading of the soliton and was predicted already by the
05 idealized modéi'®. The regions of soliton stability calcu-
lated in the above pape(fr instance, in parametes) differ
0.3 considerably from our results. The lower boundary of soliton
. ——_— stability, connected with soliton collapse, determines the
0 20 40aq 0 minimum defect energy required for a soliton to nucleate. In

connection with this the following comment appears appro-

g, 1
0 0 T 210 T gpa T 4.00 priate: first, the lower boundary of stability has not been
-2 3 found before despite repeated studies of the interaction of 0°

2 DW’s with defects in crystalssee, e.g., Refs. 8 and.9his

situation can be attributed to the neglect of demagnetizing
fields in the plate. Second, one can draw a certain analogy
with the theory® of magnetic bubbles, by which the region
FIG. 5. Soliton parameters \@ factor of material. Notation of curves and Of bubble-domain existence is bounded by the collapse fields
material parameters same as in Figekcept forl =3.4). and the elliptical instability. This suggests that magnetic non-
uniformities of the solitary type obey some general relations.
Third, the presence of a defect in a magnet, which was con-
cide. This is due to the fact th#, depends on one varia- sidered earlier as affecting adversely the statics and dynam-
tional parameter onlyd), while A andE,, on two param- ics of magnetic nonuniformities, is in this case a necessary
eters @ andb), and that their functional dependencesan prerequisite to the existence of solitons. This, in its turn,
andb are differen{see Eq(2)]. We see also from Fig. 6 that suggests possible application potential of the latter.
th.e soliton W.Idth grows with increasing, [in accord.ance !S. Tikazumi,Physics of the Ferromagnetism. Magnetic Characteristics
with expression2) for A¢], whereasfs decreases. This can 4 ApplicationsMir, Moscow, 1987, 419 pp.
be assigned to the effect of magnetostatic stray fields increast. simsova, S. Krupi@, M. Marusko, and I. Tomas, Acta Phys. SI8t,
ing with increasing DW width. The latter factor upsets the 121(1982.
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Neutron diffraction and magnetic methods are used to investigate ferrites from the system
ZnFe; , [Ni;_4Fe ,]0,. In these investigations, no diffraction effects were observed that
would indicate ordered positions for the perpendicular projections of spins at 4.2 K over

the entire ferrimagnetic range of concentratisnddowever, the high-field magnetic susceptibility
and intense small-angle scattering of neutrons observed at helium temperatures in samples
with x>0.45 are evidence of local angular structures with effective sizes of 1-10 nm. The
temperatures at which these local angular structures are disrupted are determink3p8 ©
American Institute of Physic§S1063-783%08)02108-X]

It is known that the replacement of nickel ions by ions of characteristic for these samples, indicating the presence of
zinc in the ferrite system Zfe, _, [Ni,_,Fe .,]O, leads to  magnetic inhomogeneities with respect to thgrojection of
a gradual change in the ferrimagnetic ordering until the mathe magnetic moments. These observations argue in favor of
terial is antiferromagnetit. At high zinc concentrations a local angular structure. Based on values of the quasimo-
(x>0.4), the magnetic state of these ferrites is observed tmentum transfergj=4xsin®/\ (where® is the scattering
deviate from Nel ferrimagnetic ordering due to competition angle at which the small angle scattering is observed, we
between the inter- and intrasublattice negative-exchange irestimate that the effective sizes of the magnetic inhomoge-
teractions. This phenomenon has been a subject of discussiorities were 1-10 nm.
for many years. Based on neutron diffraction data, Satya- Analysis of the data from Refs. 5 and 6 leads us to
Murthy et al?and Vologinet al® have asserted that there is expect that these local angular structures transform into col-
some sort of long-range ordering in the perpendicular projeclinear ferrimagnetic ordering as the temperature increases.
tions of the spins. This picture is rejected by the authors ofSince frozen-in noncollinear spin configurations with these
Refs. 4—6, who argue that an explanation of the data basegffective dimensions will be an obstacle to domain walls at
on the concept of a disordered angular structure is physicalliow temperatures, measurement of the dynamic susceptibility
more justifiable . To resolve this argument, we have underis a convenient way to observe them and study their possible
taken a detailed study of the nickel-zinc ferrites using neuevolution. Figure 2 shows that there is a large falloffip at
tron diffraction and magnetic methods.

We synthesized polycrystalline samples with zinc con-
centrationsx=0, 0.15, 0.30, 0.45, 0.60, 0.68, 0.75, 0.90, and
1.0 the usual ceramic technique. Our neutron diffraction /
studies were carried out at 4.2 K using a multidetector dif- /
fractometer at a wavelength af=0.181 nm. The magneti- sr
zation of the samples was measured using a vibrational mag-
netometer in magnetic fields up to X&0° A/m. The 1
dynamic susceptibility . at a frequency of 60 Hz was mea-
sured using a mutual inductance bridge.

In Fig. 1 we observe that the concentration dependence
of the magnetic momentg begins to depart slightly from
the linear increase predicted by the collinear theory oéINe 4
(the dashed line in Fig.)lat x=0.45. For zinc concentra- 4
tions greater than 0.6z is observed to decrease rapidly. Ex-
trapolatingng to zero shows that the magnetic moment van-
ishes atx~0.8. It is this concentration interval that is of the 2
most interest. Our neutron diffraction studies of samples at
4.2 K did not reveal any diffraction effects that would indi-
cate ordering of the positions of the perpendicular spin pro- 0 i i ) 0
jections. However, at low temperatures, the high-field sus- 0.2 0.6 1.0
ceptibility of ferrimagnetic samples witk=0.60, 0.68, and
0.75 showed clear signs of a noncollinear magnetic structuresg. 1. concentration dependence of the magnetic morfigrand small-
An intense small-angle scatterifgurve?2 in Fig. 1) was also  angle neutron scattering cross sectiop=0.79 nni'%) at 4.2 K(2).
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ferri- and antiferromagnetic phasé3aken as a whole, these
data suggest that these temperatures correspond to disruption
of the local angular structures.
2001 The ferrites with zinc contents=0.90 and 1.0 were not
ferrimagnetic. Distinctive features of antiferromagnetic or-
dering in zinc ferrite = 1.0) were discussed in detail in our
previous Ref. 8. Our neutron-diffraction data indicated no
long-range magnetic order of any kind in the sample with
x=0.90, only short-range antiferromagnetic order.
The authors are grateful to Prof. B. N. Goshchitgkr

100F useful discussions.

Support for this work came from the GNTP “Current
Research in Condensed Matter Physics,” in the area of
“Neutron-Diffraction Studies,” Projects Nos.96-104 and 96/
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Study of the magnetic properties of ferrites in the CuGa LAl Fe,_,,0, system having a
frustrated magnetic structure

L. G. Antoshina and E. N. Kukudzhanova

Lomonosov Moscow State University, 119899 Moscow, Russia
(Submitted January 12, 1998
Fiz. Tverd. Tela(St. Petersbuig40, 1505—1509August 1998

This paper reports a first preparation of samples of the CAlGEe, 5,0, system &=0.0, 0.1,
0.2,0.3,0.4, 0.5, 0.6, and 0.@nd a study of temperature dependences of their spontaneous
magnetizationog, coercive forceH., and of the longitudinal,\;, and transversej, ,
magnetostriction. Our experimental data have established that compositionewité

undergo two magnetic phase transitions, namely, from the paramagnetic to cluster spin-glass state
at the Curie temperatuf:, and another transformation, &, <T, from the cluster spin

glass to a frustrated magnetic structure. It was found that the coercive force of ferrites with a
frustrated magnetic structure is an order of magnitude lower than that of ferrimagnetically
ordered ferrites. The behavior of the magnetostriction of frustrated ferrites was studied. Such
ferrites were found to exhibit a considerable positive magnetostriction of the paraprocess

Npara- It Was shown that the magnetostriction of spin-glass ferrites is lower by nearly an order of
magnitude. ©1998 American Institute of Physids$$1063-783@8)02208-4

Considerable attention has been focused recently on thice AB interactions. This gives rise to enhanced competition
study of magnetic properties of materials capable of takingpetween negative intra- and intersublattice interactions,
on both the frustrated magnetic and the spin-glass strutturewhich, in its turn, favors the onset of the spin-glass state and
There are many publications dealing with investigation ofof a frustrated magnetic structure.
the magnetic properties of dilute alloys, both experimental We chose as subjects for study samples of the
and theoretical, while studies of strongly diluted ferrites areCuGgAl,Fe, _,,0, system withx=0.0, 0.1, 0.2, 0.3, 0.4,
relatively scarce. Because ferrites with frustrated magneti®.5, 0.6, and 0.7. The choice of these compositions was
structure possess novel magnetic characteristics, experimebased on a theoretical calculatioof the diagram of mag-
tal investigation in this area appears to be very importanhetic ordering (ferrimagnetic, antiferromagnetic, paramag-
both for development of new magnetic materials for possiblenetic, and spin glagsin spinel ferrites as a function of
applications and from the standpoint of further theoreticanonmagnetic-ion content in th& and B sublattices of the
progress in the physics of ferrites. Of particular interest arderrites. Because G4 ions tend to occupy tetrahedral lattice
studies performed in the vicinity of magnetic phase transipositions, and A" ions, octahedral positions of the spinel
tions, because the magnetic properties of frustrated materiafgructure, we prepared ferrites having spinel structure, where
become manifest in different ways than they do in nondilutenonmagnetic ions substitute for the magnetic ones simulta-
magnetic substances. neously on théA andB sublattices.

A frustrated magnetic structure and the spin-glass state The samples were prepared by ceramic technology. The
in ferrites having the spinel structure can be obtained both bjirst anneal was carried out at 750 °C for 20 h, and the sec-
diluting the ferrites with nonmagnetic ions and by introduc-ond, at 900 °C for 20 h, with subsequent slow cooling. Both
ing magnetic ions with a strong negative exchari§B  anneals were made in air. The measurements of magnetiza-
interaction® This results in enhanced competition betweention o and of the coercive forckl, were performed by the
the exchang&\B and BB interactions, and magnetic order, ballistic method in fields of up to 10 kOe within the 80—650
rather than extending throughout the sample, sets in in isdk temperature range. The relative error of magnetization
lated, spontaneously magnetized regions. If such isolatetheasurements was approximately 3%. Magnetostriction was
magnetized regions maintain long-range magnetic order, thimeasured by means of strain gauges in magnetic fields of up
structure is called frustrated, and if they are comparativelyfo 12 kOe within the temperature range of 80—-650 K. The
small and short-range ordered, the magnetic structure is aklative magnetostriction measurement error was less than
the cluster spin-glass type. 3%.

This work studies the magnetic properties of copper- These studies showed that spontaneous magnetization
containing spinel ferrites as a function of dilution by non- and the coercive forcel. in x<0.4 compositions vanish at
magnetic ions G& and APF". Substitution of nonmagnetic the Curie pointT.. In samples withx>0.4, the coercive
for magnetic ions on thé& andB sublattices in materials of force becomes zero di., and spontaneous magnetization
such composition increases the role of negative intrasublatirops sharply at a lower temperatufe . For illustration,
tice BB and AA coupling compared to negative intersublat- Fig. 1 presentsr¢(T) andH.(T) curves for the composition

1063-7834/98/40(8)/4/$15.00 1366 © 1998 American Institute of Physics
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FIG. 2. Temperature dependence of relative spontaneous magnetization for
FIG. 1. Temperature dependence(df spontaneous magnetization, and (1) CuFgeO,, (2) CuGagAlgsFe 04 (3) CuGagsAlysFeQ,, and (4)
(2) coercive forceH, for ax=0.7 ferrite. CuGag /Al Fey¢0;.

with x=0.7. We readily see that, decreases nearly linearly throughout the temperature interval covered, so that the ob-
with increasing temperature within a broad temperatureserved sharp decreaseafatT=T, is not connected in any
range, 80—170 K. Extrapolation of the linear portion of theway with the compensation temperature.
a<(T) relation to zero magnetization permitted us to deter- We calculated the magnetic momenmtg.,, for all the
mine the transition temperatufig, =215+ 5 K, whereas the CUuG3Al,Fe, ,,0, samples using the values of,. Figure
coercive force remains fairly large at this temperature and® displaysH¢(x) relations(for T=80 K) andnge{x), as
vanishes only al c=270+5K. well asTc(x) andT(x) for this compound. We see that for

It was shown theoreticalfy’ that if a magnetic com- compositions withx=0.0—0.4 the magnetic moment, ¢,
pound has a paramagnetism—spin-glass transition, then fuis approximately equal to 1.4g, which is in accord with
ther cooling should give rise to a second phase transition
from spin glass to a mixed magnetic phdsgagnetic phase
+ spin glass It should be pointed out that thedrllows the 800
onset of a spin-glass state in spinel ferrites with0.4 hav-
ing the same amounts of nonmagnetic ions onAhand B {
sublattices. Based on our experimental results and on the 0~
conclusions drawn in Refs. 3-5, we put forward a suggestion
that samples witlx>0.4 undergo al ; a transition from the
paramagnetic to cluster spin-glass state, anf},atfrom the
cluster spin glass to a mixed magnetic phase. We observed
similar behavior of magnetization and of the coercive force
in a study of the Cuke ,Cr,O, system on samples with a
high CP* concentratiort.In these chromite ferrites, the frus- o
trated magnetic structure and the cluster spin glass form as . s,
result of competition between the intersublattice negatize
and negative, both direct and indirect, intrasublatBd in- 300
teractions.

Extrapolation of theo4(T) relation toT=0 yielded for
all compositions the values afg, with an error not above
5%. Figure 2 showsds/ o) (T/Tc) plots for samples with
x=0.0, 0.3, 0.5, and 0.7. We see that while for the samples 1700
with x=0.0 and 0.3 theds/o4)(T/Tc) curves areQ type
by Neel, for x=0.5 and 0.7 these relations follow an anoma-
lous behavior, namely, within a considerable temperature in-
terval the spontaneous magnetizations decrease linearly witl.

increasing temperature to drop noticeably beldw. Our FIG. 3. (1) Coercive forceH, (for T=80 K), (2) magnetic momenti o,

studies of the residual magnetizati_m in samples withx _ (3) Curie temperatur@. , and(4) transition temperaturg,, vscomposition
=0.5,0.6, and 0.7 showed that it does not reverse sigror samples of the CuGAl,Fe,_,,0, system.

—




1368 Phys. Solid State 40 (8), August 1998 L. G. Antoshina and E. N. Kukudzhanova

No calc Calculated under the assumption that*Gaons oc-

cupyA sites, and Al* ions, B sites in the spinel lattice, and

that starting withx=0.5, ng ¢, decreases considerably with J0
increasingx. We believe that such a behavior of the mag-

netic momentn, ¢, also may be considered as supporting

our assumption of the formation of a frustrated magnetic

structure in ferrites witlk=0.5. The Curie temperatufg.

and the transition temperatuiig, (for compositions where

such a transition takes plgcdecrease monotonically with © 2
increasingx for samples of this system.

It was established that the coercive force decreases

strongly with increasing up tox=0.4, after which the de-
crease slows down. The value bBif; for frustrated ferrites
(x>0.4) is considerably smaller than that for ferrimagneti-
cally ordered ferrites. For instance, at 293 K #e0.5 com-
position hasH.=31 Oe, whereas fox=0.2, H.=315 Oe.
This suggests a conclusion that the onset of a frustrated mag-
netic structure results in a decrease of the ferrite magnetic
anisotropy. Thus we have experimentally established the
possibility of preparing magnetic materials with a low coer- i
cive force by creating in them a frustrated magnetic a
structure®

It was found that the magnetization isotherm@) of FIG. 4. Isotherms 0f1-3) longitudinal magnetostriction and (1'-3')
all samples do not saturate. In order to learn whether this i§ansverse magnetostriction, for a x=0.7 ferrite obtained at different
due to the paraprocess or some other reason, we studied tteeperatureg (K): 1, 1" — 89.5,2,2" — 143,3,3 — 2455,
behavior of the longitudinal\|, and transversey, , mag-
netostriction. It is known that within the region of technical
magnetization the magnetostrictions and \, are aniso- COMposition, the\; and\, magnetostrictions have positive
tropic, whereas in the region of the paraprocess they beha@gn and are approximately equal in magnitude, namely,
isotropically. Measurements of the longitudinal;, and ~Magnetostriction\, is negative and very small, and magne-
transverse, \,, magnetostrictions made on all tostrictionw, by contrast, is Ppositive and fairly large. In the
CuGaAl,Fe, 5,0, samples revealed that the(T) and spl_n—_glass state, however, i.e., for>215 K, the magneto-

X, (T) relations and tha(H) and\ , (H) isotherms behave Strictions\y, A, , and » decrease by nearly an order of
differently in thex<0.4 andx>0.4 compositions. For illus- Magnitude. . .

tration, Fig. 4 presents isotherms of the longitudingl, and For comparison, Fig. 7 presents temperature depen-
transverse,\, , magnetostrictions obtained for @=0.7  dences\|(T), A (T), (T), andA(T) for a x=0.3 ferrite
composition. We see that the(H) and\ | (H) relations are

isotropic throughout the temperature region studied already

in magnetic fieldsH>1 kOe, i.e., one observes here a sub- ar-
stantial positive magnetostriction of the paraprockss,.

This implies that the role of technical magnetization in this

sample is insignificant. As evident from Fig. 5, the-0.3

sample also exhibits considerable magnetostriction of the
paraprocess at low temperatures, which decreases strongly 10
with increasing temperature, to practically vanish Tt

=293 K. Magnetostriction behaves in this way usually in ©
noncollinear ferrimagnets in the low-temperature domain.
The paraprocess sets in as a result of noncollinear ferrimag-
netic ordering setting in in these materials. The results ob-
tained suggest that introduction of nonmagnetic ions into the
x=0.3 sample induced formation of a noncollinear ferrimag-
netic structure at low temperatures.

We used the experimental values of theand\; mag-
netostriction (in a field H=12 kOe) to calculate for all
samples the volumey, and anisotropic);, magnetostric- -10
tion as a function of temperature. The volume magnetostric-
tion was calculated using the relatlan:)‘\\+27\l , and the FIG. 5. Isotherms o0f(1-3) longitudinal magnetostriction and (1'-3")

anisptropic one, from =N =\, . As seen from Fig. 6 pre- ansverse magnetostriction, for a x=0.3 ferrite obtained at different
senting the results of measurements made onxth®.7  temperatured(K): 1,1’ — 82,2, 2’ — 147,3,3 — 294.

A-10

10

H,kOe

A-10
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FIG. 7. Temperature dependencegDflongitudinal), (2) transverse. ,
(3) volume w, and(4) anisotropic\,, magnetostrictions obtained in a field
H=12 kOe for ax=0.3 ferrite.

plies that application of a field extends a sample nearly to the
same degree both along and across its direction within a
broad temperature range. We have observed such a behavior
of the|(T), A (T), Nj(H), andX , (H) relations for the first
time. We believe that this phenomenon originates from the
presence of a frustrated magnetic structure, and it is difficult
to account for within the current theories describing magne-
tostriction of ferrites.

Thus we have prepared for the first time samples of the

T.K CuGaAl,Fe, ,,0, system, and studied the behavior of their
? magnetization, coercive force, and magnetostriction. It has
FIG. 6. Temperature dependencegbflongitudinal |, (2) transversa , been established that, depending on the content of nonmag-
(3) volume w, and(4) anisotropic\;, magnetostrictions obtained in a field netic ions, this system can exhibit ferrimagnetic ordering,
H=12 kOe for ax=0.7 ferrite. frustrated magnetic structure, or the cluster spin-glass state.

Our studies of frustrated ferrites showed them to possess

a number of anomalous magnetic properties, which may
with ferrimagnetic Ordering. We readily see that these re'aprove to be useful for further progress in the theory of fer-
tions behave differently from those forxe=0.7 ferrite. For  rites as well as for practical applications in the development
instance, in the sample with= 0.3 the volume magnetostric- of new magnetic materials.
tion w is nearly three times smaller and reverses sign at  The authors are grateful to A. N. Goryaga for valuable
~230 K from positive to negative, whereas is almost an  criticisms.
order of magnitude larger.

We believe that the strong paraprocess in the samples )

with frustrated magnetic structure$0.4) is caused by the 2/1'933]? otsenko, Usp. Fiz. Nauk63 6, 1 (1993 [Phys. Usp.36, 455
alignment of the magnetic moments of individual, spontane-2L. G, Antoshina, A. N. Goryaga, E. N. Kukudzhanova, and I. A. Fil'gus,
ously magnetized regions with the field, and the small mag-,Zh- Bksp. Teor. Fiz111, 1732(1997 [JETP84, 948 (1997)].

. . . . L . C. P. Poole and H. A. Farach, Z. Phys4B, 55 (1982.
nitude of their anisotropic magnetostrictian is connected 43 'van Hemmen, Phys. Rev. Led9, 409 (1982,

with a small magnetic anisotropy. SA. C. D. van Enter and J. L. van Hemmen, Phys. Re29A355 (1984,
Of particular interest is the observation of practically °L. G. Antoshina, A. N. Goryaga, and E. N. Kukudzhanovaibstracts of

identical temperature and field dependences of the longitudi- the 13th Conference on Soft Magnetic Materials (Septembe2@41997)
nal, \j, and transverse), , magnetostrictions in samples (Grenoble, 199 p. 237.
with frustrated magnetic structurex€£0.5—0.7). This im-  Translated by G. Skrebtsov
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Phase transitions in a domain wall of the four-sublattice antiferromagnet La >,CuOy4 in a
magnetic field

M. A. Shamsutdinov
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(Submitted January 12, 1998
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The effect of an external magnetic field on the characteristics of domain walls was studied in a
four-sublattice antiferromagnet b@uQ,. It was shown that a transition of domain-wall

structure from one type into other types is possible for certain values of the fields. The critical
fields of the transition were determined. The phase diagram of the stability of different

types of domain walls was constructed. 1®98 American Institute of Physics.
[S1063-783%8)02308-9

Metal-oxide compounds, the class of compounds tal80° domain walls and on the spin-reorientational transitions
which antiferromagnetic L&Lu0, belongs, are now being in DWSs in the four-sublattice antiferromagnet,GuQ,.
widely investigated both theoretically and experimentally.
For a certain variation of its chemical composition,CaO, 1. STRUCTURE OF A DOMAIN WALL IN A MAGNETIC
exhibits high-temperature superconductivity, in studyingFIELD
wh_ose naturg a greqt deal of attention is devoted to the mag- 1, study the structure of DWs we proceed from the fol-
n(_atlc propsrtles. This crystal p(?,ssessezs a tet_ragonal Iatt'qﬁwing form of the free energ§®
with one “octahedral molecule” Cug}? and is a four-
sublattice weakly-collinear antiferromagnet with éleaem- [ 2
W=2Mj f >

1 2
1 EHemJ +HD[mJ|]]X

peratureTy~325 K2 In this crystal it is possible to distin-
guish CuQ@ planes where all interactions are much stronger
than the corresponding interplanar interactions. This circum-
stance makes it possible to introduce dimensionless ferro-
magnetismm; and an';izerromagnetismj (j=1,2) vectors
within the CuQ layers? N _

The structure of domain walls in the four-sublattice an- Fhelilz=hallid =l l2)

tiferromagnet LaCuQ, was studied theoretically in Ref. 4 . o0 the Cartesian axis is parallel to the directio, and

Four types of domain wall¢DWs), differing by the spin- ,ornendicular to the Cugplanes My is the saturation mag-
rotation law in different sublattices, were found. The Co”d"netization of the sublatticedd, and h’, describe, respec-

. .- . . . 1 e )

tions .for stability Were.determlned in Reﬁ and the drift tively, the uniform intra- and interplangrimed exchange
velocity of these DWs in an ac magnetic field was measureehteraction Hy, is the Dzyaloshinskifield, H, andH ,y are,

in Ref. 6 . The effect of an external magnetic field on DW respectively, the tetragonal and orthorhombic anisotropy
structure in four-sublattice antiferromagnets has not been infjg|gs, h. is the interplanar anisotropy field, is the nonuni-

vestigated. It is known that a magnetic field induces spinform exchange constar, is the external magnetic field, and
reorientational transitions in the interior of a JGuO, x=x, vy, z

crystal’ Similar transitions can also occur in a domain wall. In a uniform state with no external magnetic field and
A 'Fransitic_)n of one type of DW into another with g diff_erent B1=2(Haz+Hay)/Mg>0, Bo=2(Hay+ HZDHgl)/M0> 0,
spin-rotation plane has been observed in zero field in rare5y:2(hé+ h2)/My>0 the vectord, andl, are collinear to
earth orthoferrit¢sand in a nonzero field in collinear anti- they axis and antiparallel to one anottetIn what follows
ferromagnets with orthorhombic symmefy? Such struc-  we shall consider the case where the external magnetic field
tural rearrangements of domain walls can be interpreted agtensity, lying in the Cu@ plane, is perpendicular to the
phase transitions occurring in the wallSpin-reorientational vectorl;, i.e.,H|| x. ForH<H, the equilibrium direction of
transitions induced in DWs by an external magnetic fieldlj does not change in the uniform state, remaining much
have been investigated theoretically only in a two-latticeless tharl; . It is convenient to describe the DW structure in
model*t1? a spherical coordinate systeml?£1) |;=(—-1)I*?
The present paper is devoted to the investigation of the<(sing, cosp;, cos;, sing; sing;). Proceeding from Eq1),
effect of an external magnetic field on the characteristics oft is possible to derive a system of four equations in the

i=

1 2 2 1 2
+ E(HAzljZ_HAyljy)_Hmj'f' ZaMO(alj/&XI)

dr. @

1063-7834/98/40(8)/3/$15.00 1370 © 1998 American Institute of Physics



Phys. Solid State 40 (8), August 1998 M. A. Shamsutdinov and V. N. Nazarov 1371

variables#; and ¢; which admits two special classes of so- )
lutions. One class ;= ¢,=0) corresponds to rotation of 2
the vectord; in CuG,, i.e., thexy plane. The second class of
solutions (1= ¢,= m/2) corresponds to rotation of the vec- 24
torsl; in thexz plane. In the zero-field case, to each class of

solutions there are associated two types of DWs, differing by

the spin-rotation law. Spin rotation in a domain wall can

occur with and without destruction of the antiparallelism of

the antiferromagnetism vectors. Calculations show that an 1E y
external magnetic field does not change the zero-field distri- AN
bution law ofl; .2 Only the DW thickness and energy can N //
change. Under conditions of spin rotation with antiparallel- F -/3 +ﬁ (H)
ism preserved the anglet vary according to the law 172

SN )
N 74
/7 8,

01= 0,=2 tan ‘[exp(mx/x,)], 2

where p=1A for ¢;=¢,=0 and p=2A in the caseg, E 43 D
=¢,=m/2. The dependence of the DW thickness on the

external field in such a case is determined by the expressions _ _ o
FIG. 1. Phase diagrams of domain-wall stability in fields<H,. Two

_ 2n 42 12 types of DWs — A and IE — are stable in the region bounded by the
Xia=m(al(Ba+ x HIIMG+ 6y,— 6,)) ™%, dashed lines.

Xoa=m(al(B1+ 5y_5z))1/21 ()

2. SPIN-REORIENTATIONAL TRANSITIONS IN A DOMAIN

where 5,=2(h,—h})/My, &,=2h /My, x,=2Mgy/H,. WALL

For H=0 the DWs described by E?), i.e., with indexA,

were termed acoustft. We now proceed to the question of the stability of dif-
In two domain walls inwhich the antiparallelism 6f  ferent types of DWs and phase transitions which are induced

(6,=—6,) is destroyed the exchange energy increases; sudh a domain wall by an external magnetic field. Domain-wall

DWs (1E, 2E) were termed exchange waflShe distribu-  stability can be determined by analyzing the second variation

tion of ; in them also is determined by an expression of theof the energy(1).

form (2), except that in this case, as calculations show, the Let us analyze the condition for the stability of one of

DW thicknesses equal the four types of DWs, for exampleAl Analysis shows that
- " such a wall is stable if
X1g= [(Bo+ x H MG+ 6, + 6 )
1ie=m(al (Bt X1 ot 8yt 64) B1— By(H) + 6o 8,20, ©)
Xoe= (ol (By+ 8y+ 5,)) "2 4) B1— By(H)+ 8.+ 8,20, (6)
One can see from Eg&3) and(4) that the thicknesses of S—(B2(H)— 8x— 6,)/(Bo(H) — 8+ 6,)=0, (7
the 1A and IE (with spin rotation in thexy plane domain here

walls decrease as the magnetic field intensity increases,
while the thicknesses of theA2and ZE walls (with spin Bo(H)=PBo+x, (HIMg)2, s=(J1+4A4,—1)/2,
rotation in theyz plane do not depend on the field.

The energy of a 180° DW is inversely proportional to its B1a=2B2(H)/(Bo(H) = 0¢F 6y). (8)
thickness, i.e.,Ep=47-rM§a/xp (p=1A, 1E, 2A, 2E). The equalities in Eqe5)—(7) correspond to lines of in-
Analysis shows that the energies of two domain wallg (1 stability of DWs. Similar conditions can also be obtained for
1E) in which the spins rotate in the Cy@lane increase as the other types of domain walls. Figures 1 and 2 show the
the magnetic-field intensity increases. In the case of the twoegions of stability of different DWs in thé,, plane. Fig-
other types of DWs (&, 2E), in which the spins turnina ures 1 and 2 correspond to the casésH, andH>H,,
plane parallel to th&, axis and perpendicular to the direc- respectively, where
tion of the external magnetic field, the surface energy of a _ 2 2.1/2
wall does not depend on the field. Hi=Mol (81~ B2)/x, 1= (HeHaz—Hp) ™ ©)

A resulting magnetization equal #d,=4MyH/H, ap- In the fieldH =H, there exists in thé,J, plane a fourth
pears along the magnetic field in the entire sample. The othgyoint (the point to which the regions of stability of the four
components of the magnetization in the case of all domaiypes of DWs convergewhich arises when the triple points
walls except DW-E equals zero. In the interior of a DW-2 C andF merge withO in Fig. 1 (C; andF; with O in Fig.

E wall there exists a magnetization along thaxis, equal to  2). The existence of triple and quadruple points attests to the
M,=(4M oHp/He)cosh Y(mx/x). This circumstance ap- fact that, from the thermodynamic standpoifhe Gibbs
parently can be used to observe DVE-2Such a domain phase rulg a DW in the four-sublattice antiferromagnet
wall should move in a magnetic-field gradient. La,CuQ, is a multicomponent heterogeneous medium,
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FIG. 2. Phase diagrams of domain-wall stability in fields>H,. Two
types of DWs — A and & — are stable in the region bounded by the
dashed lines.

where the intra- and interplanar anisotropies as well as th
interplanar exchange interaction play the role of the compo
nents.

When the inequality5) breaks down, DW-A become
unstable and transform into DWA2(the line AC in Fig. 1,
A;C, in Fig, 2). The transition field equals

5)(_ (52 ) 1/2
Bi=Ba)

In the case when the inequalitg) breaks down a tran-
sition of DW- 1A into DW-2E occurs(the lineFD in Fig. 1,
C;.D; in Fig. 2). The fieldH, of such a transition can be
represented in the form

Hy=H 1+

(10

Syt 8, \ 12

Bi1— B2
We note that the field of the transition of DWElinto

DW-2A (DW-2E) can be obtained by replacing th;(H,)
the parameteb, by — &, .

1+

H,o=Hy (17

Such rearrangements of DW structure can be regarded as

a peculiar kind of spin-reorientational transition occurring

M. A. Shamsutdinov and V. N. Nazarov

(64<0). In the cas#H>H, a rearrangement of the DWA2
structure into DW-ZE occurs as a first-order phase transition
(the lineF,C; in Fig. 2 with §,=0. Thus, the character of
the phase transitions can change at the critical figlccor-
responding to the quadruple point in thgs, plane.

We call attention to the possibility of observing a mag-
netic phase transition in a domain wall. The rearrangement
of DW structure can be observed by investigating the depen-
dence of the susceptibility of a sample on the external mag-
netic field. As shown in the case of orthoferritéghe sus-
ceptibility should increase a$l approaches the phase-
transition fields. A phase transition in a DW of a collinear
antiferromagnet has been observed experimentally by such a
method*?

In summary, our investigations show that as the intensity
of the external magnetic field increases, at certain critical
values DWs with spin rotation in the Cy(lane become
unstable. A rearrangement of the DW structure, which can be
Fegarded as a peculiar kind of spin-reorientational transition,
occurs. The character of these transitions can change in a
certain field, equal to the field at which a quadruple point
exists, i.e. a point where the regions of stability of the four
types of DWs converge. Above the phase-transition fields
DWs with spin rotation in a plane parallel to tkg axis and
perpendicular to the magnetic field become stable. As a re-
sult, as the intensity of the external magnetic field parallel to
the CuQ plane and perpendicular to the direction of the
antiferromagnetism vectors in domains increases, the regions
of stability of of DW-1A and DW-1E in the §,5, plane
become narrower, while the regions of stability of DVi-2
and DW-ZE become wider.

This work was supported by a grant from MOPO of the
Russian Federation in the field of fundamental natural sci-
ence.
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The magnetic phase diagrams of a two-sublattice ferrimagnet with a magnetically unstable
subsystem are calculated taking account of the susceptibility. Analytic expressions are obtained for
the phase-transition fields and critical values of the parameters of the ferrimagnet. The

evolution of the magnetic phase diagrams as the susceptibility of the unstable sublattice increases
is analyzed. ©1998 American Institute of Physids$1063-783498)02408-3

In the last few years a great deal of attention has beeanalytical study is required in order to answer the questions
devoted to the experimental and theoretical study of ferri-of whether taking the susceptibility into account leads to the
magnets in which one of the magnetic sublattices is magnetappearance of new MPDs, as compared with those presented
cally unstable, i.e., in a magnetic field it undergoes a metain Ref. 1, and how the phase-transition fields and critical
magnetic transition from a weakly to a strongly magneticvalues of the parameters of a ferrimagnet depend on the sus-
state. Magnetic phase diagrarfddPDs) and therefore also ceptibility. The present paper is devoted to such a study.
the magnetization curves of such ferrimagnets are much
more complicated and interesting than in the case of ordinary
ferrimagnets with stable sublattices, since in them, togethey \opeL
with second-order phase transitions into a noncollinear
phase, metamagnetic transitions arise in the unstable sub- Let us consider a two-sublattice ferrimagnet, one mag-
system and interference of the two types of transitions ig1etic subsystem of which undergoes a metamagnetic transi-
possible. In Ref. 1 all possible MPDs were calculated and th&on in a fieldH,, from a weakly magnetic statev) with
possible types of magnetization curves of these ferrimagne@Pontaneous magnetizationand magnetic susceptibility,,
were presented, but the theoretical investigation neglecteliito a strongly magnetic states)( with magnetizatiorM at
the magnetic susceptibilities. Meanwhile, the importance ofhe point of the metamagnetic transition and magnetic sus-
taking the susceptibility into account follows at least from Ceptibility xs. This magnetic subsystem is in an effective
the well-known fact that even in a simple ferrimagnet, de_fielq as a result of the presence of a negative exchange inter-
pending on the susceptibility in the collinear phase, differen@Ction, characterized by the exchange parametgr He
MPDs are formed: A noncollinear phase either arises or does H 2 12M2, whereM; is the magnetic moment of the sec-
not arise. The existing quite extensive experimental data foPnd sublattice,
intermetallic compounds Y({oAl), of the Laves phases
type, whose itinerantl subsystem is magnetically unstable M,=
and can serve as an example of the class of ferrimagnets
under study, likewise shows the necessity of taking into ac- o . .
count the susceptibility of the unstable subsystem. The mag{Eor simplicity the second magnetic subsystem is character-

netization curves of the compounds ¥GAI), with differ- zed by a magnetic mqmeM2 of constant magnitude, since
ent rare earthRES and different aluminum concentration our numerical calculations showed that for low temperatures

have been measured in fields up to 100 T. They have a ve this is a good approximation. We shall solve this problem on

r : i

diverse form?~* Specifically, for Tm compounds two meta- the basis of the molecular-field theory. .

. - ) The thermodynamic potential of the ferrimagnet under
magnetic transitions separated by a noncollinear phase Weg?udy can be written in the form
observed on the magnetization cufv&o interpret all of
these experimental data we have developed a numerical G—f_H(M,+M,)+AM;M,,
method in which the properties of the unstable sublattice are
described by means of an experimental magnetization curve \ =|\, |, \;,<0. 2
of the base(no RE compound YCoAl),. This approach
made it possible to interpret very successfully the magnetitiere F is the thermodynamic potential of the unstable sub-
properties of the compounds under stddyHowever, an system in an effective field and is different for weakly and

M+ xwHeft Her<Hm,

(1)
M+ xw(Her—Hm), Her>Hp.

1063-7834/98/40(8)/4/$15.00 1373 © 1998 American Institute of Physics
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strongly magnetic states. Using the thermodynamic relation H
sz(';"lHeﬁ(Ml)dMl and the magnetization curve of the
unstable sublattic€l), we obtain

FW=XWHgﬁ/2=(M1—m)2/2XW,
Fo=— xwHa/2+ Hn(M—m) + xs(H5—H2)/2
=— xuwH2/24+ Hy(M—m)+(M;—M)%/2xs. ©)

In the noncollinear phases the quantil; and the charac-

teristic energy of the unstable sublattice, determined by it,

equal these values in the corresponding ferrimagnetic phase__Am

in the phase-transition fields, since, as is well knévimthe T-AYw

molecular-field approximation the magnetic moments of the

sublattices in the noncollinear phase do not depend on the

magnitude of the field.

Let us now determine the contribution of the susceptibil-

ity of the unstable sublattice to the formation of magnetic _ _ _ _

phase diagrams. Following the nomenclature introduced iﬁlG' 1._Magnet|c phase diagram of a fernmagm_et with an unstable sub-
. . . system in the case of weak exchangeH,,/H. The first- and second-order

Ref. 1, we list all pOSSIble states of the ferrimagnet unde'i)hase transitions are shown by the dashed and solid lines, respectively.

study: AW — ferrimagnetic weak phase, AS — ferrimag- H,,,, 2— Hy,, 3— Hy,, 4 — H,. The second-order phase transitions

netic strong phase, FW — ferromagnetic weak phase, FS —for large values of the susceptibilities are shown by the dot-dashed lines.

ferromagnetic strong phase, NW — noncollinear weak

phase, and NS — noncollinear strong phase. We shall deter-

mine the existence regions of these phases and the fields 1) Weak exchangeln the case of weak interaction,

giving rise to transitions between them in the molecular-fieloWwhere

approximation, analyzing the signs and the magnitudes of the AN<H,/M, (4)

effective fields acting on the sublattice and choosing the o ]

phase with the minimum value of the equilibrium thermody-theé MPD has the form shown in Fig. 1. The fields of the

namic potential. In Ref. 1 the MPDs are presented in thénétamagnetic transitions FW: FS (Hp,) and AW« AS

coordinatesmagnetic fieldH, concentratiort of the atoms (Hm2) do not depend on the susceptibilities and equal, as

of the stable subsystenBy varying the concentration i.e.,  Pefore,

the magnetic momentl, of the stable subsystem it is pos- Hya=Hm+AMs, Hop=AM,—H,,. (5)

sible to vary the effective field acting on the unstable sub- i .

system and to realize different sections of the MPDs. De € fields of the second-order phase transitions AWNW

pending on the magnitude of the exchange interaction, foufHaw) and NW FW (Hz,) depend ony,, as follows:

MPDs differing substantially with respect to their topology
were obtained in these coordinates. In analyzing the MPDs Hiw=MA|7— —My|,
. e . 1-Nxw
taking the susceptibility into account, the following ques-
tions must be answered: Are the main types of MPDs the Ho o m
same as before? How do the exhange parameter criteria for 2w =M 1— N\ xw +M ©®

classifying MPDs change? How do the phase-transition . . .
fields and the critical values df (or M,) depend on the The compensat!on POWM 2w With respect to the weakly
susceptibilitiesy,, and xs? In our analysis we shall adhere to magnetic state likewise depends g and equals

the terminology of Ref. 1, where the field,, of the meta- m

magnetic transition, the spontaneous magnetizatidn the Maw= T—Axw )
weak phase, and the magnetizatidnin the strong phase at _

the point of the metamagnetic transition are the fixed param©@ne can see from Eqs5)—(7) that asy,, increasesMp,,
eters of the unstable subsystem. approaches

Mom=Hm/\, (8)

H,,, approache#$i,;, while Hy,, approache#,,. For the
susceptibility y,,=(1/\)—(m/H,,) these points and lines
Depending on the strength of the exchange interactionwould coincide, but this cannot happen, singgis limited
MPDs are characterized by a different sequence of initiaby the condition of the existence of a jump in magnetization
stateqfor H=0) asM, increases. For this reason, as done inon the initial metamagnetic curve of the unstable sublattice
Ref. 1, we shall classify the MPDs using the exchange pa- or
rameter\ as the criteriofr{, and we shall e>?amine the eff?actpof Xw=Xx=(M=m)/Hp. ©)
the susceptibility separately for each characteristic interval of he critical fields withy{;, are shown in Fig. 1 by dot-dashed
\. lines. One can see that the MPDs and the magnetization

2. MAGNETIC PHASE DIAGRAMS TAKING ACCOUNT OF
THE SUSCEPTIBILITY
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MZd MZw

FIG. 3. Same as Fig. 2, for the case of intermediate exché&hgeexpres-

FIG. 2. Same as Fig. 1, for the case of intermediate exchange . . -
9 nge ( sion (12) is positive, A <H(m+ xyHw)). 7— Hps, 8 — Hips.

>H,,/H, expression(12) is negative. 5 — Hy,s, 6 — Hyg, 9 — Ha,
10— H,, 11— H,,;. The first-order phase transitions for large values of
the susceptibilities are shown by the dotted lines. The rest of the notation is
the same as in Fig. 1. ) ] ) ) ) )
and is shown in Fig. 2 for the case when this combination of
parameters of the ferrimagnet is negative and in Fig. 3 for the
. o positive case.
curves taking account of the susceptibility for weak ex- Only the fields of the second-order phase transitions AS
change are qualitatively the same as yvhen exchange is nes NS (H,,) and NS« FS (H,) depend onys:
glected, only the values of the critical fields change. On ac-
count of the more stringent restrictio®), the situation

Xxw=>1/\ is not realized at all and NW always appear when Hls:)\’ M,— M~ xsHm
m=+ 0. 1-AXxs
2) Intermediate exchangéf. A satisfies the condition
Hn Hp ’ M= xsHm
L L Hoe=NMy+ ——F— (13
M A TR (10 2s 2 T e

which corresponds to the situation of an intermediate ex- » i N ) .
change interaction, ai=0 there appears a compensationAll other critical fields and critical points, which are new

point for the strongly magnetic state compared with MPDs for weak exchange, depend on gth
andy,, . In the fields of first-order phase transitions RW
. Caliy 11 AS (Hug), AS < AW (Hpg), NW < AS (Hyg), AW

S 1-Mxs NS (H,s), and FW«— NS (H,;) the orientation of the

The MPD becomes much more complicated, having a differmagnetic moments of both sublattices relative to the external

ent form depending on the sign of the expression fielc_:j changgs. This dist.inguishes them from the metamag-
netic transitions in the fieldsl,,; andH,, (5), where only

(M= xsHm)? _ m? —2H . (M—m)+ +yH2 the magnitude of the magnetic moment of the unstable sub-
1-Nxs 1-Mxw ml Otwt xs)Hin, lattice changes, while the orientation of the magnetic mo-
(12 ments does not change,

(2H =AM = AM)M,+ xsHm(Hm—AM ) + xw(A2M3—HZ — 2AM,H ) /2
M_m_zMz"l‘XW)\Mz_Xs(Hm_)\Mz) !

Hm3:Hm+

(Hmn=AM2)(M—m) = xs(Hn+AM2)22— x, (H2—A\2M2)/2

ma = M+m—2M,+ xy,AM2+ xs(Hn+AM3) ,
M — xeHnm (M—xHm?  Am? o1
Hm5—7\<1_—)\XS— 2)—( T [—ZHm(M—m)H\ Toage  Tong, Tt xeHm (14
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Hg=N Mo+ m
mé 2 1_)\XW
(M_XsHm)2
+ l—)\XW[ZHm(M m) )\—1_)\)(5
)\mZ H2 1/2
+1_)\XW (xwt xs)Hn )
H,7=\ M m
m7— 2_1_)\XW
A (M_XsHm)2
—[ T xe [ZHm(M—m)—)\—l_)\XS

Am?
_|._

Kolmakova et al.

can vanish only if the exchange interaction increases, but not
on account of the susceptibility,,, which for intermediate
exchange(see Eq.(10)) is limited by the relationy,,
<(IM\)—(m/H,).

3) Strong exchangeFor A>H,/(m+ x,Hy), Which
corresponds to the situation of strong exchange, the regions
NW, FW, and AW(betweenM ,,, andM ,,,) in Fig. 3 vanish,
and a line of the phase transition AW AS (H,,,) appears.
The rest of the MPD has the same form as that shown in Fig.
3, with the same evolution of the statesasincreases.

In summary, taking account of the susceptibility of the
unstable sublattice of a two-sublattice ferrimagnet does not
change the form of the magnetic phase diagrams calculated
neglecting it, if ys<<1/\. Moreover, the division into situa-
tions of weak, intermediate, and strong exchange interaction
is virtually independent of the susceptibility. This is under-

1/2
1_AXW—<XW+XS>H§1H : _ tibi
standable, since the spectrum of the initial states of the fer-
The expressions foH ,,; andH,, were written out for the rimagnet does not depend on the susceptibility for different
condition x,,<1/A, (M—m)/Hp, xs<1/\. values of the magnetic momeht, of the stable sublattice,
The critical values oM, in the diagrams presented in which determines the gradation of the exchange-interaction
Figs. 2 and 3 equal strengths. However, in the case of intermediate exchange the
particular MPD(presented in Figs. 2 or)3hat will materi-

Mziu:% (Ml_);\SHm 1_n; ) alize does depend very strongly on the susceptibilities. In
Xs Xw addition, a transition from one MPD to another with a fixed
1 (M= xsHp)? value of the exchange parameteiis possible as a result of
iﬁ [ m 2HK(M — m)—)\w an increase in botly,, andxs. Both susceptibilities strongly
W S limit the existence region of MPDs which is presented in Fig.
Am? L[ 112 2. A large value ofy qualitatively changes the MPD, a
+ 1—Nxw (xwt xs)Hm ] ' noncollinear phase does not arise, and magnetization reversal
of the ferrimagnet occurs as a result pf. We note that
M 1 (M “XsHm m ) taking account of the smearing of the metamagnetic transi-
20720 1-Axs  1—\xw tion over some interval of fields, which could be due to, for
1 M Ho)2 example, the nonuniformity of the sample, leads to a single
_ [ ‘ZH (M _m)_)\( XsHm) result — all metamagnetic transitions in which the orienta-
2N [ 1Nyl ™ 1-Axs tion of the unstable sublattice relative to the external field
A2 12 does not change are broadened over the same interval of
m ) : . : ~ )
+———— (xwt xoH2 ] (15)  fields. As our numerical calculations showed the nonlin-
1N xw earity of the magnetization curve of the unstable subsystem

The motion of the critical fields ag,, and y, increase is ~ results in corresponding nonlinearities in the magnetization
shown in Figs. 2 and 3dot-dashed lines for second-order curves of a ferrimagnet in collinear phases.
phase transitions and dotted lines for first-order phase tran- This work was supported by the Russian Fund for Fun-
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Domain-wall mobility has been studied in garnet films having perpendicular magnetic anisotropy
and a narrow FMR line. An analysis of the obtained and published experimental data

shows that for the value of the Landau-Lifshits reduced damping parameter derived from FMR
measurements\ pyr>2.4X 10 ° O€-s, the domain-wall mobility is inversely

proportional toA pyr, Which is in agreement with classical theory. Fogyr<2.4x10°° O€-s,

the mobility decreases with decreasing,z. Possible reasons for this behavior are

discussed. An empirical expression relating the losses entailed in domain motion to FMR-related
losses for smallA g is proposed. ©1998 American Institute of Physics.

[S1063-783%08)02508-9

The damping parameter entering the Landau-Lifshitsmeasurements exceed noticeably those following from FMR
equation of magnetization motion is contained both in thedata. A theoretical study suggested that motion of a domain
expression for the FMR linewidth and in the relation for thewall entails, besides the conventional relativistic losses char-
domain-wall mobility, which offers two ways of its determi- acteristic of uniform precession, additional losses caused by
nation. The correspondence between the damping parametéhe so-called exchange relaxation. It was also sugg¥sted
derived from mobility and FMR measurements is a problenthat there should exist in materials having a narrow FMR
discussed repeatedly in the literature. The parameters oliine a substantial additional contribution to the losses, which
tained by the two ways were compared first in a study ofis associated with the perturbation of the modulus of the
single-crystal magnetite and nickel ferriteand, later, for magnetization vector by a change in the effective field in the
manganese ferrittWhile the values extracted from the mo- moving domain wall, with subsequent relaxation of this per-
bility data differed somewhat from those found from FMR turbation. An idea was put forwattithat the various contri-
measurements, they were of the same order of magnitudéutions to relaxation in garnet films having perpendicular
The domain-wall mobilityu determined in YIG single crys- magnetic anisotropy can be separated by analyzing data on
tals exhibiting a very narrow FMR line turned out to be morethe dependence of wall mobility on the strength of the in-
than two orders of magnitude smaller than that obtained fronplane dc magnetic fielt, applied parallel to the wall. An
FMR data® A similar large discrepancy was observed also inattempt at such a separation of the contributions to losses in
YIG crystals doped slightly with Yb above 100 K The  films with a narrow FMR line was madé-*®In Ref. 16 it
damping parameters found from domain-wall resonance andias unsuccessful, and Ref. 18 quoted qualitative disagree-
FMR measurements were observed to agree for a number afent between the experimental results and predictions of
rare-earth garnets, with YIG again being an exceptiém  theory* on the dependence of wall mobility on field, .
attempt made in Ref. 6 to explain the measurements on YI®ne observed also a quantitative disagreement between the
failed.” It was shown that a moving domain wall in YIG may mobilities derived forH,=0 and those calculated from the
contain a large number of vertical Bloch lines, which moverelations proposed in Ref. 14. The question of the relation
along the wall when a drive field is applied. While this effect between the relaxation losses due to domain wall motion and
provided a partial explanation for the observed relativelythose due to FMR remained unclear.
small wall mobility, it was found that a wall not containing To find this relation, a study has been made of domain-
vertical Bloch lines at all has a mobility almost seven timeswall mobility in films with different characteristics, in par-
smaller than expected based on FMR measurements. Thigular, with different but small FMR linewidths. The mea-
experimental data derived for ferrite-garnet films were like-surements were performed ofill) oriented YBiFeGa
wise contradictory. For instance, Refs. 8 and 9 and someamples, and their characteristics, found by standard tech-
other studies quoted agreement between the damping paramigues, are listed in Table(samples 3 and)4When deter-
eters extracted from FMR and domain-wall mobility mea-mining the damping parameter, the contribution due to the
surements. On the other hand, other publicafidMémain-  inhomogeneous broadening of the FMR line was excluded.
tained that the damping parameters found from mobilityThe wall dynamics were studied by the well-known method

1063-7834/98/40(8)/6/$15.00 1377 © 1998 American Institute of Physics
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of bubble domain translation. The domains were in sgte H, 27112 H, H, -1
with two vertical Bloch lines of negative sign, and therefore M-MoHl— (H_> — i, arccosg—r . 1)
they moved along the gradieMH of a pulsed drive field . ’_A. _ .A A
Hy=rVH, wherer is the bubble-domain radius. The dis- Here uo is the mobility in a fieldH =0,
tance traversed by a domain driven bytpfield pulse was po=a Ay, )
measured by a high-speed image-recording technique, with a . ] . ]
Rhodamine 6G dye laser pumped by an ILGI-503 pmsed/vh.ereA |sayvall—th|cI§neSS parametey,ls the gyromagnetic
nitrogen laser serving as a source of pulsed illumination. Th&tio, anda is the Gilbert damping parameter found from
receiver was a TV camera with a high-sensitivity vidicon andMeasurements of either FMRagyg) or wall mobility
the image thus obtained could be stored and displayed on téow)- In weak fieldsH,<H,, Eq. (1) reduces to the well-
monitor screen. The measurements were carried out underkfOWn expression
dc field H, applied in the film plane and oriented perpen-
dicular to the direction of bubble-domain displacement. Itis  u#=xg
known that application oH increases the field at which
steady-state wall motion breaks down, and therefore starting The experimental data plotted in Fig. 1 were approxi-
with a certainH, one can observe the initial portion of the Mated, as in Ref. 18, with Eq1), with the mobility at the
dependence/(H,) of the wall velocity onH, pulse ampli- ~ field Hy=0, uo=puo1, used as a fitting parameter. The re-
tude and, hence, measure the mobility. Besides, the figld sults of the fitting are shown in Fig. 1 with a solid line to
stabilizes theS,-domain wall structure, because it maintains Yield uo;=240 ms™*.Oe™*. Substitutingapyg into Eq. (2)
vertical Bloch lines at the opposite ends of the diameter peryields for the mobility o= ppyr=340 ms™-Oe™* (it is
pendicular to the bubble-domain translation and prevents thalso shown in Fig. )l which is substantially in excess of the
vertical Bloch lines from displacing along the wall when the experimental value. Consider whether this discrepancy can
domain is in motion. be explained in terms of an additional mecharlst re-

The V(Hg) dependences were studied within a broadsponsible for energy losses suffered in wall motion. The mo-
range of in-plane fields for the films under investigation: forbility in the presence of a fielti, can be writtef
sample 3, the fieltH, was varied from 0.17 to 0.34#, , and H H.\1-1

YAl (H—f\ . @

for sample 4, from 0.13 to 0.85,, whereH, is the anisot- w = apur .

ropy field. The initial portions of these plots were used to Ha

determine the wall mobilitieg. in different fieldsH,, with  wherel(H,/H,) is the expression in braces in Ed), and
Fig. 1 presenting the data obtained for film 3. Let us compare¢he damping parameter, takes into account the additional
them with theory. Several expressions relating the wall mo<ontribution to the losseghe expression foF (H,/H ) will

bility to field H, can be found in literature. We shall use herebe considered lat¢r For H,=0 we obtain I(H,/H,)
a general expressith =F(Hp/Hp) =1, so that

71'Hp

1+FA

()

-1
+aX

yAF

TABLE |. Sample characteristics.

Sample

No. System 4M, G K, 1¢° ergcm 3 A, 10 % cm y, 10/ Og t.st AR apw Ref.

1 YBiGa 157 10.6 0.35 1.82 0.0012 0.007 18
2 YBiGa 156 38.5 0.2 1.67 0.002 0.0056 18
3 YBiGa 320 27.3 0.28 1.84 0.0015 0.0021

4 YBiGa 236 324 0.23 1.67 0.0034 0.0032

5 YGdGa 105 0.66 1.15 1.72 0.0088 0.0088 9

6 YEuTmGa 184 22.6 0.26 1.1 0.026 0.06 19
7 EuLuGa 440 82 0.17 1.12 0.028 0.041 8
8 YEuGa 160 9.03 0.44 1.21 0.03 0.0315 20

9 EuLuCaGe 510 58 0.21 1.32 0.034 0.03 8
10 YGdTmGa 149 8.8 0.48 1.27 0.035 0.632 21,22
11 EuLuAl 440 78 0.15 1.12 0.035 0.032 8
12 YSmLuCaGe 340 17 0.37 1.86 0.07 0.076 8
13 YSmCaGe 139 4.88 0.72 1.81 0.08 0.996 21,22
14 YEuYbCaGe 265 12.6 0.42 15 0.12 ol 23

15 YSmLuCaGe 370 26 0.31 1.82 0.12 0.125 8
16 YEuYbCaGe 262 12.4 0.4 1.5 0.12 0.137 23

17 YSmLuCaGe 400 32 0.31 1.86 0.14 0.137 8

Notes:The value ofap,, for sample 6 was derived from Fig. 5 in Ref. 19, that for sample 8—from Fig. 2 in Ref. 20, that for sample 10—from Fig. 3 in Ref.
21, that for sample 13—from Fig. 1 in Ref. 21, and that for samples 14 and 16—from Fig. 2 in Ref. 23.

* FMR measurements were performed for two dc field orientations, parallel and perpendicular to the film plane, with their averagedalgn for

** The mobility was determined in low fields, ; the specified values afp,, were derived from the mobility foH, calculated using Eq(1).

*** The measurements were carried out®nl magnetic bubbles, but the gyrotropic effect may be disregarded in finding the mobility because of the large
values ofapyr and small domain-deflection angles.
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a=apy= apyrt a,, 5

pro=Ay(apyrta,) t. (6)
Two possible limiting cases were considefédh the first of

them, where impurity-induced relaxation processes domi-
nate,

32

r_

—al= XHa|*
aX aX 15aFMR M ’

where 4rM is the saturation magnetization, andis the

(@)

o B . 1 1 1 L 1 L L
Iongltydmal susceptlbllltylln the region of the paraprocess 0 0.05 o 0.25 0.35
described by the expressin Hy 7H,
kTM™? (8) FIG. 2. Reduced domain-wall mobility/ wherei =1, 2, 3,vsthe ratio
= ) . L - Moi s =1,4,9,
X 32mw(KA3)Y2 of in-plane dc field to the uniaxial-anisotfopy field for film 1 from Table I.

. . 1—plot of Eq. (1), filled circles—ratios of experimental mobilities gy, ;
Herek is the Boltzmann constant, affdis the temperature. 5 .aiculation using Eqsi4), (6), (7), and (9); 3—calculation using Egs.

We shall denote the mobility calculated using E(®.and  (4), (6), and (10). The functionF(H,/H,) was calculated using Eq7)
(7) by wmop. For small in-plane fieldsH,<H, and for  from Ref. 9.
domain-wall velocities/ <V =0.57A yH, (V. is the maxi-

mum velocity of steady-state wall motion in fieldd, ) )
>8M), the functionF(H,/H,) on the right-hand side of Figure 2 presents the experimental dependence of wall
Eq. (4) can be written mobility on the in-plane dc field and compares it with the

results of calculations. For conveniency of comparison, the
= ﬂ —1+ 75mH, ) reduced mobilityu/wy (i=1,2,3) is plotted herevs the
Ha 64H, ratioH,/H,. Curvelis a plot of Eq.(1), and filled circles

For hiaher fieldsH.. the form of this function has not been refer to the ratios of experimental values of the mobility to
establ?shed P Mo1- For both cases including the additional loss mechanism

In the second limiting case, where intrinsic relaxationC‘r’“CUIaﬂonS were made using E@‘)’. and their results are
. presented by curvedand3. We readily see that the experi-
processes are dominant, i . S
mental dependence of wall mobility on the in-plane field is
a,=ay=25a. (10)  substantially weaker than this follows from thedfy> This

X X
- . supports the conclusion drawn in Ref. 18 that the depen-
The mobility calculated from Eq<6), (7), and(10) will be dence of mobility on the fieldH, is best of all described by

denoted byuqs. The expression foF(H,/H,) in Eq. (4) Eq. (1)
becomes in this case too cumbersdwee Eq(7) in Ref. 9 The experimental relationshjp(Hp/H,) for film 4 was

to be presented here. . . :
presente L . . determined in the same way as that for film 3. The results of
Assuming impurity-induced relaxation to be dominant, : . :
X = X ; the measurements were likewise approximated by (Eg.
and that the field H,=0, -calculations yield wuq, " . . e
and mobility ug; used in this case as a fitting parameter

= 71. 71 1 i 1 1 -
128 ms Qe = for film 3. If, however, intrinsic relax- - 0 H4%0 e 120 m 1.0e !, which coincides with
ation is assumed to be dominant, calculations will give . .
the value calculated using Ed2) with a=aryr/urvr

= g 71. 71
Fz=65ms ~-Oe ", Both these values are smallerthanthe _, ;3 -1 51 or this reason no analysis similar to

experimentally measured mobilitgee Fig. 1 that described above was performed for sample 2.

For films 3 and 4, as well as for films 1 and 2 studied
earlier!® the values of mobilityuy; extracted from experi-
mental data were substituted into E8) to yield the damp-
ing parametersypyy , Which are presented in Table 1.

Let us discuss now the results of this work and of Ref.
18 in combination with the other available data. There are a
number of studies of domain-wall dynamics made on garnet
films of different compositions with perpendicular magnetic
anisotropy, where one can find information both on experi-
mental values ofu and on the damping parameters derived

i | | ) | L | from FMR measurements made on the same films. We used
0 o05 015 0.25 0.35 for the analysis the results obtained in measurerfiéifs?
Hy /Hy carried out either by high-speed photography or using

FIG. 1. Domai Il mobility vs in-plane dc field for fim 1 from Table | domain-wall resonance in low fields, and containing infor-

. 1. Domain-wall mobility vs in-plane dc field for film 1 from Table I. : : "

(1) experimental data, solid line—approximation with HG) using the mation on the mag,netlc chgragtensucs of the samples. ,The
mobility at H,= 0, (2) as a fitting parameter. Mobilities calculated for parameters of the films studied in Refs. 8, 9, 19-23 are given
Hp=0: (3) temr: (4 1oz, () Koz in Table | (samples 5-1)7
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7% - e 174 As seen from Fig. 4, samples with a narrow FMR line

exhibit noticeable differences between theyr and apy
- 15/'/ parameters, but their values do not appear to be in any rela-
/ot tion to one another. Interestingly, a relation between the
0+ e / losses connected with the wall motion and with FMR can be
s revealed if one describes the losses in terms of the so-called
- 120/ reduced Landau-Lifshits damping parameter As is well

/ known, fora<1

—2
%o 0

/ A=aMy L (11)

wo=A"IMA. (12)

! 1 L | ) 1 ParameterA can also be expressed through the Landau-

o 2 § L P L Lifshits damping parameter asA =\/y2. An essential dif-
OCFMRJU ference between these damping parameters can be seen from

F1G. 3. Relation bet he Gilbert damoi d . their relation to the magnetic characteristics of the samples.

s e e e oo e o, It was establishé that the ratiox/y does not depend on

Table ). i.e., axy. A comparison of FMR linewidthAHgr with

47M measuretf on different samples showed that a de-

crease of 4M by an order of magnitude entails an increase

, ) ) of AHg\yr, likewise by an order of magnitude, which im-
Figure 3 compares the Gilbert damping parametergyies thata~1y=M. A nearly sevenfold variation of #M

found from FMR ar_1d mobility measurements for films 5-17 5 -hieved by properly varying the film composition did not
from Table I. In Fig. 4,apyr and apy are compared for ,qyce a noticeable effect gn and the damping parameter
samples having a narrow resonance line, both studied in thiSarived from domain-wall resonance measurememns
work and quoted in Ref. 18, for a YIG sample from Ref. 7, =ayM, remained constait A study?’ of the relation be-
and for film 5; also given are the parameters calculated for ,aen AHpyr and magnetization, which was varied by
these samplei using EdS) and(7). We readily see that for - cyanging the film composition, led to the conclusion that the
apyr>3X 10" ° the figures derived from FMR linewidth and quantity A does not depend on#M, v, or frequency.

domain-wall mobility coincide. The point obtained for We also studied the effect of magnetization on FMR
sample 6 obviously does not fit into the pattern, which iSjjhewidth on YEuFeGa and YSmFeGa filnfhese studies
apparently associatec_i with some features of the methodc_;loqilre partially quoted in Ref. 28The magnetization was var-
used. The same applies possibly also to t_he above-mentionggy by high-temperature anneal of the films in oxygen, with
data quoted in Refs. 1012, because their valueg:gk are i subsequent quenching. By properly varying the anneal

too large and b_elong rather to the_region in Fig. 3, Wherecemperature‘l'ann, one could change the magnitude of I
both methods yield the same damping parameters. and, thus, observe the variation d&fHgyr in the same

sample. The FMR linewidth decreased with increasing mag-
netization, and this effect was found to be reversible. For a
° YEuFeGa film, a change of #M from 125 to 195 G re-
Y sulted in a change of from 0.044 to 0.03, and that of,
A from 1.19x10" to 1.34x10" Oe 1.s71. The parameter\
- / did not change and was 0.36x10" 7 O€*-s. The results
. / obtained for the YSmFeGa films are as follows: in sample A,
4 a change inl ,,,, from 925 to 1190 °C increasedmM from
J/ 175 to 250 G, withapyg decreasing from 0.23 to 0.145, and
A~1.71x10"7 O€-s. In another sample, a change T,
from 890 to 1150 °C increased=M from 157 to 212 G.
Here agyr decreased from 0.245 to 0.16, with~1.74
X107 Oé-s.
/ One can thus conclude that the Gilbert damping param-
p/ | | 4 | ) eter axyM 1, and the reduced damping parametede-
0 2 ) 10 pends neither oM nor onv, at any rate within a very broad
107° range of film characteristics. Therefore this parameter can be
used to advantage in comparing losses in films with different
FIG. 4. Plot of the Gilbert damping parametep, VS apyr for samples magnetizations ang. Obviously enough, for comparatively

with a relatively narrow FMR linel—films 1-5 from Table [,2—YIG _ .
sample from Ref. 7(the valuesapyr=9.4X10"° and apy=6.2x10"* large losses, wheagyr=apy, transition toA gyg andApy

were derived from data of this work on wall mobility and parameters of theWiII res_,ult qnly.in a diagonal Qisplacement of the correspond-
materia), 3, 4—calculation ofapy, using Eqs(5) and (7). ing points in Figs. 3 and 4 with respect to one anotki€nis
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FIG. 5. Reduced domain-wall mobility foH,=0 vs reduced Landau-
Lifshits damping parametek ryr. 1-5—samples 1-5 from Table B— 2 | N | R |
YIG film from Ref. 7, dashed line—calculation using E@l2) for 0 1 3 5
A=Arur- A, 107% 0e? s

FMR?

FIG. 6. Plot of reduced Landau-Lifshits damping paramétgy, VS A gy -
. g 1—VYIG sample from Ref. 71-5—films 1-5 from Table I(film number
is the case for\ pyg>2.4X10"° O€-s). As we shall Show increases from left to right with increasingeyg); solid line—fitting with

later on, the situation fotypy > aryr is different. Eq. (14); 3,4—calculation ofAp, using Eq.(11) and taking into account
The experimental values ¢f,, obtained for films 1-5 Egs. (5) and (7) (3—the YIG film from Ref. 7, andd—films 1-5 from

(Table ) and the YIG sampFewere used to calculate the <" 4.

reduced wall mobilitiegto,;/MA. Figure 5 plots this mobil-

ity as a function ofA gy We ‘?‘_ISO calculatgd the theoretical |, this case, theoretical estimates of mobility are likewise
dependence of reduced mobility Aty using Eq.(12) for — gaier by nearly three orders of magnitude than the experi-
A=Agyr, i.e., for the case where the losses in wall motion .\ antal data.

are taken into account completely by the damping parameter 5. «an also attempt to explain the decrease in mobility

derived from FMR measurements. A portion of this relation,¢, small A ry by assuming the losses suffered by a moving

which is naturally a section of a hyperbola, is shown in Fig., 5| {5 giffer from those induced by FMR. The experimental
5 with a dashed line. The mobility data for films having 4.4 on mobilityzo; can be used to calculate by means of

small values of parameteXryr suggest that as the damping g (12) the A p,, parameters for the YIG sample and films

parameter decreases the wall mobility first grows\air,  1_s, Figure 6 relates these parameters to the corresponding

as 1%”9 as this pqrameter IS 'greater than2.4 . values ofA gyr - Assuming that for very small p the wall

X10° O€s. AS Apyg is feo"%?eo' still more, the experi- mobility may be considered proportional to this parameter

mental values of the wall mobility decrease. _ __ (see Fig. 5, and taking into account that when FMR-induced
Consider possible reasons for this decrease in mobilityjysgag increasel pw=Apyr, the relation connecting these

A gen_eral theory of motion of one-dimensional wall devel- parameters can be expressed by a simple formula
oped in Ref. 29 shows that the mean wall velocily)

=(a+a 1) 'AyH, and that as long as the damping losses C
are small,a—0, Aow=Arwrt Aevr (14
(the curve in Fig. & whereC is a fitting parameter equal to
(V)=aAyH. (13  3x10 80 2 Relation (14) resembles Eq(5) written

taking into account Eq.7). Therefore Fig. 6 shows also the
In the absence of losses, the mean velocity of translationalamping parameters calculated by means of E§s. (7),
wall motion is zerc®® At first glance it might seem that our and(11), i.e., for the case where thedhypredicts impurity-
data are in agreement with these conclusions; it should bimduced relaxation to be dominaritn the second case con-
pointed out, however, that E¢L3) was derived for the case sidered in the theory, the values dfy, are about twice
of nonsteady-state wall motion, and the experimental data olarger, and therefore they are not shown in Fig.%ome of
wall mobility exceed by several orders of magnitude the valthe calculated parameters are seen to be close to those de-
ues obtained from Eq(13). A similar expression({V) rived from mobility measurements. One apparently should
«aBH, where coefficienB includes a number of film char- not expect a close agreement between these values, if for no
acteristicy was obtained also in a theory developed for aother reason than the approximations made when deriving
two-dimensional walf® It also related to the region of Eg.(8). Thus the decrease of mobility for smalkyg could
nonsteady-state motion, where periodic nucleation, displacédse attributed, in principle, to the operation in this region of
ment, and annihilation of Bloch lines take place in the wall.an additional effective damping-loss mechanism, of the type
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A field-theoretic description of the critical dynamics of magnetic systems with frozen
nonmagnetic impurities is given. The values of the dynamical critical exponent in the three-loop
approximation are obtained directly for three-dimensional systems using the B

summation technique. A comparison is made with the values of the dynamical exponent for
homogeneous systems calculated in the four-loop approximation as well as with the

values obtained by Monte Carlo methods. 1©98 American Institute of Physics.
[S1063-78388)02608-2

It is well known that phase transitions in homogeneousvhere(x,t) is an-component order paramet&f(x) is the
magnets change only for Ising magnets when randomly dispotential of the random impurity field,y~T—Tg(P), Toc
tributed frozen impurities are introduced into the system.is the critical temperature, determined in the mean-field
The g-expansion method makes it possible to calculate théheory, of a disordered magney, is a positive constant, and
critical exponents for dilute magnets.However, the d is the dimension of the system. We prescribe the impurity
asymptotic convergence of theexpansion series in this potential by a Gaussian distribution
case is even weaker than for homogeneous magriBte
renormalization-group approach to the description of disor-
dered magnets used in Refs. 4 and 5 directly for three- Pv=Ay eXF{—(85o)lj dxVA(x)
dimensional systems, made it possible to obtain the values of

the static critical exponents in the four-loop approxmatlon.whereAV is a normalization constant and, is a positive

Howe.ve.r, calculat|on§ to such accuracy are lacking for theconstant, proportional to the impurity concentration and the
description of the critical dynamics of disordered systems,Squared impurity potential

This is due to the rapid growth of the volume of the calcu- The dynamic behavior of the magnet near the critical

lations even in the lowest orders of perturbation theory. temperature, taking account of the spin-lattice relaxation, can

In the present paper a field-theoretic description is cony ., jascribed by a Langevin-type kinetic equation for the
structed for the critical dynamics of disordered magnets di-order parameter

rectly for d=3 in the three-loop approximation. The model
considered is a classic spin system with nonmagnetic impu-

rity atoms frozen at the lattice sites. The model is described 9% _ 2 ﬁJr +Anh 2
. . ot 05 n oth
by the Hamiltonian ¢
H= 1 E J:pipiS-S where )\, is the kinetic constanty(x,t) is a Gaussian ran-
24 dom force characterizing the effect of a heat reservoir and

where § is a n-component spin variable];; are the ex- prescribed by the distribution function

change translationally-invariant short-range ferromagnetic
mtergctl(_)n gonstants_pi is a random variable described by P,=A, eXF{—(M\o)_lf dixdtr?(x,t)
the distribution function

P(pi)=ps(pi=1)+(1=p)a(pi) with normalization constark,,, andh(t) is an external field

with p=1—c, wherec is the concentration of nonmagnetic thermodynamically conjugate to the order parameter. The
impurity atoms. Spin-phonon interaction effects lead in thetime correlation functionG(x,t) of the order parameter is
general case to nonconservation of the total spin of the sysletermined by solving Eq2) with H[ ¢,V], given by Eq.
tem. Taking them into account, a thermodynamically equiva{1), for ¢[ ,h,V] and then averaging over the Gaussian ran-
lent Ginzburg—Landau—Wilson model determined by the fol-dom field » by means ofP,, and over the random impurity
lowing effective Hamiltonian can be introduced to describepotentialV(x) by means ofPy and singling out the part of
the critical behavior of spin impurity systems the solution that is linear ih(0), i.e.,

1
H[<P:V]=Jddx{§[|ch|2+rocp2+v(x)¢2]+ Z_?‘P4 ,

1)
G(x,t) = —=[{e(X,t)) Jimp|

h=0

1063-7834/98/40(8)/6/$15.00 1383 © 1998 American Institute of Physics
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where point in the limit with the cutoff parameteA —c by an
ultraviolet divergence at large momerktavith pole-type sin-
[{@(X,1)) Jimp= Bflf D{7}D{V}e(x,t)P,Py, gularities. These poles are eliminated by using a dimensional

regularization scheme, involving the introduction of renor-
malized quantitieS.We shall determine the renormalized or-
:J D{#n}D{V}P,Py. der parameter ag=Z"2p,. Then the renormalized vertex

functions will have the generalized form
The application of the standard renormalization-group tech-

nique to this dynamical problem encounters substantial dif- I'is" (K.@;r,g,8,X\,u)=Z™2™ (K, w;r 9,90, 9, \o)
ficulties. However, for homogeneous systems in the absence 4
of the disorder introduced by the presence of impurities ity;ith the renormalized coupling constargsand 8, tempera-
has been showrthat the critical dynamical model based on turer, and kinetic coefficieni

Langevin-type equations is completely equivalent to the

standard Lagrangian systémith the Lagrangian gO:,U«47nggv So= w9256,
_ LJ¢ oH ro=p2Z,r, Ngl=wp2z, 271 5
=fddxdt[)\51¢72+lqo Aot qD 5@)} T o KM ®

The scaling parameter is introduced to make the quantities
Here the correlation functio(x,t) of the order parameter dimensionless. In Eq4) I'?) corresponds to the reciprocal
for a homogeneous system is determined as of the correlation functiorG(k,w) of the order parameter,
while T*) corresponds to the four-tail vertex functioi§"
G(x,t)=(@(0,0) o(x,t . .
(x0=(¢(0.0¢(x.1) and FE;‘) for the coupling constantg and &, respectively.

. . The Z factors are determined from the requirement that the
=0 f D{e}D{e"}¢(0,0(x,1) renormalized vertex functions be regular, which is expressed
. in the normalization conditions
Xexp(—Lle,¢*]),
where w =1 er(4)| _ ,4-d
(9k2 . ’ g ki:0 M g,
Q=f D{¢}D{¢* jexp(—L[¢,0*]). , . T (K, ) B
. o _ o ZTY)—0=n" ", ey =\"1 (6
A generalization of this field-theoretic approach and details @) 1k2,0=0

of its application to the critical dynamics of disordered mag-

! e " We carried out this regularization procedure for the vertex
nets with frozen point impurities and extended defects ar

functions in the three- -loop approximation. For this purpose,

exppunded n Re_f. 8. In ReB a procedure fqr obtql_nmg a we present the values of the vertex functions, appearing in
replica Lagrangian averaged over the impurities, e[he normalization conditions, in the form
generating-functional formalism for coupled Green’s func-

tions, and the diagrammatic rules which eliminate the contri- o
bution of closed loops from the Green'’s functions in all or- F§4)|ki:o=go,2 Aij905b,
ders are presented. =0

Instead of the correlation function it is more convenient 3 o
to study its vertex part, which can be represented in the rg4>|ki=0=50_2 Bij905%b
Feynman diagram formalism in the three-loop approximation hi=0
in the form

or® 3 -
- - gl sl
I'?(k,;r0,90,80,\o) K |2, iJE:O Cijoco.
iw n+2 3
=ro+k*— ——48,D;— —=-03D> ar® .
)\o 18 &( ) :ijzzo Dljgbélo’ (7)
4(n+2) ~0e=0
986D 3~ 1665(D 4+ Ds) where the coefficients are sums of the corresponding dia-
grams or their derivatives at zero external momenta and fre-
(n+2)(n+8) 3 8 2(n+ 2)2 quencies. Thus, the numerical values of the derivatives of the
T8 % Z Di| - 9 9550 E D; diagrams(see Fig. 1 D{ =dD;/d(—iw/\)|x=0,-0, geENEI-

ating the coefficient®;; and obtained by using the subtrac-
39 tion scheme of Ref. 10, are presented in Table |, where
052( 2, D 646%(2 D; 3 J=/dg/(qP+1)2=(S,/2)T(d/2)T (2—d/2) is a one-loop
1= integral with Sy=279%(27)T(d/2), and T'(x) is the
The diagrams corresponding @, are presented in Fig. 1. gamma function. We write the expansion for the quantities
The Feynman diagrams contairdadimensional integration g, 89, Z, and Z, in terms of the renormalized coupling
over the momenta and are characterized near the criticalonstantgy and & in the form

16(n+2)
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tributions to the vertex functiod 2(k,w)
17 18 19 20 =G (k,w) in the three-loop approxima-
tion. The line a corresponds tGy(k,w)
=(ro+k®=iw/\g)"%, the line b corre-
sponds to  Gg(k,w)=2\"((ro+k?)?2
: +(w/Ng)) "1, the vertex ¢ corresponds to
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3 3

z=2 ¢;gd, z,=2 d;d¥s, ®
ij=0 ij=0

where the unknowns;; , b
terms ofA;;, B;i, C;

ij» Cij, andd;; are expressed in

ij» Bij» Cij, andD;; by means of the normaliza-

tion conditions. The next step in the field-theoretic approach

is to determine the scaling function8y(g,6), Bs(9,9),
¥(9,9), v,(9,6), and 1v,(g9,0), which give the
renormalization-group differential equation for the vertex
functions:

14 Jd m
_+;y)\)\___

J P P
Kon TPagg TR T o N 27

XTM(K,w;r,g,8,\,u)=0.
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TABLE I. Values of the derivatives of the diagrams displayed in FigD17 dD; /d(—iw/\)|k=gu=0-

Di/J —1.000000 D;/3° —0.032279 D5 /33 —0.666667
D,/J? —0.130768 D;4J° 0.061515 D,y 38 0.584625
D4/J? —0.666667 D;dJ° 0.004666 D,y J3 —0.092766
D4/J? —2.000000 D;/J° —0.333557 D4y J3 —0.074202
Di/J? —1.000000 D;4J° 0.042034 D5,/ 38 —0.194407
Dg/J® —0.104778 D;4J° —2.053736 D5,/ 38 —2.053736
Dy/J? —0.032835 Dy 33 —2.053736 D4y J3 —2.053736
DIAN —0.032835 D,/ 33 —1.142275 D5/ —1.000000
Dy/J® —0.519431 D3 —0.396553 DigJ® 0.666667
DIAN —0.519431 D433 —1.142275 D4dJ3 0.666667
D;/3° —0.276601 D,/ 3% —0.396553 (DA —2.053736
D,/J8 —0.468697 Dy J® —0.396553 D5y J° —0.074202
D;/J° —0.032279 Dy J° 0.226932 D4y J3 0.000000

In the following discussion of the dynamical behavior B, (v*,u*)=0, B,(v*,u*)=0.
we shall require only the functiondy and 85 and the dy-
namical scaling functiory,,, determined by the relations ~ The quantitiesy* and u* are of order 4-d, so that the
series expansions of the scaling functions wdth3 in pow-
ers of v and u are asymptotically convergent. The Pade

dIngZz dIngZ
4—d+ gy 9% 4 gy %

J > a5 ' Borel method has found wide application for summing
g1n 6Z, g1n 82 them_.11 Nume_rical analysis of th_e_ equations for _determining
4—d+ By a9 Y the fixed points and the conditions under which they are
stable shows that in contrast to theexpansion withd=3
dIn Z, dlIn2ZzZ, the accidental degeneracy of the fixed points withl does
"=Bqg a8 C) not arise. Only two of the four fixed points are of interest: the

79 fixed point for homogeneous systems* @0, u* #0) and
The explicit form of the functions, ands, in the four-lo0p  the impurity fixed point ¢* #0, u* #0), which determines
approximation was obtained in Ref. 5, where the couplinghe new critical properties of disordered magnets. The impu-
constantsy and u were introduced, which are related o r|ty fixed point is stable On|y fon=1, while for n=2 the

and o as v=(n+8)Jy/6 andu=—16J6. Prescribing the presence of disorder associated with the presence of the fro-

functions 8 and y, in the form zen impurities is not important for the critical behavior of

3 3 magnets. The impurity fixed point point for the three-

B,=v > BYvul,  B,=u > B v'ul, dimensional Ising model in the three-loop approximation is
ij=o ij=o

given by the values* =2.256938,u* = —0.728168.
3 Substituting the values of the coupling constants at a
%:'2 )’Ejuj, (10 fixed ppint into the sgaling .f.unctior*yh(v,u) allows u's'to
ij=0 determine the dynamical critical exponentcharacterizing
we present in Table Il the values of the coefficients in Eq.the critical slowing down of relaxation processes,
(10) for the three-dimensional Ising modei€1). The na- B -
ture of the critical point for each value of andd is com- Z=2+ (v, un). (1D
pletely determined by the stable fixed point for the couplingg,; the series expansion of (v*,u*) in powers of* and
constants ¢*,u*), which is determined from the require- \;+ \ith 4=3 is, in the best case, asymptotically convergent,
ment that the function vanish, i.e., and to obtain reasonable values it cannot be directly
summed. We summed it by the generalized R&twel
TABLE II. Values of the coefficients in the expressions for the scaling method, which consists of applylng to the series the Borel

functions. transformation

i (W ) - o %

(i.7) Bi Bij Yiij ’)/)\(V,U):E Yi V'U]:f e‘tl“x(vt,ut)dt,
(0,0 -1 1 0 0 0

1,0 1 312 -0.25

0,9 2/3 1 0 yi

2.0 - 95/216 —185/216 0.053240 L(X,y)=2 —a—xiyl, (12)
1,9 —50/81 -104/81 0.030862 o (i)t

0,2 —92/729 —308/729 0.008400 )

(3,0 0.389922 0.916667 —0.049995 and then using the Pad€hisholm approximants
2,0 0.857363 2.132996 -0.152964

1,2 0.467388 1.478058 —0.041167

M N K L -1
0,3 0.090448 0.351069 —0.012642 [M,N/K,L]=> > aijviuj( > bpqvpuq> )
=0 j=0 p=0 gq=0
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The expansion obtained far, (v,u) in powers ofy andu in Ising models make it possible to determine the effect of im-
the three-loop approximation makes it possible to use appurities on the dynamical critical behavior both in real physi-
proximants of the formi1,1/1,1 and[2,2/1,1]. The applica- cal experiments and in computer experiments using Monte
tion of the approximant§1,1/1,1 corresponds to an earlier Carlo methods.

descriptiort? of the critical dynamics of disordered magnets Let us compare with the results of computer modeling of
in the two-loop approximation and gives the value of thethe dynamic critical behavior of the disordered Ising model
dynamical exponentz{z,=2.169849. The approximants the value obtained for the dynamical exponef),.**"**In
[2,2/1,] make it possible to obtain the exponenin the  Refs. 14 and 15 computer modeling of the critical relaxation

form of magnetization in a system with dimensions’ 4gd spin
_ 2_ concentration 04 p=<1 was performed. The Monte Carlo
au B-1 2B°—pB+1 . ) . -
2=2+ —+ ——(au?+ azuv+ ay?) + 3 method combined with the dynamical renormalization-group
B B B method’ was used to determine the dynamical critical expo-

1 nentz. For homogeneous and weakly disordered systems
au+ E(a2u2+ azuv+a,v?) with p=0.95 and 0.8, the following values were obtained for
the exponents:z(1.0)=1.97+-0.08, z(0.95)=2.19+0.07,
and z(0.8)=2.20+0.08, which are in good agreement with
Fo(1,18), (13 our computational results. In Ref. 16 the values of the expo-
nent z were obtained on the basis of an analysis of the
where;Fo(1,18) is the confluent hypergeometric function, asymptotic properties of the dynamical autocorrelation func-
while the functionse; and g can be calculated from the tjon for a system in a state of equilibrium and demonstrating
following relations: strong fluctuations of the magnetization. Thus, the following
values were obtainedz(1.0)=2.095+0.008 for a uniform
, system, z(0.95)=2.16+0.01, z(0.9)=2.232+0.004, and

1
X (agU?v+ aguv?)— =

B

+i( 2 2
5 (asU v+ aguv?)
B 2

_ Y20 7Y1,0Y30

d1=7%Y1,00 A2=
2 3720 7(0.8)=2.38+0.01 for weakly disordered systems, and
Y11 Y1,0Y03 Y0.2 z(0.6)=2.93+0.03 with p=0.6. Adhering to the concept
BT T By, M2 that the fixed point of the critical behavior of weakly disor-
’ dered systems, which does not depend on the impurity con-
Y21 Y11Y30 72,0703 centration, is also a fixed point for any impurity concentra-
%776 6v20 B 602 tion, in Ref. 16 the asymptotic value of the dynamical
exponent was estimated to bhe2.4+0.1. The value of the
a6:7_12_ Y11Y03_ Y027¥3,0 exponentz obtained in Ref. 16 for a homogeneous system
6 602 6720 strongly conflicts with the results of the field-theoretic ap-
B=BLU+t By proach, while forp=0.95 the agreement between the values
! 25 is good. Our point of view concerning the universality of the
Y30 Y03 critical behavior of disordered systems was stated in Refs. 14
B1=— 37,0 2=~ 3700 and 15, where we suggested that the universal critical behav-

. ] ~ ior of weakly disordered systems be determined from the
. Thi use of the coupllng constants at the impurity fixed,na10g0us behavior for strongly disordered systems and we
point v* =2.256938 andi* =—0.728168 gives the follow- a4yanced the hypothesis of step universality of critical expo-

ing value for the dynamical exponent: nents for three-dimensional disordered systems.
Zi(r?];): 2.1653109. (14) The prediction of the theory as to the effect of impurities

) on the dynamical critical behavior of magnéksgher value
The small change in the value of t.he gxpon:e,gg calculatgd of Zmp(d=3) compared wittz,,{d=3)) can be detected in
in the three- and two-loop approximations shows that highers nymper of experimental methods: inelastic neutron
order corrections will give only very small changes. The Ca"scattering—the linewidth | T—T¢/** at q=0 and

culations performed in Ref. 12 on the basis of the xg? at T=T,: ESR and NMR magnetic resonance—the
(] 1

expansion in the two-loop approximation gave at the samg;iqih of the resonance lind woc | T— T @2+ 7-27 \where

time the valuezi(,f])f 2.336, which substantiates the need 10, js the Fisher exponent; measuring the dynamical suscepti-

use the renormalization-group procedure directly vaith3 bility for a high-frequency external magnetic field(w)

to describe the critical behavior of dilut_e magnets. <@ Y7 gt T=T,, wherey is the susceptibility exponent;
_In Ref. 13 we performed a calculation of the dynamical jrasonic experiments, where the sound absorption coeffi-

critical exponent for the homogeneous three- and twogiant a(w)=|T—T| @ 2w2g(w/|T—T,?), the sound

dimensional ferromagnetic systems in the four-loop apprOXiUispersionCZ(w)—C2(0)oc|T—TC|*“f(w/|T—TC|Z”). un-

mation on the basis of the Ginzburg—Landau—Wilson dy'fortunately,

) s . we know of no works where an experimental
n_amlca! relax_atlon model. Spef)lflcally, for the f‘hree'investigation of the dynamical critical behavior of weakly
dimensional Ising model the val =2.017 was obtained

> “Poure ' dilute Ising-like magnets was performed.
for the dynamical exponent using the Pa@®rel summation

technique. The large numerical differences between the val- This work was supported by the Russian Fund for Fun-
ues of the dynamical exponent for homogeneous and dilutdamental Research under Grant No. 97-02-16124.
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The sufficient conditions for the formation of a dipole-exchange generalized surface spin wave
which softens near a volume spin-orientational phase transition are found for a definite

form of the high-frequency magnetic susceptibility tensor. 1@98 American Institute of Physics.
[S1063-78388)02708-1

The development of high-quality sources of coherentFinally, the elastic boundary conditions can differ so much
optical-range electromagnetic radiation has made opticdtom the conditions on a mechanically free boundary of a
spectroscopy one of the most promising methods for studyerystal (for example, rigid clamping of the surfacehat
ing the critical dynamics of condensed media near the stabilpropagation of all of the above-listed types of SAWSs will, in
ity boundaries of the thermodynamic state underprinciple, become impossibfeOn this basis it is of special
examinatiort, including near spin-orientational phase transi- interest to investigate surface spin way8$Ws that soften
tions (SOPT3. However, in the case of optically opaque ma- near second-order SOPTs. In the case of magnetic-dipole-
terials, the study of light scattering by crystral surface exci-active spin oscillations such excitations canHeype sur-
tations whose dynamical characteristics vary substantiallface magnetic polaritons, whose short-wavelength limit are
near the phase transition under study takes on special signiurface magnetostatic spin wav@dSWs).® The number of
cance. This concerns first of all surface acoustic wavegyorks devoted to the investigation of these excitations
(SAWs), among which first and foremost are Rayleigh-typein different multisublattice magnetic structuréand, first
SAWSs, Love waves, and Gulyaev—Blyusimtevaves. In Ref.  and foremost, antiferromagneticis now increasing
2 it is shown that analysis of the conditions for Rayleigh-ynabatedly~° The interest in these magnetic objects is due
wave propagation likewise can also be an effective tool fopet only to the technological progress made in preparing
studying the critical spin dynamics at SOPTs in the case ofigh-quality antiferromagnetic crystals but also the fact that
magnetic phase transitions. Specifically, the conditions Underhagnetic superlattices of the type ferromagnet — nonmag-
which a sharp decrease of velocitight down to zero on the  netic metal, which are now being intensively investigated, in
line of second—order. SOPTs itselénd an Increase of the the case of antiferromagnetic coupling between the layers
damping of a Rayleigh-type surface acoustic Wd8&W) .4 ais0 be described in the effective-medium approximation
occur at a mechanically free boundary of a magnet near gy the indicated model of an antiferromaget?The theory
proper ferroelastic SOPT were found in Ref. 2. This require$ys g rface MSWs in a model of a semibounded antiferromag-
that the propagation direction of a SAW in the plane of the, et \yas first developed in Refs. 13—15. Specifically, it fol-
crystal boundary coincide with the directions knspace |5 from this model that if an antiferromagnetic crystal
which, for the SOPT under study in an unbounded magne{ i, sparially uniform magnetic ordering is located in an
correspond to anomalously diverging critical fluctuations. tasternal magnetic fieltH, then surface MSWs are not real-
is easy to show that the other types of SAWSs listed abov?Zed either in the p’)olar magnetooptic  configuration

will also possess similar anomalies in the dynamical charac—f_| I 'n Lk,) or in the longitudinal magnetooptic configura
o ; 0 -
teristics near second-order SOPTs. However, the practlc?ion (n LH || k,). Heren is the normal to the interface of

use of thg Qnomalles, indicated in Ref. 2, of the dynamica he magnetic and nonmagnetic media, whileis the wave
characteristics of SAWs near SOPTs shows a number of sub- :

SR . . . -~ vector of the surface MSW. In the special case that the ex-
stantial limitations in an entire series of cases. In the firs

place, most SOPTs by far are dipole-activend therefore er.nal magnetic fielcH =0, a, necessary co.ndAition for the
the above-listed effects in the SAW spectrum can be effecéXiStence of a surface MSW is that the relatiopen<0 and
tively suppressed by a magnetic-dipgte magnetoelectric ki uk; <0, wherey is the magnetic susceptibility tensor of
interaction. In the second place, the geometry of a specifithe antiferromagnet under study, must be satisfied simulta-
sample can be such that the propagating SAW will not softemeously. Finally, in the case of a transverse magnetooptic
near the SOPT of interest. In the third place, as shown irgonfiguration 6 LH Lk,) the frequency of the surface
Ref. 4, some SOPTs are not proper ferroelastic transition®SW formed in a two-sublattice antiferromagriafFM) lies

and therefore the anomalies found in Ref. 2 in the dynamicdetween the uniform AFMR frequenci€s:™ Thus, when

of surface phonons will not occur in them for any relative the nonuniform exchange interaction is taken into account,
orientations of the equilibrium order parameter vector, thesurface excitations of this typgust as their analog Damon-—
vector normal to the surface of the sample, and the propagd=shbach waves in a ferromaghéecome pseudosurface or
tion vector of any of the above-indicated types of SAWSs.leaky surface spin waves. At the same time, it was indicated

1063-7834/98/40(8)/5/$15.00 1389 © 1998 American Institute of Physics
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first in Ref. 16 that as a result of hybridization of the om  dl
magnetic-dipole and exchange mechanisms of the spin-spin e &—=0, (€h)
interaction, the formation of a dipole-exchange SSW is pos- v v
sible near the surface of a magnet. As an example, a seménd, in addition, a standard system of electrodynamic bound-
bounded easy-axis ferromagnet with easy aRig|n was ary conditions for the normal component of the magnetic
studied in Ref. 16. A similar magnon-localization mecha-induction vectoB,,(B) and the tangential component of the
nism was investigated in Ref. 17 for an easy-axis AFM undemagnetic fieldH,(H) of the magneticlnonmagnetit me-
the assumption that the equilibrium orientation of the anti-dium must be imposed:
ferromagnetism vector is perpendicular to the interface of the _ _ _
magnetic and nonmagnetic media. Thus far, however, the B-n=Bn-n, Hxn=Hpxn, »=0. @
guestion important for the optical spectroscopy of SOPTs in  Since the objective of the present paper is to analyze the
opaque magnets of a criterion which the dipole-exchangeonditions under which surface dipole-exchange magnons
spectrum of the soft magnon mode of an unbounded magnetre formed, it will be assumed below that, together with the
must satisfy so that the formation of a generalized dipoletelations(1) and(2), the following conditions are also satis-
exchange SSW which softens near the SOPT under studied (¢,(¢) is the magnetostatic potential in the magnetic
would be possible at the interface of magnetic and nonmagnonmagneti medium
netic media has remained unresolved. The objective of the
present paper is to determine this criterion.

The paper consists of several sections. The general for- 0—0, v—o. 3
mulation of the dipole-exchange boundary-value problem for
a two-sublattice model of an orthorhombic AFM occupying ~ AS an example, in the present paper we shall analyze the
a half-space on whose surface the spins are completely fréiPole-exchange spin dynamics of two-sublattice AFMs such
is given in Sec. 1. The analysis is performed for a quitethat the branches of the spectrum in the model of an un-
general form of the magnetic susceptibility tensor of anPounded magnet can be divided, according to the type of
orthorhombic AFM, characteristic, specifically, for all their excitation by a microwave field, into quasiferromag-
uniaxial magnetic structures, both even and odd relative t@etic (L H, w¢) and quasiantiferromagnetib (H, waf).*®
the principal axis. On this basis the conditions determiningf terms no higher than second order in the components of
the character of the localization of dipole-exchange spin osthé magnetization vectors of the sublattich; , (|M
cillations near an interface of magnetic and nonmagnetic md= M2/ =Mg) are retained in the magnetic energy, then in
dia are obtained in Sec. 2. The dispersion relation for a gerfhe case when the external magnetic fiet M| OX
eralized dipole-exchange SSW which travels along thdmM=(M1+M3)/2Mo) while the antiferromagnetism vector
surface of the interface and softens near a second-ordét OY (I=(M1—M2)/2Mo), the structure of the high-
SOPT is also found and investigated in this section. A critefrequency magnetic susceptibility tenspfw,k) taking ac-
rion for the formation of a generalized dipole-exchange SSWeount of the nonuniform exchange interaction can be repre-
whose frequency softens near the second-order SOPT undgented in the formd — phase velocity of the spin waves,
study is proposed in Sec. 3, using the results obtained in thgo, — static magnetic susceptibility
preceding sections. The relations obtained are specified for 2 L 22
the case of a Morin-type phase transition in an easy-axis X=X WArTC
antiferromagnet EA-AFM) in a magnetic fieldH perpen- > OwiFJr c2k?— @2’
dicular to the easy axis.

|FT1|,(pm,|T|—>O, y— — o0,

iw, ®
Xyz= “ Xzy= X0 5 . 5 5 o1
ye i a),2:+C2k2— w?
1. BASIC RELATIONS

2

Wy

As an example of a magnetic medium we shall consider Xyy=Xo % 5, 5  3°
a model of an exchange-collinear two-sublattice AFM. As is Wit ek~ o
well known, the dipole-exchange dynamics of such a dy-
namical system is described by a closed system of equations, .= o 3
consisting of the Landau—Lifshitz equations for the ferro- Wt CK o
and antiferromagnetism vectorsi(andl) and the equations o
of magnetostatics. Assuming that the uniformly magnetized Xy~ Xxz~ Xyx=Xax=0- @)
AFM medium occupies the half-spaee<0 with normalnto  As shown in Refs. 18 and 19, a weak orthorhombic ferro-
the interface of the magnetic and nonmagnetic medias( magnet, whose different special cases are all uniaxial struc-
the running coordinate along the directiojy this system of tures, both even and odd relative to the principal axis, is such
dynamical equations must be supplemented by appropriatg magnet. Specifically, a similar structure yffw,k) occurs
boundary conditions. In the present case we shall assumg the spin-flop phase of an EA-AFM in a magnetic figld
that the spins at the AFM surface=0 are freem andT  directed along the easy axis, in an EP-AFM in the case that
describe small deviations of the ferromagnetism and antiferH is collinear or perpendicular to the hard axis, in the case of
romagnetism vectors from the equilibrium orientations a Morin-type phase transition, and so on. For the unbounded

w2+c?k?
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model of an AFM the expression corresponding4pfor the k?= w?(1+4myoSintd) — wé, k2= k)2(+ kﬁ. (7)
spectrum of normal dipole-exchange spin waves can be rep- o )
resented in the form In the case of a soft -qua5|ant|ferr0ma:qnet|c mmoi,e.
4 — = wpp and S|r?1‘}zk§/k2, while for a soft quasiferromagnetic
k™+Ak“+B=0, ) modewy=wr and siFI=k2/K2.

It also follows from Eq.(5) that in the caséH|=0 the

_ 2 2 2. R = —2
=(w2+ wi—2w?+Ap+ . . )
A=(0pt wpr— 207 T AptBap)C %, section of the isofrequency curve for a soft quasiferromag-

~ i 2 2 2

B=((02— 02 (02— 0?)+As(war— 0?) ngztlc_ 1mode also occurs fok_ € YZk=w (1_+477X0(k2/_
k“)) ~*. The necessary conditions under which, for a given

+Bar(w2—w?)c ™4, excitation frequency» and wave numbek, of the spin os-

cillations, localization of a soft dipole-exchange spin wave

B k_f k_f = 2_)2( 4 with the dispersion law7) is possible near the interface of
C=1+4mxo kfL K2’ Barp=| 47w K2 c magnetic and nonmagnetic media, can be determined with
the aid of Egs(6) and (7). Analysis shows that fon| OY
_ 2 2 wo=wpr (wap<wg), While for n |OZ wp=wg (war
AF:47Twi k_z + k_)2/ ct > wg): condensation of a volume dipole-exchange soft mag-

non mode into a bipartite SSW withﬁ’2>0 occurs only for
In summary, for the model4) considered here for an o andk,; satisfying the condition
AFM, neglecting the boundary conditions, the isofrequency

2., 22
surface of normal dipole-exchange spin oscillati¢bsas a w2<LCkL_ 8
function of the frequencw consists of onegr> w> wg or 1+4mxo

WE=> > wap) OF WO (0> wE, wap) CONCavities. Dipole-exchange SSWs of a similar type are also pos-

sible in the case that with || OZ wo=war (war<wg) and

with n || OY wo= wg (war> wg) o andk, lie in the interval
2. DIPOLE-EXCHANGE MECHANISM OF LOCALIZING OF A

SOFT MAGNON MODE AT THE INTERFACE OF wi+ %K% <w?<wi (k) ,k >k, ,
MAGNETIC AND NONMAGNETIC MEDIA . ) ) »
0 <oZ(k)), wi=N;=(N7—Nz)™
Since here we are studying the spin dynamics of mag-

nets near SOPTs of a soft magnon mode type, to simplify the N 2¢%K? Amyxo+ wi(1+4mxo)
1

analytical calculations we shall confine ourselves below to (1+4my)2 '

the analysis of Eq(5) under the assumption that there is a

strong inequality between the frequencigs and w g of the wé

quasiferromagnetic and quasiantiferromagnetic, respectively, Ny=-———. 9
AFMR modes of an unbounded AFM. On this basis we ne- (1+4mxo)

glect the indirect coupling via the magnetic-dipole field be-However, in contrast to Eq8), in the same geometry for-
tween the high- and low-frequency modes of the spin-wavenation of a bipartite generalized dipole-exchange SSW
spectrum of the AFM under study. Such an approximationRe qizga 0, Im qizgt 0)

will make it possible to study generalized SSWs, which are a )
result of the dipole-exchange mechanism of coupling near “-
the crystal surface only of the type of normal spin oscilla-at the interface of the magnetic and nonmagnetic media is

tions of an unbounded magnet that corresponds to a soffiso possible. The condition for the systét—(3) to have a
magnon mode(quasiferromagnetic or quasiantiferromag- nontrivial solution for the amplitudes of the partial waves

<w’<w? (10

netic). o _ . A, (6) is sufficient for the existence of a dipole-exchange
As result, the characteristic equation following from Eq. sSw, propagating along the free surface of a semiinfinite
(5) for solving the boundary-value probleff) and(2) will  AFM, with a prescribed direction of the wave vectoof the

be quadratic img®=— (k-n). In this case, the structure of, magnetic oscillations in the plane of the boundary. In the
for example, the amplitude of the magnetostatic potertial  case(7) a calculation oh shows that fok e XZ with n || OX

in the magnet in a direction along the normal to the interfacqu<wAF) or n||OZ (wg>wag) the corresponding disper-
can be represented in the form,(, — independent con- sjon equation for the spectrum of a dipole-exchange SSW

stantg that softens near a volume SOPT can be represented in the
em=Aexpiot—q,v)+ Aexpli ot—g,v). (6 form
It follows from Eq.(5) that fork e XZ, in both the cases (01 + 021k, )a10,+K, (a3 +05) =k,

wp<wap aNdwe> wap, the form of the equation determin- P
ing the form of the section of the isofrequency surface for a 2 1,
normal dipole-exchange spin wave that softens near a SOPT c 2
irrespective of its type of excitation by the microwave field w2, 2 2
(ferromagnetic or antiferromagnetican be represented in Pl:ZC Ki+wp— 0™ (1+4mx0)
the form (at the point of the second-order SOy=0) c?

P1 2 1/2
5 | T2

2
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C2K2 + w2 — 2 magnon mode of an unbounded magnet of a section with
P,= kf %. (11 maximum negative curvature along the propagation direction
c of the SSW.

As an example, let us consider the expression for the
spectrum of a soft magnon mods, in the case of a phase
a strictly exchange approximatigformally in Egs.(7) and transition of an EA'AFM ina magnetlc? .ﬂeld perpendlpular to
) the easy axigMorin-type phase transitiorf The density of
(8) the term with 47 must be neglected . o .
2 . the thermodynamic potential in this case can be represented
The character of the localization, at the interface of mag-

netic and nonmagnetic media, of the solution found can be' the form

analyzed with the aid of Eq96) and (8)—(10). It is not S , «a ) b, by,
difficult to show that fork, <k, the propagating dipole- W=35m"+ 5 (V"= Slz+ Iz —d(ml,—m/,)—M-H,
exchange SSW11) is a generalized type of SSW, i.e., for it (15)
Reqf,#0, Imq,#0. Fork, =k, this type of localized
spin-wave excitation of a semibounded AFM smoothly
passes into a bipartite dipole-exchange SSW vq'rig>0.
Herek, is determined from Eq10) with the condition

As follows from Eq.(8), this type of SSW is not realized
either in a strictly magnetostatic approximatia¢0) or in

whereé anda are, respectively, the uniform and nonuniform

exchange interaction constants,and b, are the uniaxial

magnetic anisotropy constants, adds the Dzyaloshinski

interaction constant. The presence of an external magnetic
0, (k)= (120 field H | OX leads to the possibility of a SOPT from an

antiferromagnetic statd||©Z) into a weakly ferromagnetic

Using Eg.(11), it is possible to obtain in the short- state ( || OY, m |OX). The Morin-type SOPT can be a

wavelength limit k, >k,, , k2, =wjdmxo/(1—4mxo)) in  first-order phase transition ft<H, , T<T, , which for

an explicit form the dispersion law for dipole-exchange SSW

(1D with q§‘2>0, if it is assumed that the relationm, H, = 8|K2|, K.(T,)—8|K,|=0,
<1 is satisfied. In this case M.
d?—bs 2d -b
(4mx0)*(wp+ c?k}) =—° =5 Kp=— 2
02 24 A2 — X 2P0 ) (13 Ki= 5 M=% Ke=m— (16)

4kt
. becomes a second-order phase transitidmalysis of Eq.
(15) shows that in both phases the structure of the high-
3. CRITERION FOR THE FORMATION OF DIPOLE- . - ~ - .
EXCHANGE GENERALIZED SSWS frequency magnetic susceptibility tensgiw, k) is identical _
to Egs.(4). In the present case the soft magnon mode is a
It is of unquestionable interest to indicate a criterion onquasiantiferromagnetic mode of the spin-wave spectrum of
whose basis the conditions under which the formation of dhe antiferromagnel5) under study. The dispersion law of
generalized dipole-exchange SSW, that softens near the vdlke mode is determined by the following expression—
ume SOPT under study, is possible, along a chosen directiogyromagnetic rati0c2=gzM35a — phase velocity of spin
of propagatiork, at the interface of magnetic and nonmag-waves in Eqs(4) in the model(15)]:
tnhetlc_ media, can be determined by analyzing the character of wgzgzsin 9(2K, oS 9+ 4K, Sirfd cosd+M, H).
e isofrequency surface of a soft magnon mode of an un- 17
bounded magnet. For this, let us consider the section of an
isofrequency surface of a soft magnon mode of an un- Since in the canted phadg¢,#0 the equation for the
bounded magnet by a plane determined by the nommal  angled in Eqg. (17) is determined by the relation
the interface of the magnetic and nonmagnetic media and the _ _
direction of propagatiotk, of the SSW under study. Analy- cos'd—3p cos#+20=0,

sis of Eq.(7) shows that fok, <k, under the condition 1-K; M,H
3p= o 20= g (18)
o2 2IK; 4K
“’2<—1_47TX0 (14 itis easy to see that the frequency of the soft magnon mode

(17) decreases to zefin the model under consideratipnot
a region with maximum negative curvature forms on the secenly on the second-order phase transition line
tion of the isofrequency surface of the soft magnon m@dle _
along the direction of the generalized SSW found above. 2Kt M, H=0, (19

As a result, comparing the conditions found above forbut also as the critical pointl6) is approached along the

the existence of a dipole-exchange generalized $8Wand  first-order SOPT line. As follows from the calculations pre-
the relation(14) it can be concluded that, a sufficient condi- sented above, these same features will also be observed for
tion for the formation on the surface of an unbounded magthe type of generalized dipole-exchange S$¥) found
net, with the system of boundary conditoif§—(13) of a  above withn || OZ (ke X2Z). It is easy to show that surface
generalized dipole-exchange SSW that softens near thmagnetostatic spin waves, similar to those studied in Refs.
boundary of the SOPT under study, is the presence on &3 —15 and softening near the type of SOPT under study, do
corresponding section of the isofrequency surface of the selfaot materialize in the geometry under study.
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It has been shown by using the statistical approach that the angular dependence of ihgépsity
in multiple small-angle light scattering can be described byytsuniversal distribution

functions. The fundamental property of the stability of these distributions permits one to extract
information on the characteristics of fractal media as complete as it is possible in the

simple single-scattering case. In particular, an analysis of the polarization characteri$(ié3 of

in disordered PST reveals that the surface fractals observed in these crystals are of the
heterophase rather than domain origin. 1©98 American Institute of Physics.
[S1063-78348)02808-1

The idea of a possible existence of percolation-type proasymptotic behavior for( ) would provide evidence for the
cesses in ferroelectrics undergoing diffuse phase transitiorexistence of a fractal structure in a medigwith a Hausdorf
obtained supportive evidence from small-angle scatteringlimensiond;= a for «<3 ord;=6— « for a>3), or with a
(SAS experiments performed on a number of crystafs. multiple process, in which case analysis of SAS experimen-
The existence of percolation processes accompanied by tal data on a log-log scale is, generally speaking, insufficient,
growth in size of(optica) inhomogeneities is argued for because in a fractal mediuh) is no longer described by a
qualitatively by the very observation of sharp peaks in SASsimple power law. Multiple scattering introduces complica-
intensity within narrow temperature intervals. To obtaintions into the analysis not only of the shapel ¢#), which
guantitative information on the character of evolution of theyields information on characteristic spatial scales of the scat-
internal, spatially inhomogeneous structure in crystals havingering medium, but of the polarization characteristics of scat-
diffuse phase transitions, one has to develop, however, atered light as well, because one will now have to allow for
appropriate optical model of the inhomogeneous mediunpossible manifestations of the mutual mode transformation in
and to compare experimental data on the SAS intensity witla vector light field (in the case of tensor fluctuations of the
results obtained within some approximate analytical schemdielectric permittivity in the medium Therefore interpreta-
of scattering calculations. It is well known that the simplesttion of experimental SAS data obtained on relatively thick
of them(and the most convenient for extracting information samplegwhere one succeeds in isolating the anomalous con-
about a scattering mediyns the single-scatterin@Born or  tribution within a broader range of scattering anylasuld
Rayleigh approximation, where the scattered intensity isrequire a separate discussion.
proportional to the Fourier transform of the pair-correlation  This work proposes a statistical approach for the analysis
function of dielectric permittivity. This approximation re- of multiple light scattering in a fractal medium, which per-
quires, however, measurements on fairly thin samples, with anits one to understand better what characteristics of the me-
thicknessL less than the light mean-free pdth which re-  dium can be derived from the angular dependence of the
grettably entails low intensity of the detected scattered radiaSAS intensity. The conclusions drawn from this general ap-
tion. It was shown that in actual lead scandotantal4RST) proach are applicable to treatment of SAS data obtained on
and lead magnoniobat®MN) samples the angular depen- PST and PMN crystals. Besides, an analysis of the polariza-
dence of the anomalous contribution to SAS intensity betion characteristics measured in PST crystals permitted us to
haves asl(6)~ 6 ¢, with «=3.2 and 3.35, respectively, decide on the heterophagather than purely domain-type
and, thus, falls off rapidly with increasing scattering an@le origin of small-angle scattering and, in this way, to provide a
Therefore reliable isolation of this contribution from back- partial answer to the questidroncerning the physical na-
ground scattering can be done only for anghes10° (PST)  ture of the surface fractals responsible for the scattering of
and #<1.5° (PMN). On the other hand, the need of exclud- light.
ing the central(unscattered beam restricts the minimum Because interaction of radiation with most condensed
angle as wellp2;,~20' —30'. It would therefore be difficult inhomogeneous media is a weak effect, so that the mean-free
to use for studying the angular dependence samples substgmath of lightl, (as well as of neutrons, e.g., for thermal
tially thinner than the ones employed in Ref. 1 mm). neutrond ;~1 mm) is usually large compared to the sample

In principle, the small spatial scale of measured characthickness, it turns out that the scattering intensity can be
teristics is typical of most experiments undertaken in studiesinalyzed in the single-scattering approximation, whose cross
of fractal media within any one scattering techniqbe it  sectiona(6) is calculated in the Born or eikonal approxima-
light, neutrons, or x-rays It is essential to know, however, tions (for the phase shiflekRy<1 or >1, respectively.
whether we deal with single scattering, where a power-lawThis does not naturally entail any considerations of statistical
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character, and the specific features of treatment of scatterifgvel. To do this, estimate the number of scattering evients
data obtained in a fractal medium become manifest only iramong which one would find with a probability~1 an
the need of taking properly into account the finite scale in-angle greater than a given oné= 4, ):
terval within which it exists {min<f <Rma).’ . .
Nevertheless, multiple scattering is possible in ferroelec- W=NJ o(0)6do= LJ a(6)d o~ |_/|lgi*a~1 i
trics having a diffuse phase transition. This is evidenced both O Ox
by indirect theoretical estimates of and by the fact that 4
small-angle scattering in thick and thin samples differs conThe latter approximate equality i) may be considered
siderably in polarization characteristics also as an estimate of the maximum possible scattering angle
Operation in the multiple-scattering mode makes postealized inN events, so that one may use in estimating the
sible (and convenientapplication of the statistical approach typical value of sun(3), %P, the functione(#6) truncated at
to SAS data. It may be appropriate to illustrate it first in 6> @, ~LY(«~2):
terms of a simplified scalar-wave model. Note that we are P U2
dealing here with small-angle scattering, and it remains small @%’PZ{NJ * 6%¢(0) 6d 9}
angle as long as the sample thicknessl,, , wherel,, is the 0
transport length. The latter can be estimated readily from the 4—a 1
condition of small scattering into the backward hemisphere =[LLa2]"*=La—2=0,(L). )

o . We readily see that, first, for2a<<4 the behavior of ex-
It;l:otr:f d@f sin 6o (0)dé. (1)  pansion(3) is in accord with the law of anomalous diffusion
0 ml2 (6¥PxNY(@=2> N2 and, second, for larghl sum (3) be-
Definition (1) is essentially equivalent to the definitigp*  haves as onéhe largestterm[compare with4)]. The latter
=(o(0)(1—cos#)) used in transport theory. property is in a striking contrast to the behavior of additive
For isotropic fractal media withr(6)<8~ ¢ (for Oy random quantities obeying Gaussian statistics, where the be-
<O0<0Omaxs  Omin=1KRmaxr  Omax= LKRnin, k=27/\ havior of a sum is determined by a large number of contri-
> 1/Rmin), EQ. (1) reduces to a simple expression relating butions, and the probability for a term to be of the order of
toly: the total sum tends asymptotically to zero. In the case of
i multiple small-angle scatteriniy #) will be described by a
le=11(Omin) ™ “>11. 2 normal distribution only for scattering indicatrices(6)
For sample thicknessdg<L<l,, scattering remains Which decrease rapidly with increasiry(for a>4), while
small angle, and, because the scattered waves are incoherdft{he 2<a<4 case we come fo(0), in accordance with
it can be identified with a Markovian random process, inEq-(,5)'f0 two-dimensional symmetric distribution functions
which the coordinate along the axis of the incident beam Of L&vy™® 1(6)=Pq(6):
plays the part of time. The probability density for light to be

min

scattered through a given angéein any scattering event P.(0)= . f exp(ik 6—b|k|*2)d2k, (6)
coincides with the optical indicatrix of scattering(6) 2m

=0(0)/ o, Where o=[o(6)dQ) is the total single- \hereb is a normalization constant.

scattering cross sectianqe 67,," . The individual scattering As follows from Eq.(6), the wings ofP () follow for

events are statistically independent because, in media that age- g%r the power-law asymptotic behavias(6)=6~*, a
macroscop|cally(|.e., on averageisotropic, the scattering  point that demonstrates the Levy distribution-function stabil-
cross sections(¢) depends only on the. scattering gngﬂe ity, whose origin was illustrated by estimaté$ and (5).
= 0inc— Oscar. The total(observed scattering angl®y is @ The fundamental property of stability of the Levy distribu-

vector sum of allN single-scattering angle tions makes it in principle possible to determine the index
N (and, hence, the Hausdorf fractal dimension of a medium
Oy=2, 6, (3)  from data on the angular dependern¢e) for 6> 6P, Tak-
=1 ing into account the anomalous character of light diffusion,
where the number of small-angle scattering evesL/l Eqs.(l), gp) and(5) permit us to derive the following rela-
>1, and the SAS intensiti( 6) coincides with the distribu- tion for 6°%:
tion function of the sunt3) of independent random variables P~ emin(L”l)%: (Llltr)%i @

with the same distributiop( ) ~ 6~ . Thus the problem of
determining the angular relatid6) under small-angle scat- whence one immediately sees that the typical scattering
tering conditions N>1) turns out to be equivalent to the angle remains small up to sample thicknesses of the order of
classical statistical problem of the limiting behavior of ex-1,, which makes the above statistical description self-
pansion(3). It was solved by P. Levy, who showed that the consistent.

distribution function of expansioi3), P,(®), is a stable When processing experimental data one naturally cannot
distribution, whose attraction basin is fully determined by theknow in advance whether the scattering from inhomogene-
exponenta of the functione(6). Prior to writing out the ities is of a diffraction nature or refraction is dominant. It is
expression forP (), it would, however, be expedient to therefore essential to establish the exact conditions of appli-
understand the behavior of expansi@) on a qualitative cability of Eq. (6) to analysis of the angular dependence



1396 Phys. Solid State 40 (8), August 1998 A. L. Korzhenevskil and L. S. Kamzina

[(0). A number of works dealing with multiple small-angle k2S,
scattering propose®R,.,,<!; as the necessary condition. [(6#0)= > J d?p exp(—ikp)T'(p,L), 11
This condition may serve as a revealing starting point in a 4m°R

standard derivation of the transport equation whose tranSfo(/'vhereS is the sample area, ar is the distance to the
L ’

mation to the Focker—Planck differential equation Suggest§amp|e. For isotropic fractal media this angular dependence

an analogy between scattering and normal diffusion. Neverz incides with the (ey distribution function(6).

theless, the statistical approach is based directly on the wave Let us turn now to data on small-angle light scattering in
rather than transport equation. In the approximation of Rerroelectrics with a diffuse PT. As follows from the above

Mqr_kowan procgss.e_., the a_ppro_X|mat|on where '”hO’T‘Oge' general statistical treatment of the SAS process, for scatter-
neities of a medium in the direction of wave propagation arqng angles 6> %=¢, . (L/I,)¥@"2) the angular depen-
min

ass.umed to by corrglate()l, this equation per_m|ts one to dencel (6) retains its power-law behavior in multiple scat-
derive coupled equations for scattered wave-field correlatorﬁaring as well. It appears thus correct, as well as convenient

V.V'thOUt presenting this f|eld_|n the fprm of.a Bolrn perturb_a- to measure the angular dependence of intensity on relatively
tive expansion and, accordingly, W',thOUt invoking any dI""'thick samples, provided the observed scattering retains its
gram ;ummatlon procedure. In partlcqlar, the solution to Fh%mall-angle patterrii.e., L<l,). Accordingly, our earlier
equation for the second-order pair-coherence function, . sion&® on the fractal character of the spatial structure
['(p.2) in the case of a plane incident wave can be written in PST crystals may be considered reliably substantiated.
['(p,2)=1, exd — mk?zH(p)], At the same time SAS polarization measurements can
also yield valuable information on the symmetry properties
1 ) of fluctuations in the dielectric permittivity of fractal struc-
Hip)=3 f [1-cogq.p)]G.(q.,0d%, , ®  tures in ferroelectrics with a diffuse PT. Similar to the analy-
sis of spatial characteristics of a medium, the optimum
whereG,(q) is the Fourier transform of the pair correlation method of treatment of polarization data becomes obvious,
function of the dielectric permittivity of a medium. The con- even in the presence of multiple light scattering, if one takes
dition of applicability of the above description of multiple into account the following consequence of the statistical ap-
light scattering can be formulatdah the form of an inequal- proach developed above, namely, that #r 6% small-

ity for solution (8): angle scattering occurs only in rare single-scattering events.
JInT Hence the polarization dependence in this regiof ahgles
> <1, 9) can be analyzed in the Born scattering approximation:
p

which, in contrast to the condition of applicability of the I(q):|0k4[ Gs(lal) 8ij Skm* Ge(lal)
Markovian approximation to calculation of the mean wave

field, does not contain any restrictions on the mean-free path 2
ik Sjm+ OimSkj— 3 Gij Okm

]t:tiktjst,sn, (12

I, because the small-angle region does not contribute to X 3
H(p). For power-law correlator&,(q)~q~ ¢, the case of
interest to us here, conditiai¥) can be presented as wheret' andt® are the polarization vectors of the incident
1 and scattered light, respectively. Equatiti?) takes into ac-
Kpco(L)=(l/L)a=2>1, count that analysis of small-angle scatteririge., for
) g—0) in a macroisotropic optical medium involves only two
k“zH[peor(2)]=1, (10 independent function$4(|q|) andG,(|q|), which describe

where the second equality may serve as a definition of thécatt(_ari_n_g from sca]ar and tensor fluctuations of dielectric

wave-field coherence lengit,. The first equality in Eq. permittivity, respectively:

(10) shows that the Markovian approximation is valid for 1

analysis of small-angle light scattering in isotropic fractal Gs(|q|)=Z(TrAs(q)TrAs(—q)),

media for sample thicknesses<l,,, i.e., actually within the

tqtal small—ang!e.rgglon. Note that in the case of power-law Gi(|q])=(devAe(q)devAe(—q)),

dielectric-permittivity correlators Eq8) can be obtained al-

ready within the eikonal approximatidh.The latter cannot, 1

however, in contrast to the Markovian approximation, be — devAe=Aej— 3 diTrAe,

considered a priori valid for description of small-angle light

scattering for alL <l because it disregards completely the A ¢("(y)=a,,,.P("(r)P(r). (13)

diffraction effects. On the other hand, HS) is obtained also

from the equation of transport of small-angle scattered radiathe superscripy in the last equality if13) identifies a point

tion, which can be derived, however, only under the condiin the sample with a )-domain polar state. Because the

tion of weak scatteringRma,<!1.>*? As shown above, this ferroelectric PT in PST crystals occurs from the paraelectric

additional condition is unnecessary. cubic to rhombohedral phase, the polarization vectors of dif-
If the coherence functiof8) is known, one can readily ferent domains have the following structurB{”=(*1,

find the angular dependence of the SAS intenkt): +1,=1)Py,y=1,... .8
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3cog¢), which is obviously at odds with the observed de-
pendence onp. The contribution of scalar fluctuations to
scattering appears only in the case of a heterogeneous me-
dium, where polar clusters of the low-temperature phase co-
exist with regions of the cubic phase.

Thus the polarization dependence I¢fp) obtained ar-
gues convincingly for the existence in PST crystals of such a
heterophase structure. The contribution of domain walls to
SAS at the scattering angleé=30" used in our measure-
ments is insignificant, which is apparently associated with
the fairly small size of the domains at temperatures close to
the position of the SAS peaki{=38 °C).

We note in conclusion that the possibility of an adequate
description of the polarization dependence (@f) within the
Born approximation, as well as the fact that angular mea-
surements of the SAS intensity¢) yield for the character-
istic angle® a value less tha® .,;,,~20', suggest that the
mean free path of light in PST crystals wit+0.95 and
T.=38 °C is of the order ofor greater than200 um.

Support of the Russian Fund for Fundamental Research
(Grants 96-02-16958 and 96-02-16893 gratefully ac-
knowledged.
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A study has been made of the slow relaxation of the dielectric permittivity of deuterated
triglycine sulfate(DTGY) initiated by application of a dc electric field. The field and temperature
dependences of the relaxation time associated with domain-wall motion were obtained. The
effect of the internal electric field on relaxation processes is seen in different behavior of the field
and temperature dependences under different orientations of the external field. The existence

in DTGS crystals of two temperature regions of domain-structure rearrangement lying 7—-8 and
15-18 °C below the Curie point has been established.1988 American Institute of
Physics[S1063-783#8)02908-9

The behavior of the domain structure of ferroelectrics inswitching of the sample with a dc electric fieléFig. 1).
applied electric fields is most frequently studied by variouswWhen the external electric-field polarity is reversed, one ob-
indirect methods, because they provide information on theserves a nonmonotonic behavior of the capacitance in time,
dynamics of the associated processes not only in near-surfagéich first grows and reaches a maximum vallig corre-
layers but in the bulk of the sample as well. Among suchsponding to the depolarized state of the sample, to decrease
methods are, in particular, the relaxation techniques, whiclsubsequently to a steady-state le@el. The falling-off por-
permit one to extract the dynamic properties of the domairtion of the C(t) dependence displays the transition of the
structure of a crystal from the evolution of various macro-sample to the single-domain state with oppositely directed
scopic parameter@ielectric permittivity, pyroelectric coef- polarization. At each temperature, from room level to the
ficient, loss tangent efc. The relaxation properties of the Curie pointT., the dc electric field applied to the sample
domain structure have thus far been studied in most detail in
TGS crystals, both nominally puf€® and containing defects
of various origift®. Despite the considerable interest in deu-
terated TGSDTGYS), both of a purely scientific and applied Cpy ______Ig 7
nature, information on the dynamic properties of its domain e,
structure is very scarce, and the relaxation characteristics
have not been investigated at all.

This work reports a study of the relaxation behavior of Eﬁf fﬂf-
DGTS domain structure made by measuring the evolution in { ¢
time of the low-frequency dielectric permittivity. The re-
laxation process was initiated by application of a dc electric Cous A 4
field E- .

ceo‘l

1. EXPERIMENTAL TECHNIQUES

The DGTS samples were 0.08-cm thick polar-cut plates g
1 cn? in area, with silver electrodes deposited in vacuum.
The dielectric hysteresis loops measured on all samples at 6(
Hz yielded the temperature dependence of the coerEiye, £,
and internalE; , fields, which aff =25 °C were found to be,
respectively, 270—-300 and 40-50 V/cm.

The phase-transition temperatuiie. was determined
from the maximum of the dielectric permittivity measured by ty t,
the bridge technique at 1.592 kHz in an ac electric field of
amplitudeE,=3.7 V/cm. The values of ; were found to lie £
within the interval 57-59 °C for all the samples selected, t
which yields ~80% for the degree of deuteration of the
samples under,StUd_y' L FIG. 1. Schematic presentation of tl&t) relation under consecutive po-

The relaxation time dependences of the capacitédiee |arization reversal with a dc electric fielg_ . 1 — E_11E, 2 —
electric permittivity were measured under polarization E_1|E;.

=

1063-7834/98/40(8)/4/$15.00 1398 © 1998 American Institute of Physics
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was given in fractions oE;. This technique ensures a con-
stant initial state of the crystal, which is the state of maxi-
mum depolarization.

The falling-off parts of the experimental(t) curves
were fitted with exponential functions of the type

C(t)=C..+(Co—C..)exp —t/7), (1)

where Cq is the initial capacitanceC., is the steady-state
capacitancer is the relaxation time, an@(t) is the capaci-
tance at time.

The validity of this selection of the fitting functions was
seen from the quasi-linear behavior of thg) relation

f(t)=In{[Co— C..J/[C(t)—C..T}=t/r. ?)

The slope of the quasi-linear portions of thét) rela-
tions yielded the relaxation time for different polarizing
fields in the 0.5-2.CE; range and different temperatures
from 20 °C to the Curie point.

2. RESULTS OF MEASUREMENTS

Figure 2 presents typical dependences of the capacitanc
of a DTGS sample on time measured under polarization re-

versal for two different directions of the applied fielitl .
We readily see that for one direction of fieltL the initial
capacitanceC, is larger than that for the othe€,,, and
conversely, the steady-state valQe; is smaller tharC.,,.
This situation is illustrated schematically in Fig. 1.

This difference can be due to the internal field, which for
different directions of the external field may either favor re-
laxation or inhibit it. Thus curved in Fig. 2 corresponds to
the external field aligned with the internal field, and for curve
2 the external and internal fields are antiparallel.

The relaxation processes initiated by reversal of the sig
of field E_ occur in parallel with the crystal being switched

7200

1500

800

C,pF

{0

200

FIG. 2. C(t) relation for a DTGS crystal sampld — E_11E;, 2 —
E_7|E;. T=35°C,E_=1.5E,.

n
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FIG. 3. f(t)=In{[Cy—C..J[C(t)—C..]} for two directions of theE_ field:
1—E_11E;, 2—E_1|E;. T=46 °C,E_=15E,.

Bver from one polarization state to the other, with the oppo-

site direction of polarization. Therefore the experimentally
observedC(t) relations reflect actually the dynamics of the
crystal's domain structure under polarization reversal, and,
hence, they should display the various stages of this prbcess
with their characteristic timeginitial nucleation with 74,
end-face growth of nuclei withr,, lateral motion of domain
walls with 3, and domain coalescence with), although
these stages do not have distinct boundaries in time.

Obviously enough, the rapid increase ©f(on the time
scale of about 5)sobserved following the field reverséig.

1) is due primarily to the first two switching stages, after
which the crystal transfers to a depolarized polydomain state
with the largest number of domain walls possible in these
conditions. This portion of the experimental curves was not
studied in this work because of its short duration and the
correspondingly large measurement errors.

Fitting Eq. (2) to the falling-off branches of the experi-
mental relaxation curve€(t) reveals clearly two quasi-
linear portions(Fig. 3), which correspond apparently to the
third and fourth stages of the switching process characterized
by the relaxation times; and 7,> 753. These portions are of
major interest, because, while they both are connected with
the lateral motion of domain walls, in the second of them
interaction between neighboring walls becomes esséntial.
The fact that the intermediate part in tkXt) relation, as
seen from Fig. 3, cannot be described by a single relaxation
time probably indicates a change from one polarization re-
versal stage to another, accompanied by a gradual onset and
enhancement of interaction between domain walls.

Figure 4 plots the relaxation timgy(E-) for two differ-
ent directions of the polarizing field. One clearly sees that the
characteristic relaxation times in the case where the applied
field is parallel to the internal fieltcurve 1) are shorter than
those observed under switching in the opposite direction
(curve 2). In weak fields E_<E,), the behavior of the
73(E-) relations is qualitatively different. Curve exhibits
in this field interval a portion with saturation, and the relax-
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FIG. 4. Field dependences of relaxation timefor two directions of thée_

S. N. Drozhdin and M. A. Kuyantsev

20 30 “ 50 60

¢

FIG. 6. Temperature dependence of relaxation timéor two directions of

field: 1 — E_11E,, 2— E_1 |E,. T=33.4 °C. theE_=E, field: 1 —E_118, 2—E-T|&.

tion ti b din th diti ins finit behavior of the field dependences of the TGS relaxation
ation 'Lne Oobserved in these conditions remains tinite eVe[ﬂme, the increase of, at high fields suggests that the inter-
for E_.=0, which permits one to consider this valuemgfas

the relaxation i h teristic of ; itchi ?ction between domain walls setting in in this stage of the
the re axal lon O"me Z Era;:herl_s Itc 0 slpfonl danCe:OL; SV\Q_E_tmg Oelaxation process inhibits total transfer of the crystal to the

€ sampie induced Dy the internal field. Luexhibils single-domain state, as a result of which the characteristic
typically a rapid increase of5 in weak fields, which evi-

J " v inhibited polarizat ith th lied fi Idduration of the process increases.
ences strongly innibited polarization wi € applied fie The temperature dependences of the relaxation tirges
antiparallel to the internal one.

The field d q f the relaxation ti lot and, obtained in the experiment are shown, respectively, in
[he Tield dependences ot the refaxation timeare piot- Figs. 6 and 7. We see that these relations are essentially
ted in Fig. 5. In contrast to the;(E-) relations, ther,(E-)

. ) k , nonmonotonic and cannot be fitted by the Arrhenius law.
curves obtained for oppositely oriented external fields ar

Shese #(T) relations exhibit two regions of anomalous
seen to behave qualitatively in a similar way throughout the (") g

S ) ; growth of the relaxation time, which lie below the Curie
SW'tC.hmg field range studied. ThQ(E:) _relat_|ons are char- goint by 7—8 and 15-18 °C, respectively. Such dependences
acterized by an increase of relaxation time in both weak an
strong fields. Whereas in the weak-field region the increase
of 7, can be readily explained and is in agreement with the

7, ,min

FIG. 5. Field dependences of relaxation timefor two directions of thée_
field: 1 —E_11E;, 2— E_T]E;. T=52 °C.

FIG. 7. Temperature dependence of relaxation titnéor two directions of
the E_=2E, field: 1 — E_11E;, 2— E_T|E;.
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observed on TGS crystals are attributed to the existence d@hroughout the temperature interval studied. Annealing of
temperature regions within which the domain structure of thesamples at 110 °C for one hour does not result in disappear-
crystal undergoes rearrangement. Our results suggest thamce ofE; and even in a noticeable change of its magnitude.
such regions of spontaneous domain-structure rearrangement It may be conjectured that bonds with protons, which are
exist in DTGS too, although here they are displaced towardhe lighter mediators, experience the strongest influence of
higher temperatures by 8—10 °C because of the protons bé#he external electric field. As a result, the glycine complexes
ing replaced by the heavier and less mobile deuterons.  with unsubstituted protons play in the DTGS crystals studied
The presence of the internal field manifests itself also irthe part of low-energy nucleation centers, where new do-
the temperature behavior of where it is seen in different mains appear under polarization reversal.
absolute values ofr measured at the same temperature  To sum up, the problem of the nature and properties of
for different directions of the applied switching fielBigs. 6  the internal field in crystals with mixed proton-deuteron
and 7. bonds is of significant interest and deserves both experimen-
tal and theoretical investigation.
3. INTERNAL FIELD IN DTGS CRYSTALS

DTGS crystals studied in this work represent a systemls- N. Drozhdin, L. N. Kamysheva, and O. M. Golitsyna, Vestnik VGTU,
: ; _ _ono, Ser. Fiz. Materl, No. 1, 96(1996.
with mixed deuteron proton bonds, because Only 80-90% OfZS. A. Gridnev, V. M. Popov, and L. A. Shuvalov, lzv. Akad. Nauk SSSR,
protons are replaced by Qeuterons. Thus the crystal has bothser. Fiz. ser. Fizas, 1226(1984).
fast hydrogen bonds, which are capable of responding rap3v. V. Gladkii, V. A. Kirikov, and E. S. Ivanova, Fiz. Tverd. TekSt.
idly to an external field, with protons in the double potential  Petersburg39, 353 (1997 [Phys. Solid Stat&9, 308(1997). .
well, and more sluggish deuteron bonds. One may consider"' N. Kamyshevaa, S. N. Drozhdin, and O. M. Serdyuk, Phys. Status Solidi
T . : ‘ A 97, K29 (1986.
the glycine complexes with unsubstituted protons as defectss| . N. kamysheva, S. N. Drozhdin, and O. M. Serdyuk, Zh. Tekh. 5&.
which create in the crystal an internal bias field producing a 1607(1988 [Sov. Phys. Tech. Phy83, 971(1988].
certain influence on its properties. 6L. I. Dontsova, N. A. Tikhomirova, and L. A. Shuvalov, Kristallografiya
Our measurements showed that this field is not large >> 1581994 [Sov. Phys. Crystallog9 140 (1994

(40-50 V/cm) and is practically temperature independentTranslated by G. Skrebtsov
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The phase transitiorlBm3m=P4mm and domain-structure formation in 5—-50@n isometric

PbTiO; crystals were investigated. The phase transition is characterized by a high rate

and by the formation of a single flat interphase bound@83. A size effect was observed: In
crystals smaller than a critical sizabout 20um), formation of 90° domains stops and,

in agreement with a phenomenological theory, the temperature hysteresis of the phase transition
doubles. ©1998 American Institute of Physid$$1063-78348)03008-1

The characteristic features of first-order phase transitionan optical channel, and a video camera were used to inves-
and of the domain structure formed as a result of such trartigate the phase transitions and the process leading to the
sitions largely determine the characteristic physical properformation of domain structure. The temperature interval of
ties of ferroelectric crystals. For this reason their investigathe thermal chamber was 18—-600 °C; the heating and cool-
tion has become of paramount importance in the physics dhg rates 0.01-0.5 °G ! were regulated automatically. For
phase transitions and in ferroelectric materials science. Athe investigations, 10—15 well-faceted crystals were placed
shown in Refs. 1-3, in investigations of extended platedinto the thermal chamber, heated above the temperaiure
shaped PbTi@crystals these features are determined by thend then cooled. The phase transition was registered with the
values of a number of factors at the phase-transition temperaideo camera.
ture: 1 internal factors(the jumpAPg in the spontaneous Direct observations of the phase transitions and the for-
polarization and the accompanying jumps in the electric fieldnation of domain structure under isothermal conditions and
(depolarization field the spontaneous deformation, the la- frame-by-frame examination of the video film showed that
tent heat of the transition, and the density of free chargehe phase transitions in the crystals occur with the formation
carrierg and 2 external factorgrate of change and gradient of one flat interphase boundaf923. We investigated such
of the temperature near a phase transjtion a transition in plate-shaped crystals in Refs. 1-3, where it

Our objective in the present work was to investigate thewas established that the domain structure is formed on the
effect of still another internal factdcrystal siz¢ and exter-  interphase boundary as a superposition of layered regular 90°
nal factor(zero-gradient heating and cooling of a crystal neardomains with alternating layers of thicknesls and d,

a phase transitigron the phase transitions and domain struc-whered;+d,=4—7 um. The hysteresis of the phase tran-
ture of isometric PbTi@ crystals. sition in such crystals did not exceed 7 °C. In the present
work, we established that these features of the phase transi-

1. PRODUCTION AND INVESTIGATION OF THE CRYSTALS

The objects of our investigations were isometric Ph;liO
crystals with edge length ranging from 5 to afh. The crys-
tals were obtained by the crucibleless method. A homoge-
neous mixture of PbTiQand PbO was pressed into a 25 mm
in diameter and 5 mm high disk and held for 24 h at 850 °C.
After cooling, the agglomerate was ground and PbO was
dissolved in a 5% water solution of acetic acid at 80 °C. The
crystals obtained in this manner are shown in Fig. 1. They
are transparent and have a pale-yellow color, their cell pa-
rameters ar@=3.896<10 °m, ¢=4.136x10 m, and
c/a=1.062, and the temperature of the phase transition
PAmm—Pm3mis T,=492—-494 °C, in agreement with ex-
isting data. A polarizing microscope, a thermal chamber withFIG. 1. Isometric PbTiQcrystals (< 400).

1063-7834/98/40(8)/2/$15.00 1402 © 1998 American Institute of Physics
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tion are characteristic for crystals larger than a critical size, AT=-34§(8,+ S l4agy,, (1)
equal to 15-2Qum. As crystal size decreases and ap- - . .
proaches the critical sizéabout 20um) the 90° domains whereay, 8y, andy, are coefficients in the expansion of the
formed during the phase transition vanish on completion ther_mody;am:):b%qtent_lal '?] a s%rles n pofw Zros of the polar-
the transition. This attests to a loss of stability by the crystalézat'on' or i@, In the absence o twinning,

- 5 ~—4
as a result of the fact that the crystal edge becomes of thI%_ 32'5? 106h‘]' mt. c .t_(tak(tan from t‘l’abl_eslé?éxoiol?\a]f.)B
same order of magnitude ds+d,. In crystals smaller than ce:zarKile pﬁaise-srinf(ljéo\? mgmcpfe‘{a ur@_—l 'ZX 1019 3 m”;
the critical size 90° domains do not arise at all. Crystal size | P e r 71T e

y C © (data from Table 1.1 of Ref.)3 A calculation per-

has no effect on the formation of 180° domain structure. It is]; d using Ea.(1) and th d VeAT~19 °C
significant that in crystals smaller than the critical siess ormed using Eq.(1) and these data givea T~ '

than 15um) the hysteresis of the phase transition reachegvhICh IS clpse to the experimental Va.".‘@ﬂ‘”. Q.
14-17 °C. As AT increases, the phase-transition rate increases, as a

result of which minimization of the depolarization field is
accomplished by 180°-domain formation with no screening
of Py, since, despite the high density of free charge carriers
Our results are in agreement with the thermodynamicat the phase-transition temperature, there is not enough time
theory of ferroelectric phase transitions that takes account gbr complete screening d?s to occur in the PbTiQcrystal.
the influence of the relaxation of internal mechanical stresseshe vanishing of 90° domains after the completion of the
on a phase transitioh? Internal mechanical stresses, which phase transition in crystals larger than a critical size can be
unavoidably accompany the formation of nuclei of a newexplained by the small area of the 90°-domain walls, inad-

phase, are taken into account by introducing an effectivequate for stabilizing the walls at dislocatidhs.
electrostriction parametes. The relaxation of the internal

mechanical stresses will be most complete in the case when

the phase transition pro_ceeds by means of the appeara_nag G. Fesenko, V. G. Gavrilyachenko, A. F. Semenchev, and S. M. Yufa-
and development of a single nucleus of a new phase, whiletova, Fiz. Tverd. TeldLeningrad 27, 1194(1985 [Sov. Phys. Solid State
the interphase boundary(isn the average over 90° domajins 27, 719(1985].

. . . . 2 i -
a plane of zero deformatiofso-called optimal twinning tEri'cSiggsfgnsk?igLééG' Gavrilyachenko, and A. F. Semenchev, Ferroelec

In PbTiQ; the {023 plane i.S_ the Zero'deform_a.-tion plane. 3E. G. Fesenko, V. G. Gavrilyachenko, and A. F. SemencBamain
accompanying a phase transition. Under conditions of opti- Structure of Multiaxial Ferroelectric§in Russiad, Rostov University,
mal twinning in PbTiQ 90° domains form every time, while 4'?030\4-0'?&1“:13'02#9905 o 4V, Yu. Tonolov. Fis. Tuerd. Tel

. s o . . Vo hurk, AL ernopabov, an . YU. Topolov, Fiz. lvera. lela
the paramete6 is minimum. In the apsence of 90 QOmalns (Leningrad 25, 2839(1983 [Sov. Phys. Solid Stat25, 1640(1983]
the internal mechanical stresses build up on the interphasea. v. Turik, A. I. Chernobabov, and V. Yu. Topolov, Fiz. Tverd. Tela
boundary with indiceg023}; this increases the paramet&r (Leningrad 26, 3618(1984 [Sov. Phys. Solid Stat26, 2176(1984].
by 3 to 4 orders of magnitude as compared with the mini- V. S. Bako, R. I. Garber, and A. M. KoseviclReversible Plasticity of
mum value’=® The magnitude of the hysteresis of the phase Crystals[in Russiad, Naukova Dumka, Kiex1990, 280 pp.

transition is determined by the expresdion Translated by M. E. Alferieff

2. DISCUSSION
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Energetics of the thermoelastic effect in solids
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The dependence of the temperature on the external adiabatic deformation is determined for a one-
dimensional model of a solid — chains of atoms with an anharmonic interaction. The

resulting dependences of the average kinetic and potential components of the internal energy on
this deformation are compared with a model of adiabatic loading of a single oscillator.

© 1998 American Institute of PhysidsS1063-783#8)03108-§

The thermoelastic effect consists in a change in the temwhere the dynamical variabbe=r —r,, andr is the coor-
perature of a solid under elastic adiabatic loading. When ainate of the well bottom, equal to the equilibrium inter-
solid with a positive thermal expansion coefficient is atomic distance at the mechanical limit.
stretched, the temperature decreases, and when such a solid The self-consistent Einstein approximation can be used
is compressed the temperature increases. A good approxime calculate the thermodynamic characteristicBhen the
tion in describing the thermoelastic effect is Kelvin's free energy per atom of a chain bfs-1 atoms, taking ac-

relation'? count only of the nearest neighbors, has the form
=LA (1) Fe— T 2 2 (Aa) @)
T c 2 2kt Vm F¥(A),

whereT and AT are, respectively, the temperature of the

: 3 where(x) is the softened pair-interaction potentigljs the
body and the change in temperature under a lead; the

is the I h | . Hici i force constant determined from the self-consistency condi-
stressa is the linear thermal expansion coefficient, & tion, Aa=ae is the average displacement of an atom from

the spemflc_hea(mer ymt V9'Um¢- The_presence of _the ther- the position of equilibrium, and is the relative deformation
mal expansion coefficient in EqL) indicates that this effect of the bonds
is due to the anharmonicity of the interatomic interaction. On scale.s much larger thdeT/ 4, which is the mean-

_The energetics of the thermoelastic eff_ect exhibit INter-sauare vibrational amplitude of the atoms, long-wavelength
esting features. For example, when a body is compressed an pansions are valid for the potentialand the force con-
its temperature increases, the increaSAT) in the thermal stant:5

energy of the body is an order of magnitude lar(fer small

loads than the measured work of deformatidmhis fact, as KT N

well as the decrease in the thermal energy of a bty P~ 5 +e(X)+0(e/e"),

crease of the temperaturen stretching, when work is also

performed on the body, make it desirable to perform a de-  ¢(X)~2¢"(x)+O(¢"V/¢"). (4)
tailed investigation of the energetics of the thermoelastic ef-

Then, for the main thermodynamic functions of the internal

fect.
energy, stress tensor, and entropy
JF dF
1. ANALYTICAL ANALYSIS w=F+TS, o=—, S=—-|—
de oT .
We shall analyze the energetics of the thermoelastic ef- ) '
fect for the example of a one-dimensional chain of atoms. We obtain
Since the deformations considered are small, it is suffi- 1 1 o
cient to give the interatomic interaction in the form of a w=kT+¢(Aa), P=—— ¢'+_k-|-_”}
potential with cubic anharmonicity a 2 ¢
f g fi \/5
o(X) 2x 3x , (2 S k( 1-In 1T Vil (5)

1063-7834/98/40(8)/3/$15.00 1404 © 1998 American Institute of Physics
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The stress tensor in the one-dimensional case reduces to thlis expressions corresponds to the thermoelastic effect—
pressureP. A characteristic feature of the internal enesgy the change in temperature under adiabatic deformation. The
is that it is additive with respect to two physical components:iexpression9) can be easily reduced to the Kelvin relation
the thermal energy and the interaction potential energy. Sucfi).” In the form(9), however, this expression combined with
an expression is exact for a cubic pair-interaction potentialEq. (5) for w makes it possible to analyze the behavior of the
A characteristic feature of the pressure in the system is itthternal energy in an adiabatic deformation process.
additivity with respect to the same two components: a poten-  Let us rewrite the expressidb) for the internal energy
tial component, reflecting elasticity, and a thermal compo-in the form
nent, associated with the entropy force of the thermal pres- 1
sure. w=-kT+ -kT+¢(Aa). (10

Let us now examine the adiabatic deformation of a one- 2 2
dimensional chain of atoms at constant entropy. The basis ¢fiere the first term is the average kinetic eneBgyper de-
the energetics, considered here, of adiabatic deformation igree of freedom, while the last two terms are the average
the law of conservation of energy, which in the present cas@otential energyE, (by definition, the internal energy is the
has the form of the first law of thermodynamics ensemble-averaged total energy of the system minus its mac-
roscopic motion and the result of the action of the external
force9. Using Eq.(9), we find for these components for the
final state to first order iy

dQ=TdS=dw+ Pa%de=0. (6)

For finite changes of the quantities the expresg@nmust
be integrated between the initial and final states. The initial gasg
state is the state of thermodynamic equilibrium with tem- Ek(Sf)IEl(l— -
perature T; and the corresponding thermal deformation

e,=gkT,/af?.® The final state produced by the external de- gaes
formation is characterized by the temperatiiseand defor- Ep(er) =Ea| 1+ —— |+ o(aey), (1D
matione,, which in the general case can be represented aﬁvhereE1=(1/2)kT1.
er=e,+e;. 7) In the initial state we have from Eq10)
2
Thg expre;sior(?) determines the mechanical deformation E.=E;, Ep=E1+<P(a81)=E1+2$—3Ef (12)
g¢ in an adiabatic process.
Integrating Eq(6), we obtain The expression foE,, differs from Eg.(11) by the term
quadratic ing. When it is taken into account, the average
KAT+A@= —a3f£2P(s,T)ds potential and kinetic components in E42) differ from one
&1 another. This corresponds to violation of the virial theorem
” in anharmonic systems. It can be shown, by means of un-
:afaz o' (e)+ _”)d8:A¢+ kT In @ complicated but tedious calculations, that the rest of the cor-
&1 ¢1 rections in Eq(11) which are of second order ig are qua-

(8) dratic in the force and are of no consequence in the case of
small loads, with which we shall be concerned below. There-
The left-hand side of Eq8) is the internal-energy change, fore the expressiofill) under small loads can be assumed to
consisting of thermal and potential parts, in the adiabatiequal
process. The right-hand side is the work of deformation, like-

wise consisting of two parts: mechanical, compensating ex- Ek(Sf)ZEl( 1— gae '

actly the change in the potential part of the internal energy, f

and entropic, which is the work performed by the thermal g2 gas;

pressure. The force constants appearing in [By.can be Ep(e1)=E; 1+23E1+T + ¢(asq). (13

found from Eq.(4).
A specific feature of a heated anharmonic body is thelThese energy functions can be traced in the mechanics of

thermal expansion of the bonds, in which is manifested thediabatic loading of an anharmonic oscillator, proposed in

balance of forces in the position of thermodynamic equilib-Ref. 8.

rium, where the thermal pressure force is balanced by the

elasticity of the bonds. External deformation results in addi-

i . ; 2. COMPARISON WITH ADIABATIC LOADING OF A SINGLE

tional stretching of the bonds, and the entropic force of th%SCILLATOR

thermal pressure performs additional work on this displace-

ment up to establishment of a new position of equilibrium. The foregoing construction of the thermodynamics of a
For small changes of the state we find from Eg8).to  chain of atoms employed the self-consistent Einstein model.
first order in the anharmonic force constant In this model, which is based on the variational theorem of
statistical physics, the free energy of a system is calculated

ﬂ_ _ 9ae¢ 9 starting from an ensemble of oscillators. For this reason, it is

T, f of interest to compare the results obtained here with the re-
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TABLE |.
£E/D _ .
0.13k Quantity Eq.(14) Mechanical system
E./D 0.09833 0.09821
E,/D 0.10167 0.10172
0.121-
an external load the internal energy, according to @4),
equals
.10
| Eg=E,| 24 22
°om =1 3D)
- l
= whence
0.08F ! ! ! I ! ! 1 1 Eo
-0.% -0.2 A = = — -
K 0 0.2 E.=E; 2E0 1 D"

FIG. 1. Comparison of the analytical force dependences of the efsotig 1 E
lines) and the numerical result&oty. 1—Average kinetic energy2— E.= _Eo< 1+ _0)_ (14)
average potential energy. P2 12D

The energies from Eq$l4) are presented in Table | together
with the values obtained numerically for a mechanical sys-

. . L ._tem.
sults obtained by numerical averaging in the model of adia- . .
y ging Therefore good agreement with the mechanical calcula-

batic loading of a single oscillat8tThis is especially impor- . . b dh I
tant since we are dealing with time averages in a mechanicdP" IS observe ere as wetl. . .
The result of this work is a detailing of the energetics of

model, whereas in the thermodynamic model we are dealin _ . . . .
y gn adiabatically loaded anharmonic solid. Equations were

ith bl dic hypoth Si the in-
with ensemble averagdsrgodic hypothesjs Since the in obtained for the deformation dependences of the average ki-

ternal energy and its componer(ts3) permit a mechanical i 4 potential ts of the int | Th
analogy, it is natural to use these quantities for comparison§'e Ic and potential components of the Internal energy. These

In the mechanical mod&hn anharmonic oscillator with dependences agree well with the numerical mechanical
energyE,=0.2D, where the dissociation energy of the os- model and graphically illustrate the breakdown of the virial
cillator (2% D:. f3/’6gz was loaded slowly with an increasing theorem, as is characteristic for an anharmonic system with a
external force. After the system arrived in the final state, tim onuniform potential energy function. The changes in the

averages of the kinetic and potential components of its enKinetic and potential components explain the interesting en-

ergy were obtained for different values of this force. ThesePT9etcs of the thermoelastic effect.

Egs.(13. _ the Russian Fund for Fundamental Resedffoject code
For this, it is necessary to convert the deformation entergg.3-32467a
ing in Eq. (13) to the external loadF =—Pa? in the final
loaded state. It can be shown that to first order in the anhar-
monicity this relation is expressed by a nonlinear elasticity
law F=fas;—g(ae¢)?. For the loads considered below the
contribution of the nonlinear term in this dependence to theiy thompson(Lord Kelvin), Mathematical and Physical Papers. London
energy does not exceed several percent, so that we shall ne¢s9g, 592 pp.
glect it. The thermodynamic and mechanical energy param_zA. Nadin, Plasticity and Fracture of Soligd/ol. 2.[in Russian, Moscow,
; ; : : 864 pp.
etgrs are compargd .m Fig. 1. The energies a_re measured u@u. K. Godovski, Thermophysics of Polymef$n Russiai, Moscow
units of the dissociation enerdy and the force is measured (1983, 280 pp.
in units of the ultimate strengtR,,=f2/4g. The agreement “T. Matsubara and K. Kamiya, Prog. Theor. Ph§8, 767 (1977).
between these data is seen to be completely satisfactory. The. L. Gilyarov, in Nonlinear Effects in Fracture Kineticin Russias,
. . . . . . g Leningrad, 1988, p. 3.
dlscrepanmeﬁespeually in the stretchlng reglbare appar Ya. I. Frenkel', Kinetic Theory of Liquids/Clarendon Press, Oxford,
ently mainly due to the force corrections to E43) which 1946: Nauka, Leningrad, 1945, 460 fip.
are quadratic in the anharmonic constgnt "A. 1. Slutsker and V. P. Volodin, Theor. Chim. Acg#7, 111 (1994.
The difference of the average potential and kinetic com- \T’ |L' g‘ygrot"v At: s zgti'gvl\ggp- \;C’r:c’d'”svalﬂ(? 'S-t- /?éé‘af’gg'(zl'g%erd'
ponents from one another expresses the deviation of the an- ©@ (St Petersbung9, 153(1997 [Phys. Solid Stat@9, }

harmonic system from the virial theorem. In the absence ofranslated by M. E. Alferieff
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Structural features of solid gallium in microporous glass
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An experimental Debye-Scherrer study of structural features of gallium in porous glass with pore
diameterd=4 nm is reported. Gallium structures different from the known bulk

modifications have been discovered. 1®98 American Institute of Physics.
[S1063-783%8)03208-7

Porous glasses loaded by various materials have beetructure 1(Fig. 3. The Debye pattern of the sample again
recently attracting considerable interest. The properties ofooled to 150 K contains all three structurdsg. 4). At
geometrically confined substances can differ substantiallpther temperatures one observed various combinations of the
from those of bulk samples. For instance, water freezes ifirst and the other two structures.
porous glass in cubic structure different from the conven- We have succeeded in deciphering structure 1 using
tional hexagonal bulk modification, as indicated by neutronHell’s curves. It exhibits a tetragonal bcc lattice with=b
diffraction studies of glass with a pore diameter of 5 hm. =0.325 nm andc=0.495 nm, and differs from the known
Solid deuterium in porous glass likewise does not resemblenodifications of bulk gallium. Note that the bulk gallium
in structure the bulk form. Therefore investigation of the modification forming at pressures above 3.0 GPa has tetrag-
structure of gallium in porous glass is of particular signifi- onal bcc lattice witha=b=0.2813 nm and:=0.4458 nm®
cance because, even in the bulk state, it exhibits a number dihe large difference between the lattice parameters does not,
specific structural properties. It is known, for instance, that
bulk pure gallium crystallizes in a number of modifications
differing notably from one anothér.

The sample under study was prepared of glass obtained 09 |-¢g9)
by thermal treatment of a sodium borosilicate system, which
was subsequently subjected to acid atth@ke glasses were =
tested by mercury porometry and electron microscopy. The
pore diameted=4 nm, the pore volume was 0.15 &fy. R
Liguid gallium was injected into porous glass at a pressure of
9 kbar. The pore volume filling was about 90%. 5

The structural features of solid gallium in porous glass
were studied by the Debye-Scherrer methwithin the 4.5— 7'5;’400_
300 K range using Cu K radiation. The results of the stud- §
ies are presented schematically in Figs. 1-4. As evident from &
the experimental data, solid gallium crystallizes in pores in
three different modifications. The structure labeled 1 forms = 112) (202)
in the sample cooled from room temperature to 250Fig. @) (3 (121)
1) and is present in all Debye patterns without any exclusion L
(note that gallium filling the pores at room temperature is in
the liquid state As the temperature is lowered down to 150 a L i i | 1 I 4 L
K, one observes superposition of another structure labeled 2 30 40 28506. 60 7
(Fig. 2. After the sample was warmed tb=300 K and » 489 ‘

C90|e_d again to 2.00 K, apother mOd.iﬁcatimrUCture 3 FIG. 1. Debye pattern for gallium in porous glass with 4 nm; structure,
differing from the first two, is seen against the background ofr=250 K.

10)
(002)

1063-7834/98/40(8)/2/$15.00 1407 © 1998 American Institute of Physics
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FIG. 2. Debye pattern for gallium in porous glass wdth 4 nm; structures
1 and2, T=150 K. FIG. 4. Debye pattern for gallium in porous glass withl 4 nm; structures

1, 2, and3, T=150 K.

however, permit us to consider these structures to be identf@n, in principle, shift in porous glass, which may make
cal. some reflections forbidden while allowing othérdhus

Structure 2 contains lines belonging to themodifica- ~ Structure 2 is possibly a disorderedmodification in which
tion of bulk gallium. The absence of someGa reflections bulk gallium can crystallize under normal conditions.
is possibly due to bulk gallium having graphite-like lattfce, Structure 3 has a lower symmetry, which makes its as-
and therefore it possibly has atomic planes which are bonde®ignment considerably more difficult. One can, however,

none of the known modifications of bulk gallium.

In this way, our x-ray diffraction studies of solid gallium

loaded in porous glass indicate a possibility of formation in
1 porous glass of gallium structures different from the bulk
modifications, and of a structure representing a disordered
i modification of bulk gallium.
- Support of the Russian Fund for Fundamental Research
(Grant 96-02-19528and of the NSC(Taiwan (Grant 86-
2112-M-006-012is gratefully acknowledged.
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The anomalous positive magnetoresistance of a two-dimengi2Dallayer on Te(100) is

analyzed, and it is shown that this phenomenon can be described within the weak localization
theory taking into account the specific features of the band spectrum symmetryDof a 2

layer on this tellurium surface and the associated peculiarities in the phase relaxation processes,
as well as the existence of sever@ 8ubbands. The main parameters of the theory have

been determined, and it has been found that this orientation of@hay2r is characterized by

an extremely high probability of intersubband transitions in elastic scattering, which

makes this case qualitatively different from th® Bole system on thé000)) surface studied
previously. The phenomenon is attributed to the difference in the character of electronic

states between these crystal interfaces, namely, dangling covalent bonds in the chains making up
the tellurium crystal on th€000J) surface, and the disruption of the weaker interchain Van

der Waals bonds on the (10} face representing the cleavage surface. A conclusion is drawn that
the wave-state phase-relaxation time in inelastic processes is dominated by electron-electron
scattering. ©1998 American Institute of Physids$S1063-783%08)03308-3

The need to introduce quantum corrections to the consis makes use of thahole characteristics found from mea-
ductivity of two-dimensional2D) hole carriers on a tellu- surements of the monotonic and oscillatory components of
rium surface was first demonstrated in a study of galvanothe resistance and Hall effect in aD2layer [the
magnetic properties of the accumulation layer of0081).  Shubnikov—de HaagSH) effect within a broad magnetic-
This effect was revealed as an anomalous magnetoresistanteld range’

(AMR), whose sign and behavior varied with temperature

and D-hole concentration. The experimental results were

guantitatively interpreted in terms of the weak localization: EXPERIMENTAL RESULTS

theory for noninteracting particles, which was modified by  The samples were cleaved along tbg axis from a tel-
inclusion of the specific features of the tellurium valence-|yrium single crystal of record-high purity (¥cm™ at
band energy spectruitiifted spin degeneracy, many-valley 77 K) and represented rectangular plates 0.1—-0.4 mm thick,
character, trigonal distortion of the spectruhd Positive with the broad face being the cleavage plane_@l)O1The
AMR was later found in studies of the accumulation layer onaccymulation layer on the broad face was produced by treat-
the (1010) surface, which is parallel to the twofolat and  ing it with a polishing etch by the techniqemployed for
threefold ) axes™ This phenomenon was also described inthe (000)) surface.

terms of phenomenological theory of weak localization, but Figure 1 displays magnetoresistance measurements,
without taking into account the real symmetry of tHe-Bole ~ Ap/p,, for a sample with an accumulation layer on the

Fermi surface on thi; plane; in. particular, the spectrum Wa?lOTO) surface in magnetic fields of up to 100 kOe. The
assumed not to be trigonally distorted. ~ oscillatory behavior ofAp(H)/p, (the SH effect indicates
A microscopic theory of the effect of weak localization e on-hole gas to be degenerate. An analysisthe behav-
of 2D holes m_tellunum, Whlch_arE localized a_tthe principal jo; of Ap(H)/p, made within a broad range of magnetic
crystallographic plane®001), (1210), and (10D), hasre-  fields permitted one to find such characteristics as the num-
cently been developed. This theory takes into account botRer of 2D subbands in the accumulation layero), the con-
the real anisotropic band structure of tellurium and the decentration of the R holes in each subbargl and their mo-
pendence of the @-hole dispersion on surface orientation, bility ), (see Table)l
and the dependence of the scattering matrix element on the The inset to Fig. 1 shows on an enlarged scale the initial
initial and final quasi-momenta of the hofe$The specific  portion of this relation. In the weak magnetic-field domain
features of weak localization due to the presence in the quarhe A p(H)/p, relation is seen to follow an anomalous be-
tum well of more than one quantized subbands were alspavior typical of the weak localization effect, namely, a
considered. strong, close-to-linear increase starting in a magnetic field of
The present communication reports a study of AMR onthe order of 20 Oe.
the Te(10D) surface and compares its results with the weak  Figure 2 shows thé o(H) relation in the AMR region
localization theory developed for this orientation. This analy-obtained at different temperatures.

1063-7834/98/40(8)/4/$15.00 1409 © 1998 American Institute of Physics
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FIG. 2. Magnetic-field dependence of the conductivity(H) of a tellu-

FIG. 1. Magnetic-field dependence of magnetoresistangéH)/p, of a rium sample with accumulation layer on the (D)lsurface obtained at
. . . — different temperatures. The conductivity is reduced to unit area. The origins
tellurium sample with accumulation layer on the (DQlsurface for

- . s g . of the curves are displaced. Solid line: experiment, open circles: calculation.
T 13 K. The Inset shows the Iniial portion of ()] relation- AN 7(): 1—1.35,2—1.67,3—1.86,4—2.4,5—3.2,6—4.2. The inset shows
anomalously fast Increase ot the resistance IS evident. the temperature behavior of paramet¢y,. Filled squares—experiment,

solid line—theoretical fit.

2. DISCUSSION OF RESULTS

A. The 2D-hole dispersion law for the ~ (1010) surface the lower v_alence subband permits one to relate the param-
_ _eters entering Eq(1) to the band gafE, and the valence-
In tellurium, the extrema of the valence and conductionggng spin-orbit splitting ; .>°
bands are located at thd and P corners of the Brillouin When confined along the axis in a potential well on the

zone connected only through the time inversion operation. Ir'\'e(lO?D) surface, B holes in a quantized subband with
three dimensions, the dispersion relation for the upper Var dex| obey the f(,)llowing dispersion relatién
lence band can be presented in the fdtmwithin terms of

orderk®):8 ) ) )
, . , E (Ky,k,) =A, k5 + B ki— (A2+ B%k2) 12
E=A kZ+B,(k3+k2)— (A%+ p%k%)1?
2T By (Kt ky) —(A%+ B7k7) ATyl 3(1C)), @
1
+A+ 5 (ki k), (1) - _ _ _
where(ky) is a function depending on potential well shape
. T d the quantized level numbiker
wherek. =k,*ik,. The constanty; has opposite signs for an . .
the M and P extrema. The parameters entering ED. are Ac;cordlng to th'(tz)’ th? ZDI—hc|>I§ Ferﬁql surfacr? ";t _onv t
such that the valence-band spectrum has a shallow saduzge_rgest represents dWO gbosl? yh ymgﬁe |pset§ w 'Ct join a
point separated b¥,=2.3 meV from the band top. The —F~ =0 : acqwrfe a Em) tﬁ \:,.ape IZ.c:)nt!nuesfFo n-
two-band model taking into accoulktp interaction of the crgastez. . ssee;‘r) r:om Cg € régc;ng Rlsfor?)lop ° te':rmcli :
two upper valence subbands with the conduction band ant&ajec ories, which was disregarded In Ret. 3, IS retained in
the 2D layer on Te(100).
The presence of a saddle point in the spectrum results
not only in a strong anisotropy of thé2zhole effective mass,

TABLE |. Characteristics of P holes in the accumulation layer on which varies with Fermi energy, but also in an unusual de-

Te(1010). pendence of the density obD2hole states on energ§)(E),
Quantum- shown in Fig. 3 over a broader concentration range than this
subband o, wh, Q, D, (D, is done in Refs. 5 and 6. The increase in the density of states
number.  10%cm? 10 cn?V-s 108ev! cmis 107 Bs observed to occur as one approaches the saddle-point energy
0 2.0 55 366 600.8 444 Increases the contribution to transport effects of quantized
1 0.54 12.0 854 7585 244 subbands with Fermi energies close to the en&gywhere

the number of free carriers is comparatively small.
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3.00F do.s0 was used to find the dependence of the mobility tensor com-
ponentsu,, and u,, on the D-hole concentration.
Equation (3) describes the weak-localization effect for
the case of only onel2 subband existing in the2layer. If
more than one R subband is present, one has to take into
account the probability of intersubband transitions. If the in-
tersubband transition time within each valley is substantially
shorter than the times determining the characteristic mag-
netic fieldsH,, H, , andH ,, the contributions due to all2
subbands are averaged proportionally to the density of states
at the Fermi level),. In doing this, all parameters in Egs.
(3) and (4) should be replaced with their averages
: 0 =D} Q, sDiQ, =(17)Q,
J 5 | — 1

| I
EQ| » D= EQ| ' ?i: EQI . (6)
I | |

2.50¢

2(p)

10.30 S

2.00F

1.501

p,10’z cm'z Dii:

FIG. 3. Calculated dependences of the density of sfatasFermi level and
of the quantity l7‘y on 2D-hole concentration on the Te(10} surface. Note that Eq(3) is valid as |0ng as the characteristic mag-

1—a plot of 0478, 2—a plot of 1fr, 3 10045(A, /) netic fieldsH,, do not exceed, =ic/4eDr,, wherer, is
the momentum relaxation time. While in magnetic fields
H~H, the weak-localization phenomenon is retained, it

B. Weak-localization effect on Te (1010). The case of strong does not have a diffusion character.

effective-mass anisotropy and of several quantized

subbands

. . . . . C. Analysis of experimental results
After taking into account the anisotropic properties of

the diffusion coefficient, weak-localization theory of nonin- By combining the theoretical relations shown in Fig 3
teracting particles yields the following standard expressiorWith the experimental values of the concentratiprand ),

for the dependence of thé2hole conductivity on Te(100) of 2D holes in each of the subban@&able ) one can find a
on magnetic fiel5® number of characteristics used in the weak-localization

theory. These are the density of states the diffusion co-
H efficient at Fermi leveD',, and the parameter§)', which
m) determines the time between elastic collisions and is equal in
order of magnitude to the momentum relaxation time
]' 3) (Table ). Knowing the calculated _ratip'zg,u_'xx (see Refs. 5
and 6, one can now transfer, using relatio(®, from the
_ characteristics of individual @ subbands to the averaged
where o= (Dj; /D)e’/27*h, f5(x)=Inx+W(3+1/x), and  parameters entering Eq®) and (4).
WV is the digamma function. The characteristic magnetic A comparison of experimentalo(H) relations with Eq.
fieldsH,, H,, andH, entering Eq.(3) are related to the (3) made possible determination, without the inclusion of
corresponding phase relaxation times 7, andr, through  diffusion-coefficient anisotropy, of the parametey, respon-
sible for the positive AMR, namely, the third term in E§):
H o= fic 4) H,(1.3K)=10 Oe. As for the other two terms in E(B),
“ 4e57a’ they become significant in magnetic fields above 300 Oe.
o This means thatl ,+2H,~H_,+H,+H,>300 Oe. On the
wherea=¢,v,y; D=(D,,D,,)*? is the direction-averaged other hand, using curvé in Fig. 1 in Ref. 6, the above
mass-diffusion coefficient,r, is the wave-state phase- characteristics of the2 holes, and the known coefficient
relaxation time under inelastic scattering, andand 7, are ~ y3=2X 10 2° meV-cn? (see, e.g., Ref.)1one can estimate
the elastic-scattering phase-relaxation times for inter- and ins,, and, accordingly,H,: 7,= 10 ?s, and H,=20 Oe.
travalley transitions, respectively. The latter is inversely pro-Whence it follows that
portional to the parametey; describing the “trigonal distor- H,>H, H 7
tion” of 2 D-hole Fermi trajectories on the Te(10)Lsurface. e
The relation between the diffusion-coefficient tensorWith H,>300 Oe. Using Eq(4), one can also estimate the
componentsD,, and D, and the microscopic parameters characterlstlc phase relaxation timgsand 7, . One comes
entering the matrix Hamiltonian in the effective-mass ap-t0
proximation is given in Refs. 5 and 6 for the case of scatter- T~ Ty>Tp, Ty
ing from a short-range potential. The Einstein relation for
degenerate electron gas

H
Ho+H,+H,

1f H
_EZH_¢

1
+§f2

AUii(H):ffolfz

which means that for @ holes on this surfacer,~7,.
Strictly speaking, in this case the diffusion approximation
D =pui/eQ, (5) used by us is invalid for description of weak localization. It
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5k phase relaxation time due to carrier interaction with Nyquist
. fluctuations:  (1#,) = (1/70)) = T(wao/op) (ki) In(or/
2mag).° A calculation made using thel2hole parameters
X given in Table | yields (#)=(T/1K)x 10" s™%, which
agrees guantitatively with the experimental value.
In stronger magnetic fields, the experimental values of
Aco(H) were found to be higher than the calculated ones
because of the contribution to the weak-localization effect
due to scattering involving elastic transitions, which, when
A occurring in a magnetic field, result in a decrease of the
magnetoresistance.
To conclude, application of microscopic theory of weak
localizatior?® to the positive AMR effect in a R layer on

a Te(1010) has revealed an extremely high probability of in-
tersubband transitions under elastic scattering @ft@les,
0 ) ) 1 i 1 \ ] which makes this case qualitatively different from that of a
10 1.5 2.5 3.5 4.5 system of ® holes on the(0001) surface studied earlier.
T.K Assuming the scattering to occur primarily from surface
FIG. 4. Temperature dependence of the phase relaxation fjmeFiled ~ "OUGhNESS, it appears reasonable to relate the above differ-
triangles—experiment, solid line—theoretical fit. ence to different character of the electronic states on these
surfaces, namely, unsaturated covalent bonds or{G®@1)
surface, which terminate the chains making up the tellurium
can be shown, however, that becauge-,,7,, the largest  crystal, and disrupted weaker van der Waals bonds coupling
contribution toAo(H) is due only to the cooperon, which is the chains on the (1@) surface, which is the cleavage sur-
antisymmetric under valley interchange. Its contribution toface.
conductivity is described by the third term in E&), which
contains onlyH, (or 7,) as a parameter. This means that The author.s are grateful to A. O. Smirnov for assistance
when comparing Eq(3) with experiment, one should retain in Some experiments, and to I. A. Bespalov for the calcula-
in it only the term— 3f, H/H ,, and consider magnetic fields tons.
<300 Oe. As seen from the p|0ts in F|g 2' such a descrip- Support of the Russian Fund for Fundamental Research
tion does indeed produce a quantitative agreement of calcyGrants 96-02-16959 and 96-02-1784%hysics of Solid-
lated relations with experiment in the weak magnetic-fieldState Nanostructures” prografGrant 97-1035 “Support
domain (up to ~400 Oe). The contribution due to classical of Young DSc Program”(Grant 96-15-96955 and of the
magnetoresistance was taken into account, as in Ref. 1, byntegration” Foundation (Grant 326.3Y is gratefully ac-
introducing an additional ternbH2. This approximation knowledged.
showed that parametét,, decreases with decreasing tem-
perature. The values ¢, for various temperatures are pre-
sented in the inset to Fig. 2. While thg,(T) relation canbe 1y, A Berezovets, I. I. Farbshtein, and A. L. Shelankov, JETP 13874

, 107"

Ty

fit with a straight line, approximation of the form (1984.
) 2A. I. Shelankov, Solid State CommuB3, 465 (1985.
H,=A,T+B,T (8) 3V. A. Berezovets, Yu B. Lyanda-Geller, A. O. Smirnov, and |. |. Farbsh-

. _ . tein, JETP Lett58, 770(1993.
appears physically more validated. A least-squares fitting‘y. a. Berezovets, I. I. Farbshtein, and A. O. Smirnov, Phys. Low-Dimens.
yields A,=9.66 Oe/K, andB,=2.7 Oe/K. Figure 4 dis- Semicond. Structl2 301(1995.
plays the phase relaxation time§(T), which were calcu- N. S. Averkiev an_d G. E. Pikus, Fiz. Tverd. TéBt. Petersbung38, 1748
lated using experimental data relations(4) and (6) (1996 [Phys. Solid Stat@8, 964 (1996].
g exp | data ofy,, relation _ ' SN S. Averkiev and G. E. Pikus, Fiz. Tverd. TéBt. Petersbuigl9, 1659
and the values of the diffusion coefficient listed in Table I. (1997 [Phys. Solid Stat@9, 1481(1997)].

The line in Fig. 4 is a plot of the relation derived from 7V. A. Berezovets, D. V. Mashovets, A. O. Smirnov, D. V. Smirnov, and

Eq (8) I. I. Farbshtein, Fiz. Tverd. Teldeningrad 33, 3502(1991) [Sov. Phys.
’ Solid State33, 1966(1991)].
1/7,=1.58x 10T +0.45x 10" T?%(s 7). 9) 8M. S. Bresler, V. G. Veselago, Yu. V. Kosichkin, G. E. Pikus, . I. Farb-

shtein, and S. S. Shalyt, Zhk&p. Teor. Fiz57, 1479(1969 [Sov. Phys.
The pattern of ther,(T) relation indicates that the phase JETP30, 799(1969].

electron interactiorisee, e.g., Ref.)9The first term here can
be associated with the temperature dependence of theanslated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 8 AUGUST 1998
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Linearly polarized luminescence spectra of bangburied semiconductor structures with ZnCdSe/
ZnSe quantum wires, obtained by reactive ion etching, were investigated. It was found that,
regardless of the orientation of the linear polarization of the exciting light, the luminescence
radiation of the quantum wires is polarized parallel to the axis of the wires, while the

radiation of the buffer layer of the isotropic ZnSe barrier material is oriented perpendicular to the
axis of the wires. The polarization features found are due to the modification of the modes

of the electromagnetic field near open quantum wires, which occurs as a result of the presence of
the vertical interfaces between media with strongly different permittivities. It was also found

that, when linearly polarized excitation is used, the alignment of exciton dipole moments strongly
influences the polarization properties of the luminescence1988 American Institute of
Physics[S1063-783#8)03408-X]

The most direct method to obtain quantum wi(€aVs) 1. EXPERIMENT
is etching, through one-dimensional masks, of two-  The samples with quantum wires were prepared by in-
dimensional quantum objects placed in the immdediate viterference lithography, followed by reactive ionic etchiog
cinity of the surface. If etching is not accompanied by sub-the initial structures, prepared by the MBE method, with
sequent burial, then a characteristic feature of the resultingingle Zn_,Cd,Se (5 nm) quantum wells located between
bare QWs is the presence of semiconductor/vacuum intethe layers of the ZnSe barrier material. Two starting struc-

faces at their side walls. As a reslt of the large differencdures were used. In the type-I structure the top ZnSe layer

arising in this case between the permittivities of the semiconVas 60 nm thick, the buffer layer between the GaAs sub-

ductor (e~ 10) and the surrounding mediura€ 1), there is strate and the quantum well was 400 nm thick, and the Cd

a substantial difference between the values of the local ele concentrationx=0.13. In the type-1l structure the ZnSe layer

Shick h smallghe top layer 25 nm, th
tric field components inside the QWs that correspond to th%ul;:fer:elsa?eesr \évgrre]:mm\l;v%”esrtr;]ae éé; cgﬂc:r}]/t?;tiou:rg'm ©

external_electromagnetic field being polarized _in a dir‘?Cti‘_)“Etching was performed to a depth of the order of 60—100
perpendicular or parallel to the axis of the wires. This, inym In the type-Il samples this led to complete etching of the
turn, should produce a pronounced polarization anisotropy oA ,B, materials, as a result of which these samples consisted
the optical properties of bare QWS.The anisotropy pre- of ZnSe strips, located directly on the GaAs substrate and
dicted in Refs. 1 and 2 has been observed in luminescendasulated from the another, with the QWSs located approxi-
and Raman-scattering spectra of bare InGaAs quantummately at the center of the strips. The structures obtained as
wires3* The present work is devoted to the investigation ofa result of etching remained unburied. The transverse width
the anisotropy of the luminescence spectra of bare ZnCdsé€f the QWs varied in the range 50—100 nm. Since the results
ZnSe QWs. In contrast to Refs. 3 and 4, where attention wagbtained on samples with different geometric parameters
focused mainly on the manifestation of only the anisotrop))"’ere essentially identical to one another, in what follows the

of optical-transition probabilities in the observed spectra, Wéype-l samples are represented by the results obtained on a

. . . o sfample with a 80-nm-wide quantum well and a 100-nm-deep
also investigated, using resonance excitation, the effect o ;
etched part, while the type-Il samples are represented by a

the kinetics of the spatial-energy relaxation on the polarlza—Sample with a 70-nm-wide QW and 70-nm-high column with

tion properties of the luminescence of bare QWs. Moreover, QW.
we also investigated the substantial anisotropy, which we "1pe photoluminescencéPL) spectra were investigated
observed, of the radiation of the isotropic buffer-barrier-layefyith excitation by the 441.6 nm line of a He—Cd laser
material(ZnSe. It was shown that it is due to the anisotropy (T=77 K). Excitation and detection were performed in lin-
of the absorption of light passing through the etched surfacear polarization parallel or perpendicular to the axis of the

region. wires.

1063-7834/98/40(8)/4/$15.00 1413 © 1998 American Institute of Physics
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cence being polarized mainly along the axis of the wires,
while negative values correspond to radiation being polar-
ized perpendicular to the axis of the wires.

The short-wavelength line near 446 nm in Fig. 1 corre-
sponds to radiation of the ZnSe barrier material. The long-
wavelength line corresponds to radiation of the ZnCdSe
wires. It is evident from Fig. 1 that in type-l samples the
radiation of the wires is polarized parallel to the axis of the
wires irrespective of the polarization of the exciting light,
while the barrier radiation is polarized perpendicular to the
axis of the wiregthe same polarization ratio is observed with
unpolarized excitation In type-1l samples the QW radiation
is likewise polarized along the axis of the wires for both
polarizations of the exciting light. We were not able to detect
barrier luminescence in type-ll samples. This is evidently a
consequence of efficient trapping of carriers from the barrier
into a wire.

In type-1 samples the ZnSe buffer-layer thickness is very
large, as a result of which the interior regions of this layer
should make the main contribution to the barrier lumines-
cence. The buffer layer is an isotropic matefial the plane
of the layey, and its radiatiorjat least the radiation emerging
perpendicular to the layeiseemingly should not be polar-
ized. To determine the reasons for the appearance of a nega-
tive degree of polarization of the barrier we performed the
following experiment. In a type-l sample we investigated the
dependence of the intensity of the impurity luminescence of
the ZnSe buffer layerN,,,~550 nm) on the polarization of
the exciting light(excitation was likewise performed by the
441.6 nn). It was found that in the case of excitation polar-

L : T . ity 1-0.5 ization along the axis of the wires the intensity of this band is
440 460 490 4890 approximately 1.4 times less than that of the radiation corre-
A,nm sponding to perpendicular excitation polarizatigwhen

. _ . measuring the intensity ratio we took account of the differ-

FIG. 1. Luminescence and degree of polarization spectra obtained for a . . L .

type-I sample with polarization of the exciting light paralla) and perpen- ~ €NCE |n.t.he rgflectlc_)n coefficients for the two p.olarlz.atlons.of

dicular (b) to the axis of the wiresl, 2 — Luminescence spectra with the the exciting ligh}. Since the ZnSe buffer layer is an isotropic

radiation polarized parallel and perpendicular to the axis of the wires, rematerial and the observed dependence on the excitation po-

spectively;3 — degreep of polarization of the spectra. larization cannot be due to absorption anisotropy in the
buffer layer itself, the results obtained indicate a polarization
anisotropy of absorption of the exciting light passing through

Figure 1 shows the PL spectra of the type-I sample witithe ZnCdSe/ZnSe surface lattice. The passage of initially un-
the polarization of the exciting light oriented parallel polarized isotropic radiation, formed in the interior of the
(EedlZ) (@) and perpendicularH,L Z) (b) to the axis of the buffer layer, through the same lattice in the opposite direc-
QWSs. The spectrd correspond to detection of radiation tion (out of the crystalevidently results in the appearance of
components linearly polarized parallel to the axis of thea negative degree of polarization of the observed barrier lu-
wires, while the spectr@ correspond to detection of radia- minescence.
tion components perpendicular to the axis of the wires. The In contrast to the sign of the degree of polarization, the

spectra3 are the spectra of the degree of linear polarizationmagnitude and spectral dependence of the degree of polar-
which were determined as ization for the two excitation polarizations differ appreciably

from one another. This difference increases substantially in
type-ll samples. This is clearly seen in Fig. 2, where the
— , (1) degree of polarization spectra, obtained with pargkplec-
lzt+ 11z trum 2) and perpendiculagspectrum3) polarizations of the
exciting light, are compared with the luminescence spectrum
wherel |z (1,7) is the intensity of the radiation with polar- (1) for type-ll samples. The degree of polarization at the
ization parallel(perpendicularto the axis of the wires. A maximum of the luminescence lines for parallel excitation
measurement in accordance with E). signifies a measure- polarization py) is approximately the same in the two types
ment of the degree of polarization relative to the aki®f  of samples; at the same time, it is appreciably greater than
the wires. Positive values gf correspond to the lumines- the degree of polarization corresponding to perpendicular ex-

Nz liz
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I, P abilities for perpendicular polarizatidrf. This difference
~7.0 should lead to a strong polarization of luminescence along
. the axis of bare wire3 The maximum values~+0.5) of the
degree of polarization of the QW luminescence line in our
case equal the experimental and theoretical values of the de-
gree of polarization of the luminescence which were ob-
tained in Ref. 3. This is entirely natural, since the geometric
parameters and permittivity values in our bare wires are ap-
proximately the same as the corresponding values for the
i wires investigated in Refs. 3 and 4.
-0.2 The observed anisotropy of photoexcitation of the ZnSe
- buffer layer is essentially a direct proof of the fact that when
i B LI light passes through a bare surface grating, the absorption
460 465 470 475 coefficient for light polarized along the axis of the wires is
A,num much larger than the corresponding coefficient for perpen-
FIG. 2. Luminescence spectrum of a type-Il san(ileas well as degree of dIC_UIar pOIarlzathr}"z The f_requency_ of the exq_tlng line
polarization spectra obtained with the exciting light polarized paratiel ~ Which we used virtually coincides with the position of the
and perpendiculaf3) to the axis of the wires. absorption line of then=2 excitonic state of the ZnSe ma-
terial. This circumstance as well as the fact that the barrier
o ) material in the etched part of ZnSe, just as the QW material,
citation (p, ). For type-ll samples this excess of the degregjqg i the region characterized by the presence of vertical
of polarization is much larger angl, is approximately five g niconductorivacuum interfaces attest to the fact that the
times smaller tham, . The change irp over the contour of o niqqtropic absorption of the exciting light is due to aniso-

the luminescence lines also attracts attention. In type-f,ic excitonic absorption in the etched part of ZnSe, since

sampleg(Fig. 1), in which the degree of polarization Spectra jiq thickness is almost an order of magnitude larger than the
were measgred more rghab@;he S|gnaI/n0|sg ratio was bet- thickness of the quantum well. As a result of the action of
ten, a cIefaLlnclz'rea'se Iﬁ is Qbse_rved fals the dlstar;]ger:rom the ihis anisotropic absorption, the barrier radiation, which is in
center of the line in the direction of lower and higher ener-jqo ¢ nnolarized and formed mainly by the interior volume
gies increases. The results_ p_resented show that the degreeoqﬁthe buffer layer, after passing through the surface layer
polarization of the QW radiation depends on both the polary.omes polarized perpendicular to the axis of the wires on

ization of the exciting light and the type of sample. Since foraccount of the fact that the light component polarized along
our samples the geometric parameters that according to RefﬁTe axis of the wires is absorbed more efficiently

1-4 determine the degree of polarization are approximately |, yhe general case the ratio of the intensity of the radia-

the same, the results obtained indicate the existence of difi,, \yith parallel and perpendicular polarizations depends
ferent factors which affect the polarization of the QW rad|a—not only on the probabilityV of the corresponding optical

tion. transitions but also on the populatioN) of the excitonic
states with the corresponding dipole moments

2. DISCUSSION

Inside a bare wire, the intensities of the local electric I _ W Nj 2
fields, corresponding tdE||Z polarization of the external I, W, N~ 2
electromagnetic radiation, are much larger than the intensi-
ties of the local fields foEL Z polarization'? It should be In the case of linearly polarized exciting light and the

noted that this is actually a consequence of Maxwell’'sresonance excitation which we used, a population difference
boundary conditions. The tangentiglarallel to the interface can arise as a result of alignment of the dipole moments of
and therefore the axis of the wipesomponents of the elec- the excitongsee, for example, Refs. 6 andl 7

tric vector must be the same on both sides of the interface The maximum degree of alignment of excitons, which
(Ej2=Ej2). The normal(perpendiculgrcomponents are re- arises with the absorption of light as the energy relaxes, de-
lated ase;E, ;=¢,E, ,. As a result, since;=1 in vacuum, creases as the number of scatterings by phonons increases.
the perpendicular component of the electric field at the interThis is evidently the reason for the pronounced decrease ob-
face on the QW side is, (~ 10) times less than the external served withE|Z in the degree of polarization of excitons as
electric field. The variation of the local fields at the interface,the line center is approached from the high-energy side. The
naturally, result in variation of the local electric fields on the maximum of the QW luminescence line bt 77 K approxi-
average over the entire profile of a QW. Since the matrixmately corresponds to the bottom of the band of the ground
elements of the optical transitions are proportional to thesxcitonic state of the QWSs. Excitons which have reached the
scalar product of the intensity of the local electric field andband bottom undergo the largest number of scatterings over
the interband dipole moment, the optical transition probabili-their lifetime, and the maximum degree of polarization is
ties (whose values are obtained after averaging over theharacteristic for theFr(N” maximally approacheN ). The
electron-hole wave functiohdor light polarization along a observed increase in the degree of polarization on the long-
guantum wire are much higher than the corresponding probwavelength edge of the luminescence line is apparently due
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to trapping of aligned excitons with high energy in a state ofradiation is polarized perpendicular to the axis of the wires.
localized excitongin the case of scattering by, for example, The observed features are due to modification of the modes
LO phonons. of the electromagnetic field as a result of the presence of
In the case of perpendicular polarization of the excitingvertical interfaces between media with strongly different per-
light E..L Z absorption directly in the quantum wire material mittivities. Polarization of the quantum wires along the axis
is weak, and in type-l samples most of the exciting light isarises because the probability of radiative transitions for par-
absorbed in the interior of the ZnSe buffer layer. As a resultallel polarization is much higher than the corresponding
the QW radiation is formed largely on account of recombi-probabilities for perpendicular polarization. The high absorp-
nation of excitons which arise as a result of trapping in thetion probability for parallel polarization in bare wires leads
QWs of thermalized carriers and excitons from the barrieito the fact that the initially unpolarized barrier luminescence
material. It is natural to infer that in this case the fraction ofradiation formed in the interior of the buffer layer acquires a
aligned excitons is very lowN, ~N) and the polarization perpendicular polarization after passing through the surface
of the radiation is determined mainly by the ratio of theregion with bare wires. It was also found that in the case of
optical transition probabilities. In type-ll samples the thick- the excitation mechanism employed the alignment of exciton
ness of the buffer layer is very small, and the relative condipole moments has a large effect on the polarization prop-
tribution made to the QW luminescence by excitons formeckerties.
directly in the wire material and subjected to alignment in-  We thank the Russian Fund for Fundamental Research
creases substantially; moreover, excitons arising as a resufrant No. 96-02-00131and the NATO International Pro-
of trapping from barrier regions directly adjacent to a wiregram (NANO. LG 950382 for support.
likewise can be partially aligned. For this reason, in the case

Ecxl Z the dipole moments of an appreciable fraction of the ) o _
excitons are aligned along the excitation polarization, and the Eé’[tA.5%|p5p5“és(’l\9/.92. Kulakovski, S. G. Tikhodeev, and A. Forchel, JETP

populatlon' difference I\GL>NII). compeq;ates to a I.e}r.ge de- 2y A Gippius, S. G. Tikhodeev, A. Forchel, and V. D. Kulakovskii,
gree the difference of the optical transition probabilities, as a Superlattices MicrostructL6, 165 (1994).

result of which the degree of polarization relative to the axis °P- Ils, Ch. Greus, A. Forchel, V. D. Kulakovskii, N. A. Gippius, and S. G.

. . . . 4J. Rubio, Z. H. van Der Meulen, N. Mestres, J. M. Calleja, K. H. Wang,
In the caseE|Z the absorption coefficient in a wire and  p. Ils, A. Forchel, N. A. Gippius, and S. G. Tikhodeev, Solid-State Elec-

in the barrier regions adjacent to it is much larger than in the tron. 40, 707 (1996.
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Comparative analysis of Bragg and Laue diffraction from CdF ,—CaF, superlattices
on Si(111)
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Short-period superlatticg$L) with periods from 7 to 22 nm were grown by MBE in the

CdR—CaF, system on Si111). X-ray diffraction measurements of these structures in various
reflection and transmission geometries demonstrate the possibility of producing such

objects with a high crystal perfection. Specific features of diffraction from an SL with layers
possessing substantially different diffracting abilities and strains of opposite signs with

respect to the substrate are considered. The main parameters of the grown SLs have been obtained
by simulation in semikinematic approximation. The applicability of the model of a perfect

SL to objects with structural defects has been demonstrated1998 American Institute of
Physics[S1063-783%8)03508-4

X-ray-diffraction-based determination of the structural |ayer (Asy), by the kinematic theory. Her is the interpla-
parameters of superlatticéSL) makes use in most cases of nar spacing at the interface, ah is the projection of the
the symmetric or asymmetric Bragg geometr§.Other ar- diffraction vector on the surface normal.
rangements employ small-angle scattefiig, grazing- By kinematic theory, the amplitude of reflection from
incidence diffractiorf, and tited-sample  symmetric an SL
reflection! A possibility of obtaining diffraction patterns
from an SL in symmetric Laue geometry has also been L sinm®) Lo, @
demonstratefl. This work presents a more comprehensive € '
analysis of diffraction-curve shape and of the effect on it of

SL structural parameters in various coplanar diffraction ar_vvhere the scattering ability for an SL consisting of two al-

rangements. ternating layers
The SLs chosen for the study were GHEdF, fluorides
on a S(111) substrate. The possibility of epitaxial growth of Fg =sin(y—"11)z;]
such structures, as well as their high crystal perfection, have
recently been demonstratd Both these compounds have _ K, _
the fluoride fcc structure. The substantial difference between +sin(y—f3)z;] mexp(ﬂb), )
the scattering factors of Cd and Ca atoms makes such SLs a
convenient subject for diffraction studies. Producing struc- ®=(y—f,)z;+(y—f,)z,.
turally perfect SLs in this system is possible because the , . .
lattice constants of both fluorides are close to that of thd1€réy is a reduced angular variable characterizing the de-
silicon lattice. Indeed, at room temperature the lattice param¥iation from the substrate reflection center
eter of Cdk is by 0.7_3% smaller, and that of Cafby 0.6% A0 sin(20) 7
larger than that of silicon. y=

Ky
y—f;

4

|XH| |7H|’

where y, and yy are the direction cosines of the angles of
1. BRAGG AND LAUE DIFFRACTION FROM AN SL. incidence and reflection, respectively. The quantifigslnd
THEORY f, express the reduced angular difference between the reflec-

tion centers of layers 1 and 2 and of the substrate. For unre-

Diffraction from SLs whose total thickness is less than|gxed layers, where the only nonzero strain component is

the extinction length can be considered in terms of the semig_,, which is equal to the relative difference between the
kinematic approximation? This approximation takes into interplanar spacings of the layers and of the substrate along
account coherent interaction of waves reflected from the sulthe normal,
strate and the SL, so that the total reflectivity can be written

R=|A +A e_z"riHZd|2 (1) fi:_Szz(FyH_’yO)’yl_| \/ 'yO’ (5)
1 SL . |XH| |7H|

The scattering amplitude from the substrafg)( is calcu- z; andz, are the reduced thicknesses of layers 1 and 2 rela-
lated using the dynamic theory, and that from the epitaxiative to the substrate extinction length

1063-7834/98/40(8)/6/$15.00 1417 © 1998 American Institute of Physics
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7Tt|XH|
Z=——r—e, 6 a
Mol val .
K; andK, are the ratios of the structural factors of the layers ks ‘Z ky
to that of the substraten is the number of periods in the SL, H

and|xy| is the Fourier component of polarizability, which is
proportional to the structural factor.

The appearance of satellites is known to be due to peri-
odic variation of the SL parameters in depth. In actual fact,
we have here two periodically varying quantities, namely, 1”
strain(expressed through) and scattering abilitystructure Yo2 ¥
factor |:)_ They both have the same period and are deterE!G. 1. Schematic of different x-ray measurement geo_metries: symmetric
mined by the composition of the SL layers. There is, hOW_and asymmetric Brag@ and B, symmetric and asymmetric Lageand d.
ever, a substantial difference too. The quanfitys directly
connected to the electron density, and for identical layefiections with a nonzero componeht,. In the symmetric
structure it is determined by the atomic numbers of the atomgragg geometry, Wherb{z: Hz, the diffraction curves de-
contained in the layers. By Vegard's law, the strain profile ispend both on strain distribution and on the structural factor.
basically determined by composition as well, but it dependsrhe intensity in the scattering plane is distributed along the
also on the distribution of tangential strains in the SL, whichgiffraction vector, and the curve with the satellites can be
give rise to additional strains in the |a.yer3. The satellite in-measured both in the conventional doub|e-crysta| arrange-
tensity is affected also by possible presence of structural dgnent and byg—26 scanning with an analyzéFig. 14. In
fects, but their distribution is most likely not periodic, and Eq. (5) we shall have to sef,,= — y,. Transition to asym-
can be taken into account by introducing the static Debye-metric Bragg diffraction may change the satellite intensity

Waller factor. ratio, because the strain-induced contributBris propor-
The influence of strain on the diffraction pattern is de-tjgnal to (vo+|yu]). It does not, however, depend on the
termined by parametes, sign of the asymmetry, and the corresponding double-crystal
2.2, 7ty (yu—70) vH curves measured for the cases ofo€|yH]) and (yo
B=Af =—Ag,,— (7) >|yyl) differ only in angular scale and are identical in the
2+27; Nttt | vul

satellite intensity ratios.
whereAce,, is the difference between the strains in the two  In Laue geometry {,,>0), the strain contribution can
SL layers! For Ae,,=0, satellites will appear if the layers reverse its sign depending on that of the asymmetry. There-
have different scattering abilities. fore as one goes from one asymmetry case to another, the
The diffraction curve yields directly two SL characteris- satellites reverse their sequen@ég. 1d. In a symmetric
tics: the periodT from the satellite separation, and the Laue arrangemenf,;=f,=0 andB=0 for unrelaxed SLs,
average interplanar spacidg,,) from the angular position so that strain cannot affect the diffraction pattern at all, al-
of the zero satellite with respect to the substrate reflectioghough the latter should nevertheless contain satellites origi-
peak. For an ideal SL made up of layers of stoichiometriohating from the difference between the structural factors of
composition with known lattice parametees and elastic ~the two SL layers(Fig. 19. The intensity of each satellite
properties, this is sufficient to calculate the thicknesses of thean in this case be written

two IayeI’S r :mZSinz(ynzl) (Kl_K2)2 (10)
L " Y§ (Ky+Kyp)?’
Tt = 06, ® - i |
B wherey,, is the angular position of theth satellite. Note that
Aa Aa the curve with the satellites is measured in the direction per-
(?) t,(1+ pl)+(?> to(1+p,) pendicular to the diffraction vector, i.e., ly scanning.
1 2
= , 9

(ez) t+t, © 2. SAMPLES AND MEASUREMENT TECHNIQUES

wherep, andp, are the Poisson coefficients. The SLs studied in this work were MBE grown in the

In reciprocal space, the diffraction intensity for unre- CdF,/CaF, systen® The high molecular binding energy of
laxed SLs is distributed along the crystal surface normal withithese fluorides accounts for the molecular character of their
additional centers representing satellites, whose separationssiblimation and permits one to simplify considerably the
proportional to the SL period. These satellites lie on the samgrowth technology.
line with the reciprocal lattice point of the substrate for the = We used for substrates 3%0m thick silicon plates cut in
given reflection. In a general case, an epitaxial layer is charthe (111) plane with misorientation not in excess of 10 arc-
acterized by an average distortion tensgy=w;;+¢;;, min. The substrates were chemically treated with subsequent
which includes straing;; and rotationsw;; . For coherent high-temperature cleaning in vacuum. The cleanness of the
structures grown on high-symmetry surfaces, only ghe  silicon surface was established from the presence of the
component is nonzero, and therefore strain affects only ref X 7 superstructure in LEED patterns. To improve the crys-
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FIG. 2. Experimental and calculated curves for structure 147111 and

(b) 222 reflections in symmetric Bragg geometry, dop422 reflection in

asymmetric Bragg geometry.

FIG. 3. Experimental and calculated curves for structure 16111 and
(b) 222 reflections in symmetric Bragg geometry, dopd422 reflection in
asymmetric Bragg geometry.

talline quality of the structures, a calcium-fluoride buffer and 422 Bragg reflections obtained on sample 117 with a
layer was deposited on the cleaned silicon surface by thehort-period SL. The presence on each of them of several
two-temperature technigtiebefore the SL growth. The SL satellites implies good SL periodicity. The periods derived
growth temperature did not exceed 100 °C. To improve thdrom these three curves coincide to better than 1%. In the
heterointerface smoothness, the growth was interrupted aftarl1 reflection curve, the zero satellite of the SL cannot be
deposition of each new Caffayer for two to five min. The resolved from the substrate maximum, and therefore in order
fluoride growth rate, calibrated by measuring interferenceo improve the accuracy of determination of the average
patterns produced by a He—Ne laser, was a few monolayeesrain (¢,,), it was extracted from second-order reflection
per min. curves. Irrespective of the actual reflection type, Cldiyers
The x-ray diffraction measurements were made on axhibit a larger scattering ability than CaRvhich accounts
triple-crystal diffractometer with Ci « radiation, using the for the considerably higher intensity of the satellites on the
111 and 222 symmetric and the 422 asymmetric Bragg relarge-angle side in all diffraction curves. Because the strain
flections. Laue diffraction was measured for the Z89m-  parameteB, which increases with increasing reflection or-
metrio and 111 and 311(asymmetri¢ reflections with  der, becomes larger than one for the 222 and 422 reflections
Mo Ke radiation. Perfect $111) single crystals served as a even for a short-period SL, the zero satellite is comparable to
monochromator and an analyzer in the Bragg geometry. Fahe (+1) one. The diffraction curves measured for the 422
Laue diffraction, a GEL11) crystal was used as monochro- asymmetric reflection exhibit only SL peakBig. 20. This
mator, with a narrow slit at the detector playing the part ofcan be assigned to the GaBi(111) interface being of the B
analyzer. All asymmetric reflections were measured in a twotype, where the film lattice is turned through 180° with re-
crystal arrangement with the counter window open. Thespect to the interface normdli.
resolution of the three-crystal arrangement was 7 arcsec, and Figure 3 shows the same set of diffraction curves ob-

that with the slit analyzer, 56 arcsec. tained for sample 126 with a noticeably largby 2.5 time$

SL period. They also reveal distinct satellites upttd or-
3. EXPERIMENTAL RESULTS AND SIMULATION OF der. Because the period and, hence, paranietee larger in
DIFFRACTION CURVES this case than those for the preceding santfde approxi-

Figure 2 presents experimental curves for the 111, 222nately the same layer thicknesgethese curves exhibit
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TABLE |. Results of x-ray diffraction measurements.
a 60
111 (Bragg 220 (Lau® .
40
Sample "‘?
No. £,7,10° T,nm W, Wy o6 | T, nm W, W, 5 = 20k
-
117 -3.25 6.84 13 240 | 6.9 390 50" =
126 —-3.25 17.5 400-20 240' | 17.6 530 80" 0
156 -1.95 21.9 1220 185" | 22.0 190 760’
211 -1.4 16.9 400-40 190'
237 —-292 158 240 80’
FIG. 4. 220 symmetric Laue reflection for sample 156.

characteristic differences from those displayed in Fig. 2. Irall the samples studie@uch a curve is exemplified in Fig. 4
particular, the zero satellite in the 222 and 422 reflections ifor sample 156, whose layers had different thicknesses
practically suppressed, so that the concept of the SL beingredicted by theory, they flank symmetrically the Si maxi-
one layer with an average lattice constant has no more anyium. Their separation can be used to derive from the ex-
meaning. Similar curves were obtained also for otherpressionT=\/(A sin 6g) the SL period, which is in a good
samples. The SL structural parameters derived directly fronagreement with the values obtained from the Bragg curves
diffraction curves are listed in Table . (see Table)l The satellites coincide in position on the 2

~ The calculated curves are presented together with thgcgle with the Si peak, which implies the absence of the
diffractograms. The parameters msertgd in th(_a Calcg!at'onﬁelaxation component in the strai#,,= 0 within experimen-
were as follows: average redyced stréjnscattering ability tal erroj.
(structure factorF, and the thickness of each SL layer. Be- The curves of the 111 and 113 asymmetric Laue reflec-

cause the satellites in the experimental curves were found o . . : N
. . . .fions (Fig. 5 having different directions of asymmetry and
be broadened substantially, we took the satellite height ratig (Fig. 9 g y Y

. . o2 approximately equal strain parameté8sshow graphicall
in the experimental and calculated curves as a criterion fo P y €d P grap y

parameter fitting. Because the SL period is determined unF-]OW the satellites swiich places as the geomeiry changes

ambiguously from x-ray measurements, the main variabld®™ Yo>|yul in the first case toyo<|yy| in the second.

parameter was the thickness ratio of the calcium and cadTh'S feature of the diffraction curves can be explained by the

mium fluoride layers(t, andt,, respectively for a fixed fact that the main contribution to the difference between the

period T. The thickness of the buffer layer was assumed tfiffraction conditions for the two SL layers is due not to the
be proportional to that of the Caffayer in the SL derived difference between the interplanar spacimigbut rather to
from the actual growth regime. When the calculated and exdifferent inclination of the reflecting planes in Gaknd
perimental curves were considered to fit poorly, transitionCdF, which are coherently related to the substrate.

layers with thicknessefs, andtg and average values of the
strain and scattering factors were introduced as additional
parameters. All calculations were performed under the as-
sumption of the layers being in registry with one another.

Table Il presents the parameters corresponding to the calcu- so0t a
lated curves which fit most closely to the experimental ones. a

Most of the calculated parameters are close to those expected < wob

from the technological conditions. The deviations observed .§’

to exist for some SL¢see Table )l may be explained as due 2. |

to the fact that the above-mentioned deposition-rate calibra- § 200

tion, which usually provided an accuracy within 10%, was = ol

not performed for each structure in order to cut expenditures.
The (—=1) and (+1) satellites are observed in the ex- 48 . 10°
perimentalw curves of the 220 symmetric Laue reflection for ?

sec

b
00t - ¢
TABLE Il. Structure parameters derived from numerical simulation. a. — caic
g SL(0)
Sample  Number of t;/t,, nm  t;/t,, nm ::: 1
No. periods (Technol) (Calc) ta, Nm  tg, nm ?; war "
g
117 15 3.1/3.1 3.13/3.73 097 0.22 3 -n AN SL(+1)
R SL(-1) X
126 5 9.4/9.4 8.53/8.97 0.00 0.00 =~ ol - < > ) -
156 5 9.4/9.4 11.91/9.99 0.00 0.00 L 4 L . .
211 6 10.0/7.5 ~ 933757 000  0.00 6 3 0 3 6
237 24 10.0/7.5  7.89/7.92  0.89 0.59 48,10 sec

FIG. 5. Asymmetric Laue reflections 114) and 311(b) for sample 117.
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4. DISCUSSION OF RESULTS these conditions between the satellites. This assumes, in its
turn, the absence of noticeable regular variation of the defect
As already mentioned, the parameters of an ideal Slstructure across the SL, as well as of any irregular fluctua-
with layers of stoichiometric composition can be determinedions in the layer periodicity and thickness. The latter are
directly from a diffraction curve. The curves calculated usingknown® to result in attenuation of satellites, which is more
these parameters disagreed noticeably, however, with the egronounced in higher orders of diffraction, as well as in the
periment. The lattice parameters of Gathd CdR, and the  onset of diffuse scattering. Our calculations, however,
Poisson coefficients calculated for tli¢11) planes from yielded high-order satellite intensities that were quite fre-
elastic constantgp(CaF)=0.96 andp(CdF,)=1.35] were  quently below the experimental valuégig. 33. Thus this
matched with x-ray diffraction measurements made on epidiscrepancy cannot be accounted for by fluctuations in peri-
taxial layers? (which were thicker, however, than the period odicity.
of our SL9, and we had no grounds for questioning them.  One of the criteria by which one could judge the reliabil-
Therefore when simulating diffraction curves within a two- ity of the SL characteristics thus obtained may be the com-
layer system the thicknesses could be varied only within thgatibility of the results derived for different reflections, be-
error with which(e,, was measured. Even if we take an cause they exhibit different sensitivities toward the
overestimated valué(e,,)~ =103, this corresponds to a parameters describing a superlattice. The 222 reflection for
change ina=t; /t, of =0.3. Only by introducing transition the fluoride lattice belongs to the so-called “difference” re-
layers could one in some casésee Table |l obtain the flections, the value of (222) for Cak is very small, and
required satellite-height ratio with the mean vakse left  therefore scattering in the SL occurs practically only from
unchanged. These thicknesses, lying within two to threghe CdR layers. As a result, the shape of the diffraction
monolayers, have the meaning of effective depth of mutuaturve does not depend on the scattering facttire latter
penetration of the SL layers into one another, which in ouraffect only the integrated intensjtand is determined solely
case could be due to roughness of the inner interfédbese by strain and the layer thickness. On the other hand, the
is no interdiffusion at the heterointerfaces because of the lowtrain-induced contribution to the asymmetric Laue reflec-
growth temperaturgsNote that the SLs with transition lay- tions 111 and 311 is substantially smaller than that in the
ers(samples 117 and 23¢ontain a noticeably larger num- Bragg geometry, and the satellite height ratio is essentially
ber of periods compared to the other samples studied. dependent on the distribution of scattering ability over the
Obviously enough, the mean strain can be related tgeriod. These reflections can be used to fit the calculated to
elastic strain relaxation as well. Two mechanisms can bexperimental curves with a minimum set of parameters,
conceived here, which involve formation of a dislocationwhich improves the reliability of measurements.
network at the substrate-SL heterointerface or relaxation be- Our fitting did not require considerable variation of the
tween the SL layers. In both cases, however, the change srattering abilities, which attests to a good crystallinity of the
the average SL interplanar spacing is small. In the first case&SL layers, and the static Debye—Waller factor can be set to
total relaxation would give rise to a jump in tangential misfit one.
at the heteroboundary of,,= —9x10 * for equal thick- Structural perfection of the SLs studied can be estimated
nesses of the two layers, and to a change in the normal confrom the w scanning curves in symmetric Bragg geometry.
ponent(e,,) ranging from—3.25x10 2 (for an unrelaxed The best was found to be sample 117 with a short-period SL,
SL) to —2.25x 10 2. In the second case, total relaxation of for which the curvegsee inset in Fig. 2aare only 4 arcsec
all SL layers would makée,, equal to the average misfit of broader than those for the Si substrate. The satellite width in
—0.9x10 3. the w scan of the symmetric Laue reflection for the same
Measurements made in symmetric Laue geometry yieldample is in agreement with the total SL thickness. The other
for the tangential misfi{e,,) =0, but the measurement error SLs show noticeable satellite broadening in both the trans-
was here+3x 10" 4. Thus we cannot exclude the existenceverse and longitudinal directions relative to thenormal.
of relaxation of up to 30%. Relaxation by the first mecha-Note that the Brag@ curves exhibit a complex shape with
nism, however, would not result in a noticeable change in théwo superimposed maxima, the broader one serving as a ped-
satellite intensity ratio. The latter is dominated by the differ-estal for the more narrow one atffpr sample 156 shown in
ence in strains between the two layets(s,,), and this the inset in Fig. 3a and 211This shape, characteristic of
qguantity is practically unaffected by relaxatioffrom curves obtained from very thin layers, indicates most fre-
—3.01x10 2 for an elastically stressed SL te-2.97 quently the existence of strongly strained, nonoverlapping
X 102 for 100% relaxation Therefore even assuming some layers. In this case, the reflection curves are the result of
relaxation to occur at the heteroboundary, the SL parametesummation of coherent scattering from an unstrained region
obtained in simulationTable 1) should be considered as and of incoherent one, from a strongly distorted redioff.
reliable enough. Assuming the maximum allowable extent of relaxatisee
Structural distortions produce some satellite broadeningbove at the heteroboundary (,<3x 10~ %), it will corre-
in experimental curves and, therefore, one could hardly exspond to a line-dislocation network density of the order of
pect full agreement with the calculations. The satellite peakd0* cm™*. This yields about Jum for the average distance
intensity ratio used by us as a fitting criterion can be justifiedbetween dislocation lines, which is considerably in excess of
only if all satellites are broadened by structural imperfectionghe total SL width(0.1-0.4um). Theoretical consideration
in the same way and if no intensity redistribution occurs inof diffraction from thin layers with dislocation networks hav-
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ing the above dimensions yields for the curves a shape static Debye—Waller factor, i.e., information on the structural
close to that measured by tfslt was shown alstf that the  perfection of layers. Second, the presence of asymmetric re-
shape ofw curves is much more sensitive to the onset offlections with different sensitivity to relaxation permits one
relaxation(formation of relaxation-induced defegthan the to reveal the existence of the latter and its influence on the
tangential misfit. It should be pointed out that the extent todiffraction pattern.
which calculations fit an experimental curve does not depend To conclude, we have considered specific features of
on the shape and width of thecurves. For instance, a good diffraction from SLs with layers having misfits of opposite
fit was obtained for sample 156 which exhibited the broadessigns with respect to the substrate and essentially different
w curve possible of a close to Gaussian shape. This supporthffracting abilities in the symmetric and asymmetric reflec-
our conclusion that relaxation at the lower heteroboundaryion and transmission geometries. Diffraction curves ob-
affects only weakly the satellite intensity ratio and the reli-tained experimentally in different geometries from a set of
ability of the SL parameters obtained by us. samples with Caf/CdF; superlattices on Si having different

In Laue geometry, structural perfection can be betteiperiods were presented. Reflection curves were simulated,
characterized by the angular width of tAe26 curve. If an  and their fitting to experimental curves permitted determina-
SL contains structural defects, tde2 8 curve can be broad- tion of the SL parameters, namely, of the period, strains,
ened due to local fluctuations i, and to the coherent- scattering abilities, and thicknesses of the layers. The ab-
scattering regions being limited in tiedirection. As evident  Sence of relaxation between individual layers in the samples
from Table |, for sample 117 the value W,_,, is equal to studied was shown. The SLs were demonstrated to have a
the angular resolution of the counter slit, while for the otherregular periodicity. The shape and halfwidth of the diffrac-
samples it is larger. Note also that when going over from thdion maxima were used to estimate the structural perfection
Bragg to Laue geometry with rotation of the diffraction vec- of the SL layers, and an analysis revealed the presence of
tor through 90° we change the direction of the local misori-Poth fairly perfect(short-period SLs and more defective
entations, because they act on thecan curvegperpendicu- Samples, which produce satellites broadened in the direction
lar to theH vecto. In the Bragg case, this is thedirection. ~ Perpendicular to the diffraction vector. The perfect-SL model
In the case of a symmetric Laue reflection, theurves are Was shown to be applicable to obtaining structural param-
measured in the direction, and the reflection width in the  eters of superlattices which have structural defects and ex-
direction is free of their influence. Therefore the consider-hibit broadened satellites in diffraction curves.
ably Sma”er W'dth.Of thee-z_a curves sensitive to defects Support of the Russian Fund for Fundamental Research
which is observed in transmission geometry compared to the - : ! S
o curves in the Bragg case lends itself to a simple interpregnd of the Ministry of Science of the Russian Federation is
tation. gratefully acknowledged.
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Topographic study by scanning-tunneling microscopy of a two-dimensional graphite
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Two-dimensional graphite films on Re(1@1were produced in ultrahigh vacuum by adsorption

of benzene vapor on the metal heated'te 1800 K. High-resolution Auger spectroscopy

used for the film characterization showed the film indeed to have graphitic structure and monolayer
thickness. The surface topography was studied in air by scanning-tunneling microscopy. The
monolayer thickness was confirmed, and it was shown that a two-dimensional graphite film has a
complex topography featuring numerous hillocks with linear dimensions300 A and

height differences 0f~300 A, while retaining graphitic structure on the atomic scale. The lack

of planarity of such a film at room temperature is considered to be due to deformation

occurring under cooling from the temperature of formation down to 300 K, which is caused by
the difference in thermal expansion coefficients between the graphite sheet and rhenium.

© 1998 American Institute of PhysidsS1063-783#8)03608-9

Two-dimensional graphite films on metals are remark-growth was monitored by thermionic techniques and Auger-
able objects because they exhibit chemical bonding chara@lectron spectroscopy.
teristic of two-dimensional crystalsin their physicochemi- After the completion of graphite film growth, the rhe-
cal properties, 2D graphite films resemble 2D layers makingiium sample was removed from the vacuum chamber and its
up layered single-crystal graphite. As a result of valencdopography was studied by STM at NTP. The extremely high
saturation, 2D graphite films are bonded to the surface onlgdsorption passivity of 2D graphite films permits operation
by van der Waals forces, without electron exchahgad with the samples in air without their damab&Ve used a
they can form without being in registry with the substratecustom-made STM providing atomic resolution in studies of
surface, which sets them apart from chemisorbed filfos  graphite surfaces. The atomic-scale resolution was demon-
instance, metallic, semiconductor, diamond, and so'on strated in surface studies of dichalcogenides of transition
2D graphite films can be grown easily on the surface ofmetals® and nearly atomic one, in an investigation of single-
many metals(Ir, Re, Mo, Ni, Pt, etd. and, when formed, crystal silicon surface®.
change radically the surface properties of these matérials.
Taking into account the influence of such films is essential in
many areas of science and technology, such as heteroge-GROWTH AND CHARACTERIZATION OF 2D GRAPHITE
neous catalysis, materials science, physics of the surface, ard.MS
vacuum technology. Regrettably, information on the topog- ] ] —
raphy of 2D graphite films on metal surfaces is lacking. This ~ Interaction of carbon with the Re(10} surface was ex-

work reports a study of the topography of 2D graphite filmsamined in d_etail in Rgfs. 3 and 4. For this _film to form, the
on Re(l(ﬁ)) made by scanning-tunneling microscopy bulk of rhenium has first to be saturated with carbon. To do

(STM). this, rhenium heated td-= 1800 K was exposed to benzene
vapor at 1x10 ° Torr; benzene molecules striking the
heated metal break up, the hydrogen desorbs and is pumped

1. EXPERIMENTAL TECHNIQUES out, and carbon atoms dissolve in the bulk of the sample

_ forming a Re—C solid solution. The surface is coated in these
We used as a substrates texturized rhenium @)Gib-  conditions by chemisorbed carbdgag with concentration
bons measuring 501.5x0.02 mm, which were uniform in  N.=1.4x 10™ at/cnf. The high deposition temperatures fa-
work function withee=5.15 eV. Purification of ribbons of vor fast diffusion of carbon into the metal, and the thin rib-
impurities and aligning the desired crystallographic planebons permitted one to saturate the bulk of the sample with
with the surface were achieved by standard techni§ués. carbon in~30 min. In the final stage of carbon saturation,
ray diffraction showed the orientation of the (I)lplane the carbon surface density increases and Ng=2
with respect to the sample surface to be correct to withinx 10*° at/cn? two-dimensional graphite islands are nucle-
99.9%* ated. As carbon continues to arrive, the islands grow in area
2D graphite films were obtained in ultrahigh vacuum byand coalesce to form a continuous 2D graphite film which
adsorbing benzene vapor on the heated nfeftte film  has a uniform work function.

1063-7834/98/40(8)/4/$15.00 1423 © 1998 American Institute of Physics
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There is ample experimental evidence in support of the a
carbon films prepared in this way being indeed two-
dimensional and having graphitic structdrewe shall
present here only three of these arguments.

1) High-resolution carbon Auger spectra exhibit a typi-
cal graphitic shagle which differs from those obtained from

(]

the other chemical forms of surface carlisnrface and bulk A A
carbides, diamond, amorphous carjon ™,
2) The experimental attenuation of the rhenium Auger 70000 \70000

peak atE=176 eV by a factor 1.6 is in a good agreement
with the attenuatiorf1.8 times calculated* for this film;

3) The 2D graphite films are uniform in work function
and haveeep=4.45 eV, which coincides to within 0.05 eV
with that of the basal plane of single-crystal graphite.

It was shown* that, if conditions 2 and 3 are both b
upheld, the graphite film is uniform and has monolayer
thickness. It should be pointed out that the method itself used 300}
here to prepare 2D graphite films can produce only one
graphite layer, because benzene molecules striking a
valence-saturated graphite layer desorb rather than breaking
up. Carbon does not build up any more, and the film does not
continue to grow beyond the one-layer thickness. 100 -

Probing 2D graphite films with CsCl molecules, which
dissociate effectively on surface areas coated by nongraphitic l

X,

200

carbon or on clean metal, shows that surface defects amount 40'00 60100 72 2700 Vi

to <10 2% of the total surface area. This part of the surface
area can be identified with the background dissociation of
CsCl molecules at defects in the edges of graphite islands
which merge when forming a monolayer filfon the islands
themselves, there is no CsCl dissociatjon

3. BEHAVIOR OF 2D GRAPHITE FILMS UNDER VARIATION
OF SAMPLE TEMPERATURE

Two-dimensional graphite films on refractory metals
form at medium and high temperatures, 900-1800 K, de-
pending on the nature of the metal. Heating a rhenium
sample saturated with carbon Bt=1800 K up to 1900 K 0 26 pi
results in a complete destruction of the graphite layer, with
9”'3’ chemisorbed “gas™ remaining on the Surfa_lce'_TranSI-FlG. 1. (8) STM image of topography of a graphite film on a rhenium
tion from 1900 to 1800 K restores the 2D graphite film, andsypstrate. Tip potentiall,= — 100 mV, tunneling current,=40 pA; (b)
further decrease of temperature to 1700—1100 K gives rise toross-section profile in the plane passing through the two points identified
growth of a graphite film, tens of monolayers thick, from theby arrows in Fig. 1afc) STM image of a part of the surface measuring
carbon precipitating from the supersaturated Re—C Soliaox _26Aa}t the top of a hillock. The_brlght-to-dark‘tran3|t|_on corresponds to

.34 . . a height difference of~2 A. The white hexagons in the figure show sche-
solution=" For T<<1000 K, no bulk diffusion occurs. A 2D aically the crystal structure of a graphite layer.
graphite film formed at a high temperature can be readily
preserved by cooling the sample rapidly to room tempera-
ture, simply by turning off the ribbon heater current. That theSTM images show the metal surface to be very smooth with
film remained intact under fast cooling is confirmed by theg characteristic size of nonuniformities15 A.
unchanged carbon Auger-signal intensity and by attenuation  Figure 1b displays a cross section of the STM image in
of the rhenium Auger signal by 1.6 times. Fig. 1a cut perpendicular to sample surface. We see that the
hillocks are typically~2500- 3500 A at the base, and their
height is ~250-350 A. An increase of STM resolution at
the expense of reduced scan area revealed the surface of each

Figure 1a presents a typical STM image of the surface ohillock to be likewise warped, with an average difference in
a 2D graphite film on rhenium recorded at constant tunnelindgieight of 20—30 A.
current. The film is unexpectedly not at all plain, and its  The tops of individual hillocks were studied in the con-
surface abounds in hillocks. This pattern is in no way a restant tunneling-gap mode, which provides better spatial reso-
flection of nonuniformities on the metal substrate; indeed]ution. The surface of the hillocks was found to have a

4. SURFACE TOPOGRAPHY OF 2D GRAPHITE FILMS
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clearly pronounced graphitic structu(gig. 19. The STM
image exhibits distinct hexagons corresponding to the hex- / H”””'””””””””“[
|

agonal carbon-atom arrangement in the graphite-layer lattice,
which differentiates this pattern from the reference obtained
on single-crystal graphite. In our opinion, this reflects the
equivalence of all carbon atoms in a 2D graphite filim
single-crystal graphite, there is no such equivalence because

: |
]

of the effect of the subsurface layeiThis observation may } L
I
I

be considered as a direct proof that the 2D graphite film is
indeed a monolayer.

1l
h

| I
5. DISCUSSION , 1
Our previous studié€ provide conclusive evidence that ///////////y /41 b

a two-dimensional graphite layer is bonded to the surface of

a metal, in particular, of rhenium only through weak van derriG. 2. Schematic representation of a graphite island formed on an atomic

Waals forces, while within the film, the carbon atoms arestep of the rhenium surface when the sample temperature was changed from
. 1800 K (a) to 300 K (b). Vertical shading — two-dimensional graphite film,

held together by strong covalent bondlng, so thed eV slanted shading — Re substrate with the atomic step.

have to be expended to remove one carbon atom from the

graphite sheet.As for the graphite island edges, they are

valence unsaturated and form strong bonding to metahe face we are studying, we took for the thermal expansion
atoms? Thus the 2D graphite film acts like a 2D graphite coefficient its average value, as this is proposed in Ref. 8,
single crystal adsorbed on the metal surface. and, taking into account the growth of at high tempera-
We associate the complex topography of the graphitqyres, we Setrge=7X10"6 K1,
film shown in Fig. la with the effects of cooling a film Let L, be the length of the part of the substrate under-
grown on a metal at a high temperature. Indeed, the thermaing the graphite island at the temperature of its formation
expansion coefficients of graphite and of the metal substratg:ig_ 2a. The island edges are bound strongly to the sub-
differ significantly, and the temperature difference is largestrate by chemisorption and, apparently, are pinned to sur-
since a 2D graphite film forms at 1800 K, while STM imagestace defects(atomic steps, the points where dislocations
were obtained at 300 K. emerge on the surface, subgrain boundaries).eWhen
When cooled, the metal shrinks more than the graphiteooled byAT, the length of the graphite island remains un-

film does because of the difference in their thermal expanghanged to a first approximation, whereas that of the perti-

van der Waals bonds, whereas chemisorption will continue .
to bond the island edges to the metal surface. As for the Lo=L1(1+arAT) "

graphite layer itself, which consists of strongly bound carbomassumingA T=1500 K, andare=7x10"¢ K™%, we readily

atoms, it apparently cannot break up and retains its structur@alculate the relative elongation of the graphite island com-
Nevertheless it bends, and the observed pattern is actualpared to the substrate:

the consequence of such deformation. The bending is seen to _ Y
be quite large; indeed, the cross section of the film shown in (Li~Lo)/Ly=arAT~10""=1%.
Fig. 1b suggests that it rises above the metal surface by hun- Let us estimate the height to which this will raise the
dreds of A. island above the substrate. We calculate this rise by the
Let us estimate the magnitude of the expected effectPythagorean theorem taking one half of the island length for
Figure 2 displays schematically the graphite island on ahe hypotenuse, and one half of the substrate length, for the
metal surface. The island was grown Bt=1800 K (Fig.  cathetus(leg) of the corresponding right triangle. As seen
2a) and cooled down ta'=300 K (Fig. 2b. The thermal from Fig. 1b, the measured island diameter is typically
expansion coefficient of graphite in the plane perpendicular2500- 3500 A. Taking into account the shortening of the
to the ¢ axis, i.e. in the layer plane, varies from1.22  substrate by 1%, this yields for the riee= 350—500 A. The
X107 ® K tatT=300 K t0—0.02x10 * K 1 atT=650K  experimentally determined heightsee Fig. 1b lie within
and—1.5x10 % K~ at T=1800 K, which is about an or- the interval 250—350 A, which is in a good agreement with
der of magnitude smaller than that for metéiteluding rhe-  the above estimate.
nium) within the same temperature range. Therefore we shall  To conclude, our studies show that 2D graphite films
neglect in our calculation the expansion of the graphite layerformed on rhenium at high temperatures and cooled to room
The (10D) plane emerging onto the surface of the rhe-temperature have essentially nonplanar, hillocky surface
nium substrate is parallel to tleeaxis of the hexagonal rhe- structure and strictly monolayer thickness. The film is de-
nium lattice. Reference data reveal a considerable anisotrogprmed by the stresses associated with considerable differ-
in the thermal expansion coefficient, viz. it differs along theences in the thermal expansion coefficients of the graphite
[0001] and[1210] directions(i.e., parallel and perpendicular layer and the metal substrate. The strong bonding among
to thec axis) by a factor 2.5. Because both directions lie on carbon atoms within the graphite layer and the very weak

I
!
|
I
!
I
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bonding (van der Waals forcesto the metal surface favor “N. R. Gall', S. N. Mikhalov, E. V. Rutkov, and A. Ya. Tontegode,
deformation of the graphite layer without its destruction. It is Poverkhnost8, 58 (1986.

; ; 5L. N. Bolotov, B. E. Derkach, L. F. Ivantsev, I. V. Makarenko, P. B.
reasonable to assume that the layer deformation will be con- ' ' ' '

id bl ller f tal .. | ¢ t f Plekhanov, and V. |. Safarov, Fiz. Tverd. Teleeningrad 32, 1523
slaerably smaller tor metals requiring low temperatures ftor (1990 [Sov. Phys. Solid Statg2, 889 (1990].

2D graphite film formatiorffor instance, for Ni,T¢=850 K L. N. Bolotov, I. V. Makarenko, A. N. Titkov, M. I. Veksler, I. V.
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2A. Ya. Tontegode, Prog. Surf. S@8, 201 (1991). Nauk, Ser. Fiz58 No. 10, 102(1994.
3N. R. Gall, S. N. Mikhailov, E. V. Rut’kov, and A. Ya. Tontegode, Surf.

Sci. 191, 185(1987). Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 8 AUGUST 1998

ERRATA

ERRATUM: Luminescence-spectrum and strength properties of rhodamine
6G-doped silica gel films [Phys. of the Solid State 40, 427-431 (March 1998)]
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Figures to this article are as follows:
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Translated by Paul F. Schippnick
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