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Electronic structure of Rh, Pt, In, and Sn in the mixed-valence systems Eu „Rh12xPtx…2

and U „In12xSnx…3
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The electronic structure of Rh, Pt, In, and Sn in the mixed-valence systems Eu~Rh12xPtx)2 and
U~In12xSnx)3 has been studied by the x-rayK line-shift method. It has been found that
the occupation of the Rh 4d-shell in Eu~Rh12xPtx)2 is higher than that in the metal, and that it
grows with decreasing Eu valence~i.e., with increasing 4f -shell occupation!. The electronic
structure of Pt, In, and Sn in Eu~Rh12xPtx)2 and U~In12xSnx)3 does not depend on the Eu and U
valence and is practically the same as in the metals. These features in the electronic
structure of Rh, Pt, In, and Sn in Eu~Rh12xPtx)2 and U~In12xSnx)3 suggest that the electron
released in thef n→ f n211e transitions, rather than transferring to the common conduction band,
remains localized at the Eu and U atoms. ©1999 American Institute of Physics.
@S1063-7834~99!00109-4#
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The phenomenon of mixed valence~MV ! is of wide-
spread occurrence in compounds of the 4f and 5f elements
~the lanthanides and actinides!. It originates from the close
ness off levels to the Fermi surface, as a result of which t
f shell occupation~the valence of thef element! is sensitive
to external conditions, such as the pressure and tempera
Besides the pressure and temperature, the valence ca
altered by varying the composition of the compound. F
instance, by introducing impurities with a smaller atom
volume into the starting lattice, one can simulate the act
of external pressure and initiate a complete or partial tra
tion betweenf n and f n2111 states which are close in energ
~a change in the valence state!. While systems of this type
were extensively studied for both 4f and 5f elements, major
interest was focused on the specific features of the vale
transition itself ~continuous pattern, presence of jumpsf
shell occupation, transition reversibility, etc.!. Much less at-
tention was paid to the investigation of the electronic str
ture of the substituting element, because it was believed
its role reduces primarily to imitation of pressure, and tha
is not involved in electronic transformations. Such a mod
however, is oversimplified. Indeed, in mixed-valence int
metallics the main and substituting elements form a comm
conduction band having a common Fermi level, which m
involve charge transfer from one element to another,
electron redistribution between subbands with different
bital quantum numbers (s,p,d). This may bring about a
change in the electronic structure of both the main and s
stituting element. There may also change such paramete
the distance of thef level to the Fermi level, as well as th
density of states at Fermi level, which affect directly t
characteristics of a MV transition. A MV transition (f n

→ f n211e) releases an additional free electron, which c
1391063-7834/99/41(9)/3/$15.00
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transfer to the common conduction band or to the substi
ing element, or become localized at atoms of the MV e
ments. This point remains presently unclear. Thus invest
tion of the electronic structure of the partners of the M
atom, besides being of interest in itself, may shed light
some aspects of the physics of the MV state which still
main unclear.

This paper reports a study of the electronic structure
Rh, Pt, In, and Sn in the mixed-valence syste
Eu~Rh12xPtx)2 and U~In12xSnx)3 by the x-rayK line-shift
method~see, e.g., Ref. 1!. We determined earlier the varia
tion with composition of thef shell occupation,Dnf ~the
change in valence!, of Eu and U in these systems.2,3

The polycrystalline samples used~the same as in Refs. 2
and 3! were prepared by arc melting, were practically sing
phase, and had lattice parameters agreeing with litera
data.4,5 The scheme of the experiment, the measurement
cedure, and the data processing techniques are describ
detail elsewhere~see, e.g., Ref. 1!.

The experimentalK line shifts of Rh and Pt in
Eu~Rh12xPtx)2 and of In and Sn in U~In12xSnx)3 are pre-
sented in Tables I and II, respectively. All shifts were me
sured relative to the Rh, Pt, In, Sn metals. Given in the
columns of Tables I and II are our earlier data2,3 on the
variation of thef-shell occupation,Dnf , of Eu and U in these
systems with composition. The values ofDnf were deter-
mined as the difference of thef-shell occupation between
states with the lower (f n) and higher (f n211e) valence.
Obviously,Dnf is equal to the number of the additional ele
trons liberated in thef n→ f n211e transition.

~1! Eu(Rh12xPtx)2. As seen from Table I, all compound
exhibit positive shifts of the RhKa1 andKb1 lines, which
increase smoothly withx ~with Pt substituted for Rh!. The
9 © 1999 American Institute of Physics
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TABLE I. Experimental shifts (DE) of Rh and PtK lines in Eu~Rh12xPtx)2 vs compositionx; Dnd
(1) andDnd

(2)

is the increase in the Rh 4d shell occupation in Eu~Rh12xPtx)2 compared to that in Rhmet for two different
mechanisms~see text!.

DE, meV

x Ka1
Rh Kb1

Rh Ka2
Pt Dnd

(1) Dnd
(2) Dn4 f

Eu

0 12964 150610 – 0.2160.02 0.1760.02 0.7760.04
0.25 13664 1326 8 125618 0.2260.02 0.1860.02 0.5260.04
0.50 14864 160610 – 0.3260.02 0.2660.02 0.2060.03
0.75 15964 171616 – 0.3960.03 0.3260.03 0
1.0 – – 11612 – – 0.0660.04

Note: Given in the last column are the Eu 4f -shell occupation changesDn4 f
Eu from Ref. 2.
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shifts of the PtKa2 line at the two extreme points (x
50.25 and 1.0! were found to be close to zero within expe
mental error.

The nonzero shifts of the RhKa1 andKb1 lines indicate
that the Rh electronic structure~occupation of the outer 5s
and 4d shells! in Eu~Rh12xPtx)2 differs from that of the
metal. This difference can be quantified by comparing
experimental shifts with the values obtained in Dirac–Fo
type self-consistent calculations.

As shown by us earlier,6 theKa1 andKb1 line shifts of
heavy elements induced by removal from an atom ofs- and
d-electrons are opposite in sign~the removal of ans electron
results in a positive, and that of ad electron, in a negative
shift! and differ little in absolute magnitude.

The observed positive shifts of the RhKa1 and Kb1

lines can be accounted for by two possible mechanisms~i!
charge transfer from Eu to Rh; because the density of st
in the Rh 4d subband exceeds by about an order of mag
tude that in the 5s subband, the charge transferring from E
to Rh fills primarily the 4d subband, and the observed shi
are largely due to the change in the Rh 4d-subband occupa
tion Dnd , whereas the effect of the 5s subband filling on the
Rh K line shifts may be neglected;~ii ! redistribution of the
5s and 4d electrons of the Rh itself~a transfer of electrons
from the 5s to 4d subband of Rh will likewise induce a
positive shift in the RhKa1 andKb1 line positions!. Obvi-
ously enough, for such a mechanismDnd[2Dns .

It would be difficult, based only on our data, to deci
between these two mechanisms. It is possible that they
exist.

TABLE II. Experimental shifts (DE) of In and Sn Ka1 lines in
U~In12xSnx)3 vs compositionx ~against metallic In and Sn as references!.

DE, meV

x Ka1
In Ka1

Sn Dn5 f
U

0 127611 – 0.2060.02
0.2 125613 1569 0.1860.02
0.5 130613 1168 0.1460.02
0.65 25613 – 0.0960.02
0.8 145618 – 0.0560.02
0.9 0614 11768 0.0160.02
1.0 – – 0

Note: Given in the last column is the U 5f -shell occupation changeDn5 f
U

from Ref. 3.
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The mechanism of charge transfer from Eu to Rh a
pears to be, however, preferable. It is argued for by the la
positive difference in electronegativity between Rh and
(Dx50.9, see, e.g., Ref. 7!. An analysis of magnetic and
heat capacity data for intermetallic compounds of rare-ea
~RE! elements with 3d, 4d, and 5d metals made by
Buschow8,9 suggests that thed-shell occupation of these el
ements in intermetallic compounds is larger than that in m
als. Finally, Mössbauer measurements made on Ru, Ir,
Os ~Rh does not have Mo¨ssbauer isotopes! in their interme-
tallic compounds with RE elements also attest to an incre
of charge density at the nuclei ofd elements in these com
pounds compared to the corresponding metals.10

By comparing the experimental shifts with the shifts o
tained from Hartree–Fock atomic calculations one can de
mine the changes in occupation of the Rh 4d subshell,Dnd

(1)

andDnd
(2) , for the above mechanisms. We used in this wo

the Dirac–Fock~Koopmans!, DF~K!, model involving a rela-
tivistic calculation with complete inclusion of exchang
without relaxation, which provides the best agreement w
experiment for RE and 4d elements.11,12 We calculated the
Rh Ka1 and Kb1 line shifts relative to the accepted ele
tronic configuration of metallic Rh~see below! DEcalca(b)

(1)

@Dnd
(1) , Dns[0# for the first mechanism, andDEcalca(b)

(2)

@Dnd
(2) , Dnd[2Dns# for the second mechanism, within

broad range ofDnd variation. The calculated shifts were fi
ted by a second-order polynomialPa(b)

(1),(2) , and the values of
Dnd were found from the equations

Pa(b)
(1),(2)5DEexpa(b) ,

whereDexpa(b) are the experimental shifts of the RhK lines
in Eu~Rh12xPtx)2 .

The electronic configuration of metallic Rh~with the
nine outer 4d, 5s electrons outside the filled@Kr# core dis-
tributed as Rh@Kr#4d92y5sy) is not known well enough and
was determined here from a comparison of the experime
shifts DEKa1

(Rh2O3–Rhmet!5065 meV and DEKb1

(Rh2O3– Rhmet)52167 meV with the figures obtained in
the HF~K! model with inclusion of the Rh ionicity in Rh2O3

according to Pauling13 ( i 50.69). The configuration obtaine
for metallic Rh is Rh@Kr#4d7.625s1.38.

The variations of the Rh 4d orbital occupationDnd
(1) and

Dnd
(2) obtained by the above method for the two mechanis

under study are presented in Table I. The Rh 4d orbital
occupation in Eu~Rh12xPtx)2 is seen to be higher than that i
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the metal for all the compositions investigated. Note the
expected dependence ofDnd on x ~the 4d-orbital occupation
of Rh decreases with increasing Eu valence!. One could ex-
pect that the extra free electron released in the system in
4 f n→4 f n211e transition~an increase in the valence! would
be promoted to the common conduction band and increas
this way the occupation of the Rh 4d orbitals as well. This
does not happen, however, which suggests that the e
electron liberated in the 4f n→4 f n211e transition, rather
than transferring to the common conduction band, rema
instead localized at Eu atoms. The same conclusion of
localization of the extra electron formed in the MV transitio
at the atoms of the MV element itself was reached in
study14 of Mössbauer isomer spectra of Eu incorporated
the lattice of the Sm12xRxS MV systems~R5Ca, Y, La, Gd,
Tm!. The Eu isomer shifts measured in these systems do
depend on the number of the additional electrons release
the MV transitions. This assumption is argued for also by
study15 which revealed suppression of the MV transition~a
decrease in valence! in Sm12xGdxS for low Sm concentra-
tions. The phenomenon was accounted for by the fact
the 4f electron involved in formation of the MV state hy
bridizes only with the 6s and 5d electrons of the neighboring
Sm atoms rather than with the conduction-band electron

The decrease in the Rh 4d-shell occupation with increas
ing Eu valence may be caused by a weakening of the
conduction-band screening by the 4f electrons induced by a
decrease in their number. This should result in a lowering
the Eu 6s- and 5d-conduction subband and, hence, in
smaller charge transfer from Eu to Rh.

The close-to-zero shifts of the PtKa2 line in EuPt2
Eu~Rh0.75Pt0.25! may indicate that the electronic structure
Pt in these compounds is the same as in the metal. The
dependence of the PtKa2 line shifts on Eu valence provide
additional support for the conjecture of the electron relea
in the MV transition becoming localized at Eu atoms.

~2! U(In12xSnx)3. As seen from Table II, the shifts o
the Ka1 lines of In and Sn are close to zero within expe
mental error. The average shifts within the whole compo
tional range studied areDEKa1

In 511967 meV andDEKa 1
Sn

51865 meV~the errors are rms!. The conduction bands o
In and Sn derive from 5s and 5p subbands. As shown by u
earlier,6 removal of the outers andp electrons from an atom
results in positive~and about equal in magnitude! shifts of
the Ka1 lines. Thus both the magnitude and sign of the e
perimental shifts suggest that there is no charge transfer f
U to In and Sn. The independence of theKa1 line shifts of
In and Sn on the U valence, i.e., on the number of electr
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released in the 5f n→5 f n211e transition, is not at odds with
the above assumption of these electrons being localize
the atoms of the MV element itself. It would be difficult t
make a more definite statement, because the change in t
5 f -shell occupation involved in the MV transition t
U~In12xSnx)3 ~and, hence, the number of the released ex
electrons! is small, Dn5 f

U '0.2 ~see Table II!. As follows
from DF~K! calculations, an increase in the occupation of t
5s(p) shells of In or Sn by such an amount~i.e., when all
these electrons transfer to these elements! would result in a
shift of their Ka1 lines by .210 meV ~while experiments
reveal small positive shifts!.

In conclusion, the authors express their gratitude to O
Sumbaev for fruitful discussions and criticisms, to E.
Andreev for assistance in the measurements, and to P
Sokolova for preparing the paper for publication.
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The dynamics of oscillating structural changes in nonequilibrium Fe–C and Pd–Er–H systems is
studied. For Fe–C it is established that the Fourier spectrum of the time dependence of its
Mössbauer spectra is similar to the Fourier transform of systems in a state of dynamic chaos on
which several long-wavelength modes are superposed. The structural–oscillatory effects
for Pd–Er–H consist of a combination of oscillatory processes, corresponding to the appearance
and partial dissipation ofH–D–M complexes, vibrational changes in the ratio of the
fractions of the erbium-rich and -poor phases, and the difference of the compositions of these
phases. The oscillations have a multimode character with periods increasing with time.
Thus, cooperative effects associated with collective interactions of the matrix atoms, defects, and
‘‘perturbing’’ impurities such as hydrogen and oxygen atoms are clearly seen in the
processes studied. It is shown that the synergetic concept in the spirit of the system of nonlinear
Lorentz equations is useful for giving a macroscopic description of the observed defects.
© 1999 American Institute of Physics.@S1063-7834~99!00209-9#
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Data attesting to the fact that oscillatory structu
changes occur in nonequilibrium solid-state systems cont
ing hydrogen, carbon, or oxygen under certain conditio
have recently been obtained.1–7 Such oscillations have bee
observed previously only for strength characteristics. T
Portevain–Le Chatelier~PLS! effect, which arises when a
solid is stretched and consists in the appearance of a resu
serrated deformation diagram, is well known.8 This effect is
explained by the existence of alternately activated compe
processes — rapid multiplication of ‘‘fresh’’ dislocation
during deformation and blocking of these dislocations a
result of the appearance of segregations and decompos
or ordering of solid solutions. Thermodynamically, the P
effect is caused by mechanical energy being pumped into
system during continuous stretching, transferring the sys
to a nonequilibrium state.

As shown in Ref. 9, the nonlinear self-excited oscil
tions arising in the PLS effect are a characteristic property
thermodynamically open dissipative systems. The osc
tions observed in Refs. 1–7 can be explained on the bas
this concept by the fact that the hydrogen, oxygen, or car
introduced into a solid-state system produce a defect st
ture in it ‘‘from the inside,’’ increasing the energy of th
system and putting it into a nonequilibrium state, which su
sequently relaxes to a more stable~possibly, metastable!
state in a complicated manner. This means that th
structural–oscillatory effects do not reduce to the PLS effe
but they do have a conceptual basis in common with
latter — the presence of a nonequilibrium state, the app
1401063-7834/99/41(9)/6/$15.00
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ance of intermediate defect states~dissipative structures! ac-
companying relaxation by means of self-organization, a
relaxation to equilibrium~metaequilibrium! via such struc-
tural states. The fundamental characteristic feature of
phenomena observed in Refs. 1–7 that distinguishes t
from the PLS effect is that when hydrogen, oxygen, or c
bon is ‘‘pumped’’ into the system from the outside, whic
perturbs the system and creates a strain potential in it, th
is no need for continuous application of the ‘‘perturbing
action.

Microscopic models of the phenomena observed h
been proposed in Refs. 1–7. For example, for the sys
Pd–W–H1–3 such a model consists in the fact that, when t
alloy Pd–W, containing a nonuniform distribution of palla
dium and tungsten atoms10 ~tungsten-enriched regions hav
ing a high degree of short-range atomic order exist in
matrix! is saturated, a nonuniform distribution of hydroge
atoms arises because the hydrogen dissolves well in p
dium but does not dissolve in tungsten.11 Submicroscopic
regions of ab phase, where the hydrogen contentnH /nPd

increases to 0.6, as opposed to its much lower concentra
outside these regions, appear in the palladium-enriched
trix on saturation. The specific volume of theb-phase re-
gions is larger than the average for the system, and for
reason they consist of clusters which produce internal lo
stresses in the system. One possible mode of stress relax
is diffusion of vacancies, produced in the Pd–W system
the specific nature of this system,12 into these clusters. In
consequence, a deficiency of vacancies should arise in
2 © 1999 American Institute of Physics
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tungsten-rich regions, and this should stimulate proces
leading to the reverse motion of the vacancies. These c
peting processes generate oscillations in the degree of d
tiveness of the system. We note that the change observe
the diffraction effects with time is very large, and this can
due only to the high degree of correlation in the displa
ment of vacancies in different parts of the experimen
sample. In this respect the phenomenon is similar to
Bénard phenomenon13 and similar phenomena studied on t
basis of the synergetic concept. In Ref. 3, a system of n
linear differential equations for cooperative motion of vaca
cies in the presence of sources and sinks of vacancies
obtained on the basis of the Lotka–Volterra model, and c
tain characteristics of the cooperative effect under study w
found.

In Refs. 4 and 5 the temporal oscillations observed in
Fe–C system in the characteristics of Mo¨ssbauer spectra an
the positions of x-ray diffraction peaks were attributed to
fact that the carbon atoms should hop between metast
clusters having a different type of distribution of carb
atoms among octahedral voids should proceed with a h
probability via tetrahedral voids. The correlated transitio
of carbon atoms from octahedral to tetrahedral voids
back seem to be responsible for the phenomenon observ
Refs. 4–5, since the character of the ordering of carbon
oms is directly related to the characteristics of their arran
ment within the interstices.

In Refs. 6–7 a model is also proposed for oscillato
structural changes in systems containing oxygen.

Many questions requiring analysis arise in connect
with the phenomena observed in Refs. 1–7 and with
concept, being developed, of the complex and coopera
character of the processes responsible for these phenom
The following questions are most important: a! Are these
oscillations regular? b! Does the observed regularity~irregu-
larity! depend on the type of perturbing impurity? c! Are the
factors determining these phenomena the same in the e
range of observation of the phenomena?

The present paper is devoted to an investigation of th
questions.

In accordance with the problems posed, systems w
hydrogen~Pd–Er–H! and carbon~Fe–C! are studied in the
present paper. Some of the data obtained, pertaining to
initial stage of the oscillatory structural changes, have b
published in Refs. 4, 5, 14, and 15.

1. EXPERIMENTAL PROCEDURE

The objects of investigation were a hydrogen-satura
alloy Pd–Er and the carbon martensite Fe–C.

After fusion, a sample of the alloy Pd–8 at.% Er pr
pared from high-purity components was homogenized
900 °C for 24 h and then quenched. After quenching,
surface of the sample was mechanically ground and polis
The sample was saturated with hydrogen electrolytically
current density 80 mA/cm2 for 1 h and then stored in air a
room temperature. The change in the x-ray diffraction p
tern with time~position, shape, and width of the diffractio
es
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peaks! was investigated. The measurement procedure
similar to that described in Refs. 14 and 15.

The martensite Fe–C~0.87 wt.% C! samples were pre
pared from high-purity Armco iron~30 mm thick foil!. After
gas carbiding treatment and quenching in water and t
liquid nitrogen, the samples were etched at room tempera
for four months. Then they were immersed for three wee
in liquid nitrogen. Prior to the measurements the samp
were thermally shocked by heating to 300 K in 0.5 h a
then cooled to 140 K. The Mo¨ssbauer spectra were record
continuously for a long time, the spectral data being recor
every hour. These data were used to find the width of
components of the sextet and the fraction of the sextet,
responding to the central one, which are associated with
events occurring in the system during each hour of the
vestigation.

2. EXPERIMENTAL RESULTS

2.1. Pd–Er–H alloy

The positions of the lines for the initial deformed state
the sample indicated that in this state there exist orien
tensile stresses that increase the interplanar distances
direction along the normal to the surface.14,16 These stresse
were s52110 kg/mm2, and the lattice period was
a53.941 Å.

Immediately after saturation the diffraction peaks shift
toward smaller angles of diffraction. This indicated that t
hydrogen entered the lattice and formed an interstitial so
solution. During storage of the sample, the hydrogen
grated out of the lattice, and the peaks shifted toward la
2u angles. However, subsequently they passed thro
positions corresponding to the initial state and moved i
the region of even larger angles~Fig. 1!. The positions of
the diffraction peaks changed only negligibly after stora
for 24 h.

For the state corresponding to storage for 48–52 h,
microstresses weres590 kg/mm2, and the lattice paramete
was a53.946 Å. Comparing this parameter with the latti
parameter for the initial state showed that, at a minimum,
order of magnitude less hydrogen remained in the lat
(nH /nPd50.02020.025) than present immediately afte
saturation. The microstresses over this time changed sign
became quite large (s changes sign no more than 2–3 h aft
saturation14!. For a storage period of approximately
months, almost all of the hydrogen migrated out of the l
tice. The stressess decrease over three months
70 kg/mm2, after which they remain unchanged.

The shape of the peaks also changes appreciably du
storage of the sample. A profile of the~200! diffraction peak
for different storage times is presented as an example in
1. One can see that the shape of this peak~just as the shape
of all other peaks! changes nonmonotonically. After storag
for 1.5 h the profile is essentially symmetric, while for long
storage times it clearly consists of two bands. After 7 and
h the weaker peak is located at a smaller diffraction ang
and after 25 h it is located at a large angle. After 120 h
profile possesses a flat-top shape, and after 4200 h it is o
again asymmetric. We note that the shape of the profile
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diffraction peak is determined by the ratio of the areas of
components of the profile and by the distance between th
and for this reason the changes in the asymmetry of the
files correspond to changes in the ratios of the amount
Er-rich and Er-poor phases and to the differences in the c
centrations of these phases. The observed changes in the
files of the diffraction peaks could be due only to the chan
in the ratio of the amounts of phases and their composit
while oscillations in the type of asymmetry of the profil

FIG. 1. Profile of the~200! diffraction peak for different sample storag
times: 1—1.5, 2—7, 3—25, 4—48, 5—120, 6—4200 h. The vertical line
marks the position of the peak of the profile in the initial state.
e
m,
o-
of
n-
ro-
e
n,

could be due only to oscillations of the characteristics of
two-phase nature of the system.

The data on the change in the shape of the diffract
peaks show that, after the alloy is saturated with hydrog
processes leading to redistribution of erbium atoms, wh
occur during short storage times when the lattice of
sample contains a large quantity of hydrogen, and dur
quite long times when the amount of hydrogen in the latt
becomes small, commence in it. Erbium-depleted a
erbium-enriched phases form as a result of the redistribu
of the erbium atoms.

To determine the relative fractions of the erbium-ri
and erbium-poor phases as well as the differences in
erbium concentration in these phases, all experime
curves were represented, using a graphics package, in
form of doublets whose components were determined
have a Lorentzian shape.

The data obtained for the erbium-rich fractionC as a
function of the sample storage time by analyzing the~200!
diffraction line are presented in Fig. 2a~the storage time is
given on a logarithmic scale!. It is evident that, on the whole
the functionC(t) is oscillatory but irregular. The time inter
vals between the neighboring recorded peaks gradually
crease, but the exact nature of their growth could not
established because it was impossible to perform continu
x-ray diffraction measurements over a period of ma
months.

Oscillatory variations inC are also observed for cohere
scattering regions~CSRs! with different orientations relative
to the surface. It is interesting to note that the extrema foC
in CSRs with different orientations occur at different time

Figure 2b shows the quantitiesDcEr obtained by analyz-
ing the~200! diffraction peak~changes of a similar nature ar
also observed for regions with other orientations!. The fact
that the amplitudes of the oscillations in Figs. 2a and b
crease at different rates is interesting. It shows that the re
tribution of erbium atoms does not reduce to movement
n

ce

the
FIG. 2. a—Dependence of the relative fractio
of the erbium-enriched phase~C! on the sample
storage time. b—Dependence of the differen
of the erbium concentrations (DcEr) in the
erbium-enriched and -depleted phases on
sample storage time.
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the atoms between erbium-rich and erbium-poor regions
It should be noted that the oscillatory changes in

profile of the diffraction peaks are also observed in bloc
with different orientations. However, the positions of the e
trema relative to the time axis are different for blocks w
different orientations.

2.2. Martensite Fe–C

The time dependences of the widths of the Mo¨ssbauer
lines and the relative fraction of the central sextet at 1
220, and 300 K are displayed in Fig. 3. One can see tha
all temperatures the linewidths and the fractions of the c
tral sextet change nonmonotonically in time, and th
changes become oscillatory.

Sharp regularities are not seen for all temperatures in
observed oscillations of the characteristics of the spec
though there is no doubt that the oscillations themselves
ist. To determine more accurately the nature of the irregu
oscillations of the spectra, Fourier spectrometry of
Mössbauer data obtained by continuous measurements

FIG. 3. Time dependence of the width of the Mo¨ssbauer lines (G) and the
relative fraction of the central sextet~A! at 140~a!, 220 ~b!, and 300~c! K.
e
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54 h was performed. The spectra obtained are displaye
Fig. 4. They turned out to be similar in many respects to
Fourier spectra corresponding to a state of dynam
chaos.17,18Despite this, certain oscillatory frequencies, whi
appear most often and correspond to long-wavelength o
lations (v.0), as well as 1.7 and 3 h21, can be distin-
guished. The data obtained confirm that there are no sh
regularities in the time dependence of the oscillatory str
tural changes. At the same time, they show that the obse
oscillations are a superposition not only of many modes, c
responding to oscillations of short-range order in the dis
bution of carbon atoms in the interstitial space, but also c
tain long-wavelength modes. The latter could correspond
oscillations of long-range order.

To check this supposition, x-ray investigations were p
formed of the time dependence of the tetragonality of th
systems, since the difference in the lattice periods in
@100# and @001# directions will be proportional to the long
range order parameterh

a2c5a0n~u112u33!h,

where a0 is the lattice period in thea-Fe phase,n is the
atomic concentration of carbon in the solution, andu11 and
u33 are components of the concentration-induced lattice
pansion tensor.

The data obtained are presented in Fig. 5. They sh
convincingly that the characteristics of long-range ord
which are due to the difference in the position of the co
ponents of the tetragonal doublet~101! and~110! also oscil-
late. The oscillatory changes inh confirm the cooperative
nature of the motion of the carbon atoms in the intersti
space. Therefore, although the oscillations of the measu
quantities are irregular, the displacements of the carbon
oms giving rise to them cannot be represented by rand
walks of these atoms, but rather they have a coopera
nature.

3. DISCUSSION

The results of the x-ray diffraction and Mo¨ssbauer inves-
tigations on martensite Fe–C and the hydrogen-saturate
loy Pd–Er–H show that the oscillatory structural chang
observed in Refs. 1–5 consist of complicated nonequilibri
processes in which cooperative effects are superposed o
irregular motion of atoms and defects. Thus, it has be
proved for the Fe–C system that the oscillatory nature of
redistribution of the carbon atoms in time over the interstit
space, though quite irregular, is due to oscillations not o
of the short-range order but also of the long-range ord
The latter follows from data obtained by Fourier analysis
the Mössbauer data, which show that the Fourier transfo
of the time-dependence of the Mo¨ssbauer spectra is simila
to the Fouier transform of systems in a state of dynam
~deterministic! chaos on which several long-waveleng
modes are superposed. The existence of these modes
cates directly the cooperative nature of the structur
oscillatory changes occurring in the carbon martensite,
this is confirmed by the corresponding changes in the
ragonality of this martensite.
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FIG. 4. Fourier transform of the time depen
dence of the amplitude of the Mo¨ssbauer central
sextet for Fe–0.87 wt.% C.
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Similar data were also obtained for the deformed al
Pd–Er–H. It was found that the structural oscillato
changes occurring after hydrogen saturation can be prese
as consisting of a series of oscillatory processes which c
tinue for at least one year. These changes correspond!
the appearance and partial dissipation of ‘‘traps’’~H–D–M
complexes), b! oscillatory changes in the difference of the
concentration in the Er-rich and Er-poor phases, and c! os-
cillatory changes in the ratios of the fractions of the indica
phases. The processes enumerated above correspond
operative displacements of hydrogen and erbium atoms
defects, whose period grows with increasing lifetime of t
alloy after saturation.

The observed differences in the character of the osc
tory time dependence ofC andDcEr , consisting in a slower
decrease of the amplitude of oscillations of the former, s
nify that the indicated redistributions of the erbium atom
cannot be reduced to merely the competition between di
sion against and along a gradient between erbium-rich
erbium-poor regions. In addition, erbium atoms are tra
ported from erbium-poor into erbium-poor and from erbiu
rich into erbium-rich regions, which can be activated by t
existence of anisotropicH–D–M complexes in all existing
types of regions. This transport is cooperative, and it can
reduce to random diffusion walks of erbium atoms in a no
uniform medium.

The complicated processes examined above, leadin
cooperative displacement of the atoms, undoubtedly atte
the hydrogen-containing system not being in equilibriu
which is due primarily to the existence of microstresses
this alloy. The fact that these stresses reamin in Pd–E
system even after almost all of the free hydrogen has
grated out of the system could be due only to a high stab
of theH–D–M complexes arising either at saturation or du
ing the first hours of degassing.

The oscillatory character of structural changes, wh
was established for systems containing hydrogen or car
and which is due to the nonequilibrium state of these s
tems, indicates that the synergetic concept is useful for
scribing their behavior. The irregularity of these changes
y
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dicates that simple Lotka–Volterra type synergetic schem
which could be used to describe the initial stages of rel
ation of the system Pd–W–H,5 cannot be used to describ
the oscillatory time dependence of structural characteris
of the system studied. More general approaches, for
ample, based on a system of nonlinear Lorentz equations17,18

must be used to construct a theory of oscillatory structu
changes in the complicated systems studied in the pre
work. However, since the main factors determining the
processes are different at different stages of developmen
the process leading to structural changes, the descriptio
the systems studied here may turn out to be simplified e
on this basis. These questions will be examined in a fut
work. It is important to note that the results obtained in t
present and preceding works1–7 show that structural–
oscillatory effects can be encountered under appropriate
cumstances in any nonequilibrium systems irrespective
the factors determining the appearance of nonequilibrium

It is also reasonable to note that the processes assoc
with structural-oscillatory changes in hydrogen-containi
metallic systems and continuing for more than a year with
continuous pumping by ‘‘perturbing’’ actions could be r
sponsible for the oscillatory changes observed in Ref. 19
the strength characteristics of thick rolled stock.

FIG. 5. Time dependence of the long-range order parameter of Fe–
wt.% C for 100, 200, and 300 K.
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Athermal luminescence of a tungsten surface irradiated with laser pulses
A. F. Banishev, V. Ya. Panchenko, and A. V. Shishkov
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An investigation of athermal luminescence triggered at a tungsten surface by thermal
deformations produced by laser pulses is reported. The spectral composition and time dependence
of individual spectral components of the luminescence are investigated. Oscillations of the
luminescence intensity are observed, and they are interpreted as a definite sequence of emergence
of dislocations at the surface. ©1999 American Institute of Physics.@S1063-7834~99!00309-3#
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Athermal luminescence~mechanoluminescence — ML!
of metallic Ag, Au, Pt, and Cu samples irradiated
YAG:Nd laser pulses was investigated in Refs. 1–3. T
signal was detected from the backside of the sample, rela
to the side exposed to the laser pulses. It was established
ML is due to the emergence of mobile dislocations at
surface, and the ML intensity depends on the initial dislo
tion density in the sample and on the power densityI las. of
the laser pulse. It was found that ML excitation is possible
a result of both thermal stresses and generation of quite p
erful acoustic waves~here the laser power densityI las. is
above the plasma-formation threshold!. The ML intensity in-
creases withI las.. This was attributed to an increase in th
flux of dislocations emerging at the surface as a result o
increase in the thermal stresses within the sample. In Re
calculations and measurements of the temperature of th
vestigated part of the surface were performed. They sho
that the temperature, for example, for copper samples irr
ated byI las. '105 W/cm2 laser pulses, did not exceed seve
tens of degrees and, therefore, the contribution of ther
luminescence to the observed signal can probably be
glected.

It should be noted that photon mechanoemission has
been observed in Refs. 4 and 5, where deformation-indu
luminescence of alkali halide crystals was investigated
was establised that photon mechanoemission in these m
rials is associated with the motion and intersection of dis
cations of a definite type.

The spectral composition and time dependence of
ML intensity are quite complicated. As far as we know, the
is no generally accepted model, especially for metals,
can describe the mechanism of photon emission accomp
ing the generation and motion of defects as well as the
pendence of the luminescence on the defect density, t
perature, and elastic stresses.

The present paper reports the results of investiga
athermal luminescence of tungsten samples irradiated
YAG:Nd laser pulses. Tungsten is distinguished by britt
ness and high values of the elastic moduli and, probably
this reason, low dislocation mobility. Therefore, if the ML o
metals is due to the emergence of mobile dislocations at
surface, then it should be impeded in tungsten by the
1401063-7834/99/41(9)/5/$15.00
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dislocation mobility. The measurements were performed i
vacuum chamber, which made it possible to decrease
stantially the contribution of possible oxidative processes
the observed signal. The spectral composition and time
pendence of individual spectral components of the lumin
cence were investigated.

1. EXPERIMENTAL PROCEDURE

The arrangement of the experimental apparatus is sh
in Fig. 1. The experimental sample~3! was placed in a
vacuum chamber~2!, where the pressure could be varie
from 1022 Torr up to 1 atm. The samples were irradiat
with YAG:Nd laser ~1! pulses withtp51.4 ms andEmax

53.5 J~free-lasing regime!. The laser radiation was focuse
into a 1.2–2 mm spot on the sample surface. Luminesce
from the back surface was measured in the experiment~in
what follows, to be consistent with preceding works, w
shall use the term ML!. For this, a photomultiplier~FÉU-79,
4!, onto which the radiation from the surface was direct
was placed approximately 18 cm from the backside of
sample. The temperature of the samples was not meas
but the thermal luminescence of the irradiated section of
surface in the spectral interval 0.5–0.7mm and the plasma-

FIG. 1. Experimental arrangement:1—YAG:Nd laser (Emax53.5 J, tp

51.4 ms!; 2—vacuum chamber (P51022 Torr!; 3—sample;
4, 5— FÉU-79 photomultiplier;6—photodetector;7—to pump;8—energy
meter;9—digital oscillograph;10—personal computer;11—pulsed voltme-
ter; 12—spectrometer.
8 © 1999 American Institute of Physics
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formation threshold were monitored using a second pho
multiplier ~FÉU-79,5!, placed at the front side of the samp
at an angle of 45° with respect to its surface and a set of l
filters. The signals from both photomultipliers were fed in
a digital oscillograph and then into a personal computer. T
spectral composition of the luminescence was investiga
with a DFS-452 spectrometer~12!. Tungsten samples rang
ing in thickness from 100 to 300mm were used. The sur
faces of the samples were cleaned by polishing with diam
powder and then rubbed with ethyl alcohol.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Oscillograms of the signals of the total~in the range
0.4–0.8mm! luminescence from the back surface~ML ! of a
tungsten sample irradiated by millisecond laser pulses
vacuum (P51022 Torr! are shown in Fig. 2a. Figures 2
and 2c illustrate the dependence of the delay in luminesce
on I las.. In Fig. 2b the delayDt1 was measured relative to th
leading edge of the laser pulse, while in Fig. 2c the delayDt2

was measured relative to the leading edge of the ther
signal recorded from the front surface of the sample.
follows from Figs. 2b and 2c, the delaysDt1 and Dt2 de-
crease with increasingI las..

Large changes with increasingI las. occur in the ampli-
tude and shape of the ML signal. For laser pulses withI las.

.4.03104 W/cm2 the signal consists, as a rule, of one spik
As I las. increases, the amplitude increases rapidly~Fig. 3! and
the shape of the signal changes — two, three, and m
spikes appear against the background of a generally incr
ing amplitude~Fig. 2a!. This is probably why the spike struc
ture of the signal is virtually unobserved for large sign
amplitudes. When a section of the surface is repeatedly
diated with pulses withI las., the signal amplitude decrease
by approximately 20–25% after irradiation three to fi
times and then remains constant on the average, thou
does fluctuate substantially from pulse to pulse. It should
noted that, as a rule, the largest signal amplitude is obse
with the first irradiation.

The appearance of a luminescence signal from the b
side of the sample could be due to the following basic r
sons: thermal luminescence of the surface, exoemissio
particles,6–8 and ML itself. The ML intensity was measure
using a detection scheme in which the photomultiplier op
ated in the photon-counting mode. The maximum pow
density of the laser radiation acting on the sample, for wh
pulses corresponding to individual photons could be relia
resolved in the ML signal, wasI las.'2.73104 W/cm2.

We shall now estimate the intensity of the ML signal f
I las.'2.73104 W/cm2. It is evident from Fig. 4 that of the
order of 20 photons strike the photomultiplier. Then the
tensity of the ML signal is

I ML'
2R2nhc

r 2Stslm

, ~1!

whereR518 cm is the distance between the back surface
the sample and the photomultiplier,n52 is the number of
photons striking the photomultiplier,h is Planck’s constant,c
is the speed of light,r 50.3 cm is the radius of the photo
-
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cathode in the photomultiplier,S'p@r 01(xtp)1/2#2 is the
area of the emitting spot,r 0'631022 cm is the radius of
the spot into which the laser radiation was focuse
x50.54 cm2/s is the thermal diffusivity of tungsten,tp

'1.431023 s is the duration of the laser pulse,ts

'0.731023 s is the duration of the ML, andlm'6
31025 cm is the wavelength of the radiation correspondi
to the center of the detected spectral range. The resu
I ML'2.831029 W/cm2.

We shall now estimate the temperatureT(tp), to which
the backside of the sample is heated by the end of the l

FIG. 2. a—Oscillograms of the ML signal~current regime! with increasing
power density of the laser pulse. The sample consists of tungsten.1—I las.

54.053104, 2—I las.54.323104, 3—I las.54.673104, 4—I las.55.01
3104, 5—I las.55.633104 ~signal decreased by a factor of 50!, 6—I las.

57.523104. b—Dependence of the time delay of the ML signal relative
the leading edge of the laser pulse onI las.. Tungsten sample.
c—Dependence of the time delay of the ML signal relative to the lead
edge of the thermal wave onI las.. Tungsten sample.
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pulse, and the intensityI h of the thermal luminescence fo
I las.'2.73104 W/cm2. Since in the present experime
d<(xt)1/2!r 0, whered'220 mm is the sample thickness
by the end of the pulse the temperature of the back sur
can be expressed by

T~tp!'T01
AI las.S0tp

p@r 01~xtp!1/2#2drcm

. ~2!

SubstitutingT05293 K ~room temperature!, A50.38 ~the
absorption coefficient of tungsten!, S05pr 0

2 ~the area of the
spot into which the laser radiation is focused!, r518.6 g/cm
3 ~the density of tungsten!, andcm50.13 J/g•K ~the specific
heat of tungsten! we obtainT(tp)'430 K.

Using the expression for the intensity of thermal lum
nescence of a heated body we can write

I h'2p«lhc2E
l1

l2 1

l5
expS 2

hc

lkT~tp! Ddl. ~3!

Substitutingl15431025, l25831025 cm, «l50.4 ~the
spectral emissivity of tungsten!, k51.38310223 J3K21

~Boltzmann’s constant! we obtainI h;10216 W/cm2.

FIG. 3. Amplitude of the ML signal versusI las.. Tungsten sample.

FIG. 4. Oscillograms of ML signal~photon-counting mode! with increasing
power density of the laser pulse.1—I las.52.73104, 2—I las.53.63104

W/cm2.
ce

It is evident from these estimates that the contribution
thermal luminescence to the measurements of the ML in
sity with I las.'2.73104 W/cm2 can be neglected.

Using the expression~3! we shall estimate the tempera
ture of the backside for whichI h becomes comparable t
I ML . Substituting I h5I ML'2.831029 W/cm2 we find
T(tp)'650 K. Substituting this value into the expression~2!
we find the power density of the laser pulse for which th
temperature is attained:I las.'73104 W/cm2.

We shall now estimate the thermal stresses arising in
irradiated region by the end of a laser pulse withI las.

'73104 W/cm2 ~Ref. 9!

s~tp!;aGT~tp!/~12n!. ~4!

Substitutinga54.4531026 K21 ~the thermal expansion co
efficient!, G51.531011 N/m2 ~the shear modulus!, T(tp)
'650 K, andn50.233 ~Poisson’s ratio! we obtains(tp)
'109 N/m2.

Two important conclusions follow from these estimate
First, the total intensity of the thermal signal in the spect
range 0.4–0.8mm becomes comparable to the ML intensi
already at temperatureT'650 K ~for the experimental ma-
terials the real temperature at whichI h'I ML is probably
even lower!. Second, the thermal stresses reach the crit
valuesc for dislocations with sizel>Gb/sc'3,1026 cm,
whereb is Burgers vector, above which the stresses can
come sources of multiplication of Frank–Read dislocatio
According to the estimates forI las.,7.03104 W/cm2 , the
contribution of the thermal luminescence to the observed
nal is negligible. In the opposite case,I las.'7.0.104 W/cm2,
the observed signal is quite complicated and is probabl
superposition of the thermal luminescence of ML signals

According to Refs. 1 and 2, the ML observed from me
als irradiated with laser pulses is due to the emergence
mobile dislocations at the surface. The authors attributed
decrease in the signal intensity with each subsequent irra
tion of the same section to a decrease in the dislocation d
sity in the sample as a result of the emergence of dislocat
at the surface due to the preceding irradiation. However
noted above, the action of sufficiently large thermoelas
stresses in the crystal (s.sc) can not only give rise to di-
rected motion of existing dislocations but also the genera
of new dislocations. Therefore, if the power density of t
laser pulse is such thats.sc , then with each subsequen
laser pulse a definite fraction of the dislocations can eme
at the surface and new dislocations can be created in
sample. For this reason, if it is assumed that the emerge
of dislocations is accompanied by photon emission, as d
in Refs. 1, 2, 10, and 11 to explain the nonthermal lumin
cence of metal samples under mechanical, thermal, and la
thermal actions, then a flux of dislocations emerging at
surface and ML associated with this flux should be poss
after any number of irradiations, ifs.sc . This can prob-
ably explain the fact that the signal observed in our exp
ments did not vanish after repeated irradiation, in contras
Ref. 2 where the signal was observed to decrease and
vanish after several irradiations. Even though the ML sig
from tungsten was expected to be low, in the experiment
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ML signal was reliably recorded fromI las.543104 W/cm2

and above in the current regime and withI las.52.53104

W/cm2 in the photon-counting regime.
The shape of the signal and the dependence of its t

delay onI las. are interesting. The propagation time of therm
stresses to the backside of the sample and, therefore
expected delay of the radiative emergence of dislocation
a result of thermal stresses is determined by the propaga
time of the temperature frontDtT;d2/x from the front to
back surfaces~which for a tungsten sample with thickne
d'220 mm is '0.9 ms!. Therefore, in the experiment, th
time delay of ML should probably be measured with resp
to the thermal signal detected from the front surface of
sample and not relative to the laser pulse, as done in Re
and 2. The thermal signal had a definite delay relative to
laser pulse and this delay varied in the range 0.2–0.4 ms
function of I las.. In the present work, for comparison th
delay was measured with respect to the laser pulse and
thermal signal. It is evident from Figs. 2b and 2c that asI las.

increases, the delaysDt1 andDt2 vary over quite wide limits
(Dt1'1.120.7 ms,Dt2'0.4520.25 ms!, taking on values
much less thanDtT . This provides a basis for assuming th
the leading edge of the luminescence signal from the ba
side is not due to the emergence of dislocations under
action of thermal stresses and of thermal luminescence.

In Ref. 1, where samples were irradiated by laser pu
with power densityI las. above the plasma formation thres
old I thres., backside luminescence starting before the pro
gation of thermal stresses was also observed. To explain
fact the authors called attention to the possibility of acou
waves participating in the radiative emergence of dislo
tions at the surface. In their opinion, forI las.I thres. a quite
powerful acoustic wave is generated, and its propaga
time ta;d/v ~where v is the propagation velocity of the
sound wave! is much shorter than that of the therm
stresses, and for this reason the earlier onset of back
luminescence could be due to a radiative emergence of
locations under the action of elastic stresses associated
the acoustic wave. However, under our experimental co
tions, the power density of the laser pulse was below
melting threshold of the surface, and for this reason
vapor-pressure pulse and therefore the amplitude of
acoustic wave associated with the vapor pressure can be
glected. It is known that dislocation creation and annihilat
processes as well as the displacement of intergrain bo
aries during deformation could become sources of q
powerful acoustic waves. Therefore, as the thermoela
stresses propagate from the front surface to the back sur
a moving source of acoustic waves can form. As the ther
deformations approach the back side, the amplitude of
acoustic waves excited in this manner can be sufficient
radiative emergence of dislocations at the surface and, s
the propagation velocity of the acoustic waves is mu
higher than that of the thermal deformations, luminesce
should appear before the thermal deformations reach
back surface. It should be noted that the number of acou
waves and the moments at which they are excited during
time when the thermoelastic stresses are present are
likely random events. This is probably the explanation
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why the time delaysDt1 andDt2 in the appearance of back
side luminescence of the sample vary arbitrarily byDt
<020.2 ms in each irradiation event, while the number
spikes fluctuates.

The spike shape of the observed signal is still not co
pletely understood. If the dislocation model of luminescen
is retained, as above, then the shape of the signal coul
explained by the existence of groups of different kinds
dislocations, characterized by the degree of pinning of
dislocations in the material and by a definite sequence
emergence at the surface. Then, as the thermal stresse
proach the backside, the most weakly pinned groups of
locations will start to move first under the action of th
acoustic waves excited in the process and will start to eme
at the surface. Then, the groups of dislocations which
more strongly pinned and are located farther from the surf
will emerge next under the action of thermal stresses. Ho
ever, there are definite doubts concerning such a strict
cretization of dislocations with respect to their pinning e
ergy in the material. The multispike shape of the signal co
also be due to the combined action on the dislocation em
gence process of thermal stresses and elastic stresses c
by acoustic waves. Indeed, the thermal stresses reachin
back side stimulate simultaneously both emergence of di
cations at the surface and excitation of acoustic waves
rectly at the back surface of the sample. Therefore it can
conjectured that the spike shape of the signal is due to
combined influence of thermal stresses and acoustic wa
on dislocation emergence, and the number of spikes is de
mined by the number of the most intense acoustic wa
excited at the back surface.

The spectral composition of ML in the range 0.4–0
mm was investigated in this work. It follows from the anal
sis that luminescence is observed in the entire experime
spectral range and has no sharply expressed local peaks
acteristic for atomic or molecular transitions. The time d
pendence of the spectral intensity of luminescence, jus
the time dependence of the total luminescence intensity,
a spiked form. Figure 5 shows oscillograms of the lumin

FIG. 5. Oscillograms of ML signal~current mode! with increasing power
density of the laser pulse (l5600 nm). Tungsten sample.1—I las.54.02
3104, 2—I las.54.923104, 3—I las.55.813104, 4—I las.56.713104,
5—I las.57.623104.
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cence signals from the back side of the sample for wa
lengthl50.6 mm. It is difficult to give an unequivocal in-
terpretation of the origin of the observed luminescence ba
on the results presented. If it is due to radiative transitio
accompanying the rearrangement of the surface electr
states of tungsten atoms at the moment of emergence
dislocation, then peaks corresponding to these transit
should be observed in the ML spectrum. However, such tr
sitions were not observed in the spectral range 0.4–0.6mm.
It is possible that only the luminescence ‘‘tail’’ lies in th
range, while the peaks themselves lie outside this range.
also possible that particle mechanoemission excited by
emergence of dislocations makes a definite contribution
the luminescence. It is known that charged-particle~as a rule
electron! emission occurs when a surface is deformed
when a previously deformed surface is heated.3,7 Then radia-
tive collisions and attachment of electrons to atoms and m
ecules of the surrounding gas could be responsible for
observed luminescence.
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The probability of a transition from a uniform charge distribution~UCD! in the adsorbed layer to
a nonuniform one~NCD! caused by the dipole-dipole adatom repulsion is analyzed within
the Anderson–Newns Hamiltonian and a simple density-of-states model for the substrate. Two
limiting cases are considered, namely, an infinitely wide and a narrow band of allowed
substrate states. Criteria for the UCD→NCD transition are obtained. Experimental data on
reconstruction of clean metal faces are analyzed. ©1999 American Institute of Physics.
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The distribution of electron density in a monatomic a
sorbed layer can be uniform if each atom contains the s
number of electronsn ~and, hence, the same chargeZ51
2n), or nonuniform, ifn changes in some way in transitio
from one atom to another. The possibility of nonunifor
ordering caused by Coulomb interaction among the ato
adsorbed on a metal surface was first demonstrated in R
and analyzed subsequently in detail in Ref. 2. These stu
were based on model Hamiltonians which are actually mo
fications of the Anderson–Newns Hamiltonian3,4.

The reason for the onset of a nonuniform charge dis
bution ~NCD! can be easily visualized in the following ex
ample. Consider two identical ions with chargesZ on the
surface of a metal substrate at a distancea from one another.
Let the atomic radii ber and consider the metal surface as
image plane. Then the interaction energy between thes
oms including the image forces can be written asW
52Z2e2@a212(a21r 2)21/2#, where e is the positron
charge. Let electrons transfer from one ion to another, m
ing the ionic charges equal toZ65Z(16c), wherec is an
integer. One readily sees that the interaction energyW
52Z2e2(12c)2@a212(a21r 2)21/2# decreased compare
to the case of uniform charge distribution~UCD!. It can be
shown that the ionic component of the adsorption ene
Eion52Z2e2/2r in the UCD case, whereas in the case
NCD Eion52Z2e2(11c2)/2r . Thus as a system transfers
a nonuniform electron-density distribution in the adsorb
layer the ion repulsion energy decreases, and the energ
ionic bonding to the substrate increases. There are, howe
two factors interfering with the UCD→NCD transition.
These are, first, the intratomic Coulomb repulsion of el
trons with opposite spinsU, and, second, the increase of th
kinetic energy of the electron gas2. The latter statement ca
be understood easily if one recalls the Heisenberg un
tainty relationDx•Dp;\, where\ is the reduced Planck’s
constant. By localizing an electron at a center, one redu
the uncertainty of its coordinateDx while increasing at the
same time that of its momentumDp, and this is what gives
rise to an increase of the kinetic energy. The UCD→NCD
transition occurs only if the adatom repulsion energy exce
1411063-7834/99/41(9)/5/$15.00
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some critical value. A quantitative consideration of the
lated problems can be found in Ref. 2.

A common approach was used1,2 to consider layers at a
metal surface and clean metal faces, since the latter, bec
of specific features in their geometric arrangement, can a
be treated as adsorbed monolayers. A transition to an N
state may bring about reconstruction of the metal surface
one takes into account, for instance, electron-phon
interaction.2,5–7 The same approach was subsequently
plied to investigate the reconstruction of semiconduc
faces.8–11

When describing a system in terms of the Anderso
Newns Hamiltonian, one should discriminate between
cases of the wide and narrow surface bands.3,4,12,13While in
the case of an infinitely wide band there is only one bro
ened adatom quasilevel~it is assumed that only one atom
orbital is involved in adsorption! overlapping this band, a
narrow continuum band gives rise not only to resonan
states but also to local states lying outside the band. Su
difference in the electronic structure of a surface layer sho
result in a change of the criterion for the onset of the NC
It is with an investigation of this aspect of the problem th
the present work deals.

1. BROAD SURFACE-BAND APPROXIMATION

We shall describe adsorption of a single atom by
Hamiltonian of the form

H5(
k

«kck
1ck1«aa1a1V(

k
~ck

1a1h.c.!. ~1!

Here«k is the energy of the substrate electron in stateuk&, «a

is the energy of an atomic electron in stateua&, ck
1(ck) is the

operator of electron creation~annihilation! in state uk&,
a1(a) are the corresponding operators for an electron
stateua&, andV is the matrix element hybridizing theuk& and
ua& states. We prescribe the substrate density of statesrs(v)
in the form

rs~v!51/D, uvu<D; rs~v!50, uvu.D, ~2!
3 © 1999 American Institute of Physics
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where 2D is the substrate conduction-band width, andv is
an energy variable~the energy is reckoned from midgap!.
One can readily show that the adatom Green’s functionG
corresponding to Hamiltonian~1! can be written

G21~v!5v2«a2L~v!2 iG~v!, ~3!

where the functions of the adatom quasilevel hybridizat
shift L and of its halfwidthG can be written, taking into
account~2!, in the following way

G5pV2/D, uvu<D; G50,

uvu.D; L5
V2

D
lnUD1v

D2vU. ~4!

The transition to the infinitely broad-band approximati
(D→`) results in the vanishing of the shiftL, whereas the
quasilevel halfwidthG is considered finite and constant,
before.3 One can then show easily that the density of state
the adatomr and the orbital populationn of this adatom are

r~v!5
1

p

G

~v2«a!21G2
, n5

1

p
arctan

«a2EF

G
, ~5!

whereEF is the substrate Fermi energy.
Consider now the lattice of adatoms subjected to dip

repulsion. Unlike the procedure used in Ref. 2, we shall
truncate dipole-dipole repulsion at the nearest neighbors
shall take into account long-range interaction by the met
developed in Refs. 14 and 15, where it was shown that w
in the UCD state, the surface-dipole field shifts the adat
energy level«a to «a8

«a8~Q!5«a2jQ3/2Z~Q!, Z~Q!5@12n~Q!#,

j52e2l2NML
3/2 A, ~6!

whereQ is the surface coverage by adatoms, which is
fined as the ratio of the number of adatoms in a layerN to
that in a monolayer coatingNML , 2l is the arm of the sur-
face dipole formed by an adsorbed ion and its image in
metal, andA is a dimensionless coefficient depending on
actual adatom lattice geometry. Substituting expressions~6!
into Eq. ~5! yields a self-consistent equation for determin
tion of the adatom orbital population.

For the sake of simplicity, consider a one-dimensio
adatom chain on a metal surface. Such structures are in
observed in adsorption on groovy faces, e.g.~112!.16,17 We
shall assume the chain to consist of identically oriented
poles with alternating chargesZ65Z̃(16c) at a distance of
a from one another~a ‘‘ferrimagnetic’’ chain!. It can be
shown ~see Appendix!, that the charges can be found fro
equations

Z̃~16c!50.51~1/p!arctan$@«a2jQ3/2Z̃~17nc!#/G%.
~7!

Here and subsequently in this Section, the energy is re
oned from the Fermi levelEF , the coefficientA entering the
expression forj is 2.40, andn50.75 ~see Appendix!. Note
that the chargeZ̃, as follows from Eqs.~7!, is a function of
n
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the order parameterc, and becomesZ in Eq. ~6! for c50. As
seen from Eqs.~7!, the UCD→NCD transition takes place i
the condition

Q3/2
jG

~«a8!21G2
>

p

2n
, ~8!

is met, where«a8 is given by Eq.~6!. Using Eqs.~5! and~6!,
inequality ~8! can be recast to the form

Q3/2sin2@pZ~Q!#>p/2nK, K5j/G, ~9!

where, as before,Z5Z̃ for c50. In deriving the inequalities
~8! and~9! we took into account that (]Z̃/]c)c5050, which
can be shown using Eq.~7!. The threshold coverageQb

above which the transition to the NCD state occurs is de
mined by Eqs.~8! and~9! for Q5Qb . Figure 1 displays the
phase diagram of an adsorption system.~For illustration, we
acceptedK510, which apparently is close to the lowe
boundary of possible values of this parameter.! For Q
>Qb , the NCD state is realized inside the region bound
by the Qb(Z) curve. The characteristic points of the curv
are determined from the following expressions

Z15~1/p!arcsinAp/2nK, Z2512Z1 ,

Qmin5~p/2nK !2/3. ~10!

One can show that the UCD→NCD transition is ener-
getically favorable in the same way as this was done in R
2. The change in the ionic energy of the system in suc
transition ~reduced to one two-atomic surface cell! is DEi

52Z2e2/2l. The change in the metal component of the a
sorption systemDEm energy can be written

FIG. 1. Phase diagram of an adsorption system in the infinitely wide-b
approximation. The threshold coverageQb corresponds to a UCD→NCD
transition forQ>Qb . Z is the adatom charge in the UCD layer.K5j/G
510.
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DEm;22cnjQ3/2Z̃1
G

p F ln
~«a81cnjQ3/2Z̃!21G2

«a8
21G2

1 ln
~«a82cnjQ3/2Z̃!21G2

«a8
21G2 G . ~11!

The first term in the expression forDEm corresponds to the
change in the potential energy of the adatom induced by
shift and change in the population of its quasilevel, while
second term describes the change in the kinetic energy o
adsorption system. Assuming 2cnjQ3/2Z̃/(«a8

21G2)!1 and
c2!c, one can readily show that all that remains in Eq.~10!
for DEm is the first negative term. Hence the UCD→NCD
transition is energetically favorable. Therefore this transit
takes place as soon as the transition to a nonunif
electron-density distribution becomes possible, i.e. the
equalities~8! and ~9! are satisfied. The UCD→NCD transi-
tion is clearly a second-order transformation.2

2. NARROW-BAND APPROXIMATION

The narrow-band problem appears when a noticea
peak exists in the density of states near the Fermi leve
situation occurring, for instance, on clean~100! faces of
tungsten, molybdenum, and chromium.10 In principle, the
surface layer of a metal may be considered as an ada
monolayer, because the electron population of a surface a
differs from that of an atom in the bulk of the metal, whe
the A and n parameters entering Eqs.~6! and ~7! have dif-
ferent values.

The problem of atom adsorption on a substrate with
finite conduction band is considered in detail in Ref. 13. T
energies of the local and resonance adatom levels are d
mined by the poles of Green’s function~3!

v2«a2L~v!50, ~12!

where the shift functionL is given by expression~4!. When
considering a narrow band, it appears logical to assu
2V2/D2.1, in which conditions there form in the syste
two local levels,v1 and v2, below and above the band
respectively, and one resonance levelv* ~see Fig. 1 in Ref.
13!. Moreover, in our subsequent estimates we shall ass
(V/D)2@1, i.e. we are going to consider the case exac
opposite to the approximation of an infinitely wide band.

It was shown13 that the populationnb of the resonance
level v* for the case of 2V2/D2.1 can be calculated ap
proximately from the expression

nb5
1

p Farctan
D~v* 1D !

pV2
2arctan

D~v* 1D2F !

pV2 G ,

~13!

whereF is the Fermi energy reckoned from the band botto
In a first approximation in the small parameter (D/V)2 one
obtains

nb>DF/~pV!2. ~14!

In this approximation,nb does not depend on the energy
the resonance levelv* . The first nonzerov* -dependent cor-
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rection for nb can be written as@12O(D4/V4)#, where
O( . . . ) is a small quantity, whose order is determined b
the argument. For the population of the local statev1 we
have13

nl5F11
2V2

v1
22D2G21

. ~15!

The upper local statev2 is not filled and is disregarded in
what follows.

In the presence of dipole-dipole interaction and nonu
form charge distribution in the adatom lattice, the«a8 state
transforms into two split states«a

65«a86cnQ3/2Zj, where
«a8 has the same form as in Eq.~6!. As before, the charge
Z512n, wheren5nb2nl . As a result of the adatom leve
splitting @v1,2→v1,2

6 , v* →(v* )6#, the populationsnb and
nl split too. We shall assume in what follows for the sake
simplicity that all population numbers split in the same wa
i.e. Zp

65Zp(16c), where thep index stands for thel andb
indices.

A comparison of Eqs.~7! and ~13! shows that the con-
dition for the UCD→NCD transition for thev* band states,
i.e., theZb→Zb

6 transition, in the narrow-band case does n
differ radically from that in the limit of an infinitely wide
band. @Recall that the quasilevel halfwidthG entering Eq.
~7!, as seen from~4!, is pV2/D.# We shall dwell, therefore,
on the UCD→NCD transition for thev1 state and stress
once more that it is the formation of local states that con
tutes the main difference of the narrow-band from infinite
wide-band model.

Consider some characteristic limiting cases. Let«a
6/D

@1 and«a
6D/V2@1. Using the results of Ref. 13, one ca

write by analogy

v1
6>2D@112exp~2«a

6D/V2!#,

nl
6>2~D/V!2exp~2«a

6D/V2!. ~16!

An analysis of the population numbers suggests that the c
dition for the UCD→NCD transition isQ>Qb , where

Qb>@V4exp~«a8D/V2!/2njD3#2/3. ~17!

In the case of an infinitely wide band and for a similar co
dition («a

6/G)2@1 Eq. ~8! yields

Qb>~p«a8
2/2njG!2/3. ~18!

While Eqs.~17! and~18! look different, they have neverthe
less much in common. First, the numerators of the exp
sions in parentheses are large quantities. Second, the pa
etersj andn describing the dipole field in the UCD state an
its change in the NCD state, respectively, enter both relati
in the same way. The parameters of the problem are typic
as follows: for a metal, the quasilevel halfwidthG is a few
tenths to one eV, and we accept hereG50.5 eV. Settingj
53 eV @which is typical of alkali metal adsorption18 if one
reducesj from a square adatom lattice withA59 ~Ref. 14!
to a chain withA52.4 ~see Appendix!#, and assuming for an
estimate«a852 eV, one comes in both cases toQb.1,
which shows that a transition to the NCD state is impossib
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Thus an adatom with a charge close to one~low occupation
of the adatom orbital! cannot apparently be in an NCD stat

Consider now for a narrow band the case where («a
6)2

!D2, and for an infinitely wide band, («a
6)2!G2, which

corresponds roughly to half-filling of the adatom orbita
(n>0.5). Turning again to Ref. 13, we find for a narro
band

v1
6>«a

62A2V, nl
6>~12«a

6/2A2V!/2. ~19!

An analysis of Eqs.~19! and~8! yields the thresholds of the
UCD→NCD transition for the narrow and wide bands, r
spectively

Qb>~2A2V/nj!2/3, Qb>~pG/2nj!2/3. ~20!

For a narrow band this yieldsQb50.60, and for a wide one
Qb50.53.

Consider now the low-lying quasilevels«a
6,0 satisfy-

ing the inequalitiesu«a
6u@D,V ~narrow band! and («a

6/G)2

@1 ~wide band!. In these conditions, the adatom orbital
nearly filled. Invoking again Ref. 13, we find for a narro
band

v1
6>«a

6 , nl
6>@122V2/~«a

6!2#. ~21!

For the narrow and wide bands we obtain, respectively

Qb>~ u«a8u
3/4njV2!2/3, Qb>~p«a8

2/2njG!2/3. ~22!

Again in both cases we come toQb.1.
Thus despite the substantial differences between

narrow- and wide-band models, and the presence in
former of localized states and their absence in the latter,
transition of a uniform electron distribution in a surface lay
to a nonuniform one occurs under similar conditions.

3. DISCUSSION OF RESULTS

We are not aware of any observations of a nonunifo
charge distribution in metal films adsorbed on high-melt
metals.16 This can be understood if we transform Eq.~8! to

Q>Qb5@2njrF~«a8!#22/3, rF~«a8!5
1

p

G

«a8
21G2

,

~23!

whererF(«a8) is the density of states at Fermi level, fro
which the energy is reckoned. Let us make some estim
for the W~112! face, whose work functionf54.80 eV,19 and
on which alkali, alkaline-earth, and rare-earth metals
form chains16. @A similar pattern is observed for Mo~112!
and Re~101̄0!.# Consider the adsorption of lithium and s
dium, because large dipole moments do not permit potass
and cesium to form chain structures. ForQ→0, the dipole
momentsp5eZl of Li and Na are, respectively, 0.67 an
0.75 a.u. Invoking Ref. 18, one can now find the chargeZ
50.31 and 0.29, and the density of states,rF50.10 and 0.13
~eV!21 for Li and Na, respectively. The dipole interactio
parameterj53.21 eV for Li and 2.72 eV for Na~which can
be obtained from Ref. 18 if one takes into account that
ratio of theA coefficients for a chain and a square lattice
0.27!, which yieldsQb.1. Hence the UCD→NCD transi-
tion is impossible for low coverages. As the coverage
e
e
e

r

es

n

m

e

-

creases, the charge on the adatom and its dipole mom
decrease because of depolarization, which can readily
shown to lead to a growth ofrF , increase ofQb , and de-
crease of the UCD→NCD transition probability.

Consider now the reconstruction of clean me
faces10,16. It is well known that among all transition an
noble metals the face that undergoes reconstruction most
quently is the~100! face of iridium, platinum, and gold
whose structure acquires a close to hexagonal symmetry
becomes slightly corrugated. The groovy~110! faces of Ir,
Pt, and Au reconstruct to becomep(132). In tungsten, mo-
lybdenum, and chromium, which are bcc metals, the~100!
face reconstructs to produce ac(232) structure at low tem-
peratures, i.e., the lattice period doubles~Mo undergoes an
incommensurate reconstruction!. In all these structures, th
narrowd band crosses the Fermi level.10,16

The surface layer of a metal may be considered as
adatom monolayer, because, for instance, the electron p
lation of a surface atom differs from that of an atom in t
bulk ~see, e.g., Ref. 17!. Although we have been considerin
a chain of adatoms, the results obtained can be used
interpreting UCD→NCD transitions occurring on a clea
face as well, if one setsQ51. Now theA andn parameters
entering Eqs.~6! and~7! will have other values. For differen
two-dimensional lattices,A>10,20 andj is of the order of 10
eV ~Ref. 15!. Because the surfaced band in the above metal
lies close to the Fermi level,10,16we can use the estimate~20!
~the second expression!, where byG one should understan
the surface-band halfwidth~of the order of 1–2 eV!. Thus
Qb is of the order ofG/j,1, and an NCD state can b
realized. The nature of reconstruction can be understoo
one assumes, as this was done in Refs. 2,5–7, that an
tronic transition is accompanied by a structural transform
tion. Note the following point. The narrowd band of transi-
tion metals possessing a high density of statesrd overlaps
the widesp band having a low density of statesrsp . There-
fore thev1 state is not local. Its width, which is proportiona
to rsp , is substantially smaller than that of thed band and
may be neglected in our estimates.

Support of the Federal Program ‘‘Surface Atomic Stru
tures’’ is gratefully acknowledged.

APPENDIX A

To find the fields of the dipole forces acting on poi
dipoles with chargesZ65Z(16c), one has to calculate th
sumsS0,1 of the form

S05 (
m51

`

m23, S15 (
m51

`

~21!m11m23.

They are, respectively,z(3) and 3z(3)/4, wherez is the
Weierstrass zeta function21. HenceS0,151.2, 0.9. The field
acting on a dipole momentZ6 is proportional to the quantity
A(17nc), whereA52S0, andn5S1 /S0, i.e. A52.40 and
n50.75.
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The electrical and thermal conductivities of an YbInCu4 polycrystalline sample have been
measured within the 4.2–300-K range. The behavior of the heat conductivity has been found to
change sharply above and belowTv570275 K, the temperature corresponding to an
isostructural phase transition from a state with an integral valence (T.Tv) to a mixed-valence
state (T,Tv) of Yb ions. A preliminary qualitative analysis of the results is presented.
© 1999 American Institute of Physics.@S1063-7834~99!00509-2#
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There is presently an increasing interest on the side
both experimenters and theorists of the leading laborato
all over the world in YbInCu4 , a compound exhibiting
unique physical properties.

YbInCu4 undergoes a first-order isostructural phase tr
sition at Tv;40280 K and atmospheric pressure. Both b
fore and after the phase transition, the AuBe5-type fcc lattice

@C15b structure, space groupF4̄3m (Td
2)] is retained. The

phase transition is accompanied by a 0.5% increase in
cell volume forT.Tv . The magnitude ofTv depends on the
excess or deficiency of a component, the technology
preparation, and arrangement of the Yb, In, and Cu atom
the lattice.1–3

The phase transition in YbInCu4 occurs from a Curie–
Weiss paramagnet~states with localized magnetic moment!
for T.Tv to a Pauli paramagnet~a nonmagnetic state of th
Fermi liquid! for T,Tv , a compound with a mixed rare
earth ion valence~called the light heavy-fermion system4!.
XPS data, as well as linear-expansion coefficient and m
netic susceptibility measurements show the valence
change at the phase transition by 0.1, from 3 in the hi
temperature phase to 2.9 in the low-temperature one.1!

The high- and low-temperature phases represent a s
metal and a metallic state with the Yb4f electrons hybridized
weakly and strongly with the conduction electrons, resp
tively.

As follows from EPR data,5 the low-temperature phas
is characterized by a high density of states at the Fermi le
which is typical of heavy-fermion systems and systems w
mixed rare-earth ion valence. Theg parameter~the constant
in the temperature dependence of the electronic compo
of heat conductivity! for the low-temperature phase
50 mJ/mol•K2 ~Refs. 6 and 7!, which likewise indicates tha
this compound has a fairly high carrier effective mass
1411063-7834/99/41(9)/4/$15.00
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the Fermi level compared, for instance, with th
YbInCu4-related semimetal LuInCu4 , for which g
50.8 mJ/mol•K2 ~Ref. 8!.

Note a few other interesting physical properties
YbInCu4 which have initiated considerable interest by e
perimenters.

The phase-transition temperature of this compound
be varied by applying an external magnetic field and hyd
static pressure, or by using ‘‘chemical’’ pressure by sub
tuting La or Lu for Yb, and Ag or Ni for Cu~Refs. 9 and 10!
~these substitutions also probably cause changes in the
structure as well!.

A magnetic-field-induced metamagnetic phase transit
was observed to occur in the low-temperature phase.11–13

The phase transition entails a strong change of
Kondo temperature, fromTK;25 K for the high-temperature
phase toTK;500 K in the low-temperature one.14

The phase transition in YbInCu4 was observed to have
only one analog, thea→g transformation in metallic Ce.15

Starting with the first paper of Felner and Nowik16 that
reported on the discovery of a phase transition in YbInC4

until present, numerous publications have appeared dea
with the investigation made over a broad range of tempe
tures, magnetic fields, and hydrostatic pressures, of the m
netic susceptibility, electrical conductivity, lattice consta
the Seebeck coefficient, the Hall constant, magnetore
tance, magnetostriction, linear-expansion coefficient,
elastic constants,L III , XPS, UPS and Mo¨ssbauer spectra
EPR, NMR, low-energy neutron scattering, the Knight sh
in 63Cu and115In, Cu NQR, and surface phase transition. A
the parameters studied undergo a jump-like change atTv .
The electronic band structure of YbInCu4 was calculated.2!

We have not been able to find in this sea of publicatio
any information on thermal conductivity studies. Howev
data on the heat conductivity are necessary both for ther
8 © 1999 American Institute of Physics
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FIG. 1. Temperature dependence ofr of
YbInCu4 polycrystalline samples.1—present
experiment,2—data from Ref. 17.
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dynamic calculations and when estimating the thermal
gimes for single-crystal growth. From an analysis of t
electronic component of the heat conductivity one can de
useful information on the carrier scattering mechanism
the behavior of the Lorentz number both above and be
Tv , and from data on the lattice component of the heat c
ductivity (¸ph) one can get an idea of lattice dynamics at t
phase transition.

We have carried out measurements of the heat con
tivity ( ¸ tot) and electrical resistivity (r) of a YbInCu4 poly-
crystalline sample within the 4.2–300-K range. The sam
was prepared by the technique described elsewhere.2,17 The
heat conductivity was measured on a setup similar to
used in Ref. 18.
-

e
d
w
-

c-

e
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Figure 1 presents our and literature17 data onr(T) of
polycrystalline samples. As follows from the figure, for o
sampleTv;70275 K. The phase transition is slightly dif
fuse. Single crystals17 and polycrystalline samples subjecte
to a prolonged high-temperature annealing19 exhibit a
sharper transition.

Figure 2 plotş tot for polycrystalline YbInCu4 . The re-
verse measurement run~from 4.2 to 250 K! reveals a slight
hysteresis in thȩ tot(T) relation. At ;70275 K, one ob-
serves a sharp change in the behavior of¸ tot(T).

Figure 3 compares the data onr(T) and ¸ tot(T). One
readily sees that the change in the nature of the tempera
dependencȩ tot(T) coincides with the sharp change in th
r(T) dependence.
at

,

FIG. 2. Temperature dependence of the he
conductivity of an YbInCu4 polycrystalline
sample.1—¸ tot , a and b are, respectively
the direct (300→4.2 K) and reverse (4.2
→250 K) measurement runs;2—¸ph5¸ tot

2¸e (¸e5L0T/r).
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Consider the data obtained for¸ tot(T) in more detail.Tv
appears to divide thȩ tot(T) dependence into two plots re
lating to two different phases. Indeed, forT.Tv we deal
with a magnetic semimetal characterized by stable local
ments and a weak hybridization between the Yb4f and con-
duction electrons. ForT,Tv , a new phase, namely, a non
magnetic state of the Fermi liquid with strongly hybridize
local Yb4f electrons and the conduction electrons appe
However, as follows from the Hall data,14,20 one observes in
both above phases a fairly high carrier concentration both
T.Tv and for T,Tv , which corresponds to semimetals
metals. Thus the experimental¸ tot conductivity should in-
clude the electronic (̧e) and lattice components of the he
conductivity:

¸ tot5¸ph1¸e. ~1!

In accordance with the Wiedemann–Franz law, class
theory gives the following relation for the heat conductiv
¸e of solids

¸e5L0T/r, ~2!

where L0 is the Sommerfeld value of the Lorentz numb
(L052.4531028 WV/K2).

We calculated¸ph(T) using Eqs.~1! and ~2! and the
r(T) data presented in Fig. 1. The results of this calculat
are shown in Fig. 2 with the dashed curve2. The ¸ph(T)
relation thus obtained is fairly unusual. Within theT,Tv
region@to the left of the maximum iņ ph(T)#, ¸ph;T, while
for T.Tv , ¸ph;T0.4.

FIG. 3. Comparison of~a! ¸ tot(T) and ~b! r(T) for an YbInCu4 polycrys-
talline sample.
o-
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There are at least two possibilities for explaining t
above results foŗ ph(T).

1. Let us assume that the calculations are correct. T
the temperature dependences obtained for the¸ph can be
related only to amorphous or heavily defected materia
YbInCu4 polycrystalline samples were reported1,3 to be
heavily defected both forT.Tv and for T,Tv . The high
defect concentration is due to In being substituted for Yb
Cu ~Refs. 1 and 3, respectively!.

2. Now we assume that the above calculations
wrong, because we disregarded a number of factors wh
affect primarily the electronic part of the heat conductivit

First, forT.Tv electrons can scatter from disordered Y
spins, which may affect the magnitude and temperature
pendence of̧ e.21 For T,Tv , there is no electron scatterin
from disordered spins.

Second, in semimetals the bipolar component of h
conductivity can contribute to̧ e.

Third, for T,Tv the YbInCu4 compound may be con
sidered as a light heavy-fermion system. For heavy-ferm
systems,LÞL0 (L can be either smaller or larger thanL0

and depend in a complex manner on temperature!.22

Finally, L may not be equal toL0 in materials having a
complex band structure~for instance, in the case when inte
secting subbands with heavy and light carriers
present23,24!.

A detailed analysis of̧ tot data for YbInCu4 , with due
account of the above considerations, will be made in a se
rate publication.

The work was carried out in the framework of bilater
agreements between the Russian Academy of Scien
Deutsche Forschungsgemeinschaft~Germany!, and the Pol-
ish Academy of Sciences.

Support of the Russian Fund for Fundamental Resea
~Grant 99-02-18078! is gratefully acknowledged.

1!At the same time x-rayL III absorption spectra4 yield ;2.9 for the Yb
valence forT.Tv , and;2.8 for T,Tv .

2!References to the main studies of the properties of YbInCu4 can be found
in Refs. 11, 17 and the papers specified in the references list of the pre
paper.
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temperature oxide superconductors

Yu. M. Gufan,* ) I. G. Levchenko, and E. G. Rudashevski 

North Caucasus University Science Center, 344104 Rostov-on-Don, Russia
~Submitted November 3, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1552–1555~September 1999!

A phenomenological theory of the magnetic-field penetration-depth (l ia) anisotropy in high-
temperature superconductors is constructed taking account of the magnetic susceptibility
(x ik) anisotropy of the surface layer. The factor of 1.9 change in the anisotropylc /lab with 4%
substitution of Co for Cu ions in YBa2Cu3O7 is virtually completely due to the increase in
the magnetic susceptibility anisotropy. For Cu–Zn substitutions the change inlc /lab is
characterized primarily by a change in the anisotropy of the tensor of the reciprocal
effective masses of the charge carriers~pairs!. © 1999 American Institute of Physics.
@S1063-7834~99!00609-7#
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Magnetic-field penetration-depth anisotropy in hig
temperature superconductors is a suitable tool for solv
one of the main problems in oxide superconductor phys
— the determination of the symmetry and structure of
condensate wave function. Data on the temperature de
dence of the penetration depth in superconductors suc
YBa2Cu3O72y ,1–6 Tl2Ba2CaCu2O82y ,5 Hg2Ba2Cu3O72y ,7

Bi2Si2CaCu2O81y ,8 and Nd1.85Ce0.15CuO4
3,9 and substitu-

tional solid solutions based on them10,11 are quantitatively
different but qualitatively similar. For example, i
YBa2Cu3O7, which for 0.07,y,0.65 possesses orthorhom
bic symmetry,12 the dependence is linear, which correspon
to the existence of zeros in the excitation spectrum of
Cooper condensate, at low temperaturesT* <Tc (T* /Tc

;0.4,2,4 T* /Tc;0.55) and strongly nonlinear in the rang
T* ,T,Tc . According to theoretical models a nonlinear d
pendence is characteristic for ‘‘ordinary’’S-type supercon-
ductivity in the Landau–Ginzburg approximation or th
Casimir–Go¨rter two-fluid model. Similar behavior but with
different transition point between two states of the cond
sate~with and without zeros in the single-particle excitatio
spectrum! is also observed in the tetragonal com
pounds Tl2Ba2CaCu2O82y ,5 Hg2Ba2Cu3O72y ,7 and
Bi2Sr2CaCu2O81y . At the same time the dependence
Nd1.85Ce0.15CuO4 corresponds toS-wave pairing in the entire
temperature range.

An anomalously large ~compared with crystal-
chemical16,17! magnetic-field penetration-depth anisotro
@la /lb#>2 has been found recently in YBa2Cu3O72y in a
plane perpendicular to the Ba–Y–Ba chains.13–15 This can
give additional information about the nature of the superc
ducting state.

However, the penetration depth in superconductors is
definition17,18 and according to the methods for measuri
it,1–11,13–15an average characteristic of the crystal, assum
definite approximations of the theory for interpreting the e
periment. One approximation of the experiment used in
descriptions known to us is that the magnetic susceptib
1421063-7834/99/41(9)/3/$15.00
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anisotropy in the surface layer is neglected in the theory
ordinary~nontransition! metals the magnetic susceptibility
extremely low (x;1025) and such an approximation i
completely justified. However, as the calculations presen
below show, when average characteristics are measured,
cifically, the penetration depth in HTSCs in weak fields (H
,Hc1 , H;20230 mT), the anisotropy ofx ik can alter sub-
stantially to the interpretation of the experimental data.

The fundamental need to take account of the anisotr
of the magnetic-susceptibility tensorx ik5(12m ik)/4p, de-
termining the magnetic moment in the surface layer o
semiconductor, is obvious from the following symmetry co
siderations. For crystals belonging to the orthorhombic a
higher-symmetry systems, cut parallel to the basal plane
the unit cell, and for fields oriented along the crystall
graphic axes, the penetration-depth tensorl ia can be as-
sumed to depend on two indices: the polarizationa of the
field and the damping directioni. It is obvious that the matrix
l ia should not be symmetric with respect to the indices, a
for a tetragonal crystal it should be characterized by th
components:

l15lca5lcb , l25lag5lbg , l35lab5lba ,
~1!

wherea, b, andg denote the direction of polarization of th
fields along thea, b, andc axes. For an orthorhombic crysta
there are six independent componentsl ia . At the same time
there are only two phenomenological parameters for tetr
onal crystals and three parameters for orthorhombic crys
to describe this anisotropy on the basis of theories neglec
the anisotropy ofx ik ~and, correspondingly, of the magnet
permeability tensorm ik). These parameters are compone
of the tensor of the reciprocals of the effective masses of
charge carriers~pairs! ki j 5(me f

21) i j : for tetragonal classes
k15k251/maa51/mbb andk351/mcc and for orthorhombic
classesk1Þk2Þk3.

For an orthorhombic crystal the Landau–Ginzburg p
tential in the case of a single complex order parameter
the form
2 © 1999 American Institute of Physics
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F5F01E dV@BH/8p1ki uDiCu21auCu21buCu4#

5F01E dV@m i
21eik1¹kA1ejmn¹mAnd i j /8p

1ki uDiCu21auCu21buCu4#, ~2!

where uCu2 is the density of superconducting carriers a
Di5¹ i24p ie/hcAi .

Maxwell’s equations for superconductors19–21 are

B5H14pM , B5curlA,

c curlM54p j s, c curlH54p je, ~3!

whereje is the current due to external field sources andj s is
the superconducting current. In accordance with Eqs.~1! and
~2!, the magnetic moment is determined by the superc
ducting currentj s according to the system of equations

j p
s5d~F2BH/4p!/dAp532p2e2uCu2~m21!pqAq /h2c,

~4!

whereAq5Aq2c/2e]V/]xq is the gauge-invariant vector
potential of the field andV determines the phase of the wa
function.

Varying the total nonequilibrium thermodynamic pote
tial with respect to the vector potential gives three equati
which make it possible to calculate the damping of the fiel
The first equation is

]my
21/]z~]Ax /]z2]Az /]x!1]mz

21/]y~]Ax /]y

2]Ay /]x!1my
21]2Ax /]z21mz

21]2Ax /]y2

54p j x
s , ~5!

and the two others are obtained from Eq.~5! by permuting
the coordinate axesx→y→z→x. Assuming that

]my
21/]z~]Ax /]z2]Az /]x!1]mz

21/]y~]Ax /]y

2]Ay /]x!50, ~6!

we obtain in the London approximation that the tensor ch
acterizing the penetration depth of the field along the dis
guished crystallographic axes is determined by six indep
dent components

l ia532pe24p2uCu2/h2c2maa
21mii . ~7!

The diagonal components ofl ia are zero. A tetragonal crys
tal (maa5mbb , maa5mbb) is characterized by three inde
pendent components.

Let us assume that the wave function of the conden
is determined by a superposition of two waves which form
basis for different irreducible representations ofD4h . In such
a model of the states of a condensate the number of pa
eters in the theory that determine the anisotropy ofl ia for-
mally increases by 2, since the nonuniform part of the L
dau potential~for example, in the case of the superposition
s(z22x22y2) andd(x22y2) waves! has the form
n-

s
.

r-
-

n-

te
a

m-

-
f

f n5k1~ u¹xhsu21u¹yhsu2!1k2~ u¹xhdu21u¹yhdu2!

1k3~ u¹zhsu2!1k4~ u¹zhdu2!

1k5~¹xhs¹xhd* 2¹yhs* ¹yhd1c.c.!. ~8!

Herehs andhd are order parameters in the phenomenolo
cal theory that transform according to the irreducible rep
sentationsA1g andB2g of the groupD4h . In Ref. 22 it was
established that only three thermodynamically stable st
of the condensate which are determined by a superpositio
thes(z22x22y2) andd(x22y2) waves are possible. This i
a superposition with the most general formC15as(z22x2

2y2)1bd(x22y2), wherea and b are complex numbers
and two superpositions for particular casesC25s(z22x2

2y2)1 id(x22y2) and C35s(z22x22y2)1ad(x22y2)
(a is real! corresponding to phases of higher symmet
However, the arguments for the need to take account of
anisotropy ofm ik remain in force even in this case. Indee
direct calculations show that, if this anisotropy is neglect
the constantsk12k5 are grouped in a manner so that th
theory predicts two independent components of the ten
l ia in the phaseC25s(z22x22y2)1 id(x22y2), which
are related as

lzx5lxz5lyz5lzy , lxy5lyx . ~9!

In the condensate statesC15as(z22x22y2)1bd(x22y2)
andC35s(z22x22y2)1ad(x22y2) there arise three inde
pendent componentsl ia , but the relations between them

lyz5lzy , lxy5lyx , lxz5lzx ~10!

are different from those required by the symmetry~1!.
Let us examine the experiments on the anisotropy of

penetration depth of a field in YBa2Cu3O7 from the stand-
point of the results obtained. The variance of the data am
different works is quite large, due less to the quality of t
samples than the measurement procedure. We confined
attention to the results of Refs. 10 and 11, which agree w
the data of Refs. 23–26 and pertain to weak fieldsH
,Hc1), for which the calculations presented above are va
The effect of Co and Zn substitutions in YBa2~Cu12xMx)O

72y on the superconducting characteristics, specifically,l ia

andx ik , was studied in Refs. 10 and 11. The values obtain
for lc /lab in Refs. 10 and 11 and the magnetic permeabi
anisotropy which we computed from the plots presented
Ref. 10 along the corresponding directions of the field aT
50 are presented in Table I.

Using the relations presented above we derived fr
these data that substitution of Co and Zn for copper affe
the change in the masses of the charge carriers~pairs! differ-
ently in these solid solutions. The values of the ratio of t

TABLE I. Measurement of the anisotropy for superconductors~according to
the data from Refs. 10 and 11!.

Material lc /lab

~Ref. 10!
lc /lab

~Ref. 11!
mc /mab

~Ref. 10!

YBa2Cu3O7 6.62 6.6 1.56
YBa2~Cu0.95Zn0.05)3O7 4.17 4.4 2.42
YBa2~Cu0.96Co0.04)3O7 9.13 2.91
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effective masses of pairs, the magnetic-field penetrat
depth anisotropy, and the magnetic-permeability anisotr
are presented in Table II.

It is evident from Table II that the change in the anis
tropy lc /lab of pure YBa2Cu3O7 with respect to
YBa2Cu3O7 with 4% substitution of Co is explained esse
tially completely by the change in the magnetic permeabi
ratio. Conversely, the change in the anisotropylc /lab with
5% substitution of Zn for Cu ions corresponds mainly to
change in the anisotropy of the effective mass ten
g5@mc /mab#

1/2 in these compounds. In accordance with t
data presented above, the values ofg are

g~YBa2Cu3O7!'5.3,

g~YBa2~Cu0.95Zn0.05!3O7!'2.7,

g~YBa2~Cu0.96Co0.04!3O7!'5.35. ~11!

We note that for 5% substitution of zinc for copper io
and for pure YBa2Cu3O7 the values ofxab are known,10 and
therefore the ratio

g5@mab~YBa2~Cu0.95Zn0.05!3O7!/mab~YBa2Cu3O7!#1/2

'1.897.

can be determined from the relations presented above.
This ratio correlates with the superconducting transit

temperatures

Tc~YBa2Cu3O7!/Tc~YBa2~Cu0.95Zn0.05!3O7!'1.897.

The agreement between these values does not c
spond to either the predictions of the theory relating
HTSC state with the existence of polarons or with the p
diction of the BCS theory.

The problem with the theory is as follows. As long as t
pairing mechanism is unknown, the anisotropy of the mas
of the charge carriers in the basal plane of orthorhom
crystals must be assumed to be proportional to the or
rhombic distortion e052(a2b)/(a1b), which in
YBa2Cu3O7 is 0.00917,18 or 0.008.16 Thenlag /lbg5(maa /
mgg)/(mbb /mgg)5maa /mbb'1. In real crystals@la /lb#
>2 and therefore one of the assumptions used in the p
nomenological approach developed above must be reje
— the assumption that the order parameter in the sense o
Landau theory is a single-component parameter, i.e., the
sumption of a strong crystal field determining the state of

TABLE II. Computed ratios of the anisotropy parameters for two superc
ducting materials.

Material 1/Material 2 @lc /lab#/@lc /lab# @mc /mab#/@mc /mab# @g/g#

YBa2~Cu0.95Co0.05)3O7 0.39 ~Ref. 10! 1.55 0.5
YBa2Cu3O7 0.43 ~Ref. 11! 1.55 0.52
YBa2~Cu0.96Co0.04)3O7 1.9 ~Ref. 10! 1.86 1.02
YBa2Cu3O7 1.9 ~Ref. 10! 1.86 1.02
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Cooper D condensate. We underscore that this asser
agrees with the results of measuring fluctuations nearTc

26

and a host of other experimental data.
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Acceptor states in cubic semiconductors having a large hole-mass ratio
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In cubic semiconductors the hole-mass ratio is small, which makes it possible to use the zero light-
hole-mass limit. It was found that variational methods in this popular limit are not necessary
to solve the Luttinger equation and not only the entire energy spectrum for the bound states of an
acceptor and the eigenfunctions, including in momentum space, but also the behavior of the
eigenfunctions at large radii can be determined to a high degree of accuracy. This approach made
it possible to suggest comparatively simple relations for the lowest states of each series
having different angular momenta, covering the entire range of possible mass ratios for
semiconductors. ©1999 American Institute of Physics.@S1063-7834~99!00709-1#
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The first calculations of the energy levels of an accep
were performed at the beginning of the 1960s. They are
rectly linked to Luttinger and Kohn, whose successful fo
mulation of the effective-mass method made these wo
possible,1–4 though the problem was first formulated in Re
5. The next step was taken several years later — Kan
model6 was used to take account of the finite band gap7,8

These works all depend on variational calculations. E
dently, the best known are Refs. 9 and 10, where a somew
less simplified, compared with Ref. 8, approximati
~Luttinger two-band model2 in the spherical approximation9

including cubic corrections10,11! was used to calculate in de
tail the acceptor levels using the parameters of real crys
Interest in this problem has reappeared recently in conn
tion with the desire to calculate the asymptotic behavior
the wave function in real and in momentum space, which
important, for example, for hopping conduction and for h
luminescence. From this standpoint variational meth
could be ineffective, since the trial wave function, while ge
erating very accurate values of the energy levels, can
scribe the asymptotic behavior of the real function much
roughly. An example where variational calculations are
used are Refs. 4 and 12, where the radial Luttinger equat
were solved by a series expansion in powers of the radius
semiconductors with a large ratio of the light and heavy h
masses (ml andmh), the acceptor energy is determined e
sentially only by the massmh

8,13–17and, therefore, the limit
ml50 is admissable in them. This limit merits attention b
cause it admits a nonvariational solution of the problem
comparison of the calculations has confirmed, specifica
that the variational calculations performed in Ref. 8 are qu
reliable. In our opinion this should also be true of Ref. 9.

In the present work we were able to construct usin
spherical approximation an expansion in terms of the m
ratio in Luttinger-type radial equations. For infinite hol
mass ratio the new result, as compared to Refs. 13–17,
calculation not only of the ground state but also the exci
1421063-7834/99/41(9)/8/$15.00
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states for different angular momenta and for high levels
the same series. The problem was complicated by the
that the radial functions behave differently at infinity, sp
cifically, one function decays not exponentially but rather
a power of the radius. The behavior of the functions at
finity reflects this specific feature even for an arbitrary ma
ratio.

1. VARIATIONAL FUNCTIONAL AND THE EQUATION
FOR AN ACCEPTOR

Even though our objective in this work is to examine t
limiting cases of the equations for the acceptor states,
convenient to start with the most general multiband form
lation — Kane’s scheme.6 In the spherical approximation
the variables in the corresponding equations were separ
in Ref. 8. The wave function with total angular momentumj
can be represented as

C jm~r !5Ue
jmGe~r !1U1

jmG1~r !1U21
jm G21~r !1Us

jmGs~r !.
~1!

In contrast to Ref. 8, here the radial functions are de
mined so that matrix elements based on these functions
calculated with a weight of 1.

The spherical four-component valence-band functio
(n51,21)

Un
jm~r /r !5(

m
S 3

2
,l 1n,m,m2mu j ,mDYl 1n,m2mem ~2!

can be expressed, by means of the Clebsch–Gor
coefficients,18 in terms of the spinorsem and the ordinary
one-dimensional spherical harmonicsYlm with angular mo-
mentuml. Following Ref. 8, the total angular momentum
the system is determined from the angular momentum of
electronic component of the wave function asj 5 l 1s/2 (s
561).
5 © 1999 American Institute of Physics
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Since we are interested mainly in the acceptor states
employed a variational functional8 written in the hole repre-
sentation: The hole masses are positive and the valence-
branches are directed upwards, energy is measured from
valence-band bottom, and for bound states the energ
negative. At this stage the most general Kane model mad
possible to combine the two limiting cases for the spin-sp
off parameterD5` and D50. Here it is convenient to in-
troduce the notation

gs5HA~L12!/~2L11!, D5`

A3~L12!/~2L11!, D50

g2s5A3L/~2L11!,

whereL5 l for s51 andL52 l 21 for s521.
At the stage of the transition to a Luttinger-type tw

band model for the hole bands we exclude the electro
componentGe of the wave function. We note that for such
transition the band gapEg is assumed to be large compar
with the characteristic acceptor energies. Varying the K
model functional with respect toGe and taking account o
the preceding remark we obtain

A3Eg

P
Ge5g1S d

dr
1

l 11

r DG11g21S d

dr
2

l

r DG21 . ~3!
an

p

a

n

rs
ve

f
ria
e

nd
the
is
it

-

ic

e

As a result, after substituting forGe the functional de-
pends only on the hole functions and assumes the form

Jh52E
0

` H (
n51,21

GnS \2

2mh
anD l 1n1

Ze2

r
1EDGn

1
\2

mh
a0G1S d

dr
2

l 11

r D S d

dr
2

l

r DG21J dr. ~4!

Here

P2

3Eg
5

\2

4mh

12b

b
, b5

ml

mh
, D l5

d2

dr2
2

l ~ l 11!

r 2
.

a61511
1

2 S 1

b
21Dg61

2 ,

a05
1

2 S 1

b
21Dg21g1 , ~5!

and for shallow acceptorsZ is the reciprocal of the permit
tivity. Finally, varying with respect toG1 andG21 we obtain
a system of Luttinger-type equations for an acceptor in
spherical approximation that combines the two limiting ca
D5` and 0,
H 2S \2

2mh
a1D l 111

Ze2

r
1EDG12

\2

2mh
a0S d

dr
2

l 11

r D S d

dr
2

l

r DG2150,

2
\2

2mh
a0S d

dr
1

l

r D S d

dr
1

l 11

r DG12S \2

2mh
a21D l 211

Ze2

r
1EDG2150.

~6!
first
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For arbitraryL this system was examined in Ref. 3 and c
be obtained from the Luttinger Hamiltonian2 for the case
D5`

HL5
\2

4 S 1

ml
1

1

mh
D k̂2I2

\2

4 S 1

ml
2

1

mh
D

3F ~J–k̂!22
5

4
k2I G2

Ze2

r
, ~7!

whereJ is the matrix of 3/2 angular momentum,2 k̂ is the
quasimomentum operator, andI is a 434 unit matrix.

For D50, so that the spin-orbit interaction does not a
pear in the Hamiltonian, the two variants forL are identical,
and j 5 l . The spinorsem in the spherical functions~2! be-
come three-dimensional column vectors corresponding to
gular momentum 1, and the substitution 3/2→1 must be
made in Eq.~2!. The corresponding Luttinger Hamiltonia
becomes a 333 matrix.2

A further simplification is possible in semiconducto
having a small ratio of the light- and heavy-hole effecti
masses. As one can see from Kane’s equations,8 for largeEg

the electronic partGe of the radial function is small, and i
an attempt is made to exclude it completely from the va
-

n-

-

tional function, then the dependence on the parameterP, i.e.,
on the light hole, vanishes at the same time. This was
pointed out in Ref. 8 forD50. An acceptor was studied in
the same approximation in Ref. 17, and the caseD5` was
studied in Refs. 13–17.

The light-hole effective mass enters in the Lutting
equations as a large quantity, and it can disappear from
functional ~4! if Eq. ~3! holds withGe50 ~in what follows,
when citing the relation~3! we assume that this condition i
satisfied!. This ratio makes it possible to eliminate one of t
functions from the functionalJg , and since an additiona
relation has been established between the functions, the
ergy values will be too high. The equation~3! does not im-
pose any restrictions onEg andml , but it does lead naturally
to more accurate results asml decreases. The correspondin
Hamiltonians for the Schro¨dinger equations for the function
Gn assume the form

Hn52
\2

2mh
D l 1n2Ze2F1

r
1d~n!D

3S 2 l 1
11n

2 D 1

r 3
DS l 2

11n

2 D G . ~8!
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Here the coefficientd(n)52ngn
2(2l 11)/(g1

21g21
2 )

and the inverse operator

D~a!5S d

dr
1

a

r D 21

~9!

has been introduced~see Appendix!. For the ground state
( j 53/2, l 51) and D5` the Schro¨dinger equation corre
sponding to the HamiltonianH21 is identical to the corre-
sponding equation of Ref. 15, written in momentum spac

Although Eq.~8! does not contain the band gapEg and
restrictions on its value can be avoided in the derivation
was assumed that the problem itself requires a band
wider than the ionization energy of the acceptor so that
spectrum of the acceptor could be positioned in the band
~however, resonance levels in gapless semiconductors
also be studied14!.

2. NONVARIATIONAL SOLUTION OF THE EQUATION
FOR AN ACCEPTOR WITH m l50

As the calculations performed in Sec. 4 show, this li
iting case does not give a sufficiently accurate description
real semiconductors. However, it is interesting in that
makes it possible to obtain a nonvariational solution of E
~6! and, therefore, to establish the reliability of approxima
variational calculations.

The relation~3! with Ge50 makes it possible to estab
lish a relation between the functions in the form

G1~g!52
g21

g1

1

r l 11E0

r

xl 11S d

dx
2

l

xDG21~x!dx, ~10!

G21~g!52
g1

g21
r l È r

x2 l S d

dx
1

l 11

x DG1~x!dx. ~11!

For the ground state the relation~3! and Eq.~10! for func-
tions of a different kind were used in Ref. 16. It is evide
from these relations thatG1 , in contrast toG21 , drops off at
infinity according to a power law and, therefore, a search
the solution forG1 in the form of an expansion in terms o
hydrogen-like functions~which most closely corresponds t
the spirit of the problem! should be ineffective, while suc
cess should be expected if attention is focused on the fu
tion G21 .

Writing the Schro¨dinger equation (H212E)G2150, it
is convenient, as always, to switch to dimensionle
units, measuringr in terms of the Bohr radius for a
heavy hole aB5\2/mhZe2 and energy in Rydberg
Ry5(Ze2)2mh/2\2. Eliminating the reciprocal operators th
equation forG21 becomes

H S d

dr
1

l 13

r D S d

dr
2

l

r D FD l 211
2

r
1EG

1d~21!
2

r 3J G21~r !50. ~12!

A solution was found in the form of the series
.

it
ap
e
ap
an

-
f

t
.

t

r

c-

s

G21~r !5
g1

N0
A2l~2lr ! le2lr (

n50

N

AnLn
2l 21~2lr !,

N0
252~g1

21g21
2 !(

n
An

2~n1 l !
~n12l 21!!

n!
, N→`,

~13!

HereLn
a(x) are generalized Laguerre polynomials.19 It is evi-

dent from the relation~3! that the normalizations of the func
tions Gn differ only by the factorg1 /g21 , and the coeffi-
cient in the definition ofG21 is chosen so that the comple
wave function~1! is normalized to 1~in the Luttinger ap-
proximationGe5Gs50).

It follows from the behavior at infinity for a discret
spectrum thatE52l2, and the equation for the coefficien
becomes

anAn221bnAn1An1250, ~14!

where

an5n~n21!@12l~n1 l 22!#/dn ,

bn5$4d~21!22@12l~n1 l !#~n212nl

12l 215l 12!%/dn ,

dn5~n12l !~n12l 11!@12l~n1 l 12!#. ~15!

We call attention to the fact that the equation forAn

contains only even or oddn, which leads to two different set
of levels. The relation~14! can be written in the form

An

An22
5

2an

bn1
An12

An

~16!

and developed, for example, for evenn, into a continued
fraction

A2

A0
52b052

a2

b22
a4

b42 . . .

. ~17!

This is now an equation forl and, therefore, for the energy
This is essentially the condition for the determinant of t
system~14! to be zero and hence for the system to be so
able. For oddn, then in Eq. ~16! must be increased by 1.

The determined solution and normalizationN0 converge
only at the roots of Eq.~17!. It can also be shown that th
second solution of Eq.~12! is also regular at the origin an
that at infinity it does not satisfy the initial equation~8! ~it
starts withr l 12).

Starting from relation~10!, it was found that it is conve-
nient to represent the functionG1(r ) in the form
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G1~r !5
g21

N0
A2lH ~2lr ! l 12e2lr

3 (
n5m,m12, . . .

N22

BnLn
2l 13~2lr !

1g̃
l

~2lr ! l 11E0

r

~2lx!2l 11e2lxLm
2l 11~2lx!dx%, ~18!

separating explicitly the singularity at infinity;m50 refers to
solutions from the set with evenn andm51 with oddn ~a
sum of the same type should appear in Eq.~13!!.

The coefficientsBn and g̃ are obtained from the recur
rence relations

Bn5
1

~n12l 12!~n12l 13!
$~An2An12!

1n~n21!Bn222g̃dn,m%. ~19!

The coefficientg̃ is of special interest, since it stand
next to a term exhibiting nonstandard behavior at infinity

g̃5
2

~2l 12!m (
n5m,m12, . . .

N
~n12l 21!!

~2l !!n!
~n1 l !An . ~20!

For the ground state (j 53/2, L51, m50) g̃50.703.
The computational results for the absolute values of

energy for the first excited states with different values of
total angular momentumj are presented in Table I.

For D5`, j 5 l 21/2 andl 51 the relation~3! becomes
meaningless, sinceg1 vanishes, but the system of equatio
~6! degenerates into two uncoupled hydrogen-like equati
with light and heavy hole masses. ForD50 there is no de-
pendence on the dropoff and thereforej 51.

3. SIMPLE VARIATIONAL METHOD FOR m l50

Nnumerical calculations showed that for the lowest e
ergy levels of each series inl the coefficientA0 is the largest
coefficient in the expansion~13!, so thatG21(r ) can be de-
scribed by a simple variational function of the form

G21~r !5N21r le2l̃r , N215
g1

Np
~2l̃ ! l 11/2,

Np
25~g1

21g21
2 !~2l !!. ~21!

TABLE I. The energies of the ground and several excited states o
acceptor in the limit of zero effective-mass ratio.

l D5`, j 5 l 11/2 D50, j 5 l

2E0 2E1 E2 2E0 2E1 E2

l 51 0.4360 0.1349 0.0703 0.5976 0.1687 0.082
l 52 0.1213 0.0629 0.0395 0.1589 0.0772 0.046
l 53 0.0610 0.0382 0.0264 0.0760 0.0455 0.030

D5`, j 5 l 21/2

l 52 0.2252 0.1019 0.0582
l 53 0.0986 0.0565 0.0367
e
e

s

-

Indeed, it turned out that compared with the preceding s
tion the normalizationsNp andN0 are close, and the param
etersl and therefore the eigenvalues and the eigenfuncti
themselves differ very little.

After minimizing with respect tol the average energy
for the HamiltonianH21 from the relation~8! is

E52l̃2, l̃5
1

l
1

d~21!

~ l 11!~2l 11! Fw2
l 11

l G ,
w5~2l 11!22l 11F ln 22 (

n51

2l 11
1

2nn
G . ~22!

The approximation~21! turned out to be successful~for
the ground state it is identical to the approximation in R
15!. Indeed, the lowest energy levels in each series with fi
j and l with three signs are identical to those presented
Table I. The ground state (j 53/2, l 51), where the energy
E520.434 Ry forD5`, is calculated less accurately.15 For
D50 the valueE520.598 Ry was obtained in Ref. 8.

As we have already mentioned, an important feature
the behavior of the functionG1(r ) is that the drop-off at
infinity is not exponential but a power-law, and for th
simple variational function~21! for the lowest state of each
series it is described similarly to the last term in Eq.~18!:

G1~r !5
1

2

g21

Np

A2l̃S 2l̃

r
D l 11E

0

r

x2l 11exp~2l̃x!dx

→ 1

2

g21

Np

A2l̃S 2l̃

r
D l 11

~2l 11!! asr→`. ~23!

This estimate of the asymptotic behavior of the wa
function differs from the exact solution obtained accordi
to Eq. ~18! only by the coefficientg̃, which is close to 1 for
the ground state.

For the series withl 51 and j 53/2, which includes the
ground state, a set of four degenerate wave functions rep
the form of the Luttinger Hamiltonian~7!

C~r !5
1

A4p
H G21I2F ~J–r !2/r 22

5

4
I GG1J 1

r
, ~24!

and the functions themselvesCm(r ) are the corresponding
columns of this matrix. The last factor must be taken in
account when switching to the standard definition of t
wave functions~see the discussion following Eq.~1!!. The
angular part in front ofG1 contains onlyd functions and
therefore according to Eq.~23! the ground-state wave func
tions are strongly anisotropic at large distances.

Both components of the ground-state wave function
the variational and exact solutions are presented in Fig
We note that in the figure the calculations performed us
the method of Ref. 8~see Sec. 6! are identical to the exac
calculations from the preceding section: A difference ari
in the third decimal place at the maximum.
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4. CORRECTIONS OF ORDER m l /m h TO THE ENERGY
AND EIGENFUNCTION

Determining from the first equation of the system~6! the
function G1 in dimensionless units

G152
a0

a1

1

D l 111
2

a1r
1

E

a1

R̂~r ! G21 ,

R̂~r !5S d

dr
1

l 11

r D S d

dr
2

l

r D , ~25!

we transform the variational functionJh ~4! to the form

Jh85E
0

`

G21H 2S a21D l 211
2

r
1ED1

a0
2

a1
R̂~r !

1
1

D l 111
2

a1r
1

E

a1

R̂~r !J G21dr. ~26!

In the denominator in Eq.~26! 1/a1}ml /mh , and the
average eigenvalueD l 11}l̃2 is large compared with the
other terms, so that the denominator can be expande
powers of 1/a1 , using the relation

1

A1B
5

1

A
2

1

A
B

1

A1B
5

1

A
2

1

A
B

1

A
1

1

A
B

1

A
B

1

A
2 . . .

~27!

where

A5D l 11 , B5
2

a1r
1

E

a1
.

FIG. 1. Radial wave functions for the ground state (j 53/2, l 51, m50) in
the limit ml50. The curves with a larger maximum correspond to the ex
solution ~Sec. 2!, and curves with the smaller maximum correspond to
approximate solution~Sec. 3!. The change in sign for the functionG21 is
admissable, since the theorem on the number of zeros of eigenfunctio
inapplicable to Eq.~12!.
in

Then the expansion

R̂~r !1
1

D l 111
2

a1r
1

E

a1

5D l 212
E

a1
2

2

a1
I 11S E

a1
D 2

I 2

1
2E

a1
2 ~ I 1I 21I 2I 1!1S 2

a1
D 2

I 1I 2I 11 . . . ,

I 15
1

r
1

2l 11

2l 12 H D~2 l !
1

r 2
2

1

r 2
D~ l !J ,

I 25
1

2l 21
$D~2 l !r 2rD ~ l !%. ~28!

will appear in the equation forG21 . The equations from
Appendix 1 were used to work with the inverse operato
Eqs. ~A.5! make it possible to express products of the ty
I mI m8 in terms of the first power ofD(m). All integrals can
be calculated for the variational function~21!. As a result,
the individual terms inJh8 are proportional to powers of 1/l̃,
which reflects poorly the behavior ofJh8 for smalll. Indeed,
as follows from Eq.~26!, the functional is bounded in this
range of l̃. This is because a power series expansion
powers ofl̃ gives a poor description ofJh8 . An alternative
expansion free of this drawback is a continued fractio
which converges in a wider region than the correspond
series. On this basis

Jh85S a212
a0

2

a1
D l̃22

2l̃

l
2

a0
2

a1
2

C1

12
1

a1

C2 /C1

11 . . .

2E,

~29!

where

C15E1
2l̃

l 11
w,

C25S E

l̃
D 2

2l 13

2l 21
1

2E

l̃
F l 11

l
2wG18

12w

2l 13
. ~30!

If the limit ml→0 is taken in Eqs.~29! and~30!, then the
average energy~22! is obtained fromJh8 . The initial operator
for Jh8 with fixed E on the right-hand side of Eq.~26! has a
hermitian form and thereforeJh8 can be minimized with re-
spect tol̃, and this minimum should be zero. The valu
found for the energies agree well with the calculations
Ref. 9 for all mass ratios used there. The exact solution w
ml /mh50 for the functionG21 was found in the form of an
expansion in terms of hydrogen functions with exponen
decay at infinity, while a power-law dropoff was obtained f
the functionG1 . For a finite hole mass ratio the behavior
G21 can likewise be expected to change, but the correspo
ing correction should be of the order of the mass ra
ml /mh . Choosing the variational functional in the simp
form ~21!, we ignored this fact, but the good result obtain
with real mass ratios justifies this choice.

t
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We note that to analyze the asymptotic behavior att
tion should be focused on the slowly decaying functionG1 ,
for which, as Eq.~25! shows, a large change in behavior
large r should be expected.

We shall use Eq.~25! to find the second componentG1

of the wave function

FD l 111
2hk

r
2k2GG1~r !52

a0

a1
R̂~r !G21~r !

5
a0

a1
l̃CS d

dr
2

l 11

r D r le2l̃r ,

h5
1

a1k
, k252E/a1 . ~31!

Once again, hereG21 is chosen in the form~21!, but a new
factor C is introduced in place of the normalization fact
N21 , since the functionG1 and therefore the overall norma
ization will change.

A solution for the function]/]l̃(G1 /l̃) can be easily
obtained by expanding in a series in Laguerre polynomi
This series can be summed, and the result is

G1~r !5
a0

a1
l̃Crl 12E

l̃

` tdt

~t2k! l 122h~t1k! l 121h

3E
k

t

~ t2k! l 112h~ t1k! l 111he2rtdt, ~32!

and at infinity the function behaves as

G1~r !5
a0

a1
l̃C~2k!2l 13G~ l 122h!r l 12e2krU8~r !

3E
l̃

` tdt

~t2k! l 122h~t1k! l 121h
, ~33!

where U8(r )5U( l 122h, 2l 14, 2kr) is a confluent hy-
pergeometric function which decays at infinity.19 For small
ml , so thath andk cancel, the relation~33! passes into Eq
~23!.

The quantityh is not small~for example,h50.66 for
GaAs!, and it should be neglected, even though the se
U8(r ) can be truncated, switching to Bessel functions. T
real wave function is related toG1 by a factorr and for the
ground state, taking account of the leading term inU8(r ) at
infinity, it decays asr hexp(2kr)/r ~compare with Refs. 13
and 14!. This behavior changes very little when more acc
rate calculations are performed~specifically, as a function o
the method for calculatingG21). For the parameters o
GaAs both components of the ground-state wave func
calculated by the method this section and also by the va
tional method using the equations of Sec. 6 are presente
Fig. 2.

The radial functionsGn are related to one another via th
hypergeometric functionsU andM, appearing in the funda
mental solutions of the corresponding hydrogen operator
the system~6!. They contain terms with ln(r) for r close to
zero.3 This was also reflected in Ref. 12, where the system
equations~6! was solved by a power series expansion tak
-

t

s.

s
e

-

n
a-
in

of

f
g

account of this fact. This feature vanishes in the lim
ml→0, which is what enabled us to find a solution in th
form of an expansion in the polynomials~13!.

5. MOMENTUM REPRESENTATION

An acceptor with zero light-hole mass was first studi
in Ref. 15 in the momentum representation for the grou
state. This approach was adopted in most subsequent w
where this approximation was used. The calculations p
formed in the present paper make it possible to write do
easily the wave functions ink space.

To calculate the integrals containing spherical functio
only their dependence onl is important, and at this stag
only one term~for example,Yl 1n,m) need be considered in
the angular partsUn . The wave function~1! can be repre-
sented conventionally in the form

C~r !5 (
n521,1

Yl 1n,m~r /r !Gn~r !, ~34!

and its Fourier transform is

C~k!5
1

~2p!3/2E eik–rC~r !/rdr

5 i l 1n
1

Ak
(

n521,1
Yl 1n,m~k/k!

3E
0

`

Jl 1n11/2~kr !Gn~r !r 1/2dr. ~35!

Here an expansion of a plane wave in spheri
functions18 was used, andJn(r ) are Bessel functions. Using

FIG. 2. Radial wave functions for the ground state of an acceptor for
values of the mass ratiob5ml /mh (b50.14 for GaAs and 0.348 for Si9!.
The curves with the larger maximum correspond to the variational solu
~Sec. 6! and curves with the smaller maximum correspond to the appro
mate solution~Sec. 4!.
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the relation~10!, the integrals in Eq.~35! are equal to one
another to within a constant factor. According to Eq.~13!,
the radial functionG21 can be written as

G21~r !5
g1

N0
A2l

~2lr ! l

~12t !2l
expS 2

11t

12t
lr D , ~36!

if the substitutiontn→An is made in the expansion ofG21 in
powers oft ~here the generating function for Laguerre fun
tions was used19!. After the integral is calculated, the gene
ating function for the Gegenbauer polynomialsCn

l is
obtained,20 and as a result

C jm~k!5~g1U21
jm ~k/k!2g21U1

jm~k/k!!F~k!,

F~k!5
~4q! l 21~ l 21!!

N0lApl

8

~11q2! l 11

3 (
n5m

~n11!Cn
l S q221

q211
D An , ~37!

whereq5k/l.
For the series with the ground state (J53/2, l 51,

D5`)

C~k!5
1

A4p
S ~J–k!2

k2
2

1

4D F~k!. ~38!

The angular dependence for this series is identical to
found in Ref. 15.

The work closest to the results of Sec. 2, but in mom
tum space, is Ref. 21, where the obtained equation is
analog of Eq.~8!. In the present work the energy levels a
wave functions of the first four states forj 53/2 ~two each
for l 51 andl 52, D5`) were found approximately, but th
solution method employed did not permit investigating t
entire spectrum.

6. COMPARISON WITH THE VARIATIONAL METHOD

The main drawback of variational methods is that t
eigenfunctions are computed much less accurately than
eigenvalues. However, forml50 we showed that the exac
and variational calculations of both componentsG1 andG21

performed by the methods of Ref. 8 are essentially identi
The Kane Hamiltonian was calculated in Ref. 8. Similar c
culations can be performed in the Luttinger approximat
adopted here, if the same expansion as in Ref. 8 in Lagu
polynomials with the additional factorr ~as was indicated a
the beginning of Sec. 1! is used forGi(r )

Gi~r !5A2l (
n50

`

an
i Fn~2lr !,

Fn~x!5A n!

~n12n!!
xn exp~2x/2!Ln

2n~x!, n< l . ~39!

This set of basis functions withnÞ l is convenient for calcu-
lating the matrix elements of optical transitions between
ries with different values ofl.22 The matrix elements of the
operators, with respect to the orthonormalized functio
Fn(x), appearing in the function~4! are
at

-
n

he

l.
-
n
re

-

s

K nU 1

x UmL 5
1

2n
,

K nU 1

x2UmL 5
1

2n S n11

2n21
2

m

2n11D ,

K nU 1

x

d

dx
1

d

dx

1

x UmL 5
n2m

2n
,

K nU d2

dx2
1

n2

x2 UmL 5
1

2 S 1

2
dnm1n2mD . ~40!

These formulas are valid forn>m, and their right-hand
sides should be multiplied by

hnm5An! ~m12n!!

m! ~n12n!!
. ~41!

The numerical matrix for the Hamiltonian repeats co
pletely the structure of Eqs.~6! with the operators replace
by the corresponding matrices, according to the previous
lations. Diagonalization with respect to the parametersan

i is
performed in the standard manner, and variation with resp
to l can be performed even for the excited states of a se
with total angular momentumj using the lowest state of thi
series.8

As we have already mentioned, forml50 the wave
functions calculated by this variational method are ess
tially identical to the exact wave functions. To check t
quality of these functions formlÞ0 we reconstructed the
function G̃1(r ) from the computed variational functio
G21(r ), according to the second equation of the system~6!,
in terms of the fundamental solutions of the hydrogen fac
next to G1(r ). The functionsG̃1(r ) and G1(r ) agree well
for r ,15; they differ in the third decimal place. The func
tion G̃21(r ) calculated similarly in terms ofG̃1(r ) is the
same as the variational functionG21(r ) to within approxi-
mately the same accuracy.

This work was supported by the International Scien
Fund.

7. APPENDIX

We shall determine the inverse operatorD(a) from the
solution of the equation

S d

dr
1

a

r DF~r !5 f ~r ! ~A.1!

as

f ~r !5D~a! f ~r ![r 2aE
c

r

xa f ~x!dx,

~c50,a.0 and c5`,a<0!. ~A.2!

The functionsF andf must behave in the required manner
zero and infinity, similarly to the behavior of the eigenfun
tions for bound states. The lower integration limitc was
chosen on the basis of this condition.

From the commutation relation
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S d

dr
1

b

r D S d

dr
1

a

r D5S d

dr
1

a11

r D S d

dr
1

b21

r D ~A.3!

we obtain formally

D~a!D~b!5D~b21!D~a11!. ~A.4!

This equality can be checked by solving an equation sim
to Eq. ~A.1! but with two operators. All other relations ar
established similarly:

D~a!
1

r
5

1

r
D~a21!, D~a!r 5rD ~a11!,

S d

dr
1

a

r DD~b!5D~b11!S d

dr
1

a11

r D ,

D~a!D~b!5
1

b2a21
@D~a!r 2rD ~b!#. ~A.5!
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Centers of charge nonuniformity and reduction of copper oxide CuO during
irradiation with nitrogen ions

N. N. Loshkareva,* ) Yu. P. Sukhorukov, S. V. Naumov, B. A. Gizhevski ,
and G. N. Tatarinova

Institute of Metal Physics, Ural Branch, Russian Academy of Sciences, 620219 Ekaterinburg, Russia

T. A. Belykh

Ural State Technical University, 620002 Ekaterinburg, Russia
~Submitted December 28, 1998!
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Long-range reduction of CuO to Cu2O and Cu was observed by irradiating polycrystals and
different planes of CuO single crystals~~110! and ~020!! with 16-MeV nitrogen ions with fluence
1017 cm22. The infrared absorption spectra show an increase in the number of hole
@CuO4#52 and electronic@CuO4#72 centers. The highest density of electronic centers and
reduction occur near the surfaces of the samples. ©1999 American Institute of Physics.
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Copper oxide CuO is a model for studying the semico
ductor phase of copper–oxygen high-temperature super
ductors.1 Mobile charge carriers in CuO are absent, and
low-mobility charge carriers form a phase-nonuniform nan
scopic structure — nuclei of a phase of polar~electronic and
hole! centers in the main CuO matrix.2 Since annealing and
doping cannot appreciably influence the inhomogeneo
phase structure because of the narrow homogeneity ra
we investigated the characteristic features of the cha
structure of CuO by producing additional nucleation cent
by irradiation with different high-energy particles —
electrons2 and He1 ions.3 An investigation of CuO single
crystals irradiated with 4.6-MeV He1 ions3,4 revealed a hos
of unusual phenomena: long-range action and the appear
of new IR absorption lines, including a line associated w
the scattering of light by centers of charge inhomogene
Our aim in the present work is to determine the nature of
change produced in the charge-inhomogeneous structu
CuO when implanted He1 ions are replaced by heavier n
trogen ions having a higher energy — 16 MeV.

1. SAMPLES AND EXPERIMENTAL RESULTS

Three CuO single crystals, obtained by the fluxed so
tion method, as well as CuO polycrystals were investiga
Two of the single crystals possessed natural facetting —
crystal faces were~110! planes, and the third crystal was c
in the form of a wafer, so that the plane of the crystal was
~020! plane. The samples were irradiated with nitrogen io
in the U-120 cyclotron at USTU–UPI. The energy
the nitrogen ions was 16 MeV, the fluence was 1017 cm22,
and the vacuum was 1026 Torr. The ion flux was 1012

ions/cm2
•s.

The x-ray phase analysis was performed on a DRO
diffractometer.

The bulk resistivity of the samples was measured b
standard four-contact method. Current contacts, made o
1431063-7834/99/41(9)/4/$15.00
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In–Ga alloy, were deposited on the end faces, and pote
contacts were deposited on the irradiated or unirradia
face. The surface resistivity on different faces of the sam
was also estimated. The current and potential contacts w
deposited in a single row on the faces investigated.

The absorption spectra for natural and linearly polariz
light were measured with an improved, automated IKS-
spectrometer in the photon energy range 0.12–1.5 eV. G
ing polarizers based on teflon and polyethylene were use
polarizers. The reflection coefficient given in Ref. 5 for t
crystal was used to calculate the absorption coefficient.

1.1. X-ray data

The phase composition of the samples changed imm
ately after irradiation with nitrogen ions: X-ray analys
showed the presence of Cu2O and copper on the irradiate
face and the opposite unirradiated face of the single crys
and in larger quantities on the opposite face than on
irradiated face. We have observed such long-range resp
to irradiation by high-energy particles for irradiation of Cu
with H1 ions.3 The projected depth calculated using t
TRIM program6 is 6.2mm in our case. Metallic copper wa
observed visually only on the faces opposite to the irradia
faces. For CuO-~110! samples it was observed in the form
a continuous copper surface, while for CuO-~020! it had the
form of individual impregnations. According to the x-ra
data, after the samples were allowed to stand in air for t
months, the metallic copper on the irradiated faces vanish
while the amount of copper on the opposite faces decrea
only slightly. Electrical and optical measurements were p
formed on such cured samples.

Figure 1 compares the ratio of the intensities of the x-
diffraction lines of the Cu2O and Cu phases that appeared
the surface of a single crystal after irradiation with the ra
of the line intensities for a Cu2O polycrystal. The high, com-
pared with the normal distribution, intensity of certain refle
tions seems to be due to the presence of texture of the C2O
3 © 1999 American Institute of Physics
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phase in the@110# direction of CuO-~020!. We note that
when a;10215 mm layer was ground off the single crys
tals the character of the texture changed~see Table I, which
also gives the sample thicknesses!. The ratio of the line in-
tensities could also change because of the effect of irra
tion with nitrogen ions on the Cu2O phase which appears
resulting in a displacement of copper ions into vacant lo
tions in the Cu2O structure. However, the absence of a
changes in the ratio of the line intensities for the polycr
talline CuO sample after irradiation and for the specially
radiated polycrystalline Cu2O sample makes the first reaso
~texture! more likely.

A layer-by-layer analysis was performed to study t
nature of the changes occurring in the interior volume of
crystals — measurement of the spectra and resistivity w
grinding and polishing of the faces of the single crystals a
monitoring of the phase composition on the surface of
faces according to x-ray data. Layer-by-layer analysis in

FIG. 1. Ratio of the intensities of x-ray diffraction lines of Cu2O: a—on the
surface of a CuO-~020! single crystal after irradiation; the dotted line is a C
line; b—polycrystalline Cu2O, our data and data from Ref. 10; top—indice
of Cu2O.

TABLE I. The form of the Cu2O texture on the faces and in the interio
volume of CuO single crystals.

Sample No. 1 No. 2 No. 3
CuO-~110! CuO-~110! CuO-~020!

Thickness,mm 1000 270 290
Irradiated face No @200# @220#
Unirradiated face @200# No No
After grinding @110# 2 @200#
of irradiated face
After grinding @200# 2 No
of unirradiated face
a-

-

-
-

e
h
d
e
i-

cates that the second phases Cu and Cu2O are predominantly
present near the surfaces of the faces. When the copper
is ground off~a ;10 mm thick layer is removed!, cuprous
oxide Cu2O remains and the amount of Cu2O decreases with
further grinding of both surfaces of the single crystals. T
depth of the second phase Cu2O is different for different
single crystals and polycrystals. Thus, for a 1.5 mm th
polycrystal the reduced phase Cu2O on the irradiated face
side was observed right up to depths;50 mm from the
surface, while for the unirradiated face it was observed to
mm. For single crystal No. 2 the CuO-~110! phase of Cu2O
was absent even at a depth of 10mm from the irradiated face
and 30mm from the unirradiated face.

1.2. Resistivity

After the copper deposits were ground off, the bulk r
sistivity r of the irradiated CuO single- and polycrystals w
close to the initial, preirradiation value ofr — (123)
3102 V•cm. The surface resistivity of both the irradiate
and opposite faces increased approximately by an orde
magnitude. After a 20–40mm thick layer was removed, fo
the single crystal No. 1~see Table I! and the polycrystal, the
surface resistivity decreased to the initial values. The Cu2O
phase either is not visible or only traces of it are present. T
higher surface resistivity is due to the presence of a la
quantity of the Cu2O phase, whose resistivity is higher tha
that of CuO, in the near-surface layers. The decrease in
surface resistivity correlates with the decrease in the amo
of the Cu2O phase.

1.3. Optical spectra

The absorption spectra of CuO-~110! and CuO-~020!
single crystals before and after irradiation~samples Nos. 2
and 3 in Table I! are displayed in Figs. 2 and 3. As one c
see from the figures, a large increase in the absorption c
ficient of the irradiated samples is observed in the exp

FIG. 2. Absorption spectra of a CuO-~110! single crystal before~1! and
after ~2, 3! irradiation with nitrogen ions~natural light!; 2—unground
sample;3—10 mm layer ground off the unirradiated face.
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mental range. When the unirradiated face of a CuO-~110!
single crystal was polished, a;10 mm layer was removed
and the spectrum of such a sample approached that o
unirradiated crystal~curve 3 in Fig. 2! and a second Cu2O
phase remained on the unirradiated face. The spectrum
mained virtually unchanged when an additional 20mm thick
layer was ground off the unirradiated face. Removal of a
mm layer from the irradiated face likewise did not chan
the spectrum. At this stage of grinding~30 mm from the
unirradiated side and 10mm from the irradiated side! only
traces of Cu2O phase were observed on both sides.

The absorption spectra before and after irradiation
presented for a CuO-~020! single crystal for light polarized
in the@1̄01# direction — the axis of greatest anisotropy in t
~020! plane. The largest increase in absorption is observe
high energies. Just as in the case of a~110! plane, polishing
of the unirradiated face~removal of a 10mm layer! de-
creased the absorption coefficient~curve3 in Fig. 3!. Grind-

FIG. 3. Absorption spectra of a CuO-~020! single crystal before~1! and

after ~2–4! irradiation ~polarized light,E i @ 1̄01#); 2—unground sample;
3—10 mm layer ground off the unirradiated face;4—another 20mm ground
off the unirradiated face.

FIG. 4. Difference of absorption spectra before and after irradiation for
single crystals:1—CuO-~110!; 2—CuO-~020! unground sample;3—CuO-
~020! after a 10mm layer was ground off the unirradiated face.
he

re-

0

e

at

ing another 20mm from the unirradiated face brought th
spectrum closer to the initial one~curve 4!. This trend was
also observed with further grinding. However, the absorpt
remained greater than the initial level even after an 80mm
layer was removed from the unirradiated face and a 100mm
layer was removed from the irradiated face. In addition,
Cu2O phase was still observed on the irradiated side.

From the difference of the absorption coefficients befo
and after irradiation, presented in Fig. 4 for both sampl
two regions with the greatest increase in absorption can
seen near energies 0.2 and 0.8 eV.

2. DISCUSSION

The infrared absorption spectra of CuO single cryst
irradiated with nitrogen atoms are formed by changes occ
ing in the charge-inhomogeneous structure and by the p
ence of additional Cu2O and metallic copper phases. Th
copper phase makes the largest contribution to absorption
the range investigated, the absorption of the copper film
large and virtually wavelength-independent. Our measu
ments showed that the absorption coefficient of the Cu2O
single crystal is at least two times smaller than that of
CuO single crystal. The strongst Cu2O line in the experimen-
tal range at 0.14 eV is absent in the spectra of the irradia
crystals. Therefore cuprous oxide Cu2O as a second phas
does not introduce any changes in the spectrum of the
diated samples. The difference of the spectra before and
irradiation for both the ~100! and ~020! planes is not
wavelength-independent, as would be the case if the dif
ence was determined only by inclusions of metallic copp
The fact that the spectra are different shows that the abs
tion intensity near 0.2 and 0.8 eV is higher after irradiatio
These energies correspond to absorption bands assoc
with transitions in hole and electronic Jahn–Teller cente
respectively.1 It is known1 that optical transitions are forbid
den in a triplet electronic Jahn–Teller center and in Cu
Therefore, in CuO single crystals irradiated with nitrog
ions optical transitions in an electronic center become
lowed in the presence of strong local distortions, similarly
CuO crystals irradiated with H1 ions.3 The number of elec-
tronic centers changes predominantly with a general incre
in the number of hole and electronic centers.

The x-ray data obtained in layer-by-layer analysis a
the resistivity measurements show that reduction of CuO
Cu2O and copper occurs predominantly on crystal faces,
irradiated and unirradiated faces. Precipitation of coppe
also noted in cracks and pits in the crystals. The fact that
absorption spectra come closer to the initial spectra when
crystals are ground shows that the number of char
inhomogeneity centers is also larger in regions next to
crystal boundaries. The formation of a large number of el
tronic centers is probably the first stage of the reduction p
cess CuO–Cu2O–Cu, which occurs near boundaries. A
electronic Jahn–Teller center is a cluster@CuO4#72 with a
low valence of the cation~formally Cu1), and therefore it
serves as a precursor of the Cu2O phase. We observed
similar long-range effect with formation of predominant
electronic centers and reduction of CuO to Cu2O and Cu in

o
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our investigations of CuO crystals irradiated with 4.6-Me
H1 ions.3

The most likely mechanism of long-range action see
to be an elastic-wave mechanism combined with radiati
stimulated diffusion.7,3 Elastic waves arising at the end o
cascades of atomic collisions while a sample is bombar
with high-energy ions give rise to displacement and exc
tion of the atoms and the formation of additional polar ce
ters. It should be noted that we also observed an increas
the absorption coefficient in a region corresponding to tr
sitions in the electronic Jahn–Teller center for a CuO po
crystal under shock-wave loading.8 The formation of a Cu2O
phase was not observed. A long-range action mechan
leading to defect formation on the surface opposite to
irradiated surface has been proposed in Ref. 9. The ess
of the mechanism is that energy is transferred in the form
potential energy of defects. The transferred energy at the
opposite to the irradiated face can be converted into an e
tic wave, which can give rise to the formation of defects
the surface and, in our case, it can even lead to oxy
losses. Strong stresses in the surface layers could be res
sible for the texture on the faces and the change in textur
the interior of the sample.

In summary, irradiation of single- and polycrystals
CuO with 16-MeV nitrogen ions at a 1017 cm22 fluence
leads to the formation of electronic and hole Jahn–Te
centers and reduction of CuO to Cu2O and Cu with Cu2O
texture. Defect formation and reduction have a long-ran
character. The appearance of centers and the reductio
CuO occur predominantly near the irradiated and unirra
ated surfaces of the samples.
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A study is reported of the effect of exciton localization by solid-solution compositional
inhomogeneities near the crystal surface, which gives rise to new unusual features in the optical
excitonic spectra. These features, observed in exciton reflectance spectra of CdS12xSex

with low Se contents (x;0.01), were studied in the 4.2–200-K temperature range. Models of
the localizing excitonic potentials providing an adequate description of the experimental
reflectance spectra were found. Nonlinear model potentials taking into account the diffusion
mechanism at the onset of structural inhomogeneities and the state of the real crystal
surface were invoked. The shape of the additional structure in the reflectance spectra was found
to be very sensitive to the type and parameters of the near-surface potential well. ©1999
American Institute of Physics.@S1063-7834~99!00909-0#
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Solid solutions based on II–VI compounds are well stu
ied materials enjoying broad application in microelectron
and laser technology. CdS12xSex is one of the most compre
hensively investigated compounds of this group. It has b
studied already for more than 30 years by various techniq
including exciton spectroscopy.1–5 The cadmium sulfide and
selenide form a continuous and unlimited substitutional so
solution. The optical properties of this compound were m
sured within a broad composition range. The gradual va
tion of the gapEg of the CdS12xSex crystal with composition
x (Eg52.58 eV for pure CdS andEg51.85 eV for pure CdSe
at liquid-helium temperature! could be described with ac
ceptable accuracy in terms of the virtual-crystal mod
While this simplest theoretical model did not take into a
count the disorder in crystal structure, it nevertheless per
ted an adequate reproduction of a number of propertie
these solid solutions.6

The exciton localization processes characteristic of s
solutions were shown1–4,7,8 to contribute substantially to th
optical properties of these compounds even if an individ
atom of the substituting impurity does not produce a bou
state. Exciton localization occurs in this case in the wells
the potential relief created by random compositional fluct
tions. The localized states form a continuous density-
states tail of the corresponding exciton band and are
separated from free states by an energy gap. The contin
model9 corresponding to this situation describes adequa
the energy spectrum of the crystal for Se concentrati
above 2–3%.
1431063-7834/99/41(9)/7/$15.00
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At the same time the properties of the above solid so
tions at low concentrations of Se, on the one side, and o
on the other, remain largely unknown. The optical spectra
such crystals exhibit quite frequently new features associa
with an inhomogeneous distribution of the compositionx in
depth of the sample. For instance, studies of semiconduc
whose near-surface layers contained the CdS12xSex solid so-
lution with a low concentration of one of the ionic comp
nents revealed clearly pronounced anomalies in excitonic
flectance spectra.10,11 Such ‘‘anomalous’’ optical spectra
were apparently observed for the first time in Ref. 12.
should be pointed out that such spectra were observed a
dentally, and the corresponding experimental data were
terpreted in terms of fairly crude models.

This paper reports a systematic investigation of refl
tance spectra of the CdS12xSex solid solutions with Se con-
centration of 0.1–3%. Besides samples characterized by c
sical exciton-reflectance~ER! profiles, some of the crystal
studied exhibited anomalous reflectance spectra. An ana
of these spectra showed that the ER features observed in
case can be well described quantitatively within the mode
the exciton-localizing near-surface potential~ESP! in the
form of a potential well with a monotonic exponential ta
extending into the bulk of the sample and a bottom lying a
certain distance from the surface. This form of the ESP
attributed to the monotonic decrease of the S content tow
the surface of the ‘‘anomalous’’ samples and can be ass
ated with other real features in the structure of the ne
surface region.
7 © 1999 American Institute of Physics
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FIG. 1. ER spectra of samples~a! K1 and ~b!
K2. The arrows denoted byv l , v0 , vw , and
vw1 relate to theAn51 excitonic resonance
region.
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1. EXPERIMENTAL TECHNIQUE

The near-surface exciton-localizing potential may
created both from specific crystal-growth conditions and a
result of external factors acting on the surface.10–12 In both
cases one observes anomalous excitonic reflectance.
studied reflectance spectra of CdS12xSex crystals of two
groups grown from a vapor phase. The technology11 used to
grow crystals of the first group produced samples which c
sisted mostly of pure CdS, with only a layer of th
CdS12xSex solid solution present near the surface~the
sample series denoted subsequently byK1). The Se concen
tration in the near-surface layer of theK1 samples did not
exceed 1% and decreased away from the surface into
bulk. The technology employed to grow samples of the s
ond group was characterized by the presence of CdS
CdSe molecules at strongly differing partial pressures in
growth zone of the vapor phase, which provided favora
conditions for the formation of a heterogeneous structu
The near-surface S content in the solid solutions thus
pared decreased toward the surface~the series denoted in
what follows byK2).

The samples were single-crystal platelets with the h
agonal axisC parallel to the surface plane. The exciton
reflectance spectra were measured inp polarization with
E'C, within the spectral interval containing theA and B
excitonic states. The temperature range covered was 4
200 K. The reflectance spectra were measured on an a
mated setup based on a DFS-24 monochromator.

2. RESULTS AND DISCUSSION

The low-Se crystals can be classed according to their
spectra in two groups. For most samples, these spectra
a classic profile, and they can be interpreted in terms of
a
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he
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e
e.
e-
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to
to-

R
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simplest light-reflection models. The low-energy shift of t
excitonic resonances in the spectra of these crystals is
counted for by the narrowing of the gap with increasing
content, and the line broadening is associated with the e
tence of random compositional fluctuations causing an
crease of the decay coefficientG. At the same time some
samples exhibit considerably transformed ER spec
Anomalous ER spectra differ radically in shape from t
classical ones.

Following Ref. 10, the anomalous features in reflectan
spectra are attributed to exciton localization in the ne
surface region of semiconductor crystals. Clearly p
nounced anomalies in ER spectra were observed in
CdSe12xSx solid solution with low S content, and their ons
was attributed to structural inhomogeneities associated w
near-surface compositional variations~a variation of compo-
sition x along the surface normal!.10 Our reflectance spectr
~Fig. 1! of low-Se (,1%) CdS12xSex mixed crystals can
also be associated with the creation of an exciton-localiz
near-surface potential. The spectrum in Fig. 1a was ta
from the sample (K1) whose ER spectrum was discussed
Ref. 11. This spectrum is shown over a broader freque
range and is compared with the spectrum of Fig. 1b obtai
from a new sample (K2) grown in our laboratory.

As seen from Fig. 1, the two ER spectra, both for theK1
and K2 crystals, have anomalous profiles and are qual
tively similar. In place of the conventional pattern in th
region of the excitonic resonance, there are three max
and as many minima. Both ER spectra are strongly exten
along the frequency scale. For instance, the distance betw
the extreme ER maxima in theAn21 exciton region is ap-
proximately 9 meV for theK1 crystal and 14 meV for the
K2 sample. The ER spectra of the samples of both gro
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FIG. 2. Variation of theK1 ER spectrum with temperatureT(K): a—4.2, b—40, c—80, d—100, e—140, f—200. The arrows denoted byv0 andvw relate
to theAn51 excitonic resonance region.
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exhibit a spike near theAn21 longitudinal exciton frequency
v l , the main maximum at the resonance frequencyv0 , and
an additional structure peaking atvw . This structure adjoins
at the low-frequency side the region of theAn21 transverse-
exciton resonance frequencyv0 . The short-wavelength
structure (v.v l), due to the contribution of the excitoni
resonanceB, is largely similar to theA resonance structur
(v,v l).

The ER spectra of theK1 samples differ from those o
the K2 samples primarily in a general shift of the form
toward higher energies. Besides, the spike in theK1 ER
spectrum has a higher intensity, and the features in the a
tional structure differ in shape and position. The ER ad
tional structure of theK1 crystal consists of a deep min
mum, of a step (vw1) adjoining it on the low-frequency side
and a maximum after it. The ER additional structure of t
K2 crystal also exhibits a deep minimum and several poo
resolved features on the low-frequency side which add u
form a broad maximum, with the distance fromv0 to this
maximum being larger than that fromv0 to the maximum in
the K1 ER spectrum.

The localizing ESP was shown11 to originate from the
difference in the gap width between the bulk of the sam
and near its surface. ER calculations made with an ESP
sisting of a square potential well and a linear tail extend
into the bulk revealed that the ER additional structure in
K1 sample can be assigned to the presence of a pote
di-
i-

e
ly
to

e
n-
g
e
tial

well in the ESP. In view of the similarities between th
anomalies exhibited by theK1 andK2 samples, we made
conjecture that the ER additional structure of theK2 sample
is also due to the presence of a potential well in the ne
surface region of the crystal.

Figures 2 and 3 display reflectance spectra of sam
K1 andK2 obtained at different temperatures. It is seen t
as the temperature increases, the ER spectrum shifts
whole toward lower energies, and its features decreas
amplitude to finally disappear. The first to vanish with i
creasing temperature is the spike; this occurs at 30 K for
K2 sample and above 40 K for theK1 crystal. The part of
the ER spectrum due to free excitons and containing
main maximum at 4.2 K persists up toT5100 and 140 K for
the K2 andK1 samples, respectively.

The additional structure in the ER spectra of bo
samples is observed at higher temperatures compared t
structure due to the free exciton. Besides, its intensity f
off considerably slower than that of the main maximum.
a result, the additional structure becomes the strongest
ture in ER spectra as the temperature increases.

It should be pointed out that the main changes in the
spectra of theK1 sample~Fig. 2! occur at higher tempera
tures than those of sampleK2. For instance, atT580 K the
K1 ER spectrum exhibits the same features as at 4.2 K, w
the exception of the spike atv l . As for theK2 sample, its
80-K ER spectrum exhibits disappearance not only of
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FIG. 3. Variation of theK2 ER spectrum with temperatureT(K): a—4.2, b—30, c—80, d—100, e—140, f—180. The arrows denoted byv0 andvw relate
to theAn51 excitonic resonance region.
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spike at thev l frequency but of the minimum on the high
energy side ofv0 as well, and the intensity ratio of th
various ER features changes substantially too.

Note that the additional structure above 80 K in theK1
ER spectrum falls off rapidly in intensity and increases co
siderably in halfwidth. At the same time the intensity a
halfwidth of this structure in the ER spectrum of sampleK2
vary more smoothly within the temperature range stud
than those of theK1 sample. TheK2 sample retains the
excitonic structure up toT5180 K, and theK1 sample, up to
T5200 K.

The variations in the ER spectra of samplesK1 andK2
with increasing temperature are seen to follow the same
tern, which suggests that the mechanisms responsible fo
ER anomalies of the samples under study and assoc
with the localization of the exciton as a whole in the pote
tial well are identical. This conclusion is supported also
the fact that the luminescence spectra of both types
anomalous crystals obtained by us undergo with increa
temperature the same stages of variation, which corre
with the changes in the ER spectra. The correlations betw
the reflectance and luminescence spectra will be the sub
of another paper.

In order to establish the particular kind of the exciton
potential and determine the position of the excitonic re
nances for the samples under study, reflectance spectra
numerically simulated for a broad variety of parameters
-

d

t-
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ed
-
y
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g
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ct

-
ere
f

various model potentials. The simulation was performed b
method13 based on multilayer approximation of the region
ESP variation~see also Refs. 10 and 14!. The calculations
were carried out for theAn51 and Bn51 excitons. Spatial
dispersion was included only for theAn51 excitonic state,
because the ESP simulation was based on ER data in
region of theA resonance, where the spatial dispersion c
tribution due to theB resonance is small. The 7-nm thic
native near-surface exciton-free~dead! layer was taken into
account in all cases.

The model ESP was constructed under the assump
that the Se concentration decreases monotonically into
bulk through diffusion in the course of crystal growth,
vanish altogether in theK1 samples and to reach a certa
limiting level in theK2 samples. Therefore the model pote
tials used were based essentially on a continuous ESP de
ing exponentially toward the surface, which reflected t
variation of gap width in accordance with the Se atom d
tribution in the near-surface region of the samples.

Figure 4 shows a theoretical ER spectrum, which rep
duces closely the features of theK1 experimental ER spec
trum. The ESP model used in the calculations include
region of exponentially falling-off potential and a region of
constant potential adjoining the surface. The potential rep
sented a well 7.5 meV deep and 16 nm wide with a diffu
CdS–CdS12xSex interface. The transition region from a soli
solution to pure CdS extended over 230 nm. The mo
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FIG. 4. Comparison of an experimentalK1 ER spectrum with calculations. The arrows denoted byv l , v0 , andvw relate to theAn51 excitonic resonance
region. The inset shows coordinate dependences of the real,V8(z), and imaginary,V9(z), parts of the near-surface excitonic potentialV(z); z50 is the outer
boundary of the crystal.
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SP
potential-well depth coincides to a good accuracy with
gap difference between pure CdS and the CdS0.99Se0.01 solid
solution on the surface of aK1 sample. The potentialV(z)
~see inset in Fig. 4! was constructed using analytic expre
sions of the kind

V~z!52V8exp@2a8~z2z0!#1 iV9 exp@2a9~z2z0!#,

23,z,253 nm,

V~z!52V81 iV9, 7,z,23 nm,

with the following parameters: V857.5 meV,
V951.3 meV, a850.019, a950.0056, andz0523 nm. The
potential variation region was 246 nm, and the numbers
elementary layers wereN5360 for the exponentially decay
ing region, andN57 for the region of constant potentia
The bulk parameters used are:v0

A52.5517 eV,
v0

B52.56765 eV, \GA50.18 meV, \GB50.185 meV,
vLT

A 52 meV, vLT
B 51.58 meV, and«058.5.

To obtain an ER spectrum with characteristic features
the experimental reflectance spectrum of theK2 sample~Fig.
5!, one used the ESP model which not only included the
concentration variation near the sample surface but took
account the built-in surface charge as well. The surface
CdS crystals bears usually adsorbed oxygen, and its m
ecules, as acceptors, bind a considerable negative charg
the surface, which increases the excitonic potential beca
of the band upbending. The presence of a strong nonunif
electric field results in exciton ionization, which requires i
e

f

f

e
to
of
l-
on

se
m

troduction of a damping parameter increasing rapidly tow
the surface. This initiated our consideration of a poten
whose region of variation consists of an increasing an
decaying subregion.

The most adequate description of the shape of the a
tional structure in theK2 spectrum and of the intensities o
all ER features was provided by a model representing a
meV deep asymmetric potential well with a minimum at
distance of 57.7 nm from the crystal surface, whose asy
totes are a rising exponential near the crystal surface an
decaying exponential in the region adjoining the bulk of t
sample. The potentialV(z) ~see inset to Fig. 5! was con-
structed using an analytic expression of the form

V~z!5V18 exp@2a8~z2z0!#1V28 exp@2b8~z2z0!#

1 iV9 exp@2a9~z2z0!#

and the following parameters: V185398 meV, V28
5287.4 meV, V958.9 meV, a850.068, b850.023,
a950.013, andz057 nm. The potential variation region
was 420 nm wide, and the number of elementa
layers N5480. The bulk parameters used are
follows: v0

A52.5439 eV, v0
B52.5571 eV, \GA50.2 meV,

\GB50.215 meV, vLT
A 52 meV, vLT

B 51.58 meV, and
«058.5. Note that exciton reflectance spectra in the E
model described by a sum of two exponentials~the Morse
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FIG. 5. Comparison of an experimentalK2 ER spectrum with calculations. The arrows denoted byv l , v0 , andvw relate to theAn51 excitonic resonance
region. The inset shows coordinate dependences of the real,V8(z), and imaginary,V9(z), parts of the near-surface excitonic potentialV(z); z50 is the outer
boundary of the crystal.
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potential! were calculated15,16 in terms of a purely analytic
representation of the potential, without using multilay
approximation10,13,14.

As shown by a theoretical analysis of the temperat
dependence of ER spectra, the gradual disappearance o
features with increasing temperature observed by us ca
simulated by increasing the damping parameter in the bul
the crystal, and the effect of this parameter turns out to
dominant.

Thus we have observed in CdS12xSex solid solutions
(x,0.01) anomalies in ER spectra characteristic of samp
with varying compositionx in the near-surface region, a ph
nomenon seen earlier10 only in solid solutions close in com
position to CdSe. The transformation of ER spectra w
temperature was studied. ESP models have been fo
which provide the best fit to experimental ER spectra
samples of two types grown in different technological co
ditions. The ER spectra were calculated with nonline
model ESPs reflecting the diffusion mechanism of variat
of the solid solution composition near the surface
‘‘anomalous’’ samples. The simulation revealed that t
shape of the additional structure in the ER spectra
‘‘anomalous’’ samples is very sensitive to the parameters
the near-surface potential well for excitons, and this ma
possible determination of the shape and parameters of
ESP with a high accuracy. The ESP models considere
this work permit one to describe the experimentally obser
r

e
the
be
of
e

s

h
nd
f
-
r
n
f
e
f
f
s
he
in
d

ER spectra more accurately than the square potential-
ESP model proposed in Ref. 11.
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Thermo- and photostimulated depolarization in self-compensated CdF 2:Ga and
CdF2:In crystals

A. S. Shcheulin, A. K. Kupchikov, and A. I. Ryskin

Russian Research Center ‘‘Vavilov State Optical Institute,’’ 199034 St. Petersburg, Russia
~Submitted February 4, 1999!
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A study is reported of the conductivity of CdF2 semiconductor crystals doped by indium and
gallium donor impurities and residing in a semi-isolated state. The latter results from self-
compensation of the impurities, in the course of which one half of them creates two-electronDX
centers, and the second is ionized. Photo- and thermostimulated depolarization of these
crystals has been studied. It was shown that the observed polarization/depolarization phenomena
have a nonlocal nature and are due to the charges present in these crystals changing their
positions. These changes may be formally considered as charge displacement to macroscopic
distances considerably in excess of the interatomic ones. The mechanisms responsible
for these phenomena are discussed. ©1999 American Institute of Physics.
@S1063-7834~99!01009-6#
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The present work discusses the effect and aftereffec
an external electric field on semiconductor crystals with c
riers localized at sufficiently deep levels, as a result of wh
the crystal is in a semi-isolated state; having a low cond
tivity, it may thus be considered as an insulator. Such a s
is characteristic, in particular, of the III–V and II–VI com
pounds containingDX centers. In such crystals, the electro
of donor impurities are localized in pairs at the impurity ion
and this process is accompanied, as a rule, by conside
lattice distortions called ‘‘large lattice relaxation.’’1 This
process leaves half of the donor centers without the vale
electrons, i.e., ionized~thed1 state!. This charge distribution
among the impurities~i.e., self-compensation! transfers the
crystal to the semi-isolated state; indeed, because the bin
energy of theDX center is comparatively high, the condu
tivity of the crystal with the valence electrons of the impu
ties localized at these centers turns out to be low. Such c
tals become semi-insulating at a fairly low temperatureT ~in
GaAlAs:Si, for example, forT,50 K!. Photoexcitation of a
crystal ionizing theDX centers at this temperature does n
result in electron trapping back to the ionized~single-
electron! center, becauseDX-center formation distorts
strongly the lattice, which requires a substantial thermal
ergy. Thus light transfers the impurity centers to the ‘‘co
ventional’’ donor state, and the crystal acquires a conduc
ity that persists in the dark for a fairly long time~determined
by the crystal temperature!; this is the so-called persisten
photoconductivity, which is the most characteristic prope
of crystals withDX centers.2,3

We have studied the conductivity and effect of elect
field on the semi-insulating CdF2 crystals containing Ga an
In impurities. CdF2 has the fluorite structure (Oh symmetry!
and is a wide-gap (;7.8 eV! dielectric. Its structure can b
presented as a sequence of fluorine cubes, in which ha
the central positions are occupied by cadmium ions. It can
readily doped by Group III ions to high concentrations~pro-
1441063-7834/99/41(9)/6/$15.00
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vided their ionic radii differ not very strongly from that o
cadmium!, and theF2 ions compensating the excess imp
rity charge are located in interstitials, i.e., the empty cen
positions of the above-mentioned cubes. Such a crystal
is nonconducting. However its heating in a reducing ambi
of hydrogen or metal vapors~additive coloring! results in a
part or all of the fluorine ions leaving the bulk of the crysta
with their electrons becoming localized at the impurities
form a hydrogen-like donor state with a binding energy
;0.1 eV ~which is much higher than the donor binding e
ergy in typical semiconductors!. As a result, the crystal ac
quires noticeable conductivity and becomes ann-type semi-
conductor. It is monopolar because of the absence of h
conduction in cadmium fluoride.

Two of the above impurities, namely, Ga and In, form
besides a shallow donor state~Me311ehydr, M5Ga, In!, a
deep ground state characterized by large lattice relaxa
~Fig. 1!. This relaxation gives rise to a potential barrier sep
rating the metastable donor from the ground state. The
rier height for In is less than 0.1 eV, and that for Ga, of t
order of 1 eV~Ref. 4! ~this is the highest barrier observed
impurity centers of such type!. Each of these states is ass
ciated with a broad and strong photoionization absorpt
band, which lies in the UV-visible region for the deep lev
and for the shallow one, in the IR region.5–7 Figure 2 illus-
trates a fragment of the absorption spectrum of the CdF2:In
crystal.

As shown earlier,4,8–12the deep state of these two impu
rities has a negative correlation energy and contains
electrons, i.e., it may be considered as a singly-chargedM11

ion. Thus it is an analog of theDX state in typical semicon-
ductors and possesses all its properties. Since most of
centers transfer to the ground~deep! state, the crystal will
have at a low enough temperature an equal number ofDX
centers and ionized donors (M31) for a relatively low
shallow-center concentration, i.e., the crystal will beco
4 © 1999 American Institute of Physics
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1445Phys. Solid State 41 (9), September 1999 Shcheulin et al.
self-compensated. Its absorption spectrum exhibits only
UV-visible band. When illuminated within this band, th
deep centers will transform into the shallow ones by reac
~1!:

M111M311hn→2~M311ehydr!, ~1!

2~M311ehydr!1kT→M111M31. ~2!

FIG. 1. Configurational diagram of a bistable center in CdF2. The thermal
and optical ionization energies are approximately equal for the shallow,
differ strongly for the deep center state.

FIG. 2. A fragment of the absorption spectrum of a CdF2:In crystal (NIn

52.731018 cm23) obtained atT55 K ~1! before and~2! after illumination
in the UV-visible band. Only the short-wavelength edge of the IR absorp
band, whose maximum lies around 6mm, is shown.
e

n

As a result, the UV-visible band disappears, and an IR b
appears~Fig. 2!. Reactions~1! and ~2! underlie the use of
CdF2:M crystals as media for reversible recording of hol
graphic gratings.13–16

Being metastable, the shallow state persists indefini
if the temperature is low enough. According to the height
the potential barriers presented above, the temperature a
which rapid decay of the metastable state by reaction~2! sets
in is ;40 K for In and ;200 K for Ga. CdF2:Ga was
shown12 to have one more low-temperature decay channe
the metastable state, which is associated with the presen
this crystal of a second deep Ga center. This channel o
ates efficiently only in lightly doped CdF2:Ga crystals. We
shall not consider it in what follows, as one can easily de
onstrate that its inclusion would not change the conclusi
drawn from this study.

Recent calculations17 show that the deep state of the ce
ter for both impurities is strongly distorted with respect
the corresponding fragment of the regular crystal; indeed,
impurity ion shifts in it along a fourfold axis, i.e., in th
direction of the interstice, to enter the neighboring~empty!
fluorine cube. Hence this state possesses a noticeable d
moment.

As will be shown below, application of an electric fiel
to a self-compensated CdF2:M crystal polarizes it, which can
be deduced from the generation of an electromotive fo
~emf! accompanying heat- or light-induced crystal depol
ization. An analysis of this effect brings one to a conclusi
that the polarization/depolarization of the crystal occu
through displacement of the impurity charges to macrosco
distances. Possible mechanisms of this displacement are
cussed.

1. SAMPLES AND EXPERIMENTAL TECHNIQUES

The CdF2:Ga and CdF2:In crystals were grown by the
Stockbarger–Bridgman method and additively colored in
tassium vapor. The concentrationNM of the active~reduced!
impurity in the crystals was derived from the absorption
the photoionization-induced absorption band of the shal
centers~see Ref. 18! and varied from 1016 to 531018 cm23.

The electric measurements were performed in a dc e
tric field. The field was applied to a parallelepiped-shap
sample measuring typically 63632 mm through indium
contacts deposited on the broad planes. The sample
placed in an UTREX-type cryostat whose temperature co
be varied from 64 to 300 K. One studied the temperat
dependence of the conductivity of the crystals, theirI–V
curves, and depolarization kinetics. These kinetics were m
sured in the following way. A field of up to 500 V wa
applied for a long time, of the order of one hour, to t
sample maintained at a fixed temperature within the 6
100-K range, and this field, as will be seen later, polariz
the crystal. After this, the sample electrodes were shorted
a few seconds to remove residual static charge, an
VK2-16 voltmeter was connected to the sample to meas
the potential difference across the contacts. Voltage meas
ments on the sample were carried out during a time from
few min to a few hours, depending on the actual relaxat
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rate. The capacitance of the measuring circuit was;280 pF.
One studied also the effect of illumination within th

deep-center photoionization absorption band~300–600 nm!
on the electric properties of the crystals. The illuminati
was made through the polished side planes of the samp

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

2.1. Temperature dependence of the conductivity

At room temperature, the crystals have a resistivity
0.1 to 104 V•cm, depending on the type and concentration
the active impurity, and are ‘‘good’’n-type semiconductors
Their I–V characteristics are practically linear, reversal
the applied voltage polarity does not affect their resistivi
and no delay between voltage application and the elec
current is observed. Thus the contacts used may be con
ered ohmic to a reasonable accuracy.

An Arrhenius plot of the temperature dependence
conductivity s reveals the presence of two activation en
gies for both impurities, namely,;0.18 eV within the 300–
200-K interval and 0.10 eV from 100 to 64 K for In, an
0.22 eV from 300 to 260 K and 0.12 eV within the 150
64-K region for Ga. For illustration, Fig. 3 presents
Arrhenius plot obtained for one of the CdF2:Ga samples.
Based on the results of our studies4,11,12of the optical spectra
of these crystals and the available literature data5–7,19, it may
be conjectured that the first energy reflects for both ions
feeding by deep levels of the shallow donor levels equ
brated with the conduction band, and the second, the d

FIG. 3. Arrhenius plot for the conductivity of a CdF2:Ga crystal (NGa

'131016 cm23) obtained under~1! slow cooling and~2! slow heating of a
cooled crystal subjected to a short illumination. The straight lines indic
the parts of the graphs which can be assigned a certain activation en
(Eac). The arrow shows the change in conductivity after the illuminati
The inset presents on an enlarged scale the fragment of the graph i
dashed rectangle.
.
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of the latter levels. Accepting this assumption and neglect
the temperature dependence of electron mobility, we ob
the following binding energies~thermal ionization energies!
for the deep and shallow levels in CdF2: 0.29 and 0.10 eV
for In, and 0.34 and 0.12 eV for Ga, respectively. The
values do not differ much from the ones obtained earlier
optical experiments for In@0.25 eV ~Ref. 5! and 0.10 eV
~Ref. 19!# and for Ga@0.39 eV~Refs. 11 and 12! and 0.12 eV
~Ref. 20!#. In view of the crudeness of our assumption co
cerning the electron mobility, the binding energies obtain
from the electrical and optical experiments may be cons
ered, on the whole, to be in reasonable agreement.

The above analysis illustrates the electronic nature
conduction in the semiconducting cadmium fluoride, whi
originates from the conduction-band filling as a result
thermal ionization of the shallow donor levels.

Below 100 K, the conductivity of the crystals is low, an
application of a voltage initiates in a crystal a temperatu
dependent, long-lived~up to an hour! transient process, re
sulting in a decrease of its resistivity in time. Within th
temperature region, the self-compensation of the crystal
nearly complete. Their resistivity indicates a certain popu
tion of the donor states, particularly in Ga, but even in t
case most of the conduction electrons are localized at d
centers.

Illumination of a crystal in this temperature region giv
rise to an enhanced long-lived dark conductivity, i.e., pers
tent photoconductivity, caused by photoinduced transform
tion of the ground to metastable state~Fig. 3; it should be
stressed for clarity that by persistent photoconductivity o
understands the dark conductivity generated in the cry
after its illumination!. For T,200 K, the metastable state i
CdF2:Ga is stable, i.e., following photoinduced transform
tion of the deep into shallow centers the reverse therm
induced process practically does not occur.12 The Arrhenius
plot of persistent photoconductivity in this temperature
gion ~Fig. 3! yields a slightly lower activation energy~0.09
eV! than the above value for the dark conductivity of t
same crystal~0.12 eV!. This is possibly due to a change i
the electron mobility which we have neglected; indeed, d
ferent conditions for electron scattering in a dark and illum
nated sample may produce such an effect. Above 200
thermal transformation of the shallow to deep centers ta
place, thermal equilibrium sets in between them, and
persistent photoconductivity disappears, as evidenced by
inset in Fig. 3. Similar phenomena are observed to occu
the CdF2:In crystal as well, but its metastable state is sta
for T,40 K, and therefore its light-induced persistent co
ductivity undergoes slow relaxation within the temperatu
region studied.

2.2. Thermally stimulated crystal depolarization

In all the crystals studied, depolarization follows simil
kinetics. After switching off of the electric field which acte
on a sample for a long time and removing the static char
the signal measured by the voltmeter rises by a close
exponential law, reaches a maximum, and falls off slow
~Fig. 4!. The latter process reflects the voltage discharge,
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the large time constant of the discharge circuit determi
the slow rate of decay. The amplitude and the sign of
signal depend on the magnitude and polarity of the app
field ~Fig. 5!. This implies that the observed response is
sociated with relaxation processes in the crystal subjecte
the field, i.e., it reflects thermally stimulated depolarizati

FIG. 4. ~a! Thermally stimulated and~b! photostimulated depolarization
signal of a CdF2:Ga crystal (NGa'131016 cm23) polarized in a 450-V/cm
field at T564 K. The arrows identify the moments of light switching:~1!
immediately after turning on the voltmeter and~2! after the completion of
the thermally stimulated depolarization process. Curve c shows therm
stimulated depolarization of a crystal to which the field was applied after
completion of process~b!.

FIG. 5. Thermally stimulated depolarization signal of a CdF2:Ga crystal
(NGa'131016 cm23) plotted against applied voltage forT577 K.
s
e
d
-
to

of the crystal. The field polarizes the crystal, which at a lo
temperature is essentially an insulator. During the relaxa
process, an emf acts in the crystal and generates a pote
difference across the capacitor plates, and it is this differe
that is measured by the voltmeter. The decay of the cry
state produced by the field can be identified with its th
mally stimulated depolarization. The lower the resistivity
the sample, the shorter is the time taken by its depolarizat

The polarization of a crystal withDX centers may have
either local or nonlocal nature. Polarization of the first ty
may arise as a result of theDX center having a dipole mo
ment. In this case the polarization is induced by the reali
ment of the randomly oriented dipole moments of the de
(DX) centers with the field, with the degree of their orient
tion depending on the momentp, field E, and temperature
The field dependence of the polarization is described in
case by the Langevin function. The amplitude of the pol
ization signal can be written

U5npp5nppFcoth~a!2
1

aG , ~3!

wherenp is the total number of dipoles in the volume of th
sample,p is the average projection of the dipole momentp
on the direction of the field, anda5(pE)/(kT).

We call nonlocal the polarization caused by the fie
induced displacement~redistribution! of charges in the lat-
tice. Assuming the field dependence of polarization to
described by the Langevin function~3!, one can determine
the dipole moment from experimental data if the concen
tion of the active centers in the crystal is known. Because
experimental relationship deviates markedly from~3! ~note,
in particular, the absence of saturation in the high-field d
main!, this procedure is unstable and permits only an e
mate of the interval of possible values,p5100– 1000 Debye.
Such large values are unrealistic for a local dipole who
moment is due to a displacement of the ions in theDX center
of the order of interatomic distances~see above! and having
p;1 Debye.

In principle, CdF2:M crystals may have local dipoles o
one more type. Additive coloring may result in an incom
plete reduction of the impurity. In this case a certain amo
of the F2 ions and, accordingly, the same amount of the M31

ions will be left in the crystal. They can associate to for
F21M31 dipole pairs. Such pairs were observed to exist,
particular, in SrF2 crystals with fluorite structure activated b
rare-earth ions.21–23The dipole moment of such a pair is als
of the order of 1 Debye and, hence, the above qualita
considerations apply fully to such dipoles as well. That th
do not contribute to thermally stimulated depolarization
CdF2:M is supported also by the existence of photostim
lated depolarization of these crystals~see below!; obviously,
the polarization/depolarization produced by such dipo
cannot depend on illumination.

Thus the observed polarization has a nonlocal nature
originates from charge displacement through macrosco
distances substantially in excess of the lattice constan
appears natural to associate these charges in the Cd2:M
semi-insulating crystal with deep (DX) centers and ionized
donors (d1) with the charges of21 and11, respectively,
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relative to the cation position. The assumption of a nonlo
character of the observed phenomena is buttressed by ex
mental studies of the effect of illumination on a crystal p
larized by an electric field.

2.3. Photostimulated depolarization of crystals

Crystal illumination produces various effects, depend
on the crystal conductivity. For high-resistivity samples w
a low concentration of the active impurity, turning on th
illumination immediately after the field turnoff and remov
of the static charge results in a fast~on the scale of thermally
stimulated depolarization phenomena! rise and decay of the
response. Switching on illumination in the course of th
mally stimulated depolarization produces the same eff
The later the time when the illumination is switched on, t
smaller is the magnitude of the induced photoresponse, b
is always followed by a fast decay~Fig. 4!. The sign of the
response depends on that of the applied voltage, and
permits one to identify the response with photostimula
depolarization of the sample.

Illumination of low-resistivity ~heavily doped! samples
generates a very fast and saturating photoresponse, w
sign, as that of the fast response, does not depend on
polarity of the applied voltage and which thus cannot
considered to be the photostimulated depolarization sig
~Fig. 6!.

Consider now the effect of illumination on high
resistivity samples. Illumination ionizes deep centers, i
transforms them to shallow ones by reaction~1!. By initiat-
ing motion of the electrons trapped by the donor ions~a
hydrogen-like center is the neutral state of a donor!, illumi-
nation accelerates crystal depolarization. This process de
ops fairly rapidly because of the considerable concentra

FIG. 6. ~a! Thermally stimulated depolarization signal and~b! photore-
sponse of a CdF2:Ga crystal (NGa5731017 cm23) polarized in a field of
210 V/cm atT569 K. The arrows refer to the moments of~1! switching on
and ~2! switching off the illumination.
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of free electrons in a phototransformed sample exhibit
persistent photoconductivity. Thus the assumption of
sample polarization to be due to charge redistribution in
ensemble of remote donors permits one, in accordance
the concepts of photochromic transformations in CdF2:M
crystals,4,8–12to explain their photostimulated depolarizatio
as well.

When an electric field is applied to a photodepolariz
crystal~without switching off the illumination!, one observes
a weak response signal identical in shape with the phot
sponse~Fig. 4!. It can probably be associated with the pre
ence in such a crystal of a residual concentration of d
centers~and, accordingly, of ionized donors!.

In low-resistivity samples, the persistent photocondu
tivity is so high as to cause extremely fast sample depo
ization, and after the transient process the sample gene
an emf, i.e., it operates as a photodiode~Fig. 6!. Application
of an external field to a preliminarily illuminated samp
initiates a large current flow through it, and switching off th
voltage does not produce any response.

2.4. The mechanisms of polarization and depolarization

The above shows that the polarization of CdF2:M crys-
tals in an external electric field is due to charge redistribut
in an ensemble of donors spaced from one another. A
result of field application, the concentration ofDX centers in
the region adjoining the plus contact exceeds that of the
ized donors, i.e., a space charge restricting charge trans
through the contact forms in it.24 In these conditions, this
contact is no longer ohmic. A rough estimate of the thickn
of the layer occupied by the space charge, based on the
plitude of the response for the given parameters of the e
tric circuit, yields figures varying from a few microns i
heavily doped samples to fractions of a mm in lightly dop
ones. The depolarization consists in a heat- or lig
stimulated spreadout of the space charge.

Illumination of the crystal transfers the donors to t
metastable state; in Ga it persists at the temperature of
experiment for a very long time, and in In it relaxes in tim
from an hour to a day, depending on the temperature. A
illumination of the crystal, the efficiency of space char
formation decreases substantially~down to zero in low-
resistivity samples!.

Because at the temperature of the experiment the do
themselves are spatially fixed~ion motion in cadmium fluo-
ride for T,100 K is impossible!, the mechanisms respon
sible for the charge transport among them are of fundame
importance. In an illuminated crystal this mechanism is o
vious. Illumination in the UV-visible band destroys the de
(DX) centers, and the photoelectrons generated in this
become trapped by ionized donors (d1); thus charge redis-
tribution is effected in this case by free electrons.

As for the mechanism of polarization/depolarization,
may be that free electrons are responsible for charge re
tribution in this case as well, because although their num
in the temperature range studied~64–100 K! is small, it is
nevertheless finite. Note, however, the following contrad
tory point. By fitting the signal rise function with an expo
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nential and finding its time constantt for various tempera-
tures, one can derive from the Arrhenius plot the activat
energy of the thermally stimulated depolarization proc
@for CdF2:Ga, it is (0.0460.02) eV, Fig. 7#. This energy is
considerably smaller than the shallow-donor binding ene
(;0.1 eV!. We cannot explain at present this controver
and have to restrict ourselves to pointing it out.

Thus the polarization/depolarization phenomena
served in this work to occur in the CdF2 semi-isolating crys-
tals doped with Ga or In indicate them to be of a nonlo
nature. They are due to a change in position of the cha
present in such crystals, which can formally be considere
their displacements to macroscopic distances beyond th
teratomic scale. Such charges in these crystals are theDX
centers and ionized donors charged to21 and11 with re-
spect to the cation. In the course of the polarizatio
depolarization processes, the charges become redistrib

FIG. 7. Arrhenius plot for the time constantt of the rise in the thermally
stimulated depolarization signal in a CdF2:Ga crystal (NGa'131016 cm23).
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over the ensemble of spatially fixed, spaced donors by e
tronic excitations.
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An ab initio analysis is made of the localized~in Mott’s sense! and delocalized~band! states of
an electron in a crystal. The criterion of a difference between these states is the behavior
of the off-diagonal elements in the one-particle electronic density matrix^ĉ1(r )ĉ(r 8)& for T50.
Localization can be related to its exponential falloff forur2r 8u→`, and delocalization, to
its power-law decay. This corresponds to the analyticity of the density matrix ink space of the
Brillouin zone in the first case, and to a singularity~Fermi step! in the second. This
analyticity gives rise also to a power-law decay of the correlation functions. In a normal system,
localization can be identified with the insulating state, and delocalization, with the
conducting state. It is shown that the above localization criterion is applicable to disordered
systems as well. Electron localization in superconductors is also discussed. It is pointed out that the
above criterion of localization is met also in the BCS superconducting state and in the
localized-pair model. The reason for the considerable difference between the properties of the
insulating and superconducting states lies in that there are no static fluctuations in the
number of electrons,̂(DN)2&0, in the ground state of an insulator whereas in a superconductor
ODLRO results in nonzero fluctuations ofN of a quantum nature. ©1999 American
Institute of Physics.@S1063-7834~99!01109-0#
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A variety of phenomena in crystals can be understo
only under the assumption that, in addition to band state
crystal can support also localized ones. For instance,
within the assumption of the electron localization that o
considers1,2 the Mott insulator and the Mott~insulator-
conductor! transition.1!

A long time ago, Goodenough5 showed by a semiempir
ical approach that systematization of the properties
transition-metal compounds leads one inevitably to the
sumption of the existence of electronic states in a crysta
two types, namely, band and localized ones.

The idea of the existence of two types of electron
states underlies the concepts of ‘‘mixed valence’’ a
‘‘heavy fermions.’’

In many cases, localized states are described in a cry
in terms of the zero-bandwidth model. However in a ba
model~which neglects electron interaction! infinitely narrow
bands cannot be realized in principle. Therefore the prob
of localized states requires taking interaction into accoun

It should be pointed out that a sufficiently general de
nition of the notion of localization itself is still lacking
therefore, localization is usually discussed based on cer
model concepts.

In principle, because of the interaction among electro
the nature of their localization could be revealed in t
course of a detailed consideration of a fairly simple mod
The Hubbard model6 has been claiming this role for a lon
time. However despite the apparent simplicity its proper
plication entails formidable mathematical difficulties. Co
crete results are obtained at the expense of introducing
1451063-7834/99/41(9)/10/$15.00
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controllable assumptions, and their interpretation meets w
serious obstacles.

It appears worthwhile to attempt anab initio consider-
ation of the problem of electronic localized states, witho
using any model concepts. It is to this approach that
present paper is dedicated. Its major objective lies in dem
strating that the analytical properties of a one-electron d
sity matrix in k space are intimately related to the intuitiv
concept of localization and can serve as a basis for con
ring a strict meaning to such notions.

The present paper should be considered a continuatio
a previous paper,7 which studied the problem of a gener
criterion of a difference between the conductor and insula
~Its first section plays an auxiliary part. It uses model co
cepts to illustrate the properties which will subsequently
derived from general considerations.!

1. THE HARTREE APPROXIMATION. LOCALIZED AND
BAND STATES

The objective of this Section is to demonstrate, based
simple model concepts, the features of the problems esse
for our subsequent consideration. A number of points wh
would be important only for a comprehensive analysis of
models was dropped without any relevant comments.

Consider the simplest model in which the Mott insula
ing state can be realized. This is a periodic lattice ofN ions
with Ne5N electrons. The field operatorsĉ1, ĉ are chosen
in the form
0 © 1999 American Institute of Physics
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ĉs~r !5(
m

wm~r !ams , ~1!

wherem is the lattice-site position vector,wm5w(r2m) is
an orthonormalized set of orbitals localized at lattice sit
andam,s

1 , am,s are Fermi operators of creation and anni
lation of an electron with spins at sitem. The Hamiltonian
of the system can be written

H5H01W, H05(
i 51

N S pi
2

2m
1U~r i ! D ,

W5
1

2 (
iÞ j

V~r i2r j !, ~2!

whereU(r ) is the periodic ionic potential, andV(r ) is the
Coulomb repulsion.

The basis set of the$wm% single-electron functions is
certain to be incomplete. Therefore even if we find the ex
ground state of Hamiltonian~2! in this basis@i.e. in the rep-
resentation of operators~1!#, its wave functionF0 and en-
ergy E0 will be functionals of $wm%. Therefore complete
determination of the ground state includes also minimizat
of E0 over the set of$wm% functions.2!

We shall look for the ground-state function in the form

F05)
m

amsm

1 u0&5w0$sm%, ~3!

wheresm is the projection of the spin at sitem. Restricting
ourselves to the Hartree approximation, we drop in the
pression forE05^F0uHuF0& the exchange terms dependin
on the spin configuration$sm% to obtain

E05(
m

E wm~r !H0wm~r !dr

1
1

2 (
mÞm8

E wm
2 ~r !wm8

2
~r 8!V~r2r 8!dr dr 8. ~4!

Minimization of E0 with respect towm under the condition
*wmwm8dr5dmm8 ~we may recall that the solutions of th
Hartree equations are not automatically orthogonal! yields

H0wm~r !1 (
mÞm8

E wm8
2

~r 8!wm~r !V~r2r 8! dr 8

5Lmwm~r !1 (
mÞm8

Lmm8wm8~r !, ~5!

where Lm and Lmm8 are Lagrange’s multipliers. We sha
look for wm(r ) in the form w(r2m); then Lm does not
depend onm, and Lmm85L(m2m8). This reduces the
coupled equations~5! to one, integro-difference-differentia
equation. Note that as a result of the exclusion of the te
with m5m8 from (m the effective potential in~5! is not
periodic; indeed, the attractive potential of ionm is not
screened by the cloud of the electron localized at it, as is
case with the other ions.~This exemplifies Mott’s concept o
the electron and hole attraction, i.e. Mott localization!. Ob-
viously enough, as the lattice constanta increases, the solu
tion of ~5! will tend to the single-atomw0m function. As the
,

ct

n

-

m

e

ions approach one another, the above potential beco
weakened due to the screening action of the neighbo
electronic clouds~the effective well becomes more shallo
and narrow!. For large enougha, the state will become insu
lating ~the Mott insulator! because of the formation of a ga
in the current excitation spectrum~pair 1 hole! initiated by
the Coulomb repulsion of two electrons present at one s
The state corresponding to a minimum of energy will
2N-fold degenerate in spin. Taking into account exchan
interaction results in a spin ordering and partial lifting of th
degeneracy.

Equation~3! is not the only solution, the other being th
band type. The field operators are taken in the form

ĉs~r !5(
k

ck~k!aks , ~1a!

wherek is the quasimomentum,ck(k) are Bloch-type func-
tions, and(k denotes summation over the Brillouin zon
~BZ!. The wave function of the system is searched for in
form

F0b5)
k

ak↑
1 ak↓

1 , ~3a!

and the values ofk correspond to half-filling of the BZ.
By applying variational procedure, we obtain an equ

tion for theck(r ) functions which, in contrast to Eq.~5!, is
translationally invariant

H0ck~r !1(
k8

E dr 8 uck8~r 8!u2V~r2r 8!ck~r !

5Lkck~r !. ~5a!

Thus there exist two types of the ground state for our pr
lem, which correspond to two methods of choosing the t
wave function, namely, the state of type~3! with electrons
localized at lattice sites, and that of type~3a!, in which the
electrons fill the BZ to one half. The solutions of the fir
type correspond to the Heitler-London model, and those
type two, to the Bloch model. The properties of states of
second type are adequately described by the model of n
interacting electrons, whereas for states of the first type
interaction plays a dominant role.

It is fairly obvious ~and can be confirmed by a straigh
forward estimation! that for a→` state~3! is energetically
preferable, and for smalla, the band state~3a! is favorable.
There are at least two ways in which the system can cha
its state and which can be interpreted as the insula
conductor transition.

~1! In the first case,wm(r ) decreases exponentially fo
ur u→` within the region of significant values ofa. Neglect-
ing exchange effects~i.e., the lifting of spin degeneracy!,
state~3! can be conveniently described by a density mat
representing a mixture of all 2N equally weighted spin con
figurations

r0522N (
$sm%

^0u)
m

amsm

1 . . .)
m

amsm

1 u0& ~6!
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~the mean value of theÂ operator is obtained if one subst
tutesÂ for the dots!. In state~6!, the only means of thea1,a
products that are nonzero are those which contain, bes
ams , alsoams

1 , with

^nms&05
1

2
, ^nm↑nm↓&050, ~ni5ai

1ai !. ~7!

The insulating state~3! and~6! is realized if it corresponds to
a minimum in energy; for instance, in this case the format
of pairs consisting of an electron with quasimomentumk and
a hole with k̄ must be unfavorable. The normalized dens
matrix of such an~excited! stater1(kk̄ ) state is obtained
from Eq. ~6! through replacements

)
m

amsm

1 →2aks
1 ak̄s8)m amsm

1 , ~8!

aks5N21/2(
m

eikmamsm
.

Usingr0 , r1 in an explicit form, we find that ther1 energy
exceedsE0 by

DE~k,k̄!5
1

2
@«~k!2«~ k̄!#1

U

2
,

«~k!5(
g

J~g!eikg, ~9!

where

J~g!5E wmH0wm1gdr ,

U5E wm
2 ~r !wm

2 ~r 8!V~r2r 8!drdr 8, ~10!

andU is the Hubbard energy.DE(kk̄ ) has a minimum at the
value ofk corresponding to min«(k) and atk, correspond-
ing to max«(k). Because(k«(k)50, min «(k)52«0,0,
and max«5«1.0, which yields the condition for minE0

minDE5DE052
«01«1

2
1

U

2
.0. ~11!

This is the well-known condition for a positive gap in th
current excitation spectrum of the Mott insulator~within the
Hubbard model!. Let the quantityDE0 vanish in a com-
pressed crystal at a certaina5ac , to become subsequentl
DE0,0 for a,ac . This implies an instability of the insu
lating state fora,ac , which should be reflected in the the
modynamic criterion of stability, namely, fora,ac the iso-
thermal compressibility]P/]V ~for T50) becomes positive
~a change ina gives rise to a change inV, i.e.ac corresponds
to Vc). ForV,Vc (a,ac), the system transfers in a jump t
a stable phase with a lower energy; this also implies that
a certainV.Vc the phases will have equal energies, th
signaling a conventional first-order transition without an
der parameter3! ~with a possibility of existence of a critica
point where the transition is continuous!. In these conditions
the final phase may turn out to be either conducting or in
lating.
es

n

r
s
-

-

~2! The second case assumes the possibility of a cont
ously varying pattern of decay of the solution to Eq.~5! with
varying a. It may turn out that asa decreases to becomea
,ac , the exponential character of the decay will b
smoothly replaced by a power law, with the condition
stability left unchanged. There are grounds to expect~we
shall see it later! that a power-law decline of the wave func
tion w̃m(r ) of such a state corresponds to a conducting~or an
intermediate between the insulating and conducting! state of
the crystal. One should then expect the onset of a continu
insulator-conductor transition, with its features being p
nounced weaker than those of a second-order transition.
case cannot be described in terms of the standard Ha
method, because the self-consistent potential in Eq.~5! has
always a Coulombic tail;ur u21. There are here an infinite
number of bound states and, hence, the solution to~5! cor-
responding to the lowest energy will always decay expon
tially. To describe it, one would have to modify the Hartr
method so as to include screening. The above reasonin
essentially a modified account of Mott’s consideration. A
cepting its arguments for the avalanche nature of such a t
sition, one may conclude that in a general case suc
smooth transition is impossible and can be realized only
the form of a critical point.

We shall present now expressions for a single-part
density matrix contracted in spin indices for the cases c
sidered above. For the state described by the density m
~6!

r~rr 8!5(
s

^ĉs
1~r !ĉs~r 8!&5(

sm
^nms&0wm~r !wm~r 8!

5(
m

wm~r !wm~r 8!. ~12!

For state~3a! ~case 1!:

r~rr 8!5 (
k;k,kc

ck* ~r !ck~r 8!,

ck~r !5N21/2(
m

eikmwm~r !. ~13!

For case~2!, V,Vc

r~rr 8!5(
m

w̃m~r !w̃m~r 8!. ~14!

There is an essential difference in the behavior ofr(rr 8). In
state~6!, r(rr 8) falls off exponentially forur2r 8u→`. In
state~3a! and in case~2!, r decreases by a power law@this
follows from the nonanaliticity ofn(k) in Eq. ~13! and a
power-law decline ofw̃m in Eq. ~14!#.

Thus a model analysis shows that:
~1! In a general case, the insulator-conductor transform

tion is a first-order transition accompanied by a loss of th
modynamic stability of the electronic system~case 1!. A
continuous transition~case 2! can take place only in the vi
cinity of a critical point;

~2! The electronic states in an insulator are localiz
~exponential decrease ofwm), Eqs. ~3! and ~6!, and in a
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conductor they are delocalized, Eq.~3a!. This difference be-
comes reflected also in the behavior of the single-elec
density matrix forur2r 8u→`. ~One can readily verify tha
higher-order density matrices

^ŵs1

1 ~r1!ŵs2

1 ~r2! . . . ŵs
18
~r18!ŵs

28
~r28! . . . & ~15!

exhibit a similar difference in the asymptotic behavior f
ur i2r ku→`).

2. ELECTRONIC ONE-PARTICLE DENSITY MATRIX OF A
CRYSTAL

We shall accept the above-mentioned exponential de
of the one-particle electronic density matrix forur2r 8u→`,
which occurs in Mott’s insulator model, to be the main ch
acteristic of the localized state in an electronic system.
cordingly, a power-law falloff of this matrix will be consid
ered as an indicator of delocalization. A trivial illustration
the above is provided by the density matrices of the bo
electronic state and of the continuous spectrum in an ato4!

Consider a one-electron density matrix folded with t
spin variable5!

r0~rr 8!5(
s

^ĉs
1~r !ĉs~r 8!&. ~16!

We shall assumer0 to be normalized to the total number o
electronsNe ,

E r0~rr !dr5Ne . ~17!

The matrix r0(rr 8), as any particle density matrix, is a
Hermitian matrix with nonnegative eigenvalues. The eig
functionsc and eigenvaluesn satisfy a homogeneous linea
integral equation with a kernelr0(rr 8)

E r0~rr 8!c~r 8!dr 85nc~r !, n>0. ~18!

The ground-state density matrix of a crystal is invariant u
der crystal symmetry-group transformations. It can be
composed in eigenfunctions4

r0~rr 8!5(
ka

na~k!cka~r !cka* ~r 8!, ~19!

where

cka~r !5eikruka~r !, (
ka

na~k!5Ne ,

cka is a Bloch-type function,a is a ‘‘band’’ index; generally
speaking, the number of terms in(a ~the number of
‘‘bands’’! is infinite6!, k is a quasiwave vector, and(k de-
notes summation over the BZ. We write theĉs(r ) operator
in the basis of thecka functions, ĉs(r )5(kackaakas . A
comparison ofr0 in Eqs. ~16! and ~19! shows thatna(k)
5(s^akas

1 akas&, i.e. thatna(k) has the meaning of the av
erage number of electrons in a state with givenk,a. Because
a1,a are Fermi operators, 0<na(k)<2, and therefore the
strongest nonanalyticity inna(k) can be a first-order discon
tinuity ~a Fermi step!. Because the kernel in Eq.~18! has the
n

ay

-
-

d
.

-

-
-

full symmetry of the system, the symmetry properties
na(k) are the same as those of the one-electron ene
«a(k) in the band theory, and the quantitiesna(k) anduka

are periodic ink space with the period of the reciproc
lattice.

Consider first the case of a low-symmetry crystal, whe
all the ‘‘bands’’ are nondegenerate. Let allna(k) anduka in
Eq. ~19! be analytic as functions ofk along the real axis.
Then one can maintain thatr0(rr 8) decreases exponentiall
for ur2r 8u→`. Indeed, transferring in Eq.~19! to the Wan-
nier functions

wma5N21/2(
k

eikmcka~r !, ~20!

we obtain

r0~rr 8!5 (
amm8

Sa~m2m8!wma~r !wm8a~r 8!,

Sa~m!5N21(
k

na~k!eikm. ~21!

If uka is analytic ink ~which is always true for a non
degenerate band!, then the Wannier functionwma decreases
exponentially forr→` ~to be exact, faster than any power
r 21, Ref. 9!. The proof of this statement is based essentia
on the analyticity ofuka as a function ofk ~see Appendix 1!.
One can readily verify thatSa(m) likewise falls off expo-
nentially for umu→`.7!

However if for somea thena(k) function has a discon-
tinuity at a surface ink space, the decrease ofr for ur2r 8u
→` will follow a power-law course~as ur2r 8u22).

Thus localization of electronic states can be identifi
with the analyticity of the occupanciesna(k), and delocal-
ization, with their nonanalyticity.

If the ‘‘bands’’ are degenerate~either as a result of crys
tal symmetry or for some arbitrary reason!, the na(k) and
uka quantities, being functions ofk, have singularities of the
type of branch points at the ‘‘band’’ contacts. Therefore t
Wannier functions decay in this case not exponentially
rather by a power law, and some terms in Eq.~19! have such
singularities.

Nevertheless it can be shown that in the case where
problem has, besides such singularities, no other singular
in k,8! their contributions will cancel after the summatio
overa in Eq. ~19!. This relates in full measure to the simila
sums @for instance, to(ana(k)# where the summation is
performed over a group of bands joining at a pointkc ~usu-
ally it is the kc50 point!, which corresponds to maximum
symmetry9! ~see Appendix 2!. As a result, the expressions

(
a

na~k!cka~r !cka* ~r 8!,

(
a

cka~r !cka* ~r 8!, (
a

na~k! ~22!
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turn out to be single-valued analytic functions ofk. As
shown in Appendix 2,r(rr 8) decays faster than any powe
of ur2r 8u21 for ur2r 8u→`, similar to the nondegenerat
case.

We see that all singularities originating only from crys
symmetry do not affect in any way the exponential charac
of the asymptotic behavior of the single-electron density m
trix. Therefore the above-formulated localization criterion
equivalent to the statement that in a localized state
single-particle ground-state density matrix ink representa-
tion @i.e., the quantityr(k)5(ana(k)# is analytic ink, and
thena(k) quantities themselves do not have singularities
cept those which are due to degeneracy.

The asymptotic decay ofr(rr 8) will follow a power-law
behavior, and the state of an electronic system will be de
calized, if any of thena(k) functions has as a function ofk
singularities other than those caused by degeneracy.

All this boils down to the statement that Mott localiz
tion means smearing of the Fermi step.~Note that in the
ground state of a nonideal gas,n(k) has always a singularity
;k2g, 0,g,2 for a Bose gas~pp. 228–237 in Ref. 10!
and a ‘‘step’’ for a Fermi gas.11

3. EXAMPLES

3.1. Band model

The ground-state density matrixr0(rr 8) in the band
model is a particular case of Eq.~19!, wherena(k) are equal
either to 2~filled band!, or to 2u@m02«a(k)#, which is a
Fermi step~partial filling, m0 is the chemical potential fo
T50), or to zero.

If all bands are nondegenerate and allna(k) are either 2
or 0, then allna(k) are analytic ink throughout the BZ, and
one can show, as this is done in Appendix 1, thatr0(rr 8)
falls off exponentially forur2r 8u→`. In the case of degen
erate bands, the decay will be exponential if all joini
branches are filled. Therefore in the cases under cons
ation, which correspond to a band insulator, the localizat
criterion is met.

If the bands are partly filled~band-theory conductor!, the
decay assumes a power-law form;ur2r 8u22. If in the de-
generate case part of the branches are empty and the
part is filled ~this may happen if all states on one branch
energywise higher than the states of the other, except
contact point!, the nonanalyticities do not cancel, and t
decay, while following a power law, is faster than that for
band conductor,;ur2r 8u23. It appears only natural, be
cause such a state~it is frequently called a gapless secon
order semiconductor! occupies an intermediate position b
tween an insulator and a conductor; indeed, an arbitra
small strain creates a Fermi step.

3.2. The Hubbard model

Consider the Hubbard model for the case where
number of electronsNe is equal to that of lattice sitesN. Its
Hamiltonian can be written

H5 (
m,gs

Jam1gs
1 ams1

K

2 (
ms

nmsnm2s . ~23!
l
r
-

e

-

-

er-
n

her

he

ly

e

The summation overm is performed here over lattice site
and overg, over the nearest neighbors;s5↑,↓ is the spin
index, J is the transfer integral between the nearest nei
bors, andK.0 characterizes the one-site Coulomb rep
sion. Straightforward Hubbard decoupling@Hubbard I~Ref.
6!# yields the following expression forn(k) for T50

n~k!5(
s

^aks
1 aks&511

«~k!

A«~k!21K2
. ~24!

Here

aks5
1

AN
(
m

eikmams , «~k!5J(
g

eikg.

One can easily verify that the normalization conditio
(kn(k)5N for Eq. ~24! holds. Then(k) function is analytic
and periodic with a period of the reciprocal lattice for realk
~although it has branch points in the complex region!. There-
fore a state is localized~in our sense! for any real parameters
J andK.

In the caseNeÞN, a Fermi-step-type singularity appea
in n(k), which makes the state delocalized.

4. DISORDERED SYSTEMS

The localization criterion introduced above was based
the asymptotic behavior of the density matrices in coordin
representation~16!, is essentially not connected to transl
tional invariance, and has a meaning for disordered syst
as well. However a straightforward application of matr
~16! to particular cases is inconvenient. Therefore a tran
tion to expansion~19! was made for translationally invarian
systems, which made possible reformulation of the ab
criterion in terms of the analytic properties of the charact
istics of the system ink space.

Expansion~19! was based on quasimomentum conser
tion in a translationally invariant system. In a disordered s
tem, however, there can be no symmetry elements~we as-
sume that one of the fundamental properties of a disorde
system of noninteracting particles is nondegeneracy of
orbital states in a simply connected sample of a finite siz!,
and it might seem at first glance that there is in this case
other way except direct use of Eq.~16!.

Nevertheless, there is a law of conservation of total c
rent throughout the sample cross section in steady state
disordered system as well. Because the total current thro
any cross section in a simply connected system is zero,
rent states may be realized only in a multiply connec
sample. One can introduce a quantum number similar to
momentum by imposing certain boundary conditions and
suming the bulk properties to be independent of these c
ditions ~as an example of this may serve cyclic bounda
conditions!. ~We shall restrict ourselves to an analysis of
three-dimensional case, because low-dimensional cases
fairly specific.!

Consider the Schro¨dinger equation for an electron in a
arbitrary external dc fieldU(r ).
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p̂2

2m
c~r !1U~r !c~r !5«c~r !. ~25!

We shall look for complex solutions to this equation in t
form

c~r !5 f ~r !eix(r ), ~26!

with real f (r ) andx(r ). Inserting~26! into Eq. ~25! yields

2
\2

2m
~¹2f 2~¹x!2f !1U f 5« f , ~27!

f ¹2x12¹x¹ f [
1

f
div j50, j5 f 2¹x. ~28!

Here j (r ) has the meaning of the current vector.
Let us choose a parallelepiped-shaped region of volu

V with edgesLx ,Ly , andLz , and assume the opposite fac
to be identical to make it a three-dimensional thorus. We a
impose the following conditions onf and the phasex:

f ~x1Lx ,y1Ly ,z1Lz!5 f ~x,y,z!, ~29!

x~x1Lx ,y1Ly ,z1Lz!5x~x,y,z!12p~sx1sy1sz!,
~30!

wheresx , sy , sz are three arbitrary integers, i.e. after tra
eling around the torus, a multiple of 2p is added to the phas
x. @Condition ~30! can be interpreted as the existence
vortex lines, which pass through the torus ring holes co
sponding to thex, y, z directions, and in traveling aroun
which thex function is incremented by 2psx , 2psy , 2psz ,
respectively!. Equation~30! can be conveniently recast in th
form

x~r !5x̄~r !1kr , ~31!

where x̄(r ) is a single-valued function@i.e., a function
obeying boundary conditions of the type~29!#, and k is a
vector with components 2p(sx /Lx ,sy /Ly ,sz /Lz). Equations
~27! and ~28! together with boundary conditions~29! and
~30! determine, in principle, the eigenvalues and eigenfu
tions «(k) and ck(r ) for all values ofk. The latter eigen-
functions can be written10!

ck~r !5eikruk~r !, ~32!

where the modulating factoruk(r )[exp@ix̄(r )# f (r ) is a
bounded function ofr in volumeV and possesses the pro
erty of ‘‘macroscopic homogeneity,’’ which means that t
integral *DVuuu2dr taken over a macroscopic volumeDV
!V does not depend on the position ofDV within V. ~Ob-
viously enough, the Bloch multiplieruka in band theory pos-
sesses the same property.!

Because the eigenfunctions~32! are complex, to each
state corresponds ak-dependent current density~28!. Note
that the total current through the cross section which redu
the connectivity of the region by unity is conserved.@One
can envision these functions as obtained from the fr
particle exp(ikr ) states as a result of an adiaba
switching-on of theU(r ) potential under boundary cond
tions ~29! and ~30!. In this case to each value ofk corre-
sponds only one solution.# As a result of time reversal invari
e

o

f
-

-

es

-

ance, each state withkÞ0 is doubly degenerate. Ifck(r ) is
the solution to Eq.~25!, thenck* (r )[c2k(r ) is also a solu-
tion to Eq.~25! with the same energy.

Note that the condition of orthogonality for the pair o
functionsck , ck* is not automatically satisfied. The reaso
for this lies in that the quantum numberk is not an eigen-
value of any conserved operator. Therefore this pair sho
be orthogonalized, which is always possible.~For the same
reason thek vector is not conserved in elementary pr
cesses.!

We finally obtain an orthonormalized system of eige
functions of Eq.~25!, which can be used in describing th
properties of the equilibrium state of the system under c
sideration.

A disordered system also can support localized soluti
wg(r ) (g is a quantum number characterizing the localiz
tion point!, which decay exponentially with distance. Obv
ously enough, the conserved current associated with the
always zero. Such states are nondegenerate.

It is natural to conjecture that localized states occupy
lower part of the energy spectrum, with delocalized states
the type~26! lying higher up. Assuming the solutions to E
~25! to be exhausted by these two types, we see that the
of a system of noninteracting electrons will be localized
our sense, if the Fermi level does not reach the ene
boundary separating the two types of states~the mobility
edge!, and delocalized, if the Fermi level lies in the band
delocalized states.

Similar to the way this was done in Sect. 2, one c
expand the one-electron ground-state density matrix of
system with interaction in the set of functions of the abo
two types

r0~rr 8!5(
g

ngwg~r !wg* ~r 8!

1(
k

n~k!eik(r2r8)uk~r !uk* ~r 8!. ~33!

While the first term on the right side always decays exp
nentially for ur2r 8u→`, the second term, as before, falls o
exponentially ifn(k) anduk are analytic functions ofk.11!

Note that the above consideration did not include co
figurational averaging~the approach of Edwards13!, which is
usually invoked in such problems. Generally speaking, t
averaging is not physically necessary, because it is simp
calculational technique which facilitates obtaining concr
results. At the same time it is capable of distorting subst
tially the asymptotic behavior of the density matrix.

5. SUPERCONDUCTIVITY

In the BCS model of superconductivity, the expressi
for the one-particle electronic ground-state density ma
written in the single-band Bloch approximation has the fo
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^cs
1~r !cs8~r 8!&5

1

2V (
k

^aks
1 aks8&e

ik(r2r8)5dss8

1

2V

3(
k

A~«~k!2m!21Dk
22~«~k!2m!

A~«~k!2m!21Dk
2

3eik(r2r8), ~34!

where (k denotes summation over the first Brillouin zon
We assume that the band energy«(k) and the gapDk are
analytic and periodic~with the reciprocal-lattice period!
functions ofk, andDk does not vanish on the Fermi surfa
~for the sake of simplicity, we assume it to be constan!.
Thus atT50 the onset of ODLRO results in disappearan
of the Fermi singularity because of its moving to the co
plex region, andn(k) is an analytic function on the rea
axis.12! Thus one can maintain that the density matrix un
consideration decays exponentially asur2r 8u→`.

We transform the BCS ground-state wave function

F05)
k

~uk1vkak↑
1 a2k↓

1 !u0&, ~35!

uk
25

1

2

A~«~k!2m!21D21«~k!2m

A~«~k!2m!21D2
,

vk
25

1

2

A~«~k!2m!21D22«~k!1m

A~«~k!2m!21D2
,

in the following way:

F05)
k

uk expS vk

uk
ak↑

1 a2k↓
1 D u0&

5S)
k

ukDexpS (
k

vk

uk
ak↑

1 a2k↓
1 D u0&. ~36!

We next transfer in the sum overk in the exponential to the
am

1 operators in the Wannier representation

aks
1 5

1

AN
(
m

eikmams
1 ,

wherem is the lattice site vector. The argument of the exp
nential in Eq.~36! can be transformed as

R̂[(
k

vk

uk
ak↑

1 a2k↓
1 5 (

mm8
S~m2m8!am↑

1 am8↓
1 ,

S~m!5(
k

vk

uk
eikm. ~37!

Becausevk anduk depend onk only through«(k), we have
S(2m)5S(m), and thereforeR̂ can be recast in the form

R̂5(
m

R̂~m!,

R̂~m!5
1

2 (
g

S~g!~am↑
1 am2g↓

1 1am2g↑
1 am↓

1 !, ~38!

which permits one to rewrite the BCS wave function
.

e
-

r

-

F05S)
k

ukD)
m

exp~R̂mu0&. ~39!

Note that the operator formam↑
1 am2g↓

1 1am2g↑
1 am↓

1 is a spin
singlet. The quantityvk /uk is an analytic function ink
space, and thereforeS(g) decays exponentially forugu→`.
Hence the weights of theam2gs

1 operators decrease expone
tially as one moves away from the central sitem. The argu-
ment of the exponential is determined by the imaginary p
of the coordinate of the branch point in theuk andvk quan-
tities, and in the BCS model is equal to the Cooper p
radius;\vF /D (vF is the velocity on the Fermi surface!.
We now move~formally! D to infinity ~from the physical
standpoint this means that the coupling constant is la
compared to the gap width! under the condition that the
equations for the chemical potential and for the gap funct
D are satisfied~we drop here some trivial manipulations!. In
this limit, only the term withg50 will be left in the sum
overg in the expression forR̂(m), and the normalized wave
function will take on the form

C05)
m

~u1vam↑
1 am↓

1 !u0&, ~40!

u5
1

2
A12n, v5

1

2
An, n5

Ne

N
.

~Such a state was considered in Ref. 14!. The wave function
C0 is constructed of the localized functionswm(r ). For n
52, it transforms to

)
m

~am↑
1 am↓

1 !u0&, ~41!

which is the ground-state wave function of a band insula
~with a completely filled band!. The ~39!, ~40!, and ~41!
functions, as well as the Mott insulator wave function~3!,
have similar structures; namely, they form as a result of
tion on the vacuum state of the operator product)mÂm . The
Âm operator is a sum of the products of the Fermi creat
operatorsans

1 for an electron in a localized orbital statewn at
site n with a spins; the weight of these states is maximu
when n is close tom and decreases exponentially asun
2mu→`. The Âm1m8 operator is obtained fromÂm by
translation of all site indices bym8.

For the wave function~3!, theÂm operator reduces to th
amsm

1 operator, and for~41! it is the productam↑
1 am↓

1 , i.e.

these operators create a one- and a two-electron state
site, respectively. In the~40! case, theÂm operator creates a
a site a state representing a quantummechanical super
tion of the vacuum and two-electron states. It can be c
ceived as a vacuum-‘‘diluted’’ state~41!. In the case of~39!,
the operator creates a state which is a superposition of s
with any even number of electrons, but the electronic den
remains concentrated around the site because of the ab
mentioned exponential decay. Thus in all the cases we h
considered, the one-particle density matrix decreases e
nentially for ur2r 8u→`.
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Note that the state~40! can be realized only under th
assumption that the kinetic energy in the Hamiltonian of
system may be neglected. For this reason, the charge tra
mechanism does not operate here, i.e., despite the pres
of OLDRO, such a system is an insulator. However beca
it is the onset of OLDRO that determines the temperature
the superconducting transition, in some problems dea
with superconductivity one can sacrifice the possibility
describing current states for simplification of the model.

The above considerations give one grounds to main
that the onset of superconducting state~at least within the
models studied here! is associated with localization of th
electronic state of the system.

6. DISCUSSION OF RESULTS

~1! The definition of localization of an electronic state
a crystal proposed above has been formulated as the pro
of analyticity of the one-particle ground-state density mat
in k space.

By prescribing the initial one-particle electronic Green
function13! G0(rr 8,t2t8) @which is directly connected to th
initial one-particle density matrixr0(rr 8)# and the interac-
tion HamiltonianlV, one fully determines the perturbativ
series inl. One can maintain that, in the region of conve
gence of this series in parameterl, all singularities in the
characteristics of the system under consideration will or
nate from those in the initial function~as well as from those
in V, for instance, from the Coulomb singularity!, and no
other singularities can appear.14! If the initial functions are
analytic in ~quasi!momentum, one may expect that spa
correlators of the type of̂A(r )B(r 8)& will approach forur
2r 8u→` their limiting values by an exponential law
exp(2hur2r 8u),h.0.

~2! In our opinion, the above definition is in accord wi
the purely intuitive idea of localization and is in full agre
ment with the criterion of the difference between a conduc
and insulator, which was proposed7 earlier and is based o
the absence~insulator! or presence~conductor! of the field
effect ~i.e., expulsion of the electric field from the volume
the conductor!. The latter was associated with the nature
statistical fluctuationsp5V21^dx

2& of the electronic dipole
momentd in the ground state of the system, which are n
mal limV→`p,` ~insulator! or anomalous limV→`p5`
~conductor!. The above exponential behavior of the spa
correlators accounts for the normal character of dipo
moment fluctuations in localized state.

Thus electron localization in a normal system results
the onset of the insulating, and delocalization, of the c
ducting state.

~3! By means of cyclic boundary conditions one can
troduce a parameterk similar to the wave vector in the cas
of disordered systems as well. By invoking the partic
current conservation law, it is possible to extend the ab
considerations to disordered systems.

~4! The localization of the electronic state in a superco
ductor ~Sec. 5! might seem somewhat unexpected. Howe
the formation of a gap in the BCS superconducting st
inevitably brings about disappearance of the Fermi singu
e
fer
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e
f
g
f

in

rty

i-

r

f

-

e
-

n
-

-

-
e

-
r
e
r-

ity and of the analyticity ink of all functions of the problem.
In our opinion, the disappearance of the Fermi singularity
the superconducting state is a more fundamental aspec
this transition than the gap formation, which is one of po
sible realizations of the mechanism by which the singula
can be destroyed. For instance, the local-pair model14 or the
bipolaron model15 do not contain any analog of the BCS ga
at all, because they start not with the Fermi gas state
rather with the Paulion gas~the term ‘‘boson’’ adopted in the
literature does not appear quite adequate!.

~5! The above consideration, in our opinion, offers
satisfactory answer to the question that was discussed h
edly in the years following the publication of the BCS pap
namely, what is the difference between the insulating a
superconducting gap? As pointed out by us in Ref. 7,
difference consists in that in an insulator~as in any other
system in the absence of ODLRO! the rms fluctuation
^DN2&0 of the number of electronsN in the ground state is
zero, and this provides the above-mentioned ‘‘normality’’
the dipole fluctuations. At the same time in the superc
ducting state, as a result of a breakdown of the conserva
of the total number of electrons~which is a consequence o
the OLDRO! fluctuations~of the quantum nature!! in N oc-
cur in the ground state as well~indeed, in the BCS mode
^DN2&054(kuk

2vk
2). Note that the existence of quantu

fluctuations in the number of electrons in a ground-state
perconductor is essentially equivalent to the statement of
alization of ODLRO and, in our opinion, is more revealin

The possibility of forming charged layers at samp
boundaries in a superconductor, which are required for
field effect to appear, is particularly well demonstrated in t
local-pair model~40!; indeed, theu and v coefficients can
vary smoothly in the vicinity of the boundary, as a result
which a vanishingly small electric field inside a sample
screened completely. This is a direct consequence of
‘‘vacuum dilution’’ ~i.e., ODLRO! mentioned in Sect. 5. In
the Mott insulator~3! this is impossible, because here th
charge on a site can change only through creation of p
hole complexes, a process requiring a finite excitation
ergy.

~6! We note in conclusion that crystallization from
liquid ~or gas! state can be interpreted as localization of
state of an atomic system in the above sense~as disappear-
ance of the Fermi or Bose singularity; in actual fact, cryst
lization takes place at temperatures substantially above
degeneracy point, except, possibly, in quantum crystals!. It
can be shown that the presence of a singularity results in
anomalous response to shear stresses~similar to the field
effect in conductors!, and its absence, in a normal shear
sponse.

APPENDIX A

1. We shall show that, in a nondegenerate case,
Wannier functionwm(r ) tends to zero forur2r 8u→` faster
than any power ofur u21. One can write the following expres
sions relating the Bloch factoruk(r ) to the Wannier function
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1

AN
(
m

e2 ik(r2m)wm~r !5uk~r !. ~A1!

The ck(r ) and wm(r ) functions are normalized to unity, s
that

E
v0

uuu2dr5
1

N

~here v0 is the unit-cell volume; obviously enough,uk
;N21/2). Next we integrate both sides of equality~A1! over
the volumeV of the system~assuming the boundary cond
tions to be cyclic!. After some manipulations we obtain th
equality (w0[wmum50)

1

AN
E

V
e2 ikrw0~r !dr5E

v0

uk~r !dr . ~A2!

~It is easy to see that the left- and right-hand parts of t
equality are of the same order inN.! Integration on the left
side of the equality is performed over the whole volumeV
~with a subsequent transition to theV→` limit !, and on the
right-hand side, over the unit cell. If the band is nondeg
erate, theuk(r ) function is analytic for all realk, and, hence,
the right side of~A2! is analytic too.

On the left side, the integrand contains a dependenc
k in the exponentiale2 ikr and, because theV volume is
finite, the left side is also analytic for realk. Let us fix thek
direction in~A2! by presentingk in the formk5ke, e251.
Next we continue both parts of Eq.~A2! to the complex
region by replacingk with k1 id. Because the singularitie
always lie at a finite distance from the manifold on which t
function is analytic, one can choosed so small that the right
and, hence, the left parts of~A2! will not leave the analytic-
ity region. Then Eq.~A2! takes on the form

1

AN
E

V
e(2 ik1d)erw0~r !dr5E

v0

u(k1 id)e~r !dr . ~A3!

For a fixedd, the left side tends forV→` to a finite value
due to Eq.~A3!. Because for the integral on the left side
Eq. ~A3! there always exists a regionder.0 within which
the exponential under the integral sign increases, the ab
implies thatw0(r ) must decrease faster than any power
ur u21 for r→` in order to cancel this increase. Note that E
~A3! implies also the reverse statement, namely, ifw0(r )
decreases exponentially, thenuke is an analytic function ofk
on the real axis and in its neighborhood.

2. Consider the relation

M ~k,rr 8!5(
a

nkauka* ~r !uka~r 8!.

Using Eq.~A1!, expressuka(r 8) throughwm :

(
a

nkauka* ~r !uka~r 8!

5(
a

nkauka* ~r !
1

AN
(
m

e2 ik(r82m)wa~r 82m!.
s

-

on

ve
f
.

After integrating both parts of this equality overr 8 within the
volume V and some manipulations similar to those used
transfer from~A2! to ~A3!, we come to

(
a

nkauka* ~r !E
v0

uka~r 8!dr 8

5(
a

nkauka* ~r !
1

AN
E

V
e2 ikr 8wa~r 8!dr 8.

If the M (k,rr 8) expression is an analytic function ofk on
the real axis, it can be shown, as before, that for a fixedr the
quantity M tends to zero forur2r 8u→` faster than any
power of ur 8u.

APPENDIX B

Consider the problem of diagonalization of an Hermiti
matrix Bik of ordern

(
k

BikCk5LCi , ~B1!

whereC[$Ci% is the eigenvector, andL is the eigenvalue.
Let all Bik be analytic and single-valued functions

variablex on the whole real axis. The solution of the pro
lem is n eigenvectorsCa and n eigenvaluesLa , and the
latter are the solutions of annth-degree algebraic equation
whose coefficients are analytic functions ofx on the real
axis. The eigenvalues and eigenvectors will be analytic fu
tions ofx at all points of the real axis, except the degenera
points, where two~or more! eigenvalues coincide; at thes
points the eigenvalues and eigenvectors have singularitie
the type of branch points.

We transfer to the complex planez5x1 iy and make
cuts going from points on the real axis to infinity. On makin
an analytic continuation ofL(x) to the complex plane, we
present theL(z) function as an analytic function which i
single valued on ann-sheeted Riemann’s surface with th
above cuts, with the degeneracy points being now the bra
points of the corresponding order. Next we label accordin
the n branches of theL(z) function andn sheets of the
Riemann surface and establish a one-to-one correspond
between them. It will readily be seen that as one trav
around a branch point, then sheets will undergo a certai
permutation.

Consider the expression

F~x!5 (
a51

n

F~La~x!!, ~B2!

whereF(v) is an arbitrary analytic function ofv. Analytic
continuation yieldsF(z)5(a51

n F@La(z)#, where the sum-
mation is performed over all branches of theL(z) function.
The quantityF(z) does not change under permutation of t
branches. In view of the above, one may conclude that
function does not change when traveling around any bra
point of theL(z) function, i.e., that when summed over a
branches the contributions due to different branch po
cancel. Therefore any function of the typeF(x) is single
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valued and analytic at any point on the real axis and, he
within a certain band containing the real axis.

Let k,n branches of theL(z) function assume the sam
value at pointz0. Then the same reasoning will lead us to t
statement that a sum similar to~B2! but in which the sum-
mation is performed only along the specified branches
single-valued function ofz within a finite neighborhood of
point z0. As before, we fix the direction of thek vector,k
5ke, in Eqs. ~22! and considerk in place of x. All these
expressions are seen to have the form of~B2!, whence it
follows that they have no branch points. Because the deg
eracy in a crystal can be only two- and threefold~two- and
fourfold if spin-orbit interaction is taken into account!, only
two or three bands can come in contact. One readily sees
as one goes around the branch points, only the band
contact undergo permutation, and therefore the associ
singularities will cancel in the expressions of the type~22!
when summed already only over these bands.

Note that in concrete problems one meets usually a ‘‘
generate’’ case, where the band contact point is a poin

‘‘nonsingle-valuedness’’ of the type ofAz2 rather than that
of branching.

1!Long before Mott ~1936!, localized states were used by Shubin a
Vonsovski�3 in their ‘‘polar model of a metal,’’ which was subsequent
developed also by Bogolyubov.4

2!In many problems only the type of the basis functions and not their ac
form is essential, and therefore such minimization is usually disregar
This procedure becomes, however, necessary when considering funda
tal problems. A lack of proper understanding of the need of such proce
in the BCS era resulted in discussions concerning gauge invariance.

3!It was shown7 that in the conducting state there is an anomalously fluc
ating variable, namely, the dipole moment of the electronic sys
d52e(r i , wherer i is the coordinate of thei th electron. Indeed, forT
50 the quantityV21^dx

2& has an orderV1/3, whereas the onset of an orde
parameter requiresV1.

4!A recent communication8 proposes a criterion for the insulating nature o
state, which is essentially similar to the one given above. The author
Ref. 8 limit themselves to an analysis of some particular model with
claiming a generalab initio treatment. Note that in Ref. 8 the insulatin
nature of a state is identified with localization, which, as this will be sho
below, is not always right.

5!Here and in what follows, we neglect spin-orbit interaction. It will becom
clear later on that its inclusion would not affect the main results of t
work. Because we are interested in the properties connected with
charge, which is a spin invariant, one can restrict oneself to the s
invariant part of the density matrix.

6!Finiteness of the number of ‘‘bands’’ would mean incompleteness of
set of kernel eigenfunctionsr0(rr 8) ~kernel degeneracy!, whence it would
follow that the ground-state wave function is a linear combination of pr
e,
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ucts of an incomplete set of single-electron functions. This is possible o
for special model Hamiltonians, among which is the band-model Ham
tonian.

7!This follows from the well-known relation of the behavior of the Fouri
coefficients forn→` to singularities of the expanded function.

8!We should rather have said, no other singularities for realk; as for singu-
larities for complexk ~such a singularity,A@«(k)2m#21D2, appears in
the BCS model!!, they do not alter in any way the conclusion to be draw
below.

9!Because the multiplicity of degeneracy can be only 2 or 3~2 or 4 if the
spin-orbit coupling is taken into account!, such groups consist of two o
three ‘‘bands.’’

10!The ck(r ) functions actually coi ncide with the functions introduced b
Anderson in his pioneering work12 on ‘‘dirty’’ superconductors. However
the k parameter was not introduced in Ref. 12 in an explicit form.

11!This can be readily verified if, on setting a fixed directionr2r 85Re and
e251, and directing thez axis alonge, one performs integration by part
as exp(ikzR)dkz5(iR)21d exp(ikzR). All terms of this expansion inR21

vanish.
12!When analyzing the equation forDk , one usually simplifies the calcula

tions by truncating the effective potential in momentum space, i.e.
introducing a singularity which does not exist in the real problem. W
naturally ignore such singularities. The only singularity that we take i
account is the Fermi step in normal state atT50.

13!There can be naturally more than one seed Green’s function; for insta
when taking into account electron-phonon interaction, one should add
phonon function.

14!All these considerations do not naturally relate to the approach
Edwards.13
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The thermally stimulated depolarization currents and the temperature dependences of optical
absorption are investigated. Interaction processes between defects are observed. A model
consisting of association–dissociation of quasidipoles in the form of donor–acceptor pairs with a
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Defects of thermal origin strongly influence the prope
ties of photorefractive Bi12SiO20 crystals ~BMO, where M
5Si, Ge, Ti!.1–7 Vacuum annealing increases the dark a
photoconductivity,1 it transforms the optical absorption
photoconductivity, and photo- and thermal luminescen
spectra,2–4 and it intensifies the photogalvanic effect.5 The
oxygen vacancies formed are associated with complex B7

ions, since annealing is accompanied by diffusion and red
tion of Bi ions.3,4

Annealing in oxygen after vacuum annealing restores
initial properties. This reversibility indicates that the pr
cesses leading to the formation and vanishing of oxygen
cancies are important~relative to Bi metamorphosis!.1,3,6Pri-
mary annealing in oxygen does not change the propertie
BMO, i.e., these materials are saturated oxides.1,2

BMO crystals are also sensitive to heating in air, whi
gives rise to thermal bleaching3,7–9 and transfers the crystal
into an ‘‘initial’’ state with reproducible charactersitics.10,11

Heating in the presence of an electric field gives rise t
sharp increase of the dark electric conductivity and increa
the mobility of charge carriers.12,13

The diversity of changes produced in the properties
BMO crystals by heat treatment gives rise to the inter
shown in the nature of thermally induced processes, whic
unknown.

Our objective in the present work is to study therm
defect formation in pure and Cr- and Mn-doped Bi12SiO20

crystals~BSO, BSO:Cr, and BSO:Mn, respectively!.

1. EXPERIMENTAL PROCEDURE

BSO, BSO:Cr ~0.05 mass%!, BSO:Mn ~0.1 mass%!
crystals were grown by the Czochralski method. The dop
technology is described in Ref. 14.

The temperature spectraI (T) of thermally stimulated de-
polarization~TSD! currents and the influence of temperatu
on the optical absorption spectraa(E,T) in the photon en-
ergy rangeE50.523.3 eV in and the temperature rang
T53002700 K were investigated.

The polarization temperatureTp53002525 K and the
holding time tb53023.63103 s at T5Tp before a polariz-
ing voltageUp5180 V was applied were varied in the TS
experiments. The polarization time (tp530 min) andUp re-
1461063-7834/99/41(9)/4/$15.00
-

d

e

c-

e

a-

of

a
es

f
t
is

l

g

mained constants~Fig. 1!. The samples were prepared in th
form of (;0.9)32310 mm3 bars. Pt electrodes, formin
barrier contacts,15 were deposited by cathodic sputtering o
2310 mm2 surfaces cut in the~010! plane. The current was
measured with the samples heated at the rateb1

50.16 K•s21 in a microcomputer-controlled apparatus, d
scribed in Ref. 16.

The samples for the optical measurements were prep
in the form of polished plates with area 838 mm2 ~in the
~001! plane! and thicknessd50.125 mm. The optical trans-
mission spectrat(E) were measured using Specord M40 a
Specord NIR61 spectrophotometers. The temperature
varied at the rateb250.02 K•s21. The spectrat(E) were
scanned through 10 K in the ‘‘heating–cooling’’ regime. Th
absorption spectraa(E) were calculated from known rela
tions taking account of reflection and refraction.17,18

2. RESULTS

2.1. TSD current spectra

Two groups, A and B, of peaks in the TSD current c
be distinguished in theI (T) spectra in the rangesT15300
2600 K andT256002800 K, respectively. For lowTp the
group-A peaks are quasidiscrete~BSO:Cr! or weakly struc-
tured~BSO, BSO:Mn!. The group-B peaks possess an alm
smooth envelope, attesting to strong overlap. AsTp increases
to 520 K, some group-A peaks vanish~in BSO and BSO:Cr!,
and all other group-A and -B peaks increase and are be
resolved. The group-A peaks in BSO:Cr and BSO:Mn cr
tals form a characteristic packet with aP-shaped envelope
and protracted low-temperature shoulder~Fig. 1!. In Arrhen-
ius coordinates this shoulder bends in a manner so that

slope angle~effective thermal activation energyEa
T* ) in-

creases with temperature. This shows that the electric
active defects have a quasicontinuous energy distribut
Assuming the distribution to be Gaussian and following R

19, we estimated its widthDEa
T* 5$@2KT1T2 /(T22T1)#

3@Ea
T(T2)2Ea

T(T1)#%0.5 and the most likely value of the
thermal activation energy of defectsE0a

T 5(DEa
T)2/2kT

2d(lnI(T))/d(1/kT) ~see Table I!.
It is interesting to note an analogy between the gene

form of the spectraI (T) and a(E), where two bands can
0 © 1999 American Institute of Physics
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also be distinguished in the energy rangesE151.221.8 eV
~A! andE251.823 eV ~B!, the A band having the form of a
P-shaped envelope.20 In both cases the currentI and absorp-
tion a are observed to increase from BSO crystals
BSO:Mn and BSO:Cr crystals~Fig. 1 and Ref. 20! and as the
Cr and Mn concentrations increase.21 The same defects ar
responsible for the A and B bands of the spectraI (T) and
a(E), but the values of the thermal activation energyEa

T and
the optical activation energyEa

O are substantially differen
~see Table I!.

2.2. Dependence of TSD on the polarization conditions

The dependencesI m(Tp) and Q(Tp), where I m is the
depolarization current at the maximum,Q5* I (t)dt is the
freed charge, andt1 and t2 are moments in time, were
analyzed.

For a short holding time (0,tb<30 s) the dependence
I m(Tp) for the A peaks andQ(Tp) for the B peaks in BSO

FIG. 1. TSD current spectraI (T) for BSO ~1,18!, BSO:Mn ~2,28!, and
BSO:CR ~3,38! crystals. Polarization conditions:Tp5373 ~1,18, 2,28! and
473 K ~3,38!, tb5300 s. Inset: Curves of the dependencesUp(T) and
Tp(T).
o

and BSO:Cr crystals pass through a maximum, and th
low- and high-temperature shoulders can be described
the expressions I m , Q;(1/Tp)exp(2Ea

T/kT) and I m ,
Q;(1/Tp), respectively~Figs. 2a and 2b!, i.e., they are close
to the model spectra for dipole polarization.19,22

As the timetb increases,tb.30 s, the type of extremal
ity of these dependences is observed to change for BSO
crystals — they pass through a minimum atTp'420 K with
exponential low- and high-temperature shoulders~Fig. 2b!.
For undoped BSO the maximum of the dependenceQ(Tp)
~B peak! is observed to broaden~Fig. 2a!.

The dependencesQ(Tp) for the A and B peaks in
BSO:Mn crystals possess, as a rule, two extrema atTp1

'370 andTp2'420 K, which for small and largetb are the
temperatures of either the maximum or minimum of t
curvesQ(Tp). For intermediate values oftb the dependence
Q(Tp) characteristic for dipole polarization are observ
~Fig. 2c!.

The fact that the holding timetb strongly affects the
dependencesI m(Tp) andQ(Tp) points to an interaction be
tween dipoles. The passage of the curvesI m(Tp) andQ(Tp)
through a maximum or minimum with exponential shoulde
attests to an association–dissociation type interaction
tween dipoles in BSO:Cr and BSO:Mn crystals.19,23The dis-
sociation energyEdis is different from the association energ
Eass~see Table I!.

2.3. Temperature dependences of the optical absorption

As temperature increases, the absorption decreases i
A band and increases in the B band~Figs. 2d–2f!. The ab-
sorption drops off either in a step fashion~for BSO and
BSO:Mn in the entire region of the A band, and for BSO:
in a narrow rangeE51.621.7 eV! or with a passage throug
a minimum~for BSO:Cr for 1.6>E>1.7 eV). In the B band,
distinct steps ~for BSO at E>2.2 eV, for BSO:Mn at
E>2.5 eV) or maxima ~for BSO:Mn, BSO:Cr for
E52.2–2.5 eV) are observed against a general expone
increase in the absorption~Figs. 2d and 2f!. The curvesa(T)
ses in

0.2,
50
3
60

hich

trum,
TABLE I. Energy characteristics of electrically and optically active defects and their interaction proces
BSO, BSO:Cr, and BSO:Mn crystals.

DEa
T* , eV E0a

T , eV Ea
T , eV Ea

O , Eass, eV Eass* , eV Edis , eV Edis* , eV

Crystal DT, K DT, K Tm , K eV DT, K DT, K DT, K DT, K

BSO : Cr 0.29 0.82 1.27 1.48–1.73 0.2–0.6, 0.02–0.28 0.1–0.3, 0.14–
300–450 531 400–500 430–500 300–400 300–3

BSO : Mn 0.26 0.6 1.25–1.54, 2.23–2.35 0.1–0.3, 0.32 0.3–0.5, 0.5
300–400 640–700 300–470 470–520 470–560 520–5

BSO 0.28 0.7, 0.7, 1.4–1.65
340–390 554

0.9,
599
600

Note:The values ofEa
T andEa

O are presented for the TSD current peaks and optical absorption bands for w
the dependencesI m(Tp), Q(T), anda(T) were investigated; the values ofEa

T were calculated by the ‘‘initial
slope’’ method, and the TSD current peaks were extracted from theI m(T) spectra by ‘‘thermal cleaning’’;19,22

the values ofEa
O were determined from the position of the maxima in the absorption bands of the spec

a(E); EassandEdis were found from the dependencesI m(Tp), andQ(Tp), andEass* andEdis* were found from
the dependencesa(T).
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FIG. 2. Effect of the holding timetbon
the dependences of the freed charge
the region of the A~a, b! and B~c! peaks
of the TSD current on the polarization
temperatureQ(Tp) for BSO ~a!, BSO:Cr
~b!, BSO:Mn ~c! crystals:tb530 s~a, b,
c, curves1!, 1.83102 s ~a, b, c, curves
2!, and 3.63102 s ~a, b, c, curves3!.
Temperature dependences obtained
the optical absorptiona(T) for BSO ~d!,
BSO:Cr ~e!, and BSO:Mn ~f! crystals
during heating~d, 1, 3; e, 1, 3; f, 1, 3, 5!
and cooling~d, 2, 4; e,2, 4; f, 2, 4, 6! for
various photon energies: d —E51.65
~1,2! and 2.23 eV~3,4!; e — E51.487
~3,4! and E51.735 eV ~1,2!; f — E
52.23 ~1,2!, 2.35 ~3,4!, and 2.54 eV
~5,6!.
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are characterized by hysteresis~Figs. 2d, 2e, and 2f!. For the
A and B bands of BSO:Cr crystals and the B band of B
and BSO:Mn crystals, a boundary interval can be dis
guishedTc54202480 K. The curvea(T) traced in the re-
verse direction lies above forT<Tc below for T>Tc the
curvea(T) traced in the forward direction. Cooling deepe
the minimum in a(T) in the A band of BSO:Cr crystals
~Fig. 2e!.

The stepped dropoff in absorption in the A band cou
be due to emptying of electronic traps. The energiesEa

T and
Ea

O of the traps could differ because of the electron–phon
interaction and the energy difference can be described in
configuration-coordinates model.20

The extrema ofa(T) cannot be explained by ‘‘transfer’
of electrons from shallower to deeper traps. In all proba
ity, just as in the dependencesI m(Tp) and Q(Tp), they are
determined by the change in the density of optically act
defects as a result of association–dissociation processes
the exponential shoulders ofa(T) give activation energies
for these processes that are close to those found from
dependencesI m(Tp) andQ(Tp) ~see Table I!. The fact that
the maximum ina(T) of BSO:Mn crystals vanishes on coo
ing indicates that, at high temperaturesT, an irreversible
change occurs in the dissociated defects.

3. DISCUSSION

The high resistivity (;1016V•cm) and high concentra
tion of intrinsic point defects (;1018cm21) make BSO:Mn
and BSO:Cr crystals compensated semiconductors. In
-

n
he

l-

e
and

he

is

case quasidipoles in the form of associates of the type ‘‘i
ized donor–ionized acceptor’’ could be responsible for
dipole mechanism of polarization, while unassociated cen
are responsible for volume-charge polarization.

The kinetics of the dissociation and association
donor–acceptor pairs can be easily described as follows.
pairs of donors and acceptors of a definite kind with conc
tration Npi arise per unit time when a prescribed the pol
ization temperatureTp is reached. Ionized donors and acce
tors, whose concentrations also equalni , enter into an
interaction forming associates with concentrationni . Then

dni /dt5Npi2b ini
2 , ~1!

where b i is a constant, which includes the probability
association. The solution of Eq.~1! has the form

ni~ t !5~Npi /b i !
0.5$@exp~2t/t i !21#/@exp~2t/t i !11#%, ~2!

wheret i is the relaxation time andni50 at t050. As the
donor levels become exhausted, thermal generation of p
Npi ceases, and the dissociation of associates become
dominant process:

dni /dt52b ini
2 . ~3!

Measuring time from the momentt* 50, for which ni5n0i

5(Npi /b i)
0.5 we obtain

ni5n0i /~11n0ib i t !. ~4!

From the condition for halving of the pair concentration w
obtaint i5(Npi /b i)

20.5. The relaxation-time distribution o
the donor–acceptor pairs is manifested in the large width
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the presence of several extrema of the function(ni(tb)
;Q(tb). The functions(ni(tb)/n0i agree with the experi-
mental dependencesQ/Qmax(tb) for t i5102253103 s
~Fig. 3!.

The presence of donor–acceptor pairs can be confir
by studying their radiative recombination.24 However, we
note that such pairs have been used to explain the high
togalvanic activity in vacuum-annealed BSO crystals.5
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of the TSD current of BSO:Cr~a, 1–3!, BSO:Mn ~b, 5!, and BSO~b, 4!
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On the possibility of investigating the dispersion of the energy bands of a crystal
using resonant x-ray emission spectra
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It is shown that, when the dispersion of the energy bands of crystals is investigated by resonant
x-ray emission~RXE!, an ambiguity can arise in the determination ofktr — the transition
point in k space — as a result of the characteristic features of the band structure and the value of
the matrix elements. It is proposed that calculations of the distribution of partial contributions
to interband optical transitions in the Brillouin zone~BZ! be used as a means of obtaining a
simplified estimate ofktr . The basic properties of this distribution are examined for lithium
hydride, which is a convenient model object having a simple band structure and interband
transitions which have been studied in detail. It is shown that thek points of the general
position, which form a complex figure in the BZ, make the main contribution to the interband
transitions. The contribution of high-symmetry points is much smaller mainly because of
their small representativeness. This make it easier to understand the reason for the possible
nonmonotonic variation ofktr in RXE measurements of the dispersion of the energy
bands of crystals or the sharp changes in the resonance-fluorescence intensity. ©1999 American
Institute of Physics.@S1063-7834~99!01309-X#
a

si
b
e

tr
a.
.

no
-

um

li-

e
he

r
s

d
th

on
the
lso
e
of
m-

of

n-
s is
ex-
e
e a
ep-
pon-

the

e

r
on
ce
dis-
Ref.

per-
-

u-
the
ate
r-
Since the publication of the well-known paper by Y. M1

the methods of resonant x-ray spectroscopy~RXS! have de-
veloped so rapidly that it has not always been possible
make a comprehensive assessment of the difficulties ari
with the use of the new possibilities of RXS and the pro
lems in interpreting experimental data. These include inv
tigation of the dependenceE(k) — the dispersion of the
energy bands of crystals — on the basis of the RXE spec
Its manifestation in silicon spectra was first noted by M2

These ideas were subsequently elaborated in Refs. 3–6
first only the qualitative relation betweenE(k) and the x-ray
band intensities was investigated.1–4 Thus, in Ref. 3, the
changes of the intensity and position of the details in
graphite spectrum, as the frequency of the exciting mo
chromatic radiationhn in is varied, were attributed to the dis
persion of the corresponding bands~for example, the band
emanating from theM point — the saddlepoint forp andp*
bands3!. The correspondence to states of definitek points
was established from the law of conservation of moment
and by comparing with a calculation ofE(k) along the prin-
cipal directions and high-symmetry points of the BZ. In si
con, similar work was performed4 for the RXE spectra ob-
tained from different crystallographic planes~RXE
anisotropy!. Six possible points of the BZ that satisfy th
condition of momentum conservation were identified for t
~111! plane — three close toL and three close toK. For
~110! these are theG andX points, and for~100! they are the
G, X, and W points. Both works employed in one form o
another the long-held idea that the energies of the state
the high-symmetry points in the BZ~HP–BZ! correspond to
maxima in the local partial densities of states, manifeste
the x-ray emission bands. But, for example, even from
1461063-7834/99/41(9)/5/$15.00
to
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figures in Ref. 3 it is evident that the changes in the carb
spectra are unlikely to be so unequivocally determined by
dispersion of the bands only in HP–BZ. The same is a
true of silicon spectra:4 The choice of the coordinates of th
x-ray transition point may not be so unique, since the law
conservation of momentum is an equation describing a fa
ily of planes containing not only the high-symmetry points
the BZ.

The trends observed in Refs. 3 and 4 qualitatively co
firmed that the dispersion of the energy bands of crystal
manifested in RXE. Nonetheless great care must still be
ercised in choosingktr , since, compared to the point of th
general position, the high-symmetry points may not mak
large contribution to the intensity because of their small r
resentativeness. For this reason, in searching for a corres
dence between the shifts of the peaks in the spectrum and
change in the energy of a definite band~for example, as in
Ref. 3!, the k point of the general position should not b
ruled outa priori.

The experimentalE(k) was determined in Ref. 5 fo
SiC. On the whole, it agreed quite well with the calculati
of the energies for HP–BZ for the center of the valen
band, but discrepancies, the reasons for which were not
cussed, occurred at the valence-band top and bottom. In
6 it was proposed for CuKb2,15 and GeKb5 RXE that the
dependence of the fluorescence intensity onktr and on the
magnitude of the transferred momentum is due to the dis
sion of the bands~Cu! and the magnitude of the matrix ele
ment ~Ge!. Unfortunately, this was not confirmed by calc
lations. The objective of the present work is to examine
possible sources of ambiguity in the choice of the coordin
of the x-ray transition point in investigations of the dispe
4 © 1999 American Institute of Physics
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sion of the energy bands of crystals on the basis of reso
x-ray emission spectra, to determine the reasons for the
crepancy between experiment and the calculation ofE(k),
and to propose a simplified method for estimating the p
sible values ofktr .

In RXE, x-ray fluorescent radiation is excited by mon
chromatic photons whose energy is close to the binding
ergy of a core level (hn in'Ecore). The process is describe
as one-step5 absorption–emission~Fig. 1!: The excitation ra-
diation is absorbed by a core electron, the core electro
transferred to a free state directly above the Fermi levelEF,
and an electron from the valence band fills the core vaca
as a result of which an x-ray photon with energyhnout is
emitted~reemission!. The final state is an electron in the fre
state and a hole in the valence band.

The theoretical description of RXE is based on an ana
sis of emission–absorption process with inelastic reson
scattering of x rays~for example, Refs. 1–8 and referenc
cited there!

FRIXS~v in ,vout!5(
f
U(

m

^ f uTum&^muTug&
Em2Eg2v in2 iGU

2

d~Eg

1v in2Ef2vout!, ~1!

whereg, f , and m are, respectively, the ground, final, an
intermediate states,E is the energy of the states,v is the
frequency of the incident~in! and emitted~out! radiations,T
is the dipole transition operator, andG is the broadening
associated with the lifetime of the intermediate state. If
electron–hole pair excited during resonant scattering is
sumed to be completely delocalized, then absorption and
emission are coherently coupled. This leads to the law
conservation of momentum for the process as a whole

q1kh2ke5G, ~2!

where kh and ke are, respectively, the Bloch momentu
vectors for a hole in the valence band and an electron in
conduction band andq5qin2qout is the momentum trans

FIG. 1. Scheme of the resonant x-ray emission process:1—incident x-ray
photonhn in , 2—emitted x-ray photonhnout , 3—core levelEcore.
nt
is-
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nt
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ferred to the electronic subsystem on scattering. This me
that the structure of the electronic energy bands of the cry
and the wave vectors of the incident and emitted phot
with the modulus of a reciprocal lattice vectorG determine
the pointsktr in the BZ where excitation of a core electro
into a free state and emission from the valence band oc
This makes it possible to obtain information about the d
persion of the bands from the RXE spectra.

The experiment measuringE(k) is based on manipulat
ing the energy of the incident monochromatic radiation:5 A
core electron with energyEcore absorbs an x-ray photonhn in

and is transferred to a free state with energyEe

Ee5hn in2Ecore. ~3!

For soft x-rays, the momentumq transferred to the electroni
subsystem is small compared withke — the wave vector of
an electron excited to a free state in the conduction band

q5qin2qout!ke , ~4!

and the transitions can be assumed to be vertical, as dep
in Fig. 1. The law of conservation of momentum~2! assumes
the form1!

ke2kh1G'0. ~5!

If the excited electron and the core vacancy are uncoup
then it can be assumed thatEe does not change after th
vacancy decays. ThenEin and the structure of the conductio
band, i.e.,Ee(ke), determined the possible electronke and
holekh momenta in accordance with Eqs.~3!–~5! in the final
state.5 For substances with a band gap, the energy minim
Ee50 corresponds to excitation of an electron to the low
state at the conduction-band bottom. If the energyhn in in Eq.
~3! is increased, then according to Refs. 3–5 the transi
coordinates will change. This is the basis for the principle
obtainingE(k) from the RXE @for example, for SiC~Ref.
5!#.

Let us analyze the procedure for choosingktr in RXE.
The vertical nature of the transition means that the reem
sion occurs at the same pointk0 where an x-ray photon ha
been absorbed. Whenk0 is the conduction-band bottom, the
there are no alternatives to it, since by definition this is
only band at this point. Let us increasehn in by D(hn in) and
assume at first~for simplicity! that the reemission probability
is independent ofk, which means that one of the two matr
elements in Eq.~1! is constant. If not one but several fre
bands correspond to the new value of the excitation ene
then according to Eq.~1! the core electron will transfer to th
one with the largest matrix element~of course, provided tha
the conditions~3!–~5! hold!. For this reason, a smooth in
crease in excitation energy does not mean that the value
ktr must vary just as smoothly by an amount determined
the dispersion of the only band emanating fromk0, because
in no way does it follow from Eqs.~3!–~5! that the nextktr

must definitely be close to the preceding one. Thus, a c
plication of the band structure easily admits a nonmonoto
variation of the coordinates of the transition point~see right
side of Fig. 1!. Most likely, this is the case that occurred fo
SiC, where the conduction-band bottom is located at
point X ~Ref. 9!.2! Just as in A3B5, in SiC the density of
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states increases rapidly near the edges of the forbidden b
and as the excitation energy increases, higher conduc
bands are drawn into the transitions.

If the probability of reemission from the valence states
not assumed to be constant, then the effect of the ma
elements in Eq.~1! is more difficult to estimate, but the
possible nonuniqueness in the choice ofktr in no way disap-
pears. Only a direct nonempirical calculation of the distrib
tion of the matrix elements in Eq.~1! over the BZ would
guarantee uniqueness of such a choice. This requires e
very complicated calculations or an approximation th
makes it easier to estimate the spatial distribution of
probabilities of vertical transitions corresponding to the fin
state of RXE.

If the assumption that the intermediate statem is delo-
calized is valid, then the product of the matrix elements
Eq. ~1! depends, first and foremost, on the wave functions
the groundg and finalf states. The latter — an excited ele
tron in a free state and a hole in the valence band —
sembles completely the final state of an interband opt
transition. For this reason, to a first approximation this an
ogy can be used to obtain a qualitative estimate of the
tribution of the contributions to vertical transitions in RX
over the BZ. Then the complicated calculations based on
~1! can be replaced by simpler calculations — for the inte
sities of vertical interband optical transitions, for which it
convenient to use the function«2(v)3 given by3!

«2~v!}
1

v2 (
g, f

E
BZ

dku^ f uTug&u2d~Ef2Eg2v!. ~6!

Relation~6! cannot be used directly in dispersion me
surements to estimatektr from the RXE spectra, since con
tributions due to transitions between all admissable pairs
bands are summed at each point. We require the distribu
of partial contributions to«2 over the BZ for a neighborhood
DVk of a certain pointk in the BZ — «2(DVk), and tran-
sitions corresponding to a fixed frequency of a pair of ba
must be distinguished in them. Thus, a local contribut
from a pair of bandsgk f k to Eq.~6! at the pointk is required.
This can be called a local partial contribution«2(gk , f k),
where

«2~DVk!} (
gk , f k

«2~gk , f k!. ~7!

We note that, if the spectrum«2 near this point is formed by
transitions only between two bands, then the left and ri
sides of relation~7! are identical.

The proposed approach is more convenient than o
analyzing only transitions in RXE. When analyzing part
contributions to optical interband transitions, the validity
the old ideas concerning the correspondence between p
in the spectra~optical, x-ray! and the states of bands at th
high-symmetry points in the BZ can be checked at the sa
time. In this connection, it is useful to give a more gene
formulation of the problem, including investigation of th
spatial distribution of partial contributions to the interban
transition spectrum over the BZ. Then the contribution
transitions with a definite frequencyvg f at the pointk ~be-
nd,
on
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tween one pair of bandsgk and f k) should be analyzed fo
the final state of the RXE process in Eq.~7!. This is quite
easy to do, since programs exist for performing ban
structure calculations.

Strange as it may seem, such investigations have
dently never been performed for any substances, includ
those mentioned above.3–6 Moreover, I know of no, even
technically simpler, calculations of the distribution
«2(DVk), knowledge of whose basic properties is very d
sirable to have before local transitions are considered.
this reason, it is first necessary to perform either a mo
calculation or to perform a calculation for a crystal who
fundamental optical absorption can be described by tra
tions between two bands. Then the analysis of the pa
contributions to«2 will also be applicable to the more gen
eral problem.

Lithium hydride meets these requirements best. It ha
simple lattice and its interband-transition spectrum, wh
agrees well with experiment, has been investigated in de
right up tov;20 eV.12 The function«2(v) for lithium hy-
dride was described by transitions from a single valen
band to three upper bands; the main contribution was form
by transitions between two of them, the valence band and
lower conduction band. Using relation~7! for analysis of
interband transitions in LiH will make it possible to obta
«2(DVk) and to examine the contributions of transitions b
tween two specific bands at the same time. To solve
analogous problem for Si, Cu, Ge, SiC, or C,3–6 a large num-
ber of bands need to be taken into account, complicating
picture without improving the clarity of the results. This
why lithium hydride was chosen for the calculation.

The method and results of a PPW band calculation
LiH are described in detail in Ref. 12. The histogra
method, based on summing the partial contributions fr
points of a grid ink space, was used to calculate the fun
tions «2(v) and «2(DVk). The computational procedure i
similar to that used in Ref. 12. Only contributions
«2(DVk) which are larger than;10215% of the maximum
value were taken into account. This was completely su
cient to obtain the general picture; taking account small c
tributions makes the picture less clear without improving
information content. It was found that the ‘‘brightest’’ poin
form a completely ordered arrangement — a polyhed
~projections in Figs. 2a, 2b, and 2c!, resembling Fermi sur-
faces in metals. The figure encompasses;80% of the total
intensity of the spectrum, and the points located in the in
rior of the BZ make the greatest contribution. Except f
several small sections, it lies entirely inside the BZ, touch
almost nowhere either the symmetric planes~of the type
XUW,GLUX,KLUW) or points (G, X, U, W, . . . ).Figure 2
shows sections of the figure by seven planes. The plan1,
closest to theXUW face, makes the largest contribution
(;40%) to«2(DVk), and the plane1, to which the pointL
is closest, makes the smallest contribution. The distributi
«2(DVk) were constructed for each plane~Fig. 2d!; they
form irregular surfaces. The values of the maximum coor
nates of each one are shown in Fig. 2e. The position
the point where«2(DVk) assumes its maximum value~the
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FIG. 2. Distribution of contributions to the intensity of interband transitions for various regions ink space of the BZ of a LiH crystal. a—Contour of the regio
inside the irreducible part of the BZ making the main contribution to the interband-transition spectrum of LiH. Several points in the figure are connted by
dashed lines as a visual aid. The numbers1–7 denote the planes of the sections; b, c—projections of the polyhedron shown in Fig. 2a on the coordinate
the dashed lines show the sections2–7 and projections of the boundaries of the BZ; d—distributions of the contributions«2(DVk) for the sections1–7;
e—values of the maximum ordinate for the sections shown in Fig. 2d.
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6,
plane 1 in Fig. 2d! is close to the coordinates of th
conduction-band minimum.13

The example of lithium hydride shows that the intens
of interband transitions is distributed continuously over
BZ, without forming isolated ‘‘bright spots,’’ and varie
relatively smoothly inside the BZ. Although transitions b
tween the two bottom bands play the main role in LiH, t
contribution of transitions to higher bands does not dest
the wholeness of the figure in Fig. 2a.

This result is not so unexpected: The contributions
high-symmetry points and planes to the intensity is sm
mainly because of their small representativeness, and
effect on the interband-transition spectrum is not determ
ing. The regions making the largest contribution lie insi
the BZ ~compare the contributions of the planes1–7 in Fig.
2d!. This is of interest for RXE. These are the planes
which we are justified in comparing the band energies w
the characteristic features of the experimental data on
density of states; the relation with the dispersion of the ba
E(k) should be sought for them first. Of course, similar d
can be obtained by analyzing only the high-symmetry poin
but then an error due to the nonuniqueness of the defini
of a transition point ink space is more likely. Nevertheles
the tendencies in the functionE(k) will remain even in this
e

y

f
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eir
-

r
h
e
s

a
s,
n

case, as was observed in Refs. 3 and 4. Of course,
different crystal the form of«2(DVk) will be different, but
the qualitative description will most likely remain the sam
The interband transition intensities form a complicated fig
in k space and a substantial portion of the figure lies ins
the BZ. The high-symmetry point can fall into this regio
but this is by no means obligatory. Therefore the conject
that thek point of the general position should be included
the analysis when performing measurements ofE(k) on the
basis of RXE has been confirmed.

Let us compare these results with those of Refs. 5 an
Some possible reasons for the discrepancy observed in R
between the experimental and computed dependencesE(k)
have already been discussed above. Apparently, the co
bution from transitions to other bands somewhat above
conduction-band bottom is substantial in SiC, as a resul
which the choice of the coordinate of the point of the vertic
transition need not be unique.~If the contributions of the
matrix elements for ‘‘competing’’ bands differ sharply, the
even the appearance of nonmonotonic features in«2(DVk)
is not ruled out.! In Ref. 6, the large (;25%) narrowing of
the CuKb2,15 band away from theL1 point was attributed to
the decrease in the combined density of states near this p
However, as can be easily verified from the figure in Ref.
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the dispersion of some bands emanating from this poin
large. For this reason, for the transitions to occur from
same band ask varies, the excitation energy must vary ra
idly, whereas it remained constant in the experiment. Th
transitions nearL1 can occur either to other bands or, if th
change in the coordinate is small, only the tails of the cor
sponding wave functions will participate in the matrix el
ments~1! and the band width will become smaller. From t
standpoint of the distribution«2(DVk), this means that mos
likely a neighborhood of the pointL does not fall into it. The
changes in the GeKb5 bands in Ref. 6 can also be explaine
on the basis of the properties of«2(DVk). Specifically, the
influence of collective effects on the resonance fluoresce
spectrum can be distinguished with a high degree of c
tainty. It is suggested that the contour of the surfa
«2(DVk) be calculated in the future for several substan
from Refs. 3–6. This will make it easier to search for tra
sition points in the RXE and to compare more reliably t
experimental dependenceE(k) and the computed ban
energies.

* !E-mail: bunin@riphys.rnd.su
1!In the hard region of the spectrum the condition~4! is not satisfied, but it

is still possible to study the dispersion of the bands.6

2!It is interesting that the nonuniqueness of the choice of the transition p
in RXE is mentioned in a remark in Ref. 5, but it was not reflected in
discussion of the results.

3!We make no attempt to reduce the problem to the old problem of
correspondence between the energies of the peaks in the spectrum a
bands at the HP–BZ. This idea has long been used to interpret op
spectra, and it later took root in x-ray spectroscopy~for example, Ref. 10!.
Similar analogies were also pertinent at the early stage in the develop
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of techniques for performing band calculations. As they improved, s
comparisons were used only for substances with a very complicated
structure~for example, Ref. 11!.
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Spin–spin interaction of Ni 21 ions in ZnSiF 6–6H2O
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The angular dependences of the electron spin resonance spectrum of 1% Ni21 ions in a
ZnSiF6•6H2O matrix are investigated experimentally at 36 GHz and 4.2 K. Besides the main
spectrum of the isolated ion, we observed a spectrum due to interacting pairs of Ni21

ions, located in the first (nn) and second (2n) coordination spheres and coupled by, besides the
magnetic dipole–dipole interaction, isotropic exchange:Jnn5(219761)31024,
J2na5(2561)31024, andJ2nb5(362)31024 cm21. Lines due to other isolated Ni21 ions,
which have a different initial splittingD, are also present in the spectrum with intensity
comparable to the pair spectrum. Low-symmetry distortions of the crystal field are observed,
caused by a pair of impurity ions located close to one another. It is shown that the previously
proposed interpretation is incorrect. ©1999 American Institute of Physics.
@S1063-7834~99!01409-4#
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To investigate an interacting pair of ions by ESR, it
very important that the spin–spin interaction~SSI! be suffi-
ciently small compared to the measuring quantum. Then
maximum possible information about the SSI can be
tracted from the spectrum. A spectrum due to pairs of t
kind was first observed experimentally for Ni21:ZnSiF6

•6H2O.1 Subsequently,2 a detailed interpretation of the spe
trum was given, according to which the spectrum conta
lines due to three types of pairs in which the interacting io
are located in the first (nn), second (2n), and third (3n)
configuration spheres and are coupled only by isotropic
change, constituting 230031024, 113031024, and
212131024 cm21, respectively. Later, the effect of hydro
static compression on the same substance was investig
by ESR using the proposed interpretation of the spectrum3–7

and it was concluded that the isotropic exchange interac
J for the nn pair depends on the interion distance asJ5
25.8131021exp(28.55R). It can be concluded from the
presence of citations to later works that the interaction
nickel ions in fluorosilicates only by means of isotropic e
change is considered to be a proven fact.

We note the following discrepancies concerning mai
Ref. 2 as the basic work.

1! The ESR spectrum of Ni21:ZnSiF6•6H2O pairs was
studied only in one orientation,H0iC3 , where the absorption
spectrum is maximally simplified. However, in this case it
very risky to draw a conclusion about the existence of o
an anisotropic interaction without investigating the angu
dependence.

2! A magnetic dipole–dipole interaction~MDD! always
exist between two magnetic dipoles, which the ions un
investigation are. This interaction was neglected ‘‘since
structure of nickel fluorosilicate is very close to cubic.2

Indeed, for isotropicg, which is the case for Ni21:ZnSiF6

•6H2O, the MDD is completely anisotropic and it does n
contribute to the macroscopic magnetic properties in m
netically concentrated substances with cubic structure.
1461063-7834/99/41(9)/7/$15.00
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neglecting the MDD can lead to incorrect conclusions in
vestigations of an isolated pair of magnetic dipoles.

3! It follows from Ref. 2 that the initial splitting param
eter D for pairs is different fromD for an individual ion
(D1). Specifically, for annn pair Dnn is 2.5% greater
smaller thanD1 , D2n is 1.5% smaller, andD3n is 7.8%
smaller. It is obvious that a pair of impurity ions lying ne
to one another can give rise to stronger local distortions
the matrix than a single ion, so thatD, which describes the
crystal field, can be different for a single ion and from a p
of ions. The larger the distance between the impurity io
the smaller the difference betweenD for a single ion and a
pair of ions should be. In this connection, such a large d
ference betweenD1 andD3n is preplexing.

4! It follows from Fig. 2 of Ref. 6 that, under 10 kba
pressure, the difference betweenD1 and D for pairs is al-
ready 113%, 275%(!), and122% for nn, 2n, and 3n
pairs, respectively. This casts great doubt on the correct
of the interpretation of the experimental spectrum.

5! The pressure dependence predicted for the Curie t
perature on the basis of Ref. 6 disagrees even in sign w
that obtained experimentally in Ref. 8.

The reasons enumerated above, as well as at leas
many reasons which have not been presented, give gro
for doubting the correctness of the conventional interpre
tion of the spectrum due to Ni21:ZnSiF6•6H2O pairs. The
present work is devoted to a more thorough investigation
this material.

1. THEORY

The space group of zinc fluorosilicate isR3̄. Since an
octahedral cubic field with a trigonal component acts on
Ni21 ion, the bottom energy levels are a spin doublet an
singlet. In this case the Hamiltonian of a single ion~effective
spin S51) with isotropicg can be written as

Ĥ5gb~H•Ŝ!1B2
0O2

0 , ~1!
9 © 1999 American Institute of Physics
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where the first term describes the interaction of the spin w
an external magnetic field and the second term describes
interaction with an axial component of the crystal fieldD
53B2

0. According to Eq.~1!, when the magnetic field is
parallel to theC3 axis and the energy of the measuring qua
tum is sufficiently high, the absorption spectrum should c
sist of two fine-structure lines corresponding to transitio
u1&↔u0& andu21&↔u0&. For other orientations the Zeema
interaction mixes theu11&, u0& andu21&, u0& states, so tha
a ‘‘forbidden’’ transition should be observed in ‘‘half’
fields.

The Hamiltonian of a pair of interacting ions can b
written as

Ĥ5Ĥ11Ĥ21Ĥ12, ~2!

whereĤ1 and Ĥ2 are the Hamiltonians of the first and se
ond single ions andĤ12 is the interaction Hamiltonian. Sinc
in the present case identical ions interact and the pai
impurity ions located next to one another can give rise
local distortions of the unit cell, in contrast to the Ham
tonian presented in Ref. 2, to describe the spectrum of
pairs it makes sense to use a Hamiltonian that takes acc
of the quite low-symmetric components of the crystal fiel

Ĥ15Ĥ25gb~H•Ŝ!1B2
0O2

01B2
1O2

1

1B2
2O2

21C2
1V2

11C2
2V2

2 . ~3!

Using the generalized spin operatorsOn
m , the spin–spin

interaction HamiltonianĤ12 can be written phenomenolog
cally in the general form

Ĥ125( On
mPnq

mlOq
l , ~4!

where the summation is over the indicesn,m,q, and l; m
varies from2n to n andl from 2q to q. For spinS51 only
the matrix elements of the operatorsO1

m andO2
m are different

from zero, so that Eq.~4! simplifies to

Ĥ125( O1
mP11

mlO1
l 1( O2

mP22
mlO2

l

1( O1
mP12

mlO2
l 1( O2

mP21
mlO1

l . ~5!

But even in this case 64 independent parametersPnq
ml

remain, too many to describe the experimental results.
The main contribution to the spin–spin interactio

should be expected from terms which are linear in the s
Therefore we shall confine ourselves to the first term in
expression~5!. SinceO1

215S2 , O1
115S1 , andO1

05Sz , it
can be written as

( O1
mP11

mlO1
l 5Ŝ1L12Ŝ2 , ~6!

where the subscripts on the right-hand side enumerate
ions. The spin–spin interaction tensorL12, in turn, can be
decomposed into isotropicJ, anisotropicA12, and bilinear
Q12 parts of the spin–spin interaction

L125K121Q125J1A121Q12; Tr A1250, ~7!
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whereJ is a constant,A12 is a symmetric tensor, andQ12 is
an antisymmetric tensor. The latter is also known as
‘‘Dzyaloshinski� vector’’ D with the componentsDx5Qyz ,
Dy5Qxz , and Dz5Qxy . Neglecting all other terms in Eq
~5!, in the present work we described the spin–spin inter
tion by the Hamiltonian

Ĥ125Ŝ1L12Ŝ2 . ~8!

Various spin–spin interaction mechanisms, includi
exchange (Ex) and MDD, of which only the latter can be
calculated with adequate accuracy, can contribute toL12.

The Hamiltonian describing the MDD for two identica
ions with isotropicg can be written as9

ĤMDD5b2R23g2$~123l 2!Ŝ1xŜ2x1~123m2!Ŝ1yŜ2y

1~123n2!Ŝ1zŜ2z23lm~Ŝ1xŜ2y1Ŝ1yŜ2x!

23mn~Ŝ1yŜ2z1Ŝ1zŜ2y!23nl~Ŝ1zŜ2x1Ŝ1xŜ2z!%,

~9!

whereR is the interionic distance, andl ,m, andn are direc-
tion cosines of the line of interaction.

In a cubic crystal the ion located at a vertex of a cu
has six nearest neighbors (nn pairs!, whose lines of interac-
tion are the edges of the cube; twelve neighbors in the s
ond coordination sphere (2n pairs! with lines of interaction
lie along the face diagonals; and, eight neighbors in the th
coordination sphere (3n pairs!, where the interaction lines lie
along the body diagonals. In the substance under study,
cube is compressed along one of the body diagonals~theC3

axis of the crystal!, as a result of which some pairs becom
nonequivalent. Specifically, the line of interaction for half
the 2n pairs does not lie in thexy plane (2na pairs! and
compression of the unit cell changes the bond angle
shortens the interionic distance compared with 2nb pairs, for
which the interaction line lies in thexy plane. A similar
picture is observed for 3n pairs.

It follows from x-ray crystallographic investigations10

that the lattice constant for NiSiF6•6H2O ~100% substitu-
tion! d56.21 Å and the orthorhombic anglea596.30°; for
ZnSiF6•6H2O ~pure matrix! d56.27 Å anda596.08°. It is
natural to suppose that for a unit cell distorted by a pair
impurity ionsd anda cannot fall outside these limits, i.e., fo
pairs of ions Ni21:ZnSiF6•6H2O d56.2460.03 Å anda
596.20°60.12°. On this basis, the computed interionic d
tancesR and bond angles for various types of pairs are p
sented in Table I. Thez axis of the laboratory coordinat
system~LCS! is aligned along theC3 axis of the crystal, and
the line of interaction of one of thenn pairs lies in thexz
plane of the LCS.

The contribution of the MDD to the tensorK12 was cal-
culated in accordance with Eq.~9! in the proper coordinate
system~PCS! for pairs of each type, specifically, thez axis is
aligned along theC3 axis of the crystal and the line of inter
action of the corresponding pair of ions lies in thexz plane
of the PCS, so that the parametersKxy andKyz for all types
of pairs which are not presented in Table I are zero.

It follows from Table I that the MDD makes a contribu
tion to the spin–spin interaction that is comparable to
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TABLE I. Interionic distances and bond angles for different types of pairs.

Type of R, u, w, Number of
pair Å deg deg Kxx

MDD Kyy
MDD Kzz

MDD Kyz
MDD centers

nn 6.2460.03 59.2660.1 0, 120,2120 2107.861.9 88.661.3 19.261.0 2116.861.5 3
2na 8.3360.05 40.0660.11 60,260, 180 28.4960.89 37.260.67 228.760.22 254.8761.12 3
2nb 9.2960.04 90 30, 90, 150 253.7260.62 26.8660.31 26.8660.31 0 3
3na 9.5760.07 0 2 24.5860.56 24.5860.56 249.261.11 0 1
3nb 11.1960.05 73.4460.06 60, 120, 240 26.9860.36 15.3660.19 11.6260.17 212.5960.12 3

Note:The last column shows the number of magnetically nonequivalent centers. The nonzero parameters of the tensorKMDD were calculated forg52.23 and
are given in units of 1024 cm21.
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results of Ref. 2, and this mechanism cannot be neglecte
likewise follows from Table I that if spectra from all thre
types of pairs (nn, 2na, 2nb, 3na, and 3nb) are indeed
observed in the ESR spectrum of Ni21:ZnSiF6•6H2O, then
five groups of lines, one group from each type of pair, sho
be observed in the parallel orientation (H0iC3). When the
external magnetic field deviates fromC3 , each of them, with
the exception of the one belonging to 3na pair, should split
into three lines.

The spectrum can be additionally complicated for t
follow reason. In the substance investigated, each param
netic ion is surrounded by a water octahedron, so that
ions should interact by indirect exchange. According to R
10, the octahedra can be arranged in two ways, and if
can change the magnitude of the superexchange, then
number of groups should double.

2. EXPERIMENT

The investigations were performed using an 8-mm
diospectrometer at atmospheric pressure and 4.2 K temp
ture. The ZnSiF6•6H2O single crystals with 1%NiSiF6
•6H2O impurity, grown from a water solution with decrea
ing temperature and used previously in Refs. 3–7, were u
as the experimental samples.

In accordance with Eq.~1!, for an arbitrary direction of
the external magnetic field and symmetric relative to
value corresponding tog52.23, two fine-structure lines of
single ion~the main resolved lines! are observed in the spec
trum with '5 mT width according to the points of maximum
curvature. The main allowed lines are accompanied by
ellites with half the width and two orders of magnitude low
intensity. In weaker fields a weaker ‘‘forbidden’’ line~the
main forbidden line! with '1.2 mT width is observed; it
vanishes completely forH0iC3 , indicating that terms which
are of lower symmetry than those presented in Eq.~1! are
absent in the crystal field of the isolated ion. The main f
bidden line is also surrounded by satellites, but their width
the same. Moreover, the satellites of the main forbidden
do not vanish forH0iC3 , which confirms the assumptio
that a pair of impurity ions induces quite low-symmet
components of the crystal field.

The position of the satellites, measured in thexz plane
of the LCS, relative to the low-field main allowed line
displayed in Fig. 1~dots!. It follows hence that two types o
satellites with fundamentally different angular depende
are present in the spectrum of the allowed transitions. S
. It
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cifically, some satellites~1–3 and18–38! split into three on
rotation by u50, while the others (a,b,c, and d) do not
split, but rather approach the main line, following the sa
empirically obtained angular dependence, according
which the curves connecting the corresponding experime
points are drawn in Fig. 1,

DHi5Ai~3 cos2 u21!, ~10!

whereDHi is the distance between the main line and thei-th
satellite (i 5a,b,c,d) andAi are constants.

Additional investigations must be performed to ma
sense out of such a complicated angular dependence. S
the lines of the spectrum of forbidden transitions are mu
narrower and are less masked by one another and by
main line, their investigation should be quite fruitful fo

FIG. 1. Position of the satellites relative to the low-field main allowed li
in the xz plane of the LCS. Dots—experiment, curves—calculation: so
lines (nn pairs! and dashed lines (2n pairs! according to data from Table II
and the expression~2!; dot-dashed lines~isolated ions!—according to Eq.
~10!. For 2n pairs, only the curves that leave the zone covered by the m
line at least in some range of angles are presented. The thin broken
bound the region masked by the main line of the absorption spectr
T54.2 K, n534500 MHz.
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these purposes. It would be most informative and illumin
ing to investigate the angular dependence of the spectra
cone relative to theC3 axis. In this case, if lines from al
types of pairs are indeed present in the spectrum, then
following picture should be expected: The spectrum ofnn
pairs (nn spectrum! is represented by three groups of line
the extrema of whose angular dependence in accordance
the directions of the lines of interaction separated by 1
relative to one another; the 2na spectrum likewise consist
of a rosette of three groups of lines, separated by an ang
120° and turned away from the rosette of thenn spectrum by
60°; the rosette with twice the number of lobes and turn
away from thenn spectrum by 30° should be expected fro
the 2nb pairs; the position of the lines in the spectrum of t
3na pair should not depend on the angleu, and the number
and direction of the lobes of the rosettes of the 3nb and 2na
pairs should be the same and, in addition to a maxim
amplitude with respect to the field should be expected fr
the nn spectrum and the minimum amplitude should be
pected from the 3n spectrum.

It follows from Figs. 2a and 2b, where the dots show t
experimentally obtained angular dependence of the for
den transitions in thexz plane, that an angleu in the range
20°–40° is optimal for the generatrix of the cone; for such
angle the lines of a pair spectrum are separated quite far f
one another so that their masking by one another and by
main line is smallest.

The results of an experimental investigation of the sp
trum of forbidden transitions in the coneu529.5° is shown
in Fig. 3 ~dots!. On the basis of the arguments presen
above, there are grounds for believing that the points1 and
18, 2 and 28, 3 and 38 ~group I! belong to thenn spectrum
and the points4 and48, 5 and58, 6 and68 ~group II! belong
to the 2na spectrum; there are no spectra from 2nb, 3na,
and 3nb pairs. Lines similar to the linesa,b,c, andd in the
spectrum of allowed transitions are also absent~Fig. 1!.

3. ANALYSIS OF THE OBSERVATIONS

Since the Hamiltonian~2! cannot be diagonalized in it
general form, a computer program was written which mad
possible, for spectra of the forbidden and allowed transitio
to model the absorption spectrum on the basis of the par
eters of the spin Hamiltonian and to find by the least-squa
method the parameters of the same Hamiltonian on the b
of the input experimental spectra~up to 50 simultaneously!.

3.1. Forbidden transitions

Simulation of the angular dependences presented in F
2 and 3, assuming that the pair of ions interacting only
the MDD is in the same crystal field as the isolated io
showed that in this case the ESR spectrum for pairs of
type should consist of four lines, to of which are weakly sp
and they should be masked in the real spectrum by a lin
the spectrum of an isolated ion. For the 3n pairs all four lines
should be masked, with the exception of the spectrum of
3na pairs foru,20° in the spectrum of the forbidden tran
sitions; group-II points are quite close to the calculation
the 2na spectrum, and7 and 78 ~Fig. 2b! are close to the
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2nb spectrum; the group-I points do not agree, even qu
tatively, with the computational results fornn pairs.

The situation was radically improved by introducing in
the analysis an isotropic SSI and lower-symmetry parame
of the crystal field (B2

1 for 2n and B2
1 , C2

1 , andC2
2 for nn

pairs!. No other parameters of the Hamiltonian~2! apprecia-
bly influence the agreement between experiment and the

FIG. 2. a—Angular dependence of the spectrum of ‘‘forbidden’’ transitio
in the xz plane of the LCS. Same remarks as in Fig. 1. b—Central par
Fig. 2a on an enlarged scale with respect to the field. Same remarks
Fig. 1.
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culations. The results presented in Table II and all cur
connecting the experimental points in Figs. 2 and 3 w
obtained using them. Figure 3, where this is most clea
seen, also displays the computational results obtained on

FIG. 3. Angular dependence of the spectrum of forbidden transitions in
cone u529.5°. Dotted lines—angular dependence of the spect
of nn, 2n, and 3n pairs, calculated according to the results of Ref.
n534462.3 MHz. All other remarks are the same as in Fig. 1.

TABLE II. Parameters of the Hamiltonian~2!, obtained for various types o
pairs of Ni21:ZnSiF6•6H2O ions.

Parameter nn 2na 2nb

Forbidden transitions.xz plane
g 2.23260.002 2.23160.003 2.23360.003
3B2

0 21384632 21356687 213426361
B2

1 189637 21676146 2

C2
1 2105641 2 2

C2
2 83628 2 2

J 219463 2662 362
Forbidden transitions. Coneu529.5°

g 2.232160.0003 2.231960.0003
3B2

0 21375616 21352617
B2

1 81631 2266655
C2

1 298630 2 spectrum masked
C2

2 37654 2 by the main line
J 219861 2561

Allowed transitions.xz plane
g 2.229960.0001 2.2319 2.2319
3B2

0 21398.160.5 21372 21372
B2

1 15563 2230 2230
C2

1 217763 2 2

C2
2 2 2 2

J 219761 25 3

Note: Energies are given in units of 1024 cm21. The parameters that hav
not been presented are immaterial. The dipole contribution is presente
Table I. The confidence intervals were calculated at a 0.95 reliability le
s
e
y
he

basis of the results of Ref. 2. The complete disagreem
with experiment demonstrates their incorrectness.

3.2. Allowed transitions

The results obtained make it possible to identify t
spectrum of allowed transitions, and since the latter is m
more sensitive to the parameters~2!, they also yield more
accurate information. However, this was found to be poss
only for the nearest pair of interacting ions, since the sp
trum of the 3n and 2n pairs in the experimental angula
range is completely or almost completely hidden by the m
line. The results of minimization are presented in Table
and all curves with the exception ofa,b,c, andd were ob-
tained according to these results. It should be noted that
experimental spectrum contains too few points to mak
statistical analysis of the data for 2n pairs, and for this rea-
son the confidence interval is not indicated.

4. DISCUSSION

4.1. Spectrum of isolated ions

The spectrum of allowed transitions contains the sa
lites a,b,c, andd, whose angular dependence is fundame
tally different from that of the lines identified as a pair spe
trum. All lines in the spectrum of forbidden transitions ha
been identified and there are no analogs of the linesa,b,c,
andd. What is their nature?

If a crystal field with an axial componentD1 acts on an
isolated ion with effective spinS51, then for a quantum
with sufficient energy the angular dependence of the dista
DH between the lines in the spectrum of allowed transitio
can be described up to termsD1

2/hn by the expression~10!,
takingAi5D1 . If the same paramagnetic ions, but in a cry
tal field D2 , are present in the sample, then lines from bo
spectra will be present in the spectrum. The distance betw
the low-field ~or high-field! lines will likewise be described
by expression~10!, whereAi5D12D2 . On the other hand
the position of the line of a forbidden transition, to within th
accuracy presented above, does not depend onD, so that if
the linesa,b,c, andd are due to isolated ions, for whichD is
different, then they should be absent in the spectrum of
forbidden transitions because they are superposed on on
other, as is observed experimentally. Finally, the investi
tion of the angular dependence of the allowed transitio
obtained in the coneu540° showed that the positions of th
satellites examined are independent of the anglew. These
facts are completely sufficient to assert that these satell
incorrectly identified in Ref. 2 as lines in a pair spectrum, a
lines in the spectrum of isolated ions withD equal to
2178931024, 287331024, 278131024, and 2732
31024 cm21, respectively. We note that these spectra
not due to a concretion of single crystals of quite small v
ume, since this would be inconsistent wth the existence
center withD52178931024 cm21 and the independenc
of the positions of the lines of the spectrum fromw, but
rather they are characteristic of the single crystal itself. Ev

e

in
l.
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such a seemingly insignificant action as deuteration dest
this property: These lines are absent in the pair spectrum
the ions Ni21:ZnSiF6•6H2O.3

The ESR spectrum of Ni21:ZnSiF6•6H2O is very sensi-
tive to hydrostatic compression and, in the pressure ra
from 0 to 4 kbar, the initial splitting depends on the press
asD5(849.46P21342)31024 cm21 ~Ref. 4!, as a result of
which the observed values ofD can be realized if local re
gions under pressures 526, 549, 660, and 718 atm, res
tively, are present in the single crystal. If this so, then w
do these regions have sharp boundaries? After all, the w
of the lines in this spectrum is the same as the width of
lines in the pair spectrum. Further, the volume of these
gions, reflected in the intensity of the spectral lines, sho
decrease as the pressure deviates from the normal pres
This appeared qualitatively in the intensity of the line
4:15:13:1, respectively; but, it is impossible to draw quan
tative conclusions. Finally, as follows from Fig. 1, the num
ber and position of these lines is not exactly the same as
found in Ref. 2. However, additional investigations, whi
fall outside the scope of our problem, are required to ans
these and other questions.

4.2. Pair spectrum

The calculation of the confidence intervals presented
Table II neglected the uncertainty in the setting of the ang
in the course of the experiment, and only the deviation of
experimental points from the computed curve was us
Therefore it is not surprising that the discrepancy betw
certain data for the crystal field parameters obtained fr
various angular dependences falls outside the confide
limits. Nonetheless these results make it possible to d
definite conclusions. It is clear from Table II that impuri
ions lying close to one another (nn pairs! produce large dis-
tortions of the crystal field, manifested as an increase inB2

0

and the appearance of low-symmetry terms. It is interes
to note that the termB2

2, known as the ‘‘rhombicity param
eter,’’ is absent for all types of pairs. As the distance b
tween the ions increases (2n pair!, the distortions decrease
and substantial deviations from the crystal field parame
of an isolated ion can hardly be expected for strongly se
rated ions in a 3n pair. Further, as the interion distance i
creases from 6.24 Å fornn pairs up to 8.33 Å for 2na pairs
~a factor of 1.33!, the nondipole part of the spin–spin inte
action represented only by an isotropic interaction decrea
in absolute magnitude from (219761)31024 cm21 to
(2561)31024 cm21, i.e., by almost a factor of 40, thoug
this comparison is not entirely correct, since the bond ang
also change in the process. The nondipole part continue
decrease from 2na to 2nb ~9.29 Å! pairs, but now it de-
creases much more slowly and changes sign.

On this basis the following two conjectures can be ma
concerning the reasons why the spectrum of 3na pairs is
absent in the experiment.

1! Since the crystal field does not contain low-symme
components in the range of angles (u,20°) where such a
spectrum could be observed, the transition probability is l
ys
of
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and the spectrum is not observed because the lines are w
because of the large interion distance the interaction betw
the ions is due essentially only to MDD (J3n50).

2! Since not only the interionic distance but also t
bond angle have a large influence on the magnitude of
superexchange, besides MDD, the ions are coupled by
tropic exchangeJ3na5(1862)31024 cm21. As calcula-
tions show, the lines of the spectrum coincide with the poi
7 and 78 ~Fig. 2b! or are masked by the main line ifJ is
larger.

On the basis of existing experimental results, it is impo
sible to draw a definite conclusion concerning the magnitu
of the nondipole part of the interaction of 3n pairs. But the
following has been proved.

1! The magnetic dipole–dipole interaction has a lar
effect on the ESR spectrum of interacting pairs
Ni21:ZnSiF6•6H2O ions.

2! Isotropic exchange makes the main contribution to
nondipole part of the interaction. Its magnitude isJnn5
(219761)31024, J2na5(2561)31024, and J2nb5(3
62)31024 cm21, and it does not depend on the position
the water octahedron. The contribution of other mechanis
is negligibly small.

3! In the material investigated, a pair of impurity ion
produces very low-symmetry local distortions of the crys
field, which decrease as the distance between the impu
ions increases.

4! The interpretation offered in Ref. 2 for the pair spe
trum, and then used in later works, is incorrect.

5! Regions with a volume of several percent with diffe
ent values ofB2

0 are present in Ni21:ZnSiF6•6H2O.
Since quite close results (Jnn5219331024 cm21)

have been obtained for Ni21:MgSiF6•6H2O,11 we shall
make a comparison with the properties of concentra
nickel fluorosilicate. Following Ref. 2, we shall calculate th
correctionQ in the Curie–Weiss law for the magnetic su
ceptibility, summing over all three coordination spheres, t
ing J50 for the most distant neighbors:

Q52
S~S11!

3k
@znnJnn1z2naJ2na1z2nbJ2nb

1z3naJ3na1z3nbJ3nb#. ~11!

A calculation based on our data givesQ50.114 K
for J3na5J3nb50 and 0.099 K for J3na5J3nb518
31024 cm21. The directly measured values of the parama
netic Curie temperature are 0.1 K12 and 0.111 K.13 The mag-
netic specific heat CT2/R, according to our data
is 0.0118 K2 in both cases. Direct measurements gi
0.0139 K2 ~Ref. 12!.

In summary, comparison with macroscopic investig
tions does not give an unequivocal answer to the questio
the value ofJ3n , but it does demonstrate much better agre
ment with our data and with the results of Ref. 2 (Q
50.117 K, CT2/R50.0207 K2).

We are sincerely grateful to our colleagues S. N. Luk
for assistance and a discussion of the results, and G.
Samsonova for growing high-quality single crystals.
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Volume effects in the theory of equilibrium and quasiequilibrium states
of multicomponent solid solutions
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A phenomenological theory of equilibrium and quasiequilibrium states of multicomponent solid
solutions is constructed taking account of volume effects. Quasiequilibrium states are
characterized by the fact that only some of the conditions for thermal dynamic equilibrium of the
system are satisfied. The short-range parts of the interatomic interactions are taken into
account by introducing the proper volumes of the atoms based on a generalized lattice model.
The long-range parts of the potentials are taken into account in the effective-field
approximation. The equations for the quasiequilibrium components in the solutions are introduced
taking account of the nonuniformity in the distributions of the less mobile nonequilibrium
components. The conditions for spinodal decomposition of a solid solution with an arbitrary
number of components in the equilibrium and quasiequilibrium cases are obtained. An
equation for equilibrium spinodal decomposition of a three-component microheterogeneous solid
solution is found. ©1999 American Institute of Physics.@S1063-7834~99!01509-9#
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It is well known that the configurations of many co
densed systems, including solid solutions,1 spin glasses,2,3

and so on, are not equilibrium systems because of the s
ness of the restructuring processes. These systems are
ergodic, and they cannot be calculated on the basis of tr
tional statistical thermodynamics. The description of syste
of this kind in the general case is an extremely difficult pro
lem. The objective of the present work is to construct a p
nomenological theory of nonequilibrium systems in t
local-equilibrium approximation. We note that irreversib
processes admit such a description at the ‘‘hydrodyna
stage,’’ where the conditions of total equilibrium in the sy
tem have still not been attained but local thermodynam
variables can already be introduced. The relation between
local thermodynamic variables is the same as in equilibri
thermodynamics.4,5

In most cases thermal equilibrium is reached most r
idly while mechanical and thermal equilibrium, as a rule, a
reached most rapidly in liquid condensed systems. The sl
est process is usually attainment of chemical equilibrium
the system.

An additional feature is present in the overwhelming m
jority of multicomponent solid solutions, viz., a hierarchy
atomic mobilities of the various components.6,7 As a result,
the conditions of chemical equilibrium~constancy of the
chemical potential! for different components are reached
different time scales. Correspondingly, if the time elaps
from the moment the external thermodynamic conditions
established is much shorter than the longest of the relaxa
times, then there is enough time for only some of the con
tions of thermodynamic equilibrium to be satisfied in t
system. We shall term such states of the system quasie
librium states.8

In Refs. 8 and 9 the quasiequilibrium states of solutio
1471063-7834/99/41(9)/4/$15.00
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were analyzed on the basis of a generalized lattice model
takes account of volume effects which blur the concepts o
crystal lattice and occupation probabilities of ‘‘sites’’ in th
lattice for different components. In this connection, t
method of static concentration waves, proposed by Grivog
and Smirnov~see, for example, Ref. 11! and developed by
Khachaturyan12 in the absence of volume effects in unifor
solutions, required correction. The extension to the case
nonuniform solutions~neglecting volume effects! has been
made by A. I. Olemski�13 ~see also Ref. 14!.

Taking account of volume effects and the hierarchy
mobilities of components is the key factor for the develo
ment of a theory of the effect of mechanical stresses ge
ated in the diffusion zone on the kinetics of diffusion pr
cesses. Thus, according to Refs. 15 and 16, mechan
stresses appear in the diffusion zone for two reasons —
ume effects, giving rise to concentration stresses, and la
differences in the atomic mobilities of the various comp
nents, generating diffusion stresses. The existing theo
based on the classical theory of elasticity employ predo
nantly a macroscopic description~see, for example, Refs. 1
and 17!, and their application on atomic scales, where
concept of mechanical stresses itself becomes meaning
raises definite doubts. The concept of deformation for a
lution whose components have appreciably different ato
dimensions becomes even more doubtful. A generalized
tice model, where the initial concepts are the specific v
umes of the components, is better in this respect.

A phenomenological theory of quasiequilibrium terna
systems has been constructed in Ref. 8. Specifically, a
nary solid solution with a fixed~nonequilibrium! distribution
of the least mobile component was examined, the condi
for phase separation was found, and it was shown that th
6 © 1999 American Institute of Physics
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exists a temperature range where opposing processes co
in the system.

To develop a general theory we proceed from the f
that, when the external conditions~temperature, pressure
and so on! change, nonequilibrium phase transformatio
whose characteristics can differ from those of equilibriu
phase transitions, can occur in a system in quasiequilibri
In this connection, the theory expounded below is unifi
describing both equilibrium and nonequilibrium phase tra
formations in multicomponent solid solutions.

The formalism for taking account of volume effects a
other restrictions in statistical thermodynamics is expoun
in Sec. 1. As an example of the use of the apparatus de
oped, the system of equations for an equilibrium distribut
of matter in condensed systems and the equation of equ
rium spinodal decomposition of a ternary solution a
derived.

The relations obtained between the thermodynamic v
ables in the local-equilibrium approximation for investigat
quasiequilibrium systems are used in Sec. 2.

1. EQUILIBRIUM STATES OF SOLUTIONS AND
EQUILIBRIUM SPINODALS

Let us consider a solution ofm components whose spa
tial distributions are given by the local particle number de
sities n1(r ), n2(r ), . . . , nm(r ). The Helmholtz free-energy
functionalF for a given thermodynamic system can be wr
ten in the self-consistent field approximation, taking acco
of only pair interactions, as

F5
1

2 (
i , j 51

m E E Vi j ~r 92r 8!ni~r 9!nj~r 8!dV9dV8

1T (
i 51

m E ni~r !lnS ni~r !

n~r ! DdV, ~1!

where the first term is the configurational part of the fr
energy in the effective-field approximation,Vi j (r 92r 8) is
the pair interaction potential of the particles of thei-th and
j-th components located at the pointsr 9 andr 8, respectively;
the second term is the entropy term of the free energy in
regular-solutions approximation;T is the temperature in en
ergy units; the integration extends over the entire volumV
of the system; and,n(r )5( i 51

m ni(r ) is the total particle
number density.

We shall seek the extremum of the functionalF under
additional conditions. The first condition is a restriction
the densities of the components due to intense repulsion
tween atoms at short distances. In this connection, follow
Ref. 10, we introduce the ‘‘proper’’ volumesv i of the par-
ticles of the components of the system. We take accoun
the fact that the condition for each element of space to
occupied

(
i 51

m

v ini~r !2150, ~2!

which we shall call the principle of close packing, shou
hold at an arbitrary point in the solution. The introduction
xist
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proper volumes is an extreme form of taking account of
intense repulsion of particles at short distances. Specifica
we have an upper bound on the densities:ni(r )<1/v i .

The second condition—the law of conservation of p
ticle numbers for each component—is

E ni~r !dV2Ni50, ~3!

whereNi the total number of particles of thei-th component
in the system.

To find the extremum of the functional~1!, taking ac-
count of Eqs.~2! and ~3!, we introduce the new functiona
~Lagrangian!

F5F2(
i 51

m

m iF E ni~r !dV2Ni G
2E C~r !F(

i 51

m

v ini~r !21GdV, ~4!

wherem i and C(r ) are undetermined Lagrange multiplie
(m i is the chemical potential of thei-th component!.

Equating to zero the variational derivative (dF/
dni(r ))nj (r ) , we find

m i5(
j 51

m E Vi j ~r2r 8!nj~r 8!dV8

1T lnS ni~r !

n~r ! D2v iC~r !. ~5!

Hence we obtain the condition for chemical equilibriu
of the i-th component

(
j 51

m E Vi j ~r2r 8!nj~r 8!dV8

1T lnS ni~r !

n~r ! D2v iC~r !5Ci , ~6!

whereCi are arbitrary constants.
Thus the closed system of equations describing to

chemical equilibrium is

(
j 51

m E Vi j ~r2r 8!nj~r 8!dV8

1T lnS ni~r !

n~r ! D2v iC~r !5Ci ,

(
i 51

m

v ini~r !51, ~7!

@The number of unknown functions in this system of no
linear integral equations ism11: F(r ) andni(r ).#

A phase transition is always associated with the n
uniqueness of the Gibbs states.18 This means that the system
of equations~7! in the case of a phase transition should ha
a nonunique solution. For this reason, the criterion fo
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phase transition in the system is the appearance of bra
points of solutions as a function of the thermodynamic c
ditions.

Since we are interested in the spinodal decompositio
the solution, we shall examine a transition from a unifo
into a nonuniform distribution of components. We repres
the local concentrations of the components in the form

ni~r !5ni
01dni~r !, ~8!

where dni(r ) is an infinitely small deviation of the loca
density of thei-th component from the equilibrium valueni

0 .
Linearizing with respect todni(r ) and dC(r ) and

Fourier transforming the system~7! we find

(
j 51

m

Ṽi j dñ j1TF dñi

ni
0

2
dñ

n0
G2v idC̃50,

(
i 51

m

v idñi50, ~9!

~the overtilda denotes the Fourier transform of the funct
so labeled; thek-dependence of the Fourier transform
omitted here and in all subsequent formulas!.

We represent this homogeneous system of algeb
equations, which is linear indñi anddC̃, in the matrix form

Ax50, ~10!

where

A5S Ṽ111l11 ••• Ṽ1m1l1m 2v1

•••••••••••••••••••••••••••••••••••

•••••••••••••••••••••••••••••••••••

•••••••••••••••••••••••••••••••••••

Ṽm11lm1 ••• Ṽmm1lmm 2vm

2v1 ••• 2vm 0

D , ~11!

l i j 5T((d i j /nj
0)2(1/n0)), d i j is a delta function, and

x5S dñ1

A

dñm

dC

D ~12!

At a branch point the system of integral equations~7!
~and algebraic equations~9!! possesses a nontrivial solutio
and therefore

detA50. ~13!

Hence, specifically, the well-known result of Ref. 19 is o
tained from Eq.~13! when the specific volumes of all com
ponents are the same.

For a ternary solution in total equilibrium, using the c
terion ~13! for decomposition and the explicit form of th
matrix A ~11!, we obtain the equation of the spinodal
ch
-

of

t

n

ic

-

T22S n1
0n2

0n3
0g11n0 (

i , j

3

W̃i j ni
0nj

0DT

2v1
2v2

2v3
2n0n1

0n2
0n3

0g250, ~14!

where

g15 (
iÞ j , j Þk,kÞ i

3 S Ṽi j vk~v i1v j2vk!2
1

2
Ṽi i v jvkD ,

W̃i j 5v i
2v j

2S 2
Ṽi j

v iv j
2

Ṽi i

v i
2

2
Ṽj j

v j
2D ,

g25(
i , j

3 S Ṽ i j
2 2Ṽi i Ṽj j

v i
2v j

2 D 1 (
iÞ j , j Þk,kÞ i

3 Ṽi j

v iv jvk

3S Ṽkk

vk
2

Ṽjk

v j
D . ~15!

We note thatW̃i j is the analog of the energy of mixing in th
Gorski�–Bragg–Williams theory taking account of th
proper volumes of the components.

The equation~14! of the spinodal for a ternary solid
solution is a generalization of the well-known Prigogin
equation.20 Without giving a detailed quantitative analysis
Eq. ~14!, we note nonetheless that, specifically, for bina
solutions of thei-th andj-th components the critical tempera
ture of phase separation is given by

Tc5n0ni
0nj

0 max
$k‰

W̃i j . ~16!

Here it is assumed that the criterion for decomposition o
binary solution in the Gorski�–Bragg–Williams theory—the
condition that the mixing energy is positive—is assumed
be satisfied.

2. QUASIEQUILIBRIUM STATES OF A MULTICOMPONENT
SOLUTION

The theory of equilibrium states of multicompone
solid solutions presented in the preceding section tak
account of the volume effects can be extended directly
quasiequilibrium states of the system. The distributions
the components which have reached an intermediate equ
rium on the time scales studied are described by equation
the type~6!, and the distributions of the less mobile comp
nents of the system are given by fixed initial densities. T
latter can always be assumed known initially.

We shall enumerate the components of the system
order of decreasing mobilities of their atoms. Let us consi
the most general case of quasiequilibrium states of a s
solution. Let the firstk (k,m) components of the system b
in an intermediate equilibrium; the remainingm2k compo-
nents, by virtue of their lower atomic mobilites, play the ro
of a nonuniform medium. In this case, instead of them11
equations of the system~7! we have only thek11 equations
with k11 unknown functions.

In investigations of the condition for decomposition of
quasiequilibrium solution, the critical temperature and co
positions of the coexisting phases should depend on the



le

f a
m
s
ry
ie
re

e

n
e

th
ss
f
s

s

n

i-

de
tu
he

the
or

m-
an
ns
f

n-

al

m
lu-
es

.
se
m

r-
ts.

he

-

1479Phys. Solid State 41 (9), September 1999 M. A. Zakharov
centrations of all low-mobility components, playing the ro
of a ‘‘medium’’ in the given quasiequilibrium state.

Let us find the condition of spinodal decomposition o
solid solution in a given quasiequilibrium state. We assu
that all low-mobility components are distributed in the sy
tem slightly nonuniformly, fluctuating near their stationa
valuesni

0 . As a result of this assumption, the local densit
of all components, both mobile and immobile, can be rep
sented in the form~8!. Linearizing a system similar to th
system~7!, taking account of Eqs.~8! and~9!, with respect to
dni(r ) and dC(r ) and Fourier transforming, we obtain a
inhomogeneous system of algebraic equations which is lin
with respect todñi and dC̃, and which we write in the
matrix form

Ax5B, ~17!

where

A5S Ṽ111l11 ••• Ṽ1k1l1k 2v1

•••••••••••••••••••••••••••••••••••

•••••••••••••••••••••••••••••••••••

•••••••••••••••••••••••••••••••••••

Ṽk11lk1 ••• Ṽkk1lkk 2vk

2v1 ••• 2vk 0

D , ~18!

x5S dñ1

A

dñk

dC̃

D , B51
(

j 5k11

m F2Ṽ1 j1
T

n0Gdñ j

A

(
j 5k11

m F2Ṽk j1
T

n0Gdñ j

(
j 5k11

m

v jdñ j

2 ~19!

The existence of a nonequilibrium phase transition in
system, as already mentioned, is due to the nonuniquene
the Gibbs states and the appearance of a branch point o
corresponding linearized system~in our case this system i
Eq. ~17!!.

Since the system of equations is compatible, the rank
the mainA and expandedA8 matrices of the system~17! are
the same, and since the solutions of the system are
unique, rankA,k11. As a result, we have

D50, D150, . . . Dk1150, ~20!

whereD is the determinant of the matmrixA, andD i is the
determinant of the matrix obtained by substituting thei-th
column of the main matrixA by the column of free termsB.

The system~20! is the criterion for spinodal decompos
tion of an m-component solid solution,k components of
which have reached an intermediate equilibrium; it also
termines the nonequilibrium phase-transition tempera
and the boundary of nonequilibrium metastability in t
solution.
e
-
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-

ar

e
of
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ot

-
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We note that for a uniform distribution ofm2k low-
mobility nonequilibrium components the linear system~17!
is homogeneous and the conditionsD i50 of the system~20!
are clearly satisfied, as a result of which vanishing of
determinantD is a necessary and sufficient condition f
spinodal decomposition of the solution.

An important feature of phase separation in a multico
ponent solution in a quasiequilibrium state, in contrast to
equilibrium state, is the appearance of additional conditio
of the formD i50 ~20!. Thus, the condition for separation o
an equilibrium solutionD50 is inadequate for a phase tra
sition to appear in a quasiequilibrium solution.

A quantitative analysis of the equation of the spinod
will be given in our next paper.

In closing, we list the main results of this work.
1! A unified phenomenological theory of the equilibriu

and quasiequilibrium states of multicomponent solid so
tions was constructed taking account of the proper volum
of the components in the local-equilibrium approximation

2! The conditions for spinodal decomposition of the
thermodynamic systems in an arbitrary quasiequilibriu
state, including in the equilibrium state, were obtained.

3! The equation of the spinodal for an equilibrium te
nary solution was derived taking account of volume effec
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Fine structure of the permittivity spectrum of a fluorite crystal
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The experimental curve of the permittivity of fluorite is decomposed, for the first time, into 11
components in the range 10.5–18 eV~90 K! and 18 components in the range 10–35 eV
~300 K! by the Argand diagram method. Three parameters are determined for each component:
the energy at band maximum, the half-width of the band, and the oscillator strength. A
scheme is proposed for the nature of the components of the permittivity of fluorite. ©1999
American Institute of Physics.@S1063-7834~99!01609-3#
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Fluorite CaF2 is a model crystal of the difluoride group1

Many band calculations as well as calculations of the den
of states and the spectrum of«2 in the band approximation
have been performed for it.1–7 However, thus far these ca
culations are contradictory, and they do not even determ
the sequential order of the bands uniquely. For strongly io
crystals, including CaF2 , excitonic effects are characterist
in a wide range of intrinsic absorption energies. They ha
not been studied theoretically. For this reason, the maxim
the reflection and«2 spectra of CaF2 are discussed in a sim
plified manner using qualitative schemes for the combina
of excitonic and interband transitions.1,2,6–8 In this connec-
tion, it is especially urgent to investigate transition energ
and transition probabilities irrespective of the nature of
transitions themselves.

Our objective in the present work is to determine a se
transitions and their energies and oscillator strengths
crystal CaF2 in a wide range of intrinsic absorption energie
Using the Argand diagram method,9,10 we decompose the
experimental integrated permittivity curve«2 of fluorite from
Ref. 8 into 18 elementary Lorentzian components in
range 10–18 eV at 300 K and into 11 components in
range 10.5–18 eV at 90 K. For brevity, only the three m
parameters of each component — the energyEi of the band
maximum, the half-width of the maximum, and the oscilla
strengthf i — are given in Table I. It should be underscor
that, in the generally accepted approximation where the t
permittivity is represented as a sum of contributions
Lorenzian oscillators, the Argand-diagram method we u
makes it possible to decompose uniquely the integrated«2

and«1 spectra into a minimum number of bands without a
adjustable parameters. Transitions with close energies
not necessarily of close nature are summed in each band
this reason, they can be decomposed additionally into sev
components each on the basis of theoretical models of
possible fine structure of the bands. At 300 K eight bands
established in the region 12–18 eV. As temperature
creases to 90 K triplet~band No. 3! and doublet~band No. 7!
splittings are observed. These bands can all be divided
respect to the temperature shift into two groups: with a la
shift ;1(0.1520.25) eV~bands Nos. 1, 2, 3-, 78! and with
a very small shift;10.01 ~Nos. 6, 8!, 20.01 ~No. 5!, and
1481063-7834/99/41(9)/2/$15.00
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20.02 eV ~No. 4!. The values of f i are temperature-
independent for bands Nos. 1, 3, and 7. Special theore
calculations are required in order to solve the question of
nature of the temperature anomalies inf i for other bands.

The top valence band of CaF2 is due to the 2p state of
the fluorine ion, and the bottom conduction band is due
the 3d, 4s, and 4p states of the calcium ion.2–7 Qualita-
tively, in the energy-level scheme in the one-electron
proximation, the components of«2 which we established for
crystal CaF2 are associated with transitions from 2p F2 into
3d Ca12 ~Nos. 1–3!, 4s Ca12 ~Nos. 4–6!, 4s, 4p Ca12

~Nos. 7 and 8!, and 4p Ca12 ~Nos. 9–11! and from 3p Ca12

into 3d Ca12 and 4s Ca12 ~Nos. 12–18!. The characteristic
features of most of these components of the spectrum«2 of
fluorite are easier to explain in the metastable-exciton mo
A detailed discussion of the nature of the components of«2

requires calculations of bands and excitons in a wide ra

TABLE I. The energiesEi ~eV! of the maxima, the half-widthsHi ~eV!, and
the oscillator strengthsf i of fluorite.

No. Ei Hi f i

300 K 90 K 300 K 90 K 300 K 90 K

1 12.38 12.59 0.79 0.56 0.46 0.43
2 12.94 13.13 1.11 0.45 0.75 0.37
38 – 13.575 – 0.53 – 0.15
39 – 13.71 – 0.27 – 0.05
3- 13.77 13.92 0.58 0.46 0.54 0.38
4 14.21 14.19 0.48 0.46 0.10 0.05
5 14.57 14.56 0.41 0.63 0.05 0.17
6 15.36 15.37 0.99 0.70 0.37 0.27
78 – 15.78 – 0.46 – 0.04
7 15.99 16.24 1.03 0.84 0.16 0.13
8 16.99 17.00 1.31 0.81 0.16 0.09
9 19.29 – 1.03 – 0.04 –
10 20.72 – 1.59 – 0.13 –
11 23.14 – 1.71 – 0.10 –
12 25.13 – 1.75 – 0.24 –
13 25.68 – 2.86 – 0.08 –
14 27.87 – 0.63 – 0.05 –
15 29.25 – 1.37 – 0.07 –
16 30.64 – 1.04 – 0.07 –
17 32.65 – 1.75 – 0.24 –
18 34.34 – 0.63 – 0.05 –
0 © 1999 American Institute of Physics
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of fundamental absorption energies. We hope that the res
of the present work will give a fundamentally new basis
performing substantially more accurate and complete ca
lations of the electronic structure of CaF2 .
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Ion-motion disorder in a tysonite superionic conductor from 19F NMR data
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The disorder in ion motion in a LaF3 superionic conductor with tysonite structure is determined
from NMR spectra. The method is sensitive to dynamic effects with correlation times of
531023,t,1026 s. Within the 260–400-K interval, ion movement is observed only on one of
the sublattices (F1), and it exhibits a correlation time distribution. The shape of the
distribution is well fitted by a log-Gaussian. The distribution in correlation times reflects
noticeable spatial fluctuations of local potentials in the LaF3 superionic conductor.
© 1999 American Institute of Physics.@S1063-7834~99!01709-8#
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Dynamic disorder on at least one of the ionic sublattic
of a superionic conductor~SIC! is considered to be the mai
reason for the onset of a superionic phase.1 Nevertheless
practically all studies of ion motion in SICs are based on
concept of a thermally activated Arrhenius-type process w
a single correlation time and a single activation energy. T
approach describes well the macroscopic characteristics
SIC, such as the coefficients of electrical conductivity a
diffusion. However it is of little use in studies of the supe
onic conduction itself, because it totally eliminates from co
sideration dynamic disorder occurring on the microsco
scale. The practically complete absence of concrete litera
data on disorder, even in comparatively well studied syste
having the fluorite or tysonite structure, complicates our
derstanding of the processes accompanying the onset o
superionic state, is an obstacle to further progress in
theory of ionic transport, and, hence, slows the developm
of new materials with better electrophysical properties.

It should be pointed out that dynamic disorder in glas
and polymers has recently been studied in considerable d
by NMR, which is very sensitive to dynamic processes at
atomic level.2 As one crosses over from the insulating
superionic phase in SICs, investigation of the disorder p
nomenon becomes complicated by the slow correla
times, small distribution width, and, hence, by a fairly lim
ited choice of applicable experimental techniques. Amo
them is the analysis of the temperature dependences of
lattice relaxation times,3,4 NMR spectroscopy,5 frequency-
dependent electrical conductivity, and dielectric relaxat
spectroscopy6–8.

The temperature dependences of the spin-lattice re
ation timesT1 in SICs exhibit usually a considerable devi
tion from the behavior predicted by the Bloemberge
Purcell–Pound model, which assumes a single correla
time. Specifically, the dependence of lnT1 on reciprocal tem-
perature is not symmetrical with respect to the minimum
T1 , and the proportionalityT1}v0

2 breaks down in the low-
temperature domain of this relation.3,4 A model allowing a
distribution in activation energies was proposed to acco
for this behavior of the relaxation times.4 Similarly, the
1481063-7834/99/41(9)/4/$15.00
s

e
h
is
f a
d

-
c
re
s
-

the
e

nt

s
ail
e

e-
n

g
in-

n

x-

n

nt

anomalous course of electrical conductivitys(v) in glassy
(Li2S)0.56(SiS2)0.44 was successfully simulated by
Gaussian distribution of lithium-ion activation energies.6 Un-
fortunately, this technique has a low sensitivity to the sha
of the distribution function.7 Even the simplest step-functio
distribution model, which obviously has little in commo
with reality, permits satisfactory description of the frequen
dependence of electrical conductivity.8 This is apparently
connected with the lack of clearly pronounced features in
T1(T) or s(v) dependences and with the fact that, in ord
to find the shape of the distribution function, one has
approach the inverse problem by solving Fredholm’s integ
equation of the first kind, which makes the resultant funct
only weakly sensitive to variation of the starting experime
tal data. Therefore the shape of the distribution is usua
prescribeda priori in the form of a mathematical function
with subsequent determination of its parameters. The p
nomenological model of hopping relaxation developed to
scribe dynamic processes in superionic conductors ma
use, in particular, of a scheme with two potential wells se
rated by a barrier, whose height was proposed to
Gaussian.9 A similar distribution was invoked to interpre
7Li NMR data on relaxation and electrical conductivity
xLi2S1(12x)GeS2 glassy SICs.10

It should be noted that practically all disorder studies
SICs were carried so far on glassy SICs, where the intrin
structural disorder simulates the potential relief and initia
inevitably dynamic disorder. In crystalline SICs, where a p
riodic potential field exists, one should expect a considera
weaker dynamic disorder, which apparently determines
phenomenon of superionic motion itself. Besides, the ato
coordinates in crystalline SICs can be determined precis
which permits one, for instance, to simulate in detail NM
spectra and perform calculations on the atomic level. The
fore analysis of crystalline systems appears preferable. H
ever in order to obtain information on disorder in these s
tems, one has to use methods specifically sensitive to
effect.

Because NMR is exclusively sensitive to the interacti
of a nucleus with the local spin environment, the parame
2 © 1999 American Institute of Physics
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of NMR spectra depend substantially on spin motion. Sp
tral analysis permits one to derive information on ion-moti
correlation times within the 102621023-s range. NMR
combines the merits of high sensitivity and large chemi
shifts from structurally inequivalent atoms, thus enabli
separation of spectral components due to different S
sublattices.11 This work reports a19F NMR spectroscopic
study of ion-exchange disorder in LaF3 superionic conductor
with tysonite structure.

Tysonite has trigonal symmetry (P3̄c1) with three
structurally inequivalent fluorine sites (F1 , F2 , and F3).12–14

A variety of methods were used to study ion transport
LaF3 .5,11,15–17 The fluorine anions were found to be in
equivalent not only structurally but dynamically as well11

Ion motion in LaF3 is known to involve Schottky defects.15

Frenkel defects are likely to appear only at temperatu
above 1000 K.16 Below 400 K, ion motion occurs primarily
on the F1 sublattice.5,18 This work analyzes ion motion
within a temperature range from 260 to 400 K. The ma
attention is focused on studying the disorder in this proce

1. EXPERIMENT

The NMR spectra were obtained by Fourier transfor
ing free-induction decay signals in a magnetic field of 7
corresponding to the19F resonance frequency of 282 MHz.
BRUKER CXP300 pulsed Fourier spectrometer was us
The 90° pulse was 1ms long permitting irradiation of a spec
trum up to 500 kHz wide, which was considerably in exce
of the actually measured spectrum~120 kHz!.

The single-crystal LaF3 sample used measured 333
37 mm3. The crystal was oriented with a Laue diffract
meter to an accuracy better than 1°. The sample tempera
could be varied from 130 to 400 K, was determined to with
1 K, and stabilized to within60.1 K.

2. RESULTS AND INTERPRETATION

Figure 1 presents experimental NMR spectra of a La3

single crystal, with its principal symmetry axis oriented pa
allel to the external magnetic field. The spectrum is seen
contain two components with integrated intensities in
ratio 2:1 and chemical shifts of -64 and 105 ppm relative
the reference signal from CFCl3 . As shown by NMR mea-
surements performed in a strong magnetic field providin
high spectral resolution of chemical shift signals due
structurally inequivalent fluorine sublattices, the strong
component corresponds to the F1 sublattice ions, and the
weaker one, to combined signals produced by the F2 and F3

sublattices.11,18 Homonuclear decoupling in19F using
MREV-8 multiple-pulse high-resolution sequence did n
permit one to resolve the F2 and F3 signals, whose chemica
shift difference was estimated as not above 1.6 ppm.14 The
integrated component-intensity ratio is in full agreement w
the occupation of the corresponding structural positio
namely, 12:~412!. As follows from the angular dependenc
of the spectra, the chemical shift anisotropy is the larg
when the principal optical axis of tysonite is parallel to t
magnetic field, but nevertheless the shifts did not exhib
noticeable splitting of the F2,3 component, which implies tha
c-
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the F2 and F3 anions produce the same chemical sh
anisotropies. Taking into account the insignificant differen
between the F2 and F3 ion positions revealed by x-ray dif
fraction data,12–14 this observation suggests that the stru
tural inequivalence of the F2 and F3 ions is not reflected
noticeably in NMR spectra. Because the line shape of
combined F2 and F3 component corresponding to the rigid
lattice one11 was not affected by temperature variation, o
may conclude that at least below 400 K the F2 and F3 ions
behave dynamically in an equivalent manner and, in orde
simplify our subsequent analysis, can be considered as
longing to a common sublattice F2,3. At temperatures below
250 K, the spectrum does not undergo changes, i.e. the
tem may be treated as rigid, with ion-motion correlati
timest.1 ms. As the temperature increases, ion motion s
in on the F1 sublattice, which is evidenced by disappearan
of the doublet structure and a dynamical narrowing of t
particular component only. The component corresponding
the F2,3 sublattices does not reveal any noticeable chang
which implies no ion exchange on them with correlati
times t,0.1 ms. Because at temperatures up to 400 K m
tion is detected only on the F1 sublattice, we performed an
analysis of dynamic processes for the F1 ions.

The shape of the19F NMR spectrum in a solid is deter
mined by direct dipole-dipole interactions and chemic
shifts. The LaF3 structure was derived from x-ray diffractio
measurements, and the fluorine anion positions in a r
lattice are known to a high accuracy.13,14 Calculation of pair
dipole-dipole interactions in the LaF3 spin system does no
present any difficulties if the atomic positions and valen
angles are known. Because the strongest dipole-dipole in
actions on the F1 sublattice~17 kHz! are substantially weake
than the difference in chemical shifts between the F1 and F2,3

components~50 kHz! and stronger than the dipole intera
tions between the F1 and F2,3 sublattices~3.6 kHz!, the dy-

FIG. 1. Experimental19F NMR spectra of a LaF3 single crystal,B0ic ori-
entation, temperature range covered 220–400 K.
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namic processes in the F1 sublattice may be treated as tho
in an isolated ion system.

Because exact calculation of NMR spectra of a solid
impossible due to the large number of interacting spins,
employed an approximate method18,19. In this method, the
number of interacting spins for each nucleus is limited a
ficially based on the fact that magnetic interactions fall
with distancer proportionately to 1/r 3, and that only inter-
action with the nearest neighbors turns out to be signific
for determination of the NMR spectral shape. The dipo
dipole interactions in the spin system were classified in
order of decreasing magnitude. The calculation of the dip
spectrum due to two, three, etc. spins made in the decrea
order of the dipole-dipole interaction revealed that the sp
tral shape did not undergo any further changes starting w
six spins. The interactions from 17 to 1.7 kHz, which dom
nate the shape of the interaction spectrum, were fully ta
into account. The interactions with more distant spins, wh
result in an additional splitting of the already included e
ergy levels by an amount corresponding to the next non
cluded interaction~1.5 kHz for the seventh spin and so on!,
were taken into account by additionally broadening the sp
tral component by a Gaussian. Calculation of the spect
for the F1 sublattice made disregarding the ion motion~Fig.
2b! gives a good agreement with experiment~Fig. 2a!.

The ion exchange occurring under dynamic narrowing
the NMR line with increasing temperature was taken in
account by solving Liouville’s stochastic equation for t
spin density matrix with an additional term describing t
evolution of the spin ensemble in dynamic exchange.20 The
exchange process calculated for one, optimally chosen
relation timet535ms, is presented graphically in Fig. 2d
As evident from a comparison of spectra 2c and 2d,

FIG. 2. NMR spectra of the F1 sublattice: a — experimental at 220 K, b —
calculated dipole spectrum for a rigid fluorine-lattice, c — experimental at
270 K, d — calculated for one correlation time oft535ms, e — recon-
structed with a log-Gauss time distribution withtc530ms andd50.8.
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model spectrum 2d does not fit satisfactorily the experime
Specifically, the experimental spectrum obtained at 270
~Fig. 2c! exhibits a narrow central component which is lac
ing in the calculated spectrum. This experimental feature
be accounted for only by assuming coexistence of a fast
a slow exchanging spin ensemble. An analysis of two p
sible models taking into account the nonuniformity of io
exchange, namely, a model with two correlation times a
another one with a distribution of correlation times revea
the latter to be preferable. We shall consider it in more det

The model assuming a distribution of correlation tim
assumes F1 ions have different local environments, i.e., th
are located at a potential relief with variable-height barrie
There is, accordingly, a dynamic distribution, which giv
rise to a temperature-dependent correlation-time spect
described by a distribution functionG(t). We used a limited
set of correlation timest i ( i 51,2, . . . ,n), which extends
over the range covered by the NMR method, 1026<t i

<1023 s. To eacht i corresponds a particular NMR spectr
shapef cal(v,t i) calculated separately. The resultant NM
spectrum f cal(v) is a superposition of individual spectr
f cal(v,t i ) taken with the corresponding weighting factorspi

f cal~v!5(
i 51

n

pi f
cal~v,t i !. ~1!

The pi factors are unknown and are determined from
optimum fit of the calculated,f cal(v), to experimental,
f exp(v), spectral shape. Because an experiment always
tains noise and phase-correction errors, Eq.~1! was solved
numerically. This equation was used to generate an ove
termined system of linear equations~2! of dimensionm3n

f exp~v j !5(
i

n

pi f i~v j ,t i !, ~ j 51,2, . . .m!. ~2!

To obtain a stable solution, Eqs.~2! were solved by
regularization.21 The resultant set of parameterspi for differ-
ent temperatures, presented in Fig. 3 by sets of symb
reflects the probability of the existence of a process wit
given correlation time. The values ofpi obtained by such a
model-independent method are fitted well by a log-Ga
function

G~ log~t!!5A expF 2
1

2
S log

t

tc

d
D 2G ~3!

shown by solid lines in Fig. 3. Equation~3! contains only
two fitting parameters, the center of the distributiontc and
its width d5 1

2log(D2 /D1), whereD1 andD2 are the steepest
slope points ofG@ log(t)#. Thus numerical calculation of the
weighting factorspi supports the validity of the model with
correlation-time distribution. The shape of the correlatio
time distribution function determined by a mode
independent method fits the log-Gauss function. The sp
trum reconstructed by solving coupled equations~2! with the
distribution functionG(t) having the parameterstc530ms
and d50.8 ~Fig. 2e! practically coincides with the experi
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mental one~Fig. 2c!. Because distribution~3! contains only
two fitting parameters, they can be determined with a h
accuracy.

We believe that a distribution of correlation times
physically reasonable. For instance, a distribution of vac
cies in a SIC gives rise to a distribution of potential barrie
If one assumes the processes involved to be thermally
vated, a distribution in barrier height should entail that
correlation times. As the sample temperature increases
center of theG(t) distribution shifts toward shorter correla
tion times. The distribution becomes more narrow, which
typical of thermally activated processes. In accordance w
the Arrhenius law, we have in this case

t5t0 exp~Ea /kT!, ~4!

i.e. a distribution of correlation times transforms to that
potential barriers for ion jumps. The widthd and the center
position tc of the G(t) distribution plotted on a log scal
depend linearly on reciprocal temperature. Our analy
shows a deviation from this behavior. The reason for t
deviation lies possibly in that NMR detects processes oc
ring on the atomic level, and to explain the above result,
should take into account additional factors, such as coop
tive effects. It should be pointed out that a similar behav

FIG. 3. Correlation time distributionG(t) for the F1 sublattice calculated
for different temperatures. The lines are log-Gauss fitting functions.
h
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was discovered in many disordered systems.22,23Besides, the
errors at the edges of the temperature range covered ca
larger, because the correlation times may fall here outside
boundaries of dynamic sensitivity of the method, which w
estimate in our case as 531023,t,1026 s.

Application of the molecular dynamics approach to
analysis of potential relief in lanthanum trifluoride appea
promising for the interpretation of our results. In the initi
stage, the barrier height distribution in a crystalline SIC w
simulated successfully by a possible inhomogeneous sp
distribution of Schottky defects.19 A more comprehensive
analysis would require, however, further development of
technique used.

Work performed in project RFFI~Grant No. 96-03-
33134!.
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2E. Rössler, M. Taupitz, and H.-M. Vieth, J. Phys. Chem.94, 6879~1990!.
3D. Brinkmann, Magn. Reson. Rev.14, 101 ~1989!.
4S. H. Chung, K. R. Jeffrey, J. R. Stevens, and L. Bo¨rjesson, Solid State
Ionics 40/41, 279 ~1990!.

5A. F. Privalov, I. V. Murin, and H.-M. Vieth, Solid State Ionics101/103,
393 ~1997!.

6I. Svare, F. Borsa, D. R. Torgeson, and S. W. Martin, Phys. Rev. B48,
9336 ~1993!.

7J. R. Macdonald, Solid State Ionics15, 159 ~1985!.
8W. Schirmacher, Solid State Ionics28/30, 129 ~1988!.
9K. Funke, Prog. Solid State Chem.22, 111 ~1993!.

10K. H. Kim, D. R. Torgeson, F. Borsa, J. Cho, S. W. Martin, and I. Sva
Solid State Ionics91, 7 ~1996!.

11A. F. Privalov, H.-M. Vieth, and I. V. Murin, J. Phys. Chem. Solids50,
395 ~1989!.

12M. Mansmann, Z. Kristallogr.122, 375 ~1965!.
13B. Maximov and H. Schultz, Acta Crystallogr., Sect. B: Struct. Sci.41, 88

~1985!.
14A. Zalkin and D. H. Templeton, Acta Crystallogr., Sect. B: Struct. Sci.41,

91 ~1985!.
15A. Sher, R. Solomon, K. Lee, and M. W. Muller, Phys. Rev.144, 593

~1966!.
16P. E. Ngoepe, W. M. Jordan, C. R. A. Catlow, and J. D. Comins, Ph

Rev. B41, 3815~1990!.
17A. Belzner, H. Schultz, and G. Heger, Z. Kristallogr.209, 239 ~1994!.
18A. F. Privalov, H.-M. Vieth, and I. V. Murin, J. Phys.: Condens. Matter6,

8237 ~1994!.
19A. F. Privalov, A. Cenian, F. Dfujara, H. Gabriel, I. V. Murin, and H.-M

Vieth, J. Phys.: Condens. Matter9, 9275~1997!.
20J. I. Kaplan and G. Frenkel,NMR of Chemically Exchanging System

~Academic, New York, 1980!.
21W. H. Press, S. A. Teuklosky, W. T. Vetterling, and B. P. Flanne

Numerical Recipes in C~Cambridge Univ., Cambridge, 1992!.
22I. Chang, F. Fujara, G. Hinze, H. Sillescu, and A. To¨lle, J. Non-Cryst.

Solids172-174, 674 ~1994!.
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Possible types of time dependencesp(t) describing the kinetics of theb→a transformation in
the Pd–H system are presented based on the theory of hierarchical structures. It is shown
that one factor influencing the change in the time dependencep(t) is the degree of regularity in
the distribution of defects in the hierarchical complexes and the strength of the hierarchical
coupling determining the number of hierarchically coupled levels. Analysis of the relations
obtained and the experimental data made it possible to distinguish the most likely physical
causes for the retardation of theb→a transformation. ©1999 American Institute of Physics.
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The problem of the interaction of hydrogen with meta
and alloys is becoming increasing more pressing in conn
tion with the use of hydrogen in many branches of techn
ogy. For example, the use of palladium–hydrogen system
hydrogen energetics involves storage, transport, and ex
tion of hydrogen. The effect of hydrogen on service char
teristics such as longevity and reliability of membranes u
as filters for purifying hydrogen and separating its isotope
extremely important. These applications make it necessa
study the mechanical properties of the Pd–H and Pd–Me
systems determined by the phase composition1 and state of
the defect structure.2,3 Specifically, it is found that the high
strength state is formed as a result of repeated cycling of
phase transformation.1–3

In recent years the idea has developed4–6 that a strongly
deformable crystal is a synergetic system, where the de
density is so high that collective effects show up in th
behavior. This means that a coherent coupling is establis
in an ensemble of defects between the constituents of
ensemble, and this coupling leads to self-localized forma
of the structural elements of a high level. Simple example
this phenomenon are: clustering of vacancies leads to d
cation loops, clusters of dislocations transform into dislo
tion walls, and so on. As a result, a hierarchical system
defects arises and, since a definite relation exists betw
different structural levels, it is more accuracte to call it
hierarchically subordinated system.4,6–9 A theory of hierar-
chical coupling is proposed in Ref. 9.

According to Refs. 10–14, a defect structure develops
generation of defects in the process of ana↔b transforma-
tion, leading to dilatation of the lattice. As a result of fin
scale fragments assembling into a large-scale structure
evolution of a defect structure consists of a process in wh
a complex, hierarchically subordinated, system of defe
1481063-7834/99/41(9)/5/$15.00
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arises. According to Ref. 15, the picture of the developm
of such a system of defects also depends on the phase
We note that characteristic features of the kinetics of
reverse phase transformation are determined by the sta
the defect structure.12–14 It has been shown in Refs. 12, 14
and 16 that the time dependence of the volume fraction
theb phase does not reduce in the degassing process to
simple exponential-type relations, but rather it possesse
power-law or logarithmic dependence. In Refs. 12 a
16–18 it was determined that theb→a transformation pro-
ceeds in multiple stages. It was established that the sta
nature of the degassing process is associated with stage
development of a defect structure.19

Our objective in the present work is to describe the
netics of the reverse transformationb→a on the basis of the
concept of a hierarchical defect system arising in the tw
phase system Pd–H.

This paper is organized as follows. In Sec. 1, the ba
experimental data, generalizing the results of Refs. 12–
are expounded and analyzed on the basis of ideas devel
in Ref. 15, on the staged evolution of the defect structure
discussion based on the theory of hierarchical structures7 is
given in Sec. 2. A number of basic relations are derived
the Appendix.

1. EXPERIMENTAL RESULTS

In Ref. 13 it was shown by x-ray diffraction that th
kinetics of theb→a transformation in Pd ribbons deforme
by rolling is described by an exponential dependence, if
ribbons were saturated for 15 min by a current density
mA/cm2. At the same time it was observed in these samp
that the density of randomly distributed dislocations or larg
radius dislocation loops increases appreciably during ph
transformations. As the current density and saturation t
6 © 1999 American Institute of Physics
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1487Phys. Solid State 41 (9), September 1999 Katsnel’son et al.
increase, the density of randomly distributed dislocations
the same samples increases up to critical values, above w
assembly of these dislocations into dislocation walls~coher-
ently coupled complexes! occurs.15 In such samples theb
→a transformation process is observed to slow down. T
form of the functions describing the kinetics of ab→a
transformation depends on the degree of development o
defect structure.

If dislocation pileups appear in thea phase,13 then the
kinetics of the b→a transformation will follow the
Kohlrausch law

p~ t !5p0exp@2t/t#b ~ t.t* !, ~1!

wherep0 is the initial content of theb phase,t* is a char-
acteristic time scale, and the constantb50.8.

For a cast sample and high current density,12,18 the den-
sity of random dislocations reached such high values eve
the saturation process that the dislocations assembled
walls. This leads to lower values ofD (D is the size of the
coherent scattering regions! and the formation of a cellula
substructure in thea phase. A cellular substructure als
formed in theb phase during degassing. The degassing p
cess in this case was described by a power law12,18

p~ t !5p0~ t/t* !2g, ~ t.t* !. ~2!

The parameters areg5(0.57560.030) and t* 5(5.0
60.5) h. Theb-phase content subsequently~after ;40 h!
remained practically unchanged — a stage of stabilization
the b phase was observed.18 At this stage the coherent sca
tering regions~CSRs! of the b phase increased in size —
transition was observed to the next stage of developmen
the hierarchical defect structure.16

When the initially deformed ribbon was cycled, the ce
lular substructure formed in thea phase during the first few
cycles. In the last cycle, where the amount of theb phase is
quite large (;90%), formation of dislocation walls was ob
served even in theb phase — after 43103 h.14 In this case
D decreased by a factor of 2.5 — a cellular structure formed
The kinetics of theb→a transformation was described by
logarithmic law14,16

p~ t !5p0~ ln~ t/t* !!2a, ~3!

wherea.0 andt* was found to bet* 5(5.060.5)3103 h.
We note that the logarithmic retardation of theb→a

transformation was observed at the stage of degassing w
the CSRs in thea phase were already observed to increase
size — a block substructure formed.

With repeated cycling of a cast sample, a cellular s
structure arose in both phases.15 During degassing the forma
tion of large blocks commenced after the last saturation~dis-
location walls between substructural cells vanished!, and this
process occurred first in theb phase. At this stage theb
→a transformation process was described by a power
with exponentg50.29 and characteristic timet* 543103

h.14,16 The b→a transformation process stopped aft
;4.53104 h ~the stage of stabilization of theb phase!.
Then nucleation of a block substructure in theb phase was
observed.15,16
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2. DISCUSSION

Since a dispersed mixture ofa andb phases is formed
upon saturation with hydrogen, theb→a transformation
process is limited not only by diffusion of individual hydro
gen atoms but also by cooperative effects associated with
motion of an interphase boundary in the potential rel
formed by the defect structure. As we have shown in a p
vious work,12 for a uniform distribution of defects, charac
terized by densityr and energy barrierU;r, the degassing
process can be described by the Debye relation

p5p0 exp~2t/t!, ~4!

where the relaxation timet is determined by the rate o
formation ofa-phase nuclei

t;exp~c/g2T!exp~U/T!, ~5!

whereg is the difference of the specific free energies of t
phases. Here the first exponential describes the therm
namic aspect of ab→a transformation and the second e
ponential is associated with the migration of the interph
boundary along the potential relief of the defect structu
characterized by barrier heightU. We shall investigate only
the kinetic aspect, which plays the dominant role in the
terpretation of the experimental data presented.

In the very simple case of a uniform distribution of d
fects of one type, the microstrain«;r due to them is pro-
portional to their density, which leads to the linear relati
U;«;r. However, such a case occurs for defects of a
one type, for example, dislocations, precipitates of a pha
and so on. Analysis of the experimental data has shown12–14

that thea↔b transformation, characterized by large acco
panying distortions of the lattice, leads to the formation
various defects, which can be hierarchically subordinat
For example, vacancies combine into prismatic loops, e
dislocations assemble into small-angle walls, which in tu
form cells, and so on. Each of these defect types correspo
to a hierarchical leveln characterized by a barrierUn and
microstrain«n .

At each hierarchical leveln the barrier heightUn;«n is
determined by the microstrain associated with the ratio of
scale factorsl n at different levels

«n5 l n21 / l n . ~6!

For example, for single dislocationsl n corresponds to
the radius of the nucleus, for walls it corresponds to
distance between dislocations, and so on.20 Characteristi-
cally, as the value ofn corresponding to a transition to
higher hierarchical level increases, the ratiol n21 / l n of the
deformation scales should increase, since in this case
microstrain«1 increases~for example, grains make a large
contribution to the total strain than fragments, the latter ma
a larger contribution than blocks, and so on!. Since the
height Un of the potential relief increases monotonical
with the microstrain«n , the value ofUn should also increase
with n.

To determine the dependenceUn(«n) we shall present
basic information about the theory of hierarchic
structures.7,9 It is convenient to turn to a geometric image —
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the Cayley tree, which makes it possible to represent
hierarchical coupling graphically~Fig. 1!. Each hierarchical
level of this tree corresponds to a given type of defect: T
bottom level corresponds to individual dislocations, the n
level corresponds to formed or small-angle walls, a hig
level corresponds to cells, and so on, right up to the top le
characterizing by the behavior of the entire sample. Reg
trees, for which the number of branches emanating from
nodes at each level is constant, are distinguished~see Fig.
1a!. The opposite example is a tree shown in Fig. 1b
which only one node sprouts at each level. Real hierarch
systems correspond to irregular trees, of the type depicte
Fig. 1c, where a random variation of the branching struct
is observed for nodes at a given hierarchical level and
different hierarchical levels.

For the defect structure under study a regular tree~see
Fig. 1a! corresponds to an idealized situation where e
type of defect in the upper level is formed as a result of
coherent assembly of an identical number of defects from
lower level. The situation corresponding to Fig. 1b mea
that at each level there exists a single distinguished gro
which can assemble into a superdefect in a higher level.
nally, a tree of the type shown in Fig. 1c represents the

FIG. 1. Various types of hierarchical trees.
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situation. We call attention to the fact that the microstra
«n , determined by the ratio of the scale factorsl n andl n21 at
different levels, characterizes the degree of the hierarch
coupling. Indeed, if dislocations with nuclei with radiusl 0 do
not form a small-angle wall, then the thickness of the w
l 15`, and according to Eq.~6! the degree of hierarchica
coupling«1 50. However, if the dislocations assemble wi
periodl 1,`, then as the openness of the wall decreases,
hierarchical coupling«15 l 0 / l 1 intensifies because of the de
crease in the scalel 1. For the tree shown in Fig. 1c, a de
crease in the degree of branching at a given node means
the superdefect formed by defects at the preceding leve
more open than its neighbor, corresponding to a higher
gree of branching.

As shown in the Appendix, for a regular tree~see Fig.
1a! the increase in barrier heightUn occurring with a change
in the degree of hierachical coupling, whose magnitude
determined in our case by the microstrain«n , is exponen-
tially strong

Un5Q exp~«n /«0!. ~7!

For the opposite case, corresponding to Fig. 1b, a w
logarithmic dependence

Un5Q ln~«n /«0! ~8!

is observed.
Finally, for an irregular tree~see Fig. 1c! we have the

power law

Un5Q~«n /«0!a, a.0. ~9!

In the expressions~7!–~9! Q and «0 are characteristic
values of the barrier height and microstrain.

It is important to keep in mind that the dependenc
presented are determined solely by the geometry of
Cayley tree and are not associated with other characteri
of the hierarchical coupling. In a real case the defects
different levels make a different contribution to the total d
formation process. We shall take this into account in
analysis of two limiting cases — strong and weak hierarc
cal coupling. In the first case, corresponding to an infin
number of coupled levels, the distributionws(«n) of hierar-
chical coupling over levels is a slowly varying function

ws~«n!;~«n /«0!2D, ~10!

whereD is a positive parameter. For weak coupling, whe
the number of levels coupled is finite, exponentially rap
decay is realized

ww~«n!;exp$2«n /«0%, ~11!

where the scale«0 characterizes the depth of the hierarchic
coupling.

When a hierarchical structure arises, the contribution
each leveln is characterized by a specific degassing l
pn(t);exp(2t/tn) with relaxation timetn5t0exp(Un /T),
where the barrier heightUn(«n) depends on the microstrai
according to the relations~7!–~9!.
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Each of these levels makes an additive contribution w
weightw(«n), given by the distributions~10! and~11!. As a
result, the complete degassing law can be written as a
over the levels

p~ t !5(
n

w~«n!exp$2~ t/t0!exp~2U~«n!/T!%, ~12!

where t0 is the characteristic relaxation time at the low
level. The possible types of functionsp(t) corresponding to
various combinations of the dependencesUn(«n) andw(«n)
were found on the basis of Ref. 7. These types are indic
in Table I. The main feature of the dependences obtaine
that they decrease with increasingt much more slowly than a
Debye exponential exp(2t/t0). For weak hierarchical cou
pling ww(«n), logarithmic growth of the barrier heigh
Un(«n) gives the weakest retardation, which is characteri
by an extended Kohlrausch exponential. A power-law fu
tion Un(«n) leads to a quasipower-law form~for a51 we
obtain p(t)}t2T/Q). Finally, for an exponential dependenc
Un(«n) a logarithmic retardation of degassing should be
served. The types of functionsp(t) transform in a similar
manner when sorting through the relationsUn(«n) for
strongly hierarchical couplingws(«n). Here a shift is ob-
served in the direction of even greater retardation of the
gassing law: A power-law functionp(t) arises even with
logarithmic growth of the barrier heightsUn(«n), logarith-
mic retardation appears with power-law growth, and doub
logarithmic retardation, attesting to almost complete st
page of the degassing process, appears with expone
growth. It is interesting that as weak hierarchical coupli
passes into strong coupling, the form of the degassing
can remain the same, if at the same time the rate of growt
the barrier heightsUn with increasing deformation«n

decreases.
As is evident from the Appendix~see also Ref. 9!, the

transition from an exponential functionUn(«n) to a power-
law function and then to a logarithmic function~this corre-
sponds to going from right to left in the table! corresponds to
an increase in the degree of irregularity of the hierarch
tree. Correspondingly, the transition from the top to bott
row signifies an increase in the number of hierarchica
coupled levels. For this reason, the transformation of deg
sing laws which has been presented above means that
retardation occurs either with an increase in the degree
regularity in the hierarchical formation of defects or with
increase in the number of hierarchically coupled levels of
defect structure. For certain different combinations of fun
tionsw(«n) andUn(«n) the degassing laws can be identic
Let us examine, for example, the transition from the l
column in the first row of the table to the next to last colum

TABLE I. Possible kinetic lawsp(t).

p(t) Un;Qln«n Un;Q«n
a Un;Qexp(«n)

ww(«n) exp@(2t/t0)
b#, exp$@(2T/Q)ln(t/t0)#

1/a% @(T/Q)ln(t/t0)#
21

b5(11Q/T)21

ws(«n) t2c, c5DT/Q @(T/Q)ln(t/t0)#
2D/a @ ln(T/Q)ln(t/t0)#
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of the second row. In the first case we have weakly coup
but regularly arranged defects, and in the second case a
tem of irregularly arranged but strongly coupled defects
realized. It is evident that systems of weakly coupled b
regularly distributed defects and strongly coupled but irre
larly distributed defects lead to the same degassing laws

The main feature in selecting samples, whose invest
tions are reported in Sec. 2, is that in the process of evolu
a different defect structure is formed at phase transitions
the samples. Thus, in ribbons subjected initially to the we
est saturation with hydrogen, the restructuring of the def
substructure reduces to an increase in the density of
domly distributed defects. In a ribbon where the hydroge
saturation time is much longer, apparently one can alre
talk about the formation of a new structural level in the for
of dislocation pileups. A large increase in the current dens
during saturation of a massive sample leads to the forma
of a cellular substructure of thea phase even during the
saturation process. During the subsequent degassing a c
lar substructure also forms in theb phase. The richest pictur
of evolution of a defect structure occurs in a cast samp
prepared by repeated cycling of the saturation process
current densities which are just as high. Here the succes
formation of a cellular structure in thea andb phases occurs
even during cycling; then fragmentation of theb phase due
to merging of the cells is observed during degassing; fina
the fragmentation process starts in the volume of thea
phase.

The experimental data on ribbons saturated once13 show
that the saturation timets influences the picture of nucleatio
of a hierarchical level of the defect structure. Judging fro
the time dependence of the microstrains, it occurs only in
a phase of the sample with the maximum value ofts . In the
hydride phase the density of random dislocations and wal
negligibly small and does not change in the course of deg
sing. The degassing law observed in experiments reduce
a Kohlrausch exponential, which can be obtained only w
logarithmic growth of the barrier heightsUn(«n) and a small
number of hierarchically coupled levels. Hence it can be c
cluded that the structural level formed consists of a coll
tion of different types of open dislocation formations. Mo
likely they are tangles of dislocations.

A cast sample saturated once at high current densitie
characterized by power-law degassing.12,18 Investigations of
the substructure parametersD and« show that here, in con-
trast to saturated ribbons, the formation of a cellular s
structure in thea phase has already been completed by
start of the degassing process, while in the volume of thb
phase it forms during the degassing process. As is evid
from Table I, a power-law functionp(t) can be realized for
weak and strong hierarchical coupling. A cellular substru
ture appears in thea phase during saturation, while in theb
phase it appears during degassing. The next structural l
~fragments! engages in theb phase already at the stabiliza
tion stage, where the content of theb phase remains essen
tially unchanged. For this reason, it can be assumed tha
determining factor for the kinetics of theb→a transforma-
tion is the formation of a well-formed cellular substructu
characterized by power-law growth of the barrier heig
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Un(«n). Next, the degassing process slows down. This
be attributed either to intensification of hierarchical coupli
or a transition to a stronger dependenceUn(«n). According
to Table I, in both cases the degassing law assumes a m
slowly decaying form.

The transition from a once-saturated cast sample t
cycled sample can be represented as a further evolutio
the defect structure in the former, since in the latter the ini
state is the same as the final state in the former. As a resu
cycling, a cellular structure arises in the sample not only
the a but also in theb phase. The subsequent degass
process leads to fragmentation of theb phase first, as a resu
of merging of cells most likely because of migration of d
location walls, and then fragmentation in thea phase. Thus,
in the course of ab→a transformation hierarchical levels o
fragments are engaged first in theb phase and then in thea
phase. However, this does not change the degassing
which has a power-law form. This circumstance can be
tributed to the fact that together with the formation of ne
levels, due to intensification of the hierarchical coupling,
switch from a power-law to logarithmic dependenceUn(«n).

In summary, the basic types of dependences, obtaine
the present work based on the theory of hierarchical st
tures, of the heightU of potential barriers dependence on t
microstrain«, made it possible to describe the diversity
degassing lawsp(t). Analysis showed that the transform
tion of the degassing laws can be due to a change in
degree of regularity in the hierarchical formation of defe
and to a change in the number of hierarchical levels of
defect structure.

A change in the degree of regularity of the distributi
of hierarchically coupled defects and a change in the num
of coupled structural levels result in a change in the entr
of the nonequilibrium system of defects. In this respect
appearance of a hierarchical defect structure can be attrib
to self-organization of defects in a nonequilibrium mediu
in metastable dissipative structures as a result of entr
dissipation.

3. APPENDIX

We shall derive the basic relations~7!–~9!, representing
the dependenceU(«) of the characteristic height of the po
tential relief on the microstrain. To this end it is convenie
to switch from enumeration of hierarchical levels from bo
tom to top using the indexn, which is convenient for deter
mining the microstrain~6!, to enumerationk5N2n from
top to bottom, reflecting the direction of development of t
hierarchical coupling (N is the total number of levels!. We
start with the recurrence relation

Uk215Uk1W/Nk , ~A1!

according to which the differenceDUk[Uk2Uk21 of the
heights at neighboring levels is inversely proportional to
numberNk of nodes at the levelk (W is a positive constant!.
Replacing the finite differenceDUk[DUk /Dk, DUkDk
51, by the derivativedU(k)/dk, we obtain in the continuum
limit k→`
n
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U~k!5U02WE dk/N~k!, ~A2!

whereU0 is the integration constant.
As one can see from Fig. 1a, in the case of a regular

we haveN(k)5 j k, wherej is the degree of branching, an
the expression~A2! leads to the dependence~7!, if a linear
approximation«n5An is used andU050, «05A/ ln j, and
Q5(W/ ln j)exp(2«N ln j/A). Correspondingly, for a degen
erate tree~Fig. 1b! N(k)5k( j 21)11'k( j 21), and we ob-
tain the logarithmic dependence~8!, whereQ5bW/( j 21),
if U05(W/( j 21))lnN, («/«0)b5N/k, and b and «0 are
positive constants. Finally, for an irregular tree~Fig. 1c! the
power-law functionN(k)5Bkb can be used. Assuming
similar coupling («0 /«)c5N/k this function leads to the de
pendence~9!, where U050, Q5WN12b/B(b21), a5(b
21)c, B.0, b.1.
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A model is proposed for the diffusive smearing of interfaces of different geometries in metal
nanoglasses. It is shown that the smearing of planar interfaces occurs faster than that of
triple junctions, which, in turn, takes place faster than that of the nodes. This accounts for the
variation of the mean positron lifetime in metal nanoglasses induced by thermal treatment.
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Metal nanoglasses~nanoamorphous metals! are a new
class of nanostructural solids exhibiting unique proper
and structure.1–5 Metal nanoglasses are solids consisting
amorphous metal nanoparticles (<15 nm in size! separated
by interfaces. The interfaces have also an amorphous s
ture and have a lower atomic density than that of nanop
ticles. In other words, metal nanoglasses are glasses
nanoscale spatial atomic-density nonuniformities. Me
nanoglasses transform with time to conventional me
glasses with approximately uniform spatial atomic-dens
distribution.1 Such transformations are considered to be
lated with diffusive smearing of interfaces. The main obje
tive of this work is to construct a model of the diffusiv
smearing of interfaces, their junctions, and nodes in m
nanoglasses, which result in transformation of such glas
into conventional metal glasses.

Considered in terms of the proposed model, metal na
glasses contain interface configurations of three main ty
interfaces themselves, their triple junctions, and trip
junction nodes~i.e., the regions where the triple junction
connect!. The interfaces, the triple junctions, and the nod
are simulated, respectively, as planar regions of finite wid
cylinder-shaped regions, and spherically shaped region
which the free-volume atomic density is lower than that
amorphous nanoparticles. The interface configurations un
study have essentially differing geometries, sizes, and ato
densities, which accounts for substantial differences in
diffusive smearing of such configurations. The specific f
tures of the diffusive smearing of interfaces, triple junctio
and nodes are analyzed below in the corresponding Sect
The paper concludes with a general discussion of the res
obtained and a summary.

1. DIFFUSIVE INTERFACE SMEARING IN METAL
NANOGLASSES

Within our model, the main characteristic reflectin
nanoscale spatial nonuniformities in the metal-glass struc
is the atomic densityr(x,y,z,t) ~herex,y,z are spatial coor-
1491063-7834/99/41(9)/3/$15.00
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dinates!, which evolves with timet. Due to the symmetry in
the distribution of atomic densityr along the interface plane
we shall restrict ourselves in the consideration of the spec
features of the diffusive interface smearing to analyzing
one-dimensional pattern with a functionr(x,t) depending
only on time t and spatial coordinatex along the interface
plane normal. The interface smearing is described here
smoothening of the originally spatially-nonuniform functio
r(x,t) prescribed at the initial timet50. Thus the diffusive
interface smearing is described by the following diffusi
equation:

]r

]t
5D

]2r

]x2
, ~1!

where r(x,t)5rb1Dr(x,t), and the initial and boundary
conditions are defined, respectively, as

Dr~x,0!5Dr1@H~x1d!2H~x2d!#, Drux→`→0.
~2!

HereD is the diffusion coefficient,Dr15r12rb , rb is the
atomic density of nanoparticles adjoining the interface,r1 is
the initial atomic density of the interface,H(x)50 for x
,0 andH(x)51 for x.0, and the@2d,d# interval corre-
sponds to the initial~unsmeared! interface of width 2d. Con-
ditions ~2! are approximate, because real nanoparticles h
finite dimensions. However the choice of the initial an
boundary conditions in the form~2!, on the one hand, per
mits a substantial simplification in the discussion of the
sults obtained with the model, and, on the other, it does
affect noticeably these results.1! In our case@conditions~2!#,
the solution of Eq.~1! can be written6

Dr~ t,x!5
Dr1

2 FerfS d2x

2ADt
D 1erfS d1x

2ADt
D G , ~3!

where erf(z) is the standard error function.
The main parameter of the diffusive interface smear

is the timet1 in which it occurs. We definet1 more exactly
as a time interval during which the minimum of ther(x,t)
1 © 1999 American Institute of Physics
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profile reaches the valuer(0,t1)5rb10.2Dr1, whereDr1

,0. For the characteristic valuesD510221 m2s21 ~for
Fe91Zr9 at a temperatureT5700 K!,7 d55310210 m, and
r150.8rb , numerical solution of Eq.~3! yieldst1'2000 s.

2. DIFFUSIVE SMEARING OF TRIPLE INTERFACE
JUNCTIONS IN METAL NANOGLASSES

To a first approximation, we simulate triple interfac
junctions in metal nanoglasses by cylindrical regions wit
low atomic densityr. Taking into account the cylindrica
symmetry of the model case under study,r can be effec-
tively defined as a function of timet and of one cylindrical
coordinater: r5r(r ,t). The diffusive smearing of a triple
junction is described in these conditions as a smoothing
the originally spatially-nonuniform functionr(r ,t) in the ra-
dial directionr. Then ther(r ,t) function obeys the following
diffusion equation:

]r

]t
5DS ]2r

]r 2
1

1

r

]r

]r D , ~4!

where r(r ,t)5rb1Dr(r ,t), and the initial and boundary
conditions can be written, respectively:

Dr~r ,0!5Dr2H~r 02r !, Drur→`→0. ~5!

Here Dr25r22rb (Dr2,0), and r 0 and r 2 are, respec-
tively, the radius and initial atomic density of the triple jun
tion. The solution to Eqs.~4! and ~5! is the function6

Dr~r ,t !5
Dr2

2Dt E0

r 0
expS 2

r 21 r̂ 2

4Dt
D I 0S r r̂

2Dt
D r̂ d r̂, ~6!

whereI 0 is the modified Bessel function.
The main parameter of the diffusive smearing of a trip

interface junction is the characteristic timet2 of smoothen-
ing of the initial distribution ofr. We can definet2 more
exactly as a time interval during which the minimum of t
r(r ,t) profile becomes equal torb10.2Dr2. For the charac-
teristic values D510221 m2s21, r 051029 m, and r2

50.5rb , numerical solution of Eq.~6! yields t2'4000 s.

3. DIFFUSIVE SMEARING OF INTERFACE JUNCTIONS IN
METAL NANOGLASSES

To a first approximation, the interface nodes~the regions
where triple interface junctions connect! are simulated as
spherical regions with a low atomic density. Taking into a
count the spherical symmetry of the model case under st
r can be defined effectively as a function of timet and one
spherical coordinateR, i.e., r5r(R,t). The diffusive node
smearing is described as a smoothing of an origina
spatially-nonuniform functionr(R,t) in the radialR direc-
tion, with ther(R,t) function obeying the following diffu-
sion equation

]r

]t
5DS ]2r

]R2
1

2

R

]r

]RD , ~7!

wherer(R,t)5rb1Dr(R,t), and the initial conditions are
given, accordingly, in the form
a

of

-
y,

y

Dr~R,0!5Dr3H~R02R!, DruR→`→0. ~8!

Here Dr35r32rb (Dr3,0), and R0 and r3 are, respec-
tively, the radius and atomic density of the sphere-sha
node. The solution of Eqs.~7! and ~8! is the function6

Dr~R,t !5
Dr3

2ApDtR
E

0

R0FexpS 2
~R2j!2

4Dt D
2expS 2

~R1j!2

4Dt D Gjdj. ~9!

The main parameter of the diffusive interface smear
is the characteristic time of smoothening of the initialr dis-
tribution. We can definet3 more exactly as the period durin
which the minimum of ther(R,t) function reaches a value
rb10.2Dr3. For the characteristic valuesD510221 m2s21,
R052.531029 m, andr350.5rb , numerical solution of Eq.
~9! yields t3'23105 s.

4. DISCUSSION OF RESULTS

Thus the diffusive smearing of interfaces, their trip
junctions, and nodes is characterized by thet1 , t2, andt3

times, respectively. Our model calculations yield the follo
ing inequality:t1,t2,t3. This inequality implies that the
interfaces smear faster than the triple junctions, and the
ter, in their turn, spread out faster than the interface nod

This result accounts for the experimental data1 on posi-
tron lifetimes in metal nanoglasses. Indeed, as follows fr
these experiments,

~1! Metal nanoglasses have two characteristic aver
positron lifetimes,t15196 ps andt25489 ps, which corre-
spond to positron capture in vacancy-like and in large f
volumes. The timet1 is the same as in conventional~homo-
geneous! metal glasses, which permits one to assignt1 to
positron capture in vacancy-like free volumes inside am
phous nanoparticles~which have the same atomic density
the conventional metal glasses!, andt2, to positron capture in
large free volumes present in interfaces, their junctions,
nodes.

~2! In thermally treated metal nanoglassest2 transforms
to the so-calledt2 component of the positron lifetime, with
t3.t2. Thet3-component intensity decreases with increas
thermal-treatment time, whereas the average value oft3 in-
creases. As the temperature of the treatment increases
rate of thet3-component intensity falloff increases.

Within the proposed model, the transition from thet2 to
the t3 component and the decrease of thet3-component in-
tensity is associated with the~fast! diffusive smearing of the
interfaces. The average value oft3 grows with the treatmen
time, because (a) the comparatively small regions~inter-
faces, triple junctions! with a low atomic density smear faste
than the larger regions~interface nodes! do, with the result
that the relative contribution of the latter to the positron ca
ture and annihilation increases; (b) larger regions with low
atomic density are characterized by longer positron lifetim
The effect of the thermal-treatment temperature on the
of t3 intensity variation~see the experimental data of Ref.!
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finds a straightforward explanation as due to temperat
controlled diffusive smearing of the interfaces, their jun
tions, and nodes.

Thus the model proposed in this work describes str
tural transformations of metal nanoglasses as associated
diffusive smearing of interfaces, their triple junctions, a
nodes. It is shown that, for characteristic values of the me
nanoglass parameters, the diffusive smearing of interfa
occurs faster than that of their triple junctions, and the lat
faster than that of interface nodes. The proposed model
plains the trends in the evolution of the average posit
lifetime in metal nanoglasses under thermal treatment.

It should be pointed out that this model is based on fa
crude approximations~the interfaces are simulated by plan
regions, the triple junctions, by cylindrical, and the nodes,
spherical regions!. These approximations however, are, re
istic for our purposes, namely, for revealing the main tren
in evolution of the structure of metal nanoglasses taking i
account available experimental data.1 The matter is that thes
experimental results1 do not permit a detailed study of th
structural evolution of metal nanoglasses. They were deri
from the average positron lifetime, which characterizes o
indirectly the changes in the structure and, hence, reveals
trends rather than details in the evolution. Taking into
count the indirect nature of these experimental data,
present work puts forward a somewhat crude model, wh
e-
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can serve, however, as an efficient basis for a further deta
theoretical description of the structural transformation
metal nanoglasses.
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The intermetallic compound NiAl is widely used in ai
craft manufacture, electronics, chemical catalysis, and e
where on account of its unique physical, chemical, and m
chanical properties.1,2 A large number of theoretica
investigations of the electronic structure,3–6 the optical
properties,7–11 the nature of interatomic interactions,12,13 and
the energetics of defects in the crystal structure14–16 of this
compound have been performed in the last 20 years.
structure of thermal defects in NiAl is very unusual and is
subject of experimental and theoretical investigations. U
very recently it was believed that the main thermal excitat
in NiAl is a triple defect~two vacancies in the nickel subla
tice plus an antistructural defect: a Ni atom in the alumin
sublattice!.1,2 The equilibrium concentrations of defects
NiAl at 1300 K calculated from first principles14 confirm this
picture of thermal excitations for nickel-enriched a
stoichiometric NiAl. However, the high density of Al atom
in the nickel sublattice and the virtually complete absence
Ni atoms in the aluminum sublattice at high temperatures
aluminum-enriched NiAl that were obtained in the calcu
tion in Ref. 14 and were observed experimentally in Ref.
do not agree with the idea of a triple-defect type therm
excitation for this range of compositions of NiAl.

In the present paper the equilibrium concentrations
thermal defects in NiAl are determined from first principl
as a function of the composition of an alloy based on Ni

1. COMPUTATIONAL METHOD

In the present work the formation enthalpies of po
defects were calculated using cubic supercells based on
B2 structure with 54 sites (33333) and one defect pe
supercell. The pair-interaction energies of the defects w
calculated using supercells with 108 sites (33336) with
two defects per supercell.

First-principles calculations for such large supercells
needed in order to rule out nonphysical interactions betw
defects. The increase in computational time, characteristi
standard band methods,t;N3, makes it impossible to per
form a calculations of the total energy for supercells w
108 sites in an acceptable period of time. For this reas
methods for calculating the electronic structure and the t
1491063-7834/99/41(9)/6/$15.00
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energy, where the computing timet increases linearly with
the numberN of sites, in a supercell are preferable. In t
present work we used the method of a locally self-consis
Green’s function,18,19 for which the computing time scale
linearly with the number of sites, in a new formulation th
takes account of a correction to the one-electron poten
and total energy for the electrostatic interaction of multipo
charges of atomic spheres.20

The main reason why nonspherical corrections to
potential and Madelung energy were taken into accoun
the present work is that the calculations of the total ene
must be performed for subtraction alloys~in the substitution
case, to calculate the energetics of defects it is sufficien
take account of the standard monopolar contributions to
potential and Madelung energy!. Specifically, taking accoun
of multipole contributions makes it possible to calculate t
formation enthalpy of vacancies in pure metals,20 while stan-
dard calculations in the atomic-sphere approximation~ASA!
usually overestimate this quantity by a factor of 2–2.5,21 The
ASA error arises as a result of spherically-symmetric av
aging of the electron density in the atomic spheres. T
approximation works well for lattice sites where the symm
try of the local atomic environment is high. For sites whe
lattice defects~specifically, vacancies! destroy the symmetry
of the local environment, this approximation becomes
source of error. For NiAl our preliminary calculations pe
formed using the standard ASA gave an incorrect result
the ground state of the aluminum-enriched alloys NiAl b
cause too high a value was obtained for the vacan
formation energy. If the atomic-sphere approximation
supplemented by nonspherical corrections to the poten
and Madelung energy~for brevity, we shall name this ap
proximation ASA1M!, the ground state in NiAl is repro
duced correctly.

2. DEFECTS AT ZERO TEMPERATURE

In this section we shall consider the structure of defe
in NiAl of arbitrary stoichiometry in the ground state, i.e.,
zero temperature (T50) and zero pressure (p50). This
structure is analyzed in detail in Ref. 22. We shall consi
single-phase nonstoichiometric NiAl with a fixed concent
4 © 1999 American Institute of Physics
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tion, Ni1/22dAl1/21d , whered is the deviation from stoichi-
ometry. The distribution of the components of the alloy~Al
and Ni atoms and vacancies,i 5$Al, Ni, V %) over the two
sublattices (aÞAl, Ni ! in the ground state is determined b
the minimum of the enthalpyH of the entire system in which
the number of atoms,Nat5nAl1nNi , is fixed while the num-
ber of lattice sites,N5Nat1nV , can vary. To determine th
structure of the ground state of the alloy in the thermo
namic limit (Nat→`), the enthalpy per atom

H5 lim
Nat→`

H
Nat

, ~1!

must be compared for different configurations of the allo
The results of calculating the total energy performed in
present work were rescaled, therefore, to the standard fo
tion enthalpies of alloys with respect to the standard state
the pure components~fcc nickel and aluminum!

H05ENi1/22dAl1/21d

tot 2~1/22d!ENi
tot2~1/21d!EAl

tot . ~2!

All total energies~per atom!, Etot, correspond to equilibrium
volumes determined from the conditionp50. The extensive
properties are normalized in this work per atom and not
lattice site, since the number of lattice sites in the pres
case is not fixed. Correspondingly, the atomic concen
tions, xi a

5ni a
/Nat andxi5(axi a

, whereni a
is the number

of sites in thea sublattice that are occupied by the comp
nent i, are used to characterize the configurations of the
loy. We note that the total atomic concentrations of the Al
Ni atoms in the alloy do not depend on the specific distrib
tion of atoms in vacancies between the two sublattices,
xAl 51/21d andxNi51/22d. The use of concentrations de
termined per lattice site,ci a

5ni a
/Na , becomes more con

venient when analyzing the distribution of the alloy comp
nents over sublattices with a fixed vacancy density. H
Na51/2N is the number of sites in thea sublattice which, in
the case at hand, becomes fixed. The atomic and site
figurations are related asci a

52xi a
/(11xV).

In the general case, however, it is more natural to
atomic concentrations, especially for subtraction allo
where the vacancy concentration can reach 10 at.%. It is
atomic concentrations that appear in the definition of
formation enthalpy of a defect

Hd
F5

]H 0

]nd
5

]H0

]xd
, ~3!

where the indexd specifies the point defect. In our calcul
tions four types of characteristic point defects in NiAl we
considered: two antistructural atoms,d5$NiAl , AlNi%, and
two vacancies,d5$VAl , VNi%. For specific calculations Eq
~5! was written in terms of finite differences

Hd
F5

Hd
02HNiAl

0

xd
, ~4!

whereHNiAl
0 and Hd

0 are the standard formation enthalpi
~per atom! of perfect NiAl, and a supercell based on NiA
containing one of the four intrinsic point defects, respe
-
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tively, was used. The atomic concentration of defectsxd was
1/54 for antistructural atoms and 1/53 for vacancies.

The standard formation enthalpies of stoichiometric
NiAl and four nonstoichiometric alloys each containing fo
intrinsic point defects per supercell are presented in Fig
which also shows the experimental formation enthalpies
tained by Henig and Lukas23 for NiAl alloys. Assuming the
defects to be noninteracting, the formation enthalpy of
alloy should be a linear function of the atomic concentratio
of defects. The linear dependences of the formation enth
ies of the alloys NiAl for cases where the deviation fro
stoichiometry is due to one of four intrinsic point defects a
shown in Fig. 1~straight lines!. They form two branches o
alloys on each side of the exact stoichiometric compositi
One corresponds to substitution alloys containing antistr
tural defects and the other corresponds to subtraction al
containing structural vacancies.

The computational results presented in Fig. 1 show t
the lower branch of the formation enthalpy of nicke
enriched alloys NiAl corresponds to substitution alloy
while in the case of excess aluminum the branch correspo
ing to subtraction alloys containing structural vacancies
the lowest formation enthalpy. As one can see, the slope
the concentration dependences for the computed forma
enthalpy of stable~possessing a lower formation enthalp!
nonstoichiometric alloys NiAl and the experimental form
tion enthalpy are close, while the slope of the formatio
enthalpy branches corresponding to unstable alloys di
substantially from experiment.

The computed formation enthalpies of isolated defects
well as the formation enthalpies of complex, concentratio
preserving defects are presented in Table I.

The binding energies of all possible pairs of point d
fects in NiAl were calculated in the present work using s
percells with 108 sites, where two defects were placed firs
the maximum distance from one another and then brough
the closest possible distance. The computational results

FIG. 1. Standard formation enthalpy of NiAl as a function of the compo
tion of the alloy.1—Experimental data,23 2, 3—computed enthalpies,2—
subtraction alloys,3—substitution alloys. Solid lines—formation enthalp
of the alloys NiAl in the ground state, dashed lines—enthalpies of unst
alloys.
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presented in Table II. A positive binding energy correspon
to repulsion between defects.

3. DEFECTS AT FINITE TEMPERATURE

In the present section a statistical analysis is made
thermal defects in NiAl. The method is described, the res
of numerical minimization of the Gibbs free energy are p
sented, and the structure of defects in NiAl at 1300 K
analyzed. The entire analysis is performed for noninterac
defects, and the possible influence of interactions betw
defects is discussed at the end of the section.

3.1. Numerical simulation method

In the present work the following method was used
calculate the equilibrium concentrations in the binary al
B2 NiAl at finite temperature. The distribution of atoms
different kinds and vacancies over the two sublattices of
nonstoichiometric alloy Ni1/22dAl1/21d can be described
uniquely using the following four parameters:

1. The deviation from stoichiometry,d.
2. The vacancy concentration~per site!, cV5(cVNi

1cVAl
)/2.

3. The long-range order parameter for Ni,hNi5cNiNi

2cNiAl
.

TABLE I. The formation enthalpies of isolated defects, concentrati
conserving defect complexes, and interbranch excitations in NiAl.

Designation or
Name quasichemical reaction Hd

F , eV

Intrinsic point defects
Ni in Al Ni Al 1.30
Al VAl 2.69
Al in Ni Al Ni 2.64
Vacancy in Ni VNi 0.70

Complex concentration-conserving defects
Triple ~T! 0→2VNi1NiAl 2.70
Divacancy~D! 0→VAl1VNi 3.39
Volume ~E! 0→NiAl1AlNi 3.94
Triple Al ~TA! 0→2VAl1AlNi 8.02

Interbranch excitation
Interbranch Ni~IN! NiAl→2VAl 4.08
Interbranch Al~IN! 2VNi→AlNi 1.24

TABLE II. Binding energies of all possible defects in NiAl.

Defect pair Distance H2d
F eV

NiAl1AlNi 20.55
VAl1AlNi aA3/2 20.62
NiAl1VNi 0.05
VAl1VNi 20.02

NiAl1NiAl 0.16
NiAl1VAl a 0.14
VAl1VAl 0.05

AlNi1AlNi 0.12
AlNi1VNi a 0.07
VNi1VNi 0.14

Note: A positive binding energy corresponds to repulsion of defects.
s

of
ts
-
s
g

en

e

4. The long-range order parameter for Al,hAl5cAlAl

2cAlNi
.

The concentrations of the components of the alloy~per
site! can be expressed in terms of these four parameter
follows:

cAlAl
5~1/21d!~12cV!1hAl/2,

cAlNi
5~1/21d!~12cV!2hAl/2,

cNiNi
5~1/22d!~12cV!1hNi/2,

cNiAl
5~1/22d!~12cV!2hNi/2,

cVAl
5cV2~hAl2hNi!/2,

cVNi
5cV1~hAl2hNi!/2.

For an alloy whose composition is fixed by the para
eterd it is necessary to find the global minimum of the Gib
free energy,G05H02TS, where the standard formation en
thalpy, according to Eqs.~3! and ~4!, is a linear function of
the atomic concentrations of the defects

H05HNiAl
0 1(

d
Hd

Fxd . ~5!

In the present work the mean-field approximation is used
the configurational entropy~per atom!:

S5
21

2~12cV! (
a

(
i

ci a
ln ci a

5~11xV!lnS 11xV

2 D
2(

a
(

i
xi a

ln xi a
. ~6!

The calculation of the equilibrium concentrations of defe
is performed as follows. For fixedd, an initial approximation
is made for the vacancy concentrationcV , after which the
equilibrium distribution of vacancies and kinds of atoms b
tween the two sublattices is found by optimizing the valu
of the long-range order parametershNi andhAl . To optimize
the long-range order parameters a first-principles calcula
is performed of the total energy of the partially ordered all
for different values ofhNi andhAl , and the minimum of the
total energy is found.~The problem of the distribution of a
third impurity, in our case vacancies, over the sublattices
a binary ordered alloy has been investigated in detail in R
24.! The procedure is repeated for different values ofcV ,
and in this manner a global minimum of the Gibbs free e
ergy is found. It should be noted that, for a fixed concent
tion of the alloy within the single-phase region, there is
need to use the grand canonical ensemble to find the equ
rium concentration of defects~compare, however, with the
approach used in Ref. 14!.

3.2. Thermal defects

The equilibrium atomic concentrationsxd of defects in
NiAl at 1300 K computed in the present work are shown
Fig. 2 as a function of the stoichiometry of the alloy, fixed
the parameterd. The main defects in the alloys NiAl with
excess nickel are Ni atoms in the aluminum sublattice and

-
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alloys with excess aluminum, the most common defects
vacancies in the nickel sublattice. Many of these defects
structural defects, whose concentration is determined by
deviation from exact stoichiometry. In this connection it w
of interest to separate thermal defects, which appear at fi
temperature, from structural defects present in the gro
state

x d
t 5xd2xd

0 , ~7!

wherexd
t is the concentration of thermal defects. The atom

concentrations of thermal defects in NiAl at 1300 K a
shown in Fig. 3. To understand the structure obtained for
thermal defects it is necessary to take account of the fact
in an ordered compound having a fixed composition, ther
excitations are possible only in the form of complex defe
conserving the concentration so that

x NiAl

t 1x AlNi

t 22~x VAl

t 1x VNi

t !50. ~8!

Particular cases of such thermal excitations are comp
concentration-conserving defects and interbranch excitati
enumerated in Table I. It has been generally assumed tha
main thermal excitation in NiAl is a triple defect. Indeed, o
calculations show that the most common thermal defect
stoichiometric and nickel-enriched NiAl are vacancies in
nickel sublattice and Ni atoms in the aluminum sublatti
which comprise a triple defect.

However, in alloys with excess aluminum the concent
tion of thermal Ni atoms in the aluminum sublattice becom
unexpectedly low, but Al atoms appear in the nickel sub
tice in relatively large quantities. The behavior of the v

FIG. 2. Equilibrium concentrations of defects in NiAl at 1300 K as a fun
tion of the deviationd from stoichiometry (d.0 — enrichment with alu-
minum!.
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cancy concentration in the nickel sublattice is even m
interesting. At first it decreases rapidly with increasing d
viation from stoichiometry. Then, when the parameterd ex-
ceeds 0.01, the concentration of thermal vacancies in
nickel sublattice becomes negative. This means that the
centration of nickel vacancies in aluminum-enriched Ni
alloys decreases with temperature. Such behavior of
thermal-defect structure in aluminum-enriched NiAl allo
can be attributed only to interbranch Al excitation, whic
consists in the vanishing of two nickel vacancies and
formation of one antistructural Al atom instead~see Table I!.

We shall show statistically that a triple defect is the p
mary thermal excitation in nickel-enriched alloys and
stoichiometric NiAl, while interbranch Al excitation is th
primary thermal excitation in aluminum-enriched NiAl a
loys. To this end the computed concentration ratios of th
mal defects

RT5
1

2

x VNi

t

x NiAl

t
and RIA52

1

2

x VNi

t

x AlNi

t
~9!

are shown in Fig. 4. The ratioRT should be close to 1 for
primary thermal excitations of the ternary defect type, wh
RIA should be close to 1 for primary thermal excitations
the interbranch Al excitation type. Thus we find that t
thermal excitations in NiAl alloys at 1300 K are triple de
fects for d,0.01 and interbranch Al excitations ford
.0.01. At the boundary between these two concentra
ragnes the thermal excitations are exchange defects~see
Table I!.

FIG. 3. Equilibrium concentrations of thermal defects in NiAl at 1300 K
a function of the deviationd from stoichiometry.
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Thus, the presence of Al atoms in the nickel sublattice
aluminum-enriched NiAl alloys at finite temperature is a
sult of thermal interbranch Al excitations. According to o
results, the concentration of antistructural Al atoms can re
1026 in Al-rich alloys at 1300 K, while according to th
results of Ref. 14 their concentration should be much high
Nonetheless, the results of both first-principles calculati
are in qualitative agreement with the fact that interbranch
excitations are the dominant thermal defects in aluminu
enriched NiAl.

The total concentration of point thermal defects can
determined as the difference of the total concentration of
types of point defects~structural and thermal! and the total
concentration of structural defects in the ground state. T
difference is shown in Fig. 5. The total number of therm
defects in nickel-enriched NiAl alloys is almost constant a
much less than the number of structural defects,O(d). The
total concentration of thermal defects near the stoichiome
composition becomes relatively high (331024 for d50).
This anomaly is due to the absence of structural defect
the ground state of stoichiometric NiAl, and therefore a h
concentration of thermal defects arises at high temperat
on account of the contribution from the configurational e
tropy ~Eq. ~6!!.

FIG. 4. Ratios of the concentrations of thermal defects~see text!.
1—Triple defects,2—interbranch Al excitations.

FIG. 5. Total concentration of thermal defects in NiAl at 1300 K.
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The most interesting anomaly obtains for aluminum-ri
NiAl alloys, where the total number of point defects d
creases with temperature, on account of the fact that the m
thermal excitation in this region~interbranch Al excitation!
consists in vanishing of two vacancies and the production
only a single antistructural defect. A thermal excitation
this type is due to the nonlinear character of the entro
contribution. An increase in the distance between two
fects, whose concentration in the ground state is alre
quite high, decreases the configurational entropy only ne
gibly ~and can even increase it if the vacancies form an
dered structure in the ground state!, while the formation of
an antistructural defect~Al atom in the nickel sublattice!
strongly increases the entropy. As a result, the total num
of point defects decreases with temperature but the confi
rational entropy increases on account of the increase in
structural diversity of defects~diversification!. Therefore, if
the deviation from stoichiometry in aluminum-enriched NiA
alloys at zero temperature is due only to structural vacanc
at finite temperatures, a definite number of antistructu
aluminum atoms is formed as a result of interbranch
excitations.

3.3. Complexes of thermal defects

We shall now examine the possible effect of interactio
between defects on the structure of the primary and seco
ary thermal defects in NiAl. First, the results of firs
principles calculations of the interaction energies of defe
in NiAl, obtained in the present work~see Table II!, confirm
the existing viewpoint1 that the components of a triple defe
~two vacancies and one antistructural defect! exist indepen-
dently in NiAl, without forming a bound complex.

The interactions of point defects separated by a v
short interatomic distance,aA3/2, are strong and attractive i
the following two cases. Calculations show that strong
traction exists between the components of an exchange
fect, and therefore the exchange pair NiAl1 AlNi should exist
as a bound complex. The decrease in the formation enth
of an exchange defect as a result of the interaction of
constituent parts is still insufficient for an exchange effect
become the main thermal excitation in aluminum-rich Ni
alloys. However, the observed interaction can lead to
formation of a separate zone between stoichiometric N
and concentrated NiAl with excess aluminum, where
exchange defect will be the dominant thermal excitation.

A strong attractive interaction was also found for t
pair AlNi1VAl . However, as Fig. 2 shows, these two defe
never coexist in the equilibrium state in NiAl with any con
centration. The formation enthalpy of such a pair of defe
is so high that the effect of a strong interaction between
defects in a pair on the final structure of the equilibriu
concentrations of thermal defects is negligible. However,
attraction between Al atoms in the nickel sublattice and
aluminum vacancy could be important for understand
kinetic processes in NiAl, such as diffusion.

In summary, we can draw the following conclusions.
The equilibrium concentrations of thermal defects we

calculated by minimizing the Gibbs free energy in the me
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field approximation for the configurational entropy. It w
shown that the primary thermal defects in stoichiome
NiAl and in NiAl alloys with excess nickel are triple defect
while in aluminum-rich alloys they are interbranch Al exc
tations. Since interbranch Al excitations consist of the
moval of two vacancies from the nickel sublattice and
creation instead of only one antistructural Al atom in t
nickel sublattice, the number of vacancies, just as the t
number of point defects, should decrease with temperatu
aluminum-rich NiAl alloys.

It can be concluded on the basis of the computed in
action energies of the defects that all three components
triple defect exist independently in NiAl, without forming
bound complex. Conversely, a strong interaction was fo
for the following pairs of defects in NiAl: a Ni atom in th
aluminum sublattice — an Al atom in the nickel sublatti
and also a vacancy in the Al sublattice — an Al atom in t
nickel sublattice. Therefore exchange defects in NiAl sho
form bound complexes, which can be the dominant ther
excitations in the finite concentration range between s
ichiometric NiAl and concentrated NiAl with excess alum
num. Although the analysis performed in the present pa
shows that the interactions between defects have only a
ondary influence on the equilibrium structure of the defec
they could be important for understanding kinetic proces
and metastable groupings of defects in NiAl.
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Misfit disclinations at crystal/crystal and crystal/glass interfaces
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Theoretical concepts have been developed for a new type of misfit defects, misfit disclinations, at
crystal/crystal and crystal/glass interfaces. It is shown, in particular, that the formation of
misfit disclinations is an efficient physical micromechanism of misfit stress relaxation at crystal/
crystal interfaces. A model describing misfit disclinations at crystal/glass interfaces has
been constructed. The energy characteristics of phase boundaries with misfit disclination ensembles
are estimated. ©1999 American Institute of Physics.@S1063-7834~99!02109-7#
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Misfit stresses arise in heteroepitaxial systems as a re
of a geometric mismatch between the film and substrate
tices. In most cases,~partial! misfit-stress relaxation occur
through formation of misfit dislocations~MD!, which make
up planar arrays parallel to the interface between the film
the substrate~see, e.g., Refs. 1–4!. This work proposes and
studies theoretically an alternate micromechanism of mis
stress relaxation, namely, through formation of specific in
nal interfaces~MD walls or high-angle grain boundaries! and
of disclinations at the junctions of the crystal/crystal inte
faces and low- or high-angle film grain boundaries. A the
retical model describing misfit disclinations in compos
crystal/glass systems is also proposed.

1. MISFIT DISCLINATIONS IN CRYSTALLINE FILMS
„DEFINITION…

Consider as a model system a solid-state system con
ing of a thin, elastically-isotropic crystalline film of thicknes
h and of a semi-infinite, elastically-isotropic crystalline su
strate. For the sake of simplicity we shall restrict ourselve
the case of one-dimensional mismatch characterized by a
rameter f 5(a22a1)/a1,0, wherea1 and a2 are the sub-
strate and film lattice parameters, respectively. The sh
modulusG and the Poisson ration are assumed to be th
same for the substrate and the film.

Consider this solid-state system in the absence of M
Because of a geometric mismatch between the film and
strate lattices, the film is elastically distorted and can
characterized by an elastic homogeneous strain«* 52 f . For
f ,0, the film is subjected to tensile misfit stresses («*
.0). In a general case, their efficient relaxation can
achieved by creating in the film defects associated with
troduction of excess material.

A ‘‘standard’’ micromechanism of relaxation of the mis
fit stress~or of the mismatchf ) involves generation of MDs
which, when in thermodynamic equilibrium, make up a p
nar array parallel to the phase boundary.1–5 Considered in
terms of the continuum theory of defects, creation of M
means introduction into the film of ‘‘excess’’ material in th
form of half-planes bounded by MD lines~Fig. 1a!.
1501063-7834/99/41(9)/6/$15.00
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We believe that introducing into the film an ‘‘excess
material in the form of wedges bounded by~wedge! discli-
nation lines, i.e., of rotational-type defects~Fig. 1b!, could be
an efficient alternative to this micromechanism. We shall c
such defects in what follows misfit disclinations.

The specific features of the misfit disclinations are det
mined by the crystalline structure of the film. The mis
disclination lines can bound either the finite dislocation wa
or grain boundaries in the film. A theoretical analysis of t
first and second cases is performed.

2. MISFIT DISCLINATIONS BOUNDING MISFIT DISLOCATION
WALLS IN CRYSTALLINE FILMS

Following the above conclusions, we assume an alter
tive to the standard micromechanism of misfit stress rel
ation through generation of a planar MD array~Fig. 1a! to be
formation of MD walls bounded by misfit disclination line
~Fig. 2!. By which of the above micromechanisms the mis
stresses relax depends on the kinetic factors~associated, in
particular, with the film deposition technology used! and the
degree of misfit stress relaxation in the final equilibriu
state.

To evaluate the extent of misfit stress relaxation in
case of MD walls~Fig. 2!, estimate the elastic energy densi
~per unit phase-boundary area! W of the film/substrate sys
tem with periodically arranged identical MD walls. Th
walls are considered to be regular, i.e., one assumes

FIG. 1. Misfit defects in the interface:~a! misfit dislocations,~b! misfit
disclinations.
0 © 1999 American Institute of Physics
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Burgers vectorb to be the same for all MDs, and distancep
between the adjacent MDs is the same in each wall.
specific features of an MD wall~Fig. 2! at equilibrium are an
efficient screening of the fields of the MDs making up t
wall and a finite wall length. The latter accounts for t
existence of a misfit disclination, which is the source
disclination-type stress fields at the point of wall terminati
at the phase boundary.

To a first approximation~corresponding to that o
Matthews1,6!, the energy densityW has three main compo
nents:

W'Wf1Wv1Wd. ~1!

Here Wf is the density of the intrinsic elastic energy of r
sidual misfit, andWd and Wv are, accordingly, the elasti
energy densities of the misfit disclinations and of the M
walls.

Consider the quantityWf . In a general case~for films of
finite thickness!, MDs accommodate only partially thef mis-
match, which accounts for the presence of residual homo
neous elastic strain«52( f 2B/l), whereB is the total MD
Burgers vector in the wall, andl is the distance between th
walls. B/l is the part of the initial misfit which is accommo
dated through MD formation. The MD wall parameters
our model~Fig. 2! determine theB5hb/p relation ~where
h/p is the number of MDs in the wall!, thus yielding

«52~ f 2~h b/p l!!. ~2!

Inserting Eq.~2! into the well-known1–4 expression for
the energy of homogeneous strain of a film of thicknessh,
we obtain the following relation forWf

Wf52 G
11n

12n
~ f 2~h b/p l!!2h. ~3!

The MD wall energy density, without including the con
tribution due to misfit disclinations, is given by the expre
sion known from dislocation theory~see, e.g., Ref. 7!

Wv5
G b2 h

4 p~12n!p l S ln
R

r 0
1ZD . ~4!

Here R is the radius of MD stress-field screening in a w
(R'p), r 0 is the MD core radius (r 0'a2), andZ is a factor
taking into account the MD core contribution to the elas
energy density (Z'1).

Within the model under study~Fig. 2!, all misfit discli-
nations are characterized by the same strengthv'b/p
(!1), which is determined in a standard way8 by the MD
wall parameters as the strength of a disclination bounding
dislocation wall. The stress fields of disclinations localiz

FIG. 2. Misfit dislocation walls in a crystalline film bounded by mis
disclinations.
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near a free surface~in our case, separated from the free su
face through a distanceh) are screened by such a surfac
The effective disclination-field screening radius in our mod
is h. In view of this, we use the well-known expression8 for
the elastic energy density of a wedge disclination in ha
space to obtain the following relation for the density of se
energy of misfit disclinations distributed along an interfa
with a linear densityl21

Wd'
G v2 h2

4 p~12n!l
'

G b2 h2

4 p~12n!p2 l
. ~5!

Note that elastic interaction between misfit disclinatio
is negligible, because the disclination-field screening rad
h in the model under study~Fig. 2! is smaller than the dis-
tancel between the disclinations. This permits us to negl
the contribution of this interaction toW.

Using the relationsR.p and r 0'a2, we derive from
Eqs. ~1!–~5! the following expression for the elastic energ
density of a heteroepitaxial system with MD walls:

W'2 G
11n

12n
«2 h1

G b~«1 f !

4 p~12n!
@ ln~p/a2!1Z#

1
G b h~«1 f !

4 p~12n!p
. ~6!

Minimization of W with respect to« yields the equilibrium
value of the residual elastic strain in a film

«eq5
b

16p~11n!h
@ ln~p/a2!1Z1~h/p!#. ~7!

The critical thicknesshc at which the existence of MD walls
is energetically preferable compared to the coherent sta
obtained by setting«eq5 f in Eq. ~7!

hc5
b p@ ln~p/a2!1Z#

16p f ~11n!p1b
. ~8!

The elastic energy density of a heteroepitaxial syst
with MD walls ~6! for the case ofh/p.1 ~the condition
always satisfied in our model! is larger than the elastic en
ergy densityW0 of a heteroepitaxial system with a plan
array of MDs with the same total Burgers vector~Fig. 1a!,
which in Matthews’ approximation is given by th
well-known1,6 expression

W052 G
11n

12n
«2h1

G b~«1 f !

4 p~12n!
@ ln~p/a2!1Z#. ~9!

It thus follows that planar MD arrays~Fig. 1a! are more
equilibrium configurations than MD walls~Fig. 2!. This con-
clusion is supported by numerous observations~see, e.g.,
Refs. 1–4! of planar MD arrays in heteroepitaxial system
under equilibrium conditions.

Nevertheless, because in order to emerge out of a di
cation wall the dislocation has to overcome an ene
barrier7, the MD walls considered here are quasiequilibriu
and, hence, fairly stable configurations. Such MD walls c
form in nonequilibrium conditions, specifically in coale
cence of nucleating island films. This accounts for the
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perimental data~see, e.g., Ref. 2! on the formation of specific
interfaces, which affect the physical properties of films,
films produced in coalescence of islands.

It should be noted that, besides the walls of compl
MDs, one can generally envisage formation of walls of p
tial MDs. A thorough analysis of this case is outside t
scope of the present work.

3. MISFIT DISCLINATIONS IN POLYCRYSTALLINE AND
NANOCRYSTALLINE FILMS

Consider a solid-state system consisting of a polycrys
line or nanocrystalline film of thicknessh and a single-
crystal semi-infinite substrate~Fig. 3!. Following the conclu-
sions drawn from a general consideration of t
micromechanisms of misfit stress relaxation~Sec. 2!, we as-
sume that such stresses in the heteroepitaxial system u
study can be efficiently relieved through misfit disclinatio
at the points where grain boundaries meet with the interf
~Fig. 3!.

We estimate the elastic energy densityW̃ of a film/
substrate system with an ensemble of misfit disclination
the interface separating the substrate from a polycrysta
~nanocrystalline! film with a characteristic grain sized. For
simplicity, we shall limit ourselves to a model within whic
all misfit disclinations are characterized by the same stren
v and are located along the interface periodically with
periodd ~Fig. 3!. In these conditions, the energy densityW̃
has, in a first approximation, three main components:

W̃5W̃f1W̃d1W̃int, ~10!

whereW̃f is the density of elastic self-energy of the residu
misfit, andW̃d andW̃int are, respectively, the densities of th
misfit disclination elastic self-energy and of the disclinati
interaction energy.W̃f is given by the expression

W̃f52 G
11n

12n
«̃2 h, ~11!

where «̃ is the residual elastic strain in a film with misfi
disclinations. Using the well-known expression8 for the elas-
tic self-energy of a wedge disclination near a free surface,
come to the following relation for the density of elastic se
energy of misfit disclinations distributed along an interfa
with a linear densityd21

W̃d'
G v2 h2

4 p~12n!d
. ~12!

Estimate now the energy density of elastic interact
between misfit disclinations,W̃int, present in Eq.~10!. To do

FIG. 3. Misfit disclinations~triangles! at the interface between a substra
and a polycrystalline~or nanocrystalline! film.
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this, we use the well-known expression for the pair inter
tion energy between two (i and j ) parallel wedge disclina-
tions at a distanceh from the free surface8

Ei j 5
G v i v j

2 p~12n! Fh21
r i j

2

4
ln

r i j
2

4 h21r i j
2 G , ~13!

wherer i j is the distance between disclinations,v i andv j are
the strengths of thei th and j th disclinations, respectively
and i and j are integers labeling the disclinations. In o
model

r i j 5du i 2 j u, v i5v j5v. ~14!

ConsiderN misfit disclinations located within a finite
portion of lengthNd (N@1) of an infinite~model! interface.
Because the stress fields of disclinations located at a dist
h from the free surface are screened efficiently with a scre
ing radius'h,8 the total interaction energy of thei th discli-
nation with other misfit disclinations can be written@taking
into account Eqs.~13! and ~14!#

Ei'
G v2

2 p~12n! Fh212 (
k

d2 k2

4
lnS d2 k2

4 h21d2 k2D G ,

~15!

wherek5u i 2 j u51, 2, . . . ,@h/d#, and @h/d# is the integral
part of theh/d ratio. The sum of the energiesEi for all
disclinations within the chosen part of the interface of leng
Nd is NEi . Whence, taking into account Eq.~15!, one ob-
tains the expression for the density of misfit-disclination
teraction energies:

W̃int5
N Ei

N d
'

G v2

2 p~12n!d Fh21
1

2 (
k51

[h/d]

d2 k2

3 lnS d2 k2

4 h21d2 k2D G . ~16!

Consider in more detail two important particular cas
namely, films withd/h.1 andd/h!1.

~1! Films with a characteristic ratio d/h.1. In this case
the interaction between misfit disclinations is negligible, i
W̃int!W̃f ,W̃d. Then the density of elastic energyW̃ of the
system under study, taking into account Eqs.~10!–~12!, can
be written

W̃'2 G
11n

12n
«̃2 h1

G v2 h2

4 p~12n!d
. ~17!

To find an explicit dependence ofW̃ on «̃, consider the
relation between the disclination strengthv and residual
strain «̃. Introduction of a wedge disclination of strengthv
into a film is equivalent of inserting there ‘‘excess’’ materi
in the form of an isosceles triangle with a base 2h tan(v/2).
~In the case under study,v!1 and, as a consequenc
2h tan(v/2)'hv.! As a result, the misfit disclinations dis
tributed with a linear densityd21 along the interface accom
modate part of the original mismatch characterized by
quantity hv/d. Hence one can write the following relatio
between«̃ andv:
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«̃'2~ f 2~h v/d!!. ~18!

Taking into account Eqs.~17! and ~18!, the condition of a
minimum of W̃ with respect to«̃ yields the equilibrium re-
sidual elastic strain in the film

«̃1'2
f d

8 p~11n!h1d
. ~19!

The critical thicknessh̃c starting from which the presence o
misfit disclinations is energetically preferable~compared to
their absence! is found by setting«̃152 f in Eq. ~19!, i.e.
h̃c50. Thus the presence of misfit disclinations in a fi
with a characteristic ratiod/h.1 is energetically preferable
for any thicknessh.0.

~2! Films with a characteristic ratio d/h!1. ~This case,
in particular, relates to nanocrystalline films.! In such films
interaction among misfit disclinations contributes noticea
to the film characteristics. Therefore we shall estimate
energy densityW̃int of disclination interaction. Becaused/h
!1, the summation in Eq.~16! can be approximated with
integration to obtain

W̃int'
Gv2h2

2 p~12n!d F11
1

2 E
0

1

y2 lnS y2

41y2D d yG
'

2 G v2 h2

5 p~12n!d
, ~20!

wherey5kd/h for h/d!1.
Equations~10!–~12!, ~19!, and ~20! permit one to find

the elastic energy density of a heteroepitaxial system wi
polycrystalline~nanocrystalline! film characterized by the ra
tio d/h!1:

W̃'2 G
11n

12n
«̃2h1

13G d~ «̃1 f !2

20p~12n!
. ~21!

Minimizing W̃ with respect to«̃ yields the equilibrium re-
sidual elastic strain

«̃2'2
13 f d

40p~11n! h113d
. ~22!

Substituting f in place of «̃2 in Eq. ~22!, we find for the
critical thicknesshc50. Thus the presence of misfit discl
nations with a characteristic ratiod/h!1 is energetically
preferable from the beginning of film formation~deposition!.

We see that formation of misfit disclinations at the jun
tions of the interface with grain boundaries is an efficie
micromechanism of misfit stress relaxation.

4. DISCLINATIONS AT THE CRYSTAL/GLASS INTERFACE

Composite solid-state~including thin-film! systems of
the crystal/glass type, which enjoy widespread application
diverse high technologies, have been a subject of inten
studies~see, e.g., Refs. 9–11!. The physical, chemical, an
mechanical properties of such composites depend sub
tially on the crystal/glass interface, which accounts for
particular interest expressed in investigation of such in
y
e

a

-
t

in
ve

n-
e
r-

faces. A recent publication presented an estimate of the
ergy characteristics of crystal/glass interfaces within a th
modynamic approach which neglected the geome
mismatch between the crystalline and amorpho
structures.12 At the same time it is well known that the in
fluence of mismatch on the interface characteristics is do
nant even in the case where such interfaces separate cry
line phases with similar structures.1–5 Because the essentiall
different~crystalline and amorphous! phases are separated b
crystal/glass interfaces, it can be expected that geome
mismatch at such interfaces gives rise to strong distortion
the regions adjacent to the interfaces and to high-density
sembles of misfit defects. This Section puts forward a th
retical description of misfit defects at the crystal/glass int
faces and estimates the elastic energy of the latter.

For simplicity we shall restrict our consideration to th
situation where most of the faces of the glass structural u
~geometric models of atomic clusters characteristic o
given structure! have the same topology as those of the str
tural units of the crystal. This permits one to treat the crys
glass interface as a semicoherent boundary, i.e., one mad
of coherent~defect-free! and incoherent parts. We assum
also, by analogy with the definition of crystal/crystal sem
coherent interfaces,1–4 that within coherent parts the struc
tural units of the crystal and of the glass join in a coher
manner, i.e. without forming topological defects, where
incoherent regions represent topological defects of the in
face. Within this description, interfaces separating me
glasses from fcc or bcc crystals may serve as an illustra
of the crystal/glass semicoherent interfaces@because, accord
ing to Refs. 13–15, the faces of structural units of both me
glasses and of fcc~bcc! crystals have a topology of triangle
and quadrangles, which are the faces of tetrahedral and
tahedral pyramids simulating the characteristic atomic cl
ters of glasses and crystals#.

The major structural features of metal and covale
glasses are the absence of long-range translational orde
the presence of medium-scale structural homogeneity
frozen-in local distortions in the glass structure.16 These
structural features, as well as the main physical and mech
cal properties of glasses, are well described in terms of
so-called disclination models, which treat glasses as so
with randomly distributed disclinations,14–21 i.e., defects dis-
torting the long-range translational order and creating lo
distortions in glasses. Such disclinations make up usu
low-energy configurations with screened stress fields,14–21

and this accounts for the medium-scale structural homoge
ity of glasses.

Consider a semicoherent interface between a crystal
glass, representing a solid-state system with disclinati
which are randomly distributed in the bulk of the glass a
emerge onto its surface, specifically onto an interface~Fig.
4!. The interface lies actually inside the crystal/glass co
posite~Fig. 4b and 4c!. At the same time, according to th
law of disclination charge conservation,8 disclinations cannot
terminate inside a solid; they either emerge at a free sur
or form disclination loops. This leads us to the followin
conclusion: disclinations emerging onto the interface sho
either pass through the crystal bulk to reach the free sur
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of the crystal/glass composite~Fig. 4b! or form loops with
segments at the interface~Fig. 4c!.

The first variant~Fig. 4b! corresponds to amorphizatio
of a crystal. The second variant~Fig. 4c! which is most wide-
spread results in formation of new disclination segments
the interface, or, in other words, in formation of speci
misfit defects. Such defects are localized in the interf
plane and connect the points of emergence~from the bulk of
the glass! of disclinations onto the interface~Fig. 4c!. The
misfit defects under study here represent actually a cont
ation of the disclination lines, and are also disclinations w
the same Frank vectors~disclination charges! v as those
reaching the interface. Note, however, that the lines of
specific misfit defects are at a nonzero angle~i.e. tilted! to
the lines of the original disclinations and, hence, to their a
own Frank vectors. This is what determines the difference
the specific misfit defects as disclinations from the origi
‘‘bulk’’ species ~i.e. disclinations in the amorphous bulk!
making up lines whose continuations the former are. In p
ticular, wedge ‘‘bulk’’ disclinations transform into the twis
species at the interface.

Estimate the density~per unit area of the interface! of
elastic energyWsp of these specific misfit defects, the mis
disclinations. In most cases, bulk disclinations in glasses
randomly distributed, closely spaced, and their stress fi
are screened~at small distances! through interaction with one
another.14–21 As a consequence, the misfit disclinatio
~which are a continuation of bulk disclination lines! also
form usually at the crystal/glass interface a disordered
semble characterized by a high disclination density and c
sisting of low-energy configurations with screened str

FIG. 4. Crystal/glass composite.~a! Glass~below! with disclinations~solid
lines! and crystal~above! before the composite formation,~b! amorphization
of the crystalline phase,~c! misfit disclinations~dashed lines! in the inter-
face.
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fields. Such ensembles of misfit disclinations create ela
distortions in the layer adjoining the interface plane and h
ing a thicknessl8 equal to the characteristic elastic-fie
screening scale of disclination configurations in glass. T
density of elastic energy of such a layer per unit of its v
ume is close to that of the elastic distortion energyEa in the
amorphous phase. Hence the elastic energy density of m
disclinations per unit area of the interfaceWsp can be ap-
proximated by

Wsp'l8 Ea. ~23!

As follows from neutron diffraction measurements
metal glasses,22 the characteristic scale of the ‘‘frozen-in
inhomogeneities is'1.5 nm. In terms of the disclination
approach to the glass structure,14–21 this is equal to the char
acteristic elastic-field screening scale of disclination confi
rationsl8, i.e. l8'1.5 nm'5ã ~whereã is the average in-
teratomic distance in glass!. The quantity Ea'(1/83
21/63)G, whereG is the shear modulus~see Ref. 23 and the
references therein!. Thus Eq.~23! yields an approximate es
timateWsp'(0.0620.08)Gã.

BesidesWsp, the energy densityWdil associated with
misfits of dilatation nature also contributes to the density
the total elastic energyWtot of the interface. The point is tha
the mismatch between the lattice parametersax anday of the
crystalline phase in the interface plane, on the one hand,
the interatomic distances in glass, on the other, give rise
dilatation misfit stresses, similar to the case of the crys
crystal interface. To a first approximation, dilatation misfit
the crystal/glass model system with infinite dimensions
characterized by ~average! misfit parameters f x52(ã
2ax)/(ã1ax) and f y52(ã2ay)/(ã1ay) ~where ã is the
average interatomic distance in glass!, which for the sake of
simplicity are subsequently assumed to be equal,f x5 f y .
Consider the situation where the dilatation misfit is co
pletely accommodated by perpendicular arrays of misfit d
locations with Burgers vectorsb85ax5ay created at the in-
terface~the ‘‘standard’’ micromechanism of dilatation misfi
relaxation!. The corresponding density of elastic energyWdil

can be written in Matthews’ approximation in the form

Wdil'
G b8 f

2 p~12n! S ln
b8

f r 0
11D , ~24!

where r 0 is the core radius of misfit dislocations (r 0.b8),
andb8/ f is the average distance between misfit dislocatio
in each dislocation array and, accordingly, the effect
screening radius of the stress fields of such dislocations.
the characteristic parametersn50.33, b8'ã'3310210 m,
f 51023 and 1021, we obtain from Eq.~24! Wdil'0.002 and
'0.1 Gã, respectively.

Thus within the proposed model the density of the to
elastic energyWtot5Wsp1Wdil of the crystal/glass interface
can be estimated as

Wtot'k G ã, ~25!

wherek50.0620.18. A comparison ofWtot with the energy
densities of high-angle grain boundariesWgb ~see, e.g., Ref.
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24! shows that in a general caseWtot can be either larger o
smaller thanWgb, depending on the actual geometric a
structural grain-boundary parameters.

Thus the concept of misfit disclinations turns out to
efficient in describing defect structures of the crystal/crys
and crystal/glass interfaces. Indeed, creation of misfit dis
nations at the junctions of crystal/crystal interfaces w
~low- and high-angle! grain boundaries represents an ef
cient micromechanism of misfit stress relaxation, which m
be taken into account when studying the structure and p
erties of crystal/crystal composite systems, particularly
single-crystal-film–polycrystalline~or nanocrystalline!-film.
The above theoretical analysis shows also that misfit dis
nations are inherent elements of crystal/glass interfaces.
existence of such disclinations is due to the presence of
clinations in the bulk of glass.

It should be pointed out that the above calculations
the characteristics of the crystal/crystal and crystal/glass
terfaces are approximate and need refinement. At the s
time the models developed here may serve as an effic
basis for a purposeful experimental investigation and sub
quent, more detailed theoretical analysis of the interf
structure.

The author is indebted to M. Yu. Gutkin, S. A. Kukus
kin, and A. E. Romanov for fruitful discussions.
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Distinctive features of the change in structural state and internal stresses present
in shear bands of single-crystal zinc
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Transmission electron microscopy is used to study the dislocation structure of strained zinc
crystals. It is shown that shear bands in this material consist of dipoles and individual dislocation
loops. A connection is established between internal stresses and the corresponding dislocation
structure of the shear band. ©1999 American Institute of Physics.@S1063-7834~99!02209-1#
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A problem of current interest to physicists who stu
hardness and plasticity is to identify the mechanisms resp
sible for shear-band formation and hardening in metals
alloys.1–3 A necessary prerequisite for solving this proble
is to investigate the dislocation structure of elementary lo
shears and how the magnitude of local internal stres
changes in various slip systems. Note that, despite the l
number of studies of the structural state of deform
crystals,3 a number of unresolved questions remain regard
identification of structural states and their and associated
ternal stresses. In this paper transmission electron mi
scopy ~TEM! is used to study the dislocation structure a
internal stresses in shear bands of deformed single-cry
zinc.

1. OBJECT AND METHODS OF INVESTIGATION

The crystals we studied were grown from single-crys
zinc with purity 99.997% by directed crystallization from
melt.4 The samples were deformed by simple shear in
system~0001! @112̄0#. The TEM studies were made over th
planes (11̄00) and~0001!. The samples used in transillum
nation electron-microscopy studies were cut by elec
erosion into disks with diameter 3 mm and thickness
mm, whose central portions, after being thinned down e
trochemically to a thickness of 1000 Å, were transparen
electrons with energies of 100 kV. Their dislocation stru
tures were studied using IEM-100U and JEM-7A electr
microscopes.

2. RESULTS AND DISCUSSION

TEM studies showed that the original structural state
these zinc crystals was characterized by a large numbe
dislocation loops with radiir 50.3mm. After deformation by
simple shear in the system~0001! @112̄0#, basal slip bands
formed. Figure 1, which shows a TEM pattern in the cro
section of the plane (110̄0), reveals that the basal sli
macroband consists of fine basal slip lines with a line den
along @0001# of rB5104 mm21. In this case, dipoles an
1501063-7834/99/41(9)/2/$15.00
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basal dislocation loops can be seen in the~0001! planes with
radii r 050.14mm. These are also easily seen in Fig.
where a TEM image is shown in the cross section of
plane ~0001!. From Fig. 1 it is clear that the dipoles ar
generated by edge basal dislocations with a heighth54
260 nm and length 0.1321 mm. The distance between d
polesLd;1 mm. In order to study the internal stresses in t
basal slip system, we used the expression

t05
aGb

r 0
517.4 MPa, ~1!

where a50.24 is the coefficient of basal dislocation
dislocation interactions;G53.83104 MPa is the shear
modulus, b52.67310210m is the Burgers vector of the
basal dislocations, andr 0 is the radius of curvature of the
basal dislocations. The internal stress fields caused by
dipole structure are strongly compensated. In order to e
mate the internal long-range stresses of the dipole struc
we used the relation

tG5
Gbh

2pLd
50.097 Pa, ~2!

where Ld51 mm and h560 nm. The small value of the
quantity tG is due to the compensation of the dipole stre
fields. In order to destroy the dipole structure we require
stress

tc5
Gb

8p~12n!h
59.61 MPa, ~3!

whereh560 nm andn50.3 is the Poisson coefficient. Com
parison of Eqs.~2! and~3! showed that the stress required
destroy the dipole structure is significantly larger than
internal stresses caused by the dipole structure. We note
for basal slip, components of a shear stress appear in a
ramidal slip system, which leads to activation of pyramid
slip. The value of this stress can be estimated from the
pression

tp5tbn cosw54.7 MPa, ~4!
6 © 1999 American Institute of Physics
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wheretb51 MPa is the applied shear stress in the basal
system,n510 is the number of basal dislocations in t
piled-ups, andw562° is the angle between planes~0001!
and (112̄2). The stress estimated in Eq.~4! is 5 times larger
than the starting stress for motion of pyramidal dislocatio
The presence of basal and pyramidal dislocations is du
ongoing reactions of type

1

3
@21̄1̄3#4.46

(2̄112)1
1

3
@21̄1̄3#4.46

(21̄1̄3)→ 2

3
@21̄1̄0#4.00

(0001). ~5!

The labels in the upper right show the planes in wh
the dislocations lie, while the labels in the lower right gi
the relative dislocation energies~the ratio of the square of th
Burgers vector to the square of the lattice parameter!.

FIG. 1. TEM picture in (11̄00) cross section of the dislocation structu
after basal slip in zinc crystals of up to«510%.

FIG. 2. TEM picture of the dislocation structure in the~0001! plane cross
section of zinc crystals under strains of up to«510%.
ip

.
to

Loops of prismatic dislocations corresponding to the r
action ~5! are shown in Fig. 2. It is important to note that
prismatic dislocation is sessile, which gives rise to its co
siderable contribution to strain hardening of hcp metals. F

ure 3 shows a TEM image of slip bands in the plane (1122̄)
observed in plane~0001!. It is clear that pyramidal slip bands

are located along the direction@112̄0#; within them we see
bent screw components of the pyramidal dislocations, alo
whose radius of curvature we can estimate the internal str
tp . For pyramidal slip,ap51, Gp543104 MPa, bp55.6
310210m is the Burgers vector of the pyramidal dislocatio
and r p50.025mm is the radius of curvature of the screw
component of the pyramidal dislocations~estimated from
Fig. 3!. From all this we obtaintp5896 MPa. This large
internal stress corresponds to a 63103% strain, which is
present in the sample shown in Fig. 3. This large value
shear strain is caused by the transformation of basal dislo
tions into pyramidal dislocations.

Thus, our TEM studies have enabled us to identify t
characteristic structural states that form in various slip s
tems of strained single-crystal zinc. We have determined
characteristic structural elements of basal, prismatic, and
ramidal slip, and have estimated the value of internal stres
generated in these states.

The authors are grateful to I. Tretyak for assistance w
the TEM experiments.

1B. I. Smirnov, Fiz. Tverd. Tela~St. Petersburg! 36, 2037 ~1994! @Phys.
Solid State36, 1112~1994!#.

2A. Luft, Prog. Mater. Sci.1, 629 ~1991!.
3N. A. Tyapunina, G. V. Bushueva, and G. A. Zinenkova,Physics of Crys-
tals with Defects@in Russian# ~Moscow State Univ. Publ., Moscow, 1986!,
p. 239.

4Yu. G. Kazarov and F. F. Lavrentev, Cryst. Res. Technol.18, 107~1983!.

Translated by Frank J.Crowne

FIG. 3. TEM picture of pyramidal screw dislocations involving large loc
shears («L56•103%) observedin situ in zinc crystals within the plane-
~0001! cross section. The arrow indicates a point where of the screw co
ponents of the pyramidal dislocations bend around.
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Magnetostriction in the vicinity of spin-reorientation phase transitions in single-
crystal DyFe 11Ti

S. A. Nikitin,* ) I. S. Tereshina, and N. Yu. Pankratov

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
~Submitted November 17, 1998!
Fiz. Tverd. Tela~St. Petersburg! 41, 1647–1649~September 1999!

The field, temperature, and angular dependences of longitudinall i and transversel'

magnetostriction in single-crystal DyFe11Ti are investigated. Tensometric measurements were
made in the temperature range from 78 to 300 K in magnetic fields up to 12 kOe.
Measurements of the magnetostriction of single-crystal DyFe11Ti, YFe11Ti, and LuFe11Ti imply
that the sublattice of 3d transition metals makes only a small contribution to the
magnetostriction in compounds RFe11Ti, and that the primary contribution to the magnetostriction
of these compounds comes from the rare-earth metal sublattice. The primary microscopic
mechanism for magnetostriction is single-ion magnetostriction caused by the interaction of the
anisotropic orbital electron cloud around the Dy31 magnetic ion with the crystal field of
the lattice. © 1999 American Institute of Physics.@S1063-7834~99!02309-6#
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In recent years, the phenomenon of spin reorienta
has attracted the interest both of theoretical physicists, w
seek to confirm the fundamental assumptions of their th
retical models,1,2 and of experimental physicists looking fo
possible engineering applications of this phenomenon. I
previous paper3 we investigated this phenomenon in sing
crystal DyFe11Ti by measuring the angular and field depe
dences of the mechanical torque acting on a sample place
a magnetic field. We showed for this compound that th
are two spin-reorientation phase transitions: a second-o
transition at T15250 K and a first-order transition a
T25122 K. These data are in agreement with the results
Refs. 4 and 5.

New information regarding the nature of these tran
tions can be obtained by studying magnetoelastic effects
this end, we have investigated magnetostriction in sin
crystals of DyFe11Ti near these spin-reorientation phase tra
sitions by tensometric methods.

1. EXPERIMENTAL METHOD

The technology for obtaining single crystals and t
method used to measure magnetostriction were descr
previously in Ref. 6. We measured the temperature, fi
and angular dependences of the magnetostriction for sin
crystal samples in the form of disks with diameter;4 mm
and thickness;0.5 mm along the@001# and@100# crystallo-
graphic directions in magnetic fields up to 13 kOe within t
temperature range 78–300 K. The absolute error of our m
netostriction measurements was 131026.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows temperature dependences of the long
dinal (l i.0) and transverse (l',0) magnetostrictions. A
1501063-7834/99/41(9)/3/$15.00
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tensometer was glued to the surface of a disk parallel to
c axis. The magnetic field was applied parallel (l i) and per-
pendicular (l') to the c axis. From Fig. 1 it is clear tha
when the sample is heated in the temperature range 78–
K, a rapid increase inl i(T) is observed. The maximum
value of the magnetostriction is reached in the tempera
range 100–140 K. This is the temperature range in which
spin-reorientation phase transition of first order
observed.3–5 According to our data,3 the angleM s ~i.e., the
angle between the magnetic moment of the samplec and the
c-axis! at T25122 K changes discontinuously from 90°
45° ~see the inset to Fig. 1!. As the temperature is furthe
increased, the angleu varies smoothly and forT1>250 K it
becomes equal to zero. From Fig. 1 it is clear that the lon
tudinal magnetostriction in fieldsHic is a maximum near

FIG. 1. Temperature dependence of the longitudinall i and transversel'

magnetostriction of single-crystal DyFe11Ti in various magnetic fields.
8 © 1999 American Institute of Physics
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T2 . Here the effective magnetic anisotropy field is small, a
an external magnetic field applied along thec-axis causes
rotation of the magnetic moments out of the basal planeu
590°) in the direction of the magnetic field, which als
leads to a strong increase in the magnetostriction. As
field increases, the maximum in the curvel i(T) shifts to-
wards lower temperatures, probably because the trans
temperatureT2 decreases with increasing field. From Fig.
it follows that in a field of 3.5 kOel i is a maximum at 130
K, whereas in a fieldH510 kOe this maximum is observe
at T;100 K. Heating the sample so thatT.T2 leads to a
smooth falloff inl i , which for all values of the applied field
ends at a temperatureT15250 K. In this temperature rang
the angleu decreases smoothly~see the inset to Fig. 1! start-
ing at a temperatureT25122 K. At T15250 K, the angleu
becomes equal to zero, andl i has a very small value fo
T.T1 . The experimental data~Fig. 1! indicate a second
order phase transition nearT1 , where the magnetic momen
rotate smoothly in the direction of thec axis. Now, M sic
whenT1.250 K; therefore, in fieldsHic, no torque-related
processes can occur, and hence there is no noticeable c
bution to the value ofl i .

In the temperature range 80–140 K there is practica
no measureable transverse magnetostrictionl' along thec
axis for fieldsHic ~see Fig. 1!. Here a field directed along
the axis of easy magnetization can induce only proces
involving translation of domain boundaries of 180° domai
These processes do not contribute to the transverse ma
tostriction, due to the even character of this effect. F
T.140 K the magnetostrictionl' becomes negative. In thi
case the magnetic momentM s leaves the basal plane an
forms an angle (p/22u) with it. Under the action of a field
H'c, M s rotates in the direction of the basal plane, a co
sequence of which is the appearance of a rotational ma
tostriction l' that is sizeable in magnitude. It increases
absolute value forT.140 K, reaches a maximum in the re
gion T;250 K, and then decreases smoothly.

The spontaneous magnetostriction along thec axis ~i.e.,
spontaneous magnetostriction-induced strain in the sam!
of a crystal with a tetragonal crystal lattice can be calcula
using the expression7

lc5l2
a,01l2

a,2~cos2 u21/3!, ~1!

wherel2
a,0 andl2

a,2 are magnetostriction constants andu is
the angle the magnetic momentM s makes with the tetrago
nal c axis. In fieldsHic large enough to orientM s along the
c axis, the spontaneous magnetostriction becomes equa

lcuu505l2
a,012/3l2

a,2. ~2!

Consequently, the longitudinal magnetostriction induc
by the field along thec axis caused by rotation processes w
equal

l i c5lc2lcuu5052l2
a,2~12cos2 u!. ~3!

From Eq. ~1! it also follows that during the rotationa
processes the transverse magnetostrictionl' measured along
the c-axis in a fieldHic equals

l' c5lc2lcuu5p/25l2
a,2cos2 u. ~4!
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Plots of the quantitiesl i c and l' c obtained from the
theoretical expressions~3! and ~4! are shown in Fig. 2. The
values of the angleu were set equal to those we determin
in our previous paper Ref. 3. It is clear that theory and
periment are in agreement, allowing us to conclude that m
netostriction in DyFe11Ti near the spin-reorientation phas
transition is due to rotation of the magnetic moment un
the action of the field. The value of the magnetostricti
constantl2

a,2 found from the dependences ofl i c andl' c on
temperature and the angleu equalsl2

a,2;2131024, which
coincide with results presented in Ref. 5 where they w
determined from thermal expansion.

Figure 3 shows the field dependences of the longitud
magnetostrictionl i(H) for the compound DyFe11Ti. From
Fig. 3 it is clear that at temperaturesT578 and 86 K there is
no saturation of the isotherms of magnetostrictionl i(H),

FIG. 2. Temperature dependence of the longitudinall i and transversel'

magnetostriction of single-crystal DyFe11Ti in a magnetic fieldH510 kOe
in the neighborhood of the spin-reorientation phase transition, and theo
cal curves obtained from Eqs.~3! and ~4!.

FIG. 3. Isotherms of the longitudinal magnetostrictionl i in single-crystal
DyFe11Ti. T, K: 1 — 78, 2 — 86, 3 — 100,4 — 143,5 — 158,6 — 190,
7 — 221,8 — 236.
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which indicates a large value of the magnetic anisotro
Furthermore, whenT.120 K thel i(H) curves exhibit a ten-
dency to saturate in the neighborhood of the sp
reorientation phase transition, where the value of the ef
tive magnetic anisotropy field decreases. Also noteworth
the existence of a threshold fieldH thr , starting with which
l i(H) increases rapidly in the temperature range 78–100
since forH.H thr the magnetic momentM s of the compound
begins to deviate towards thec axis. It is clear from Fig. 3
that the higher the temperature, the smaller the value of
threshold field.

When we investigated the angular dependences of
magnetostrictionl(w), where w is the angle between th
direction of measurement of the magnetostriction~the detec-
tor was glued parallel to thec-axis! and the direction of the
external magnetic field, we found that all the curves hav
period equal top. However, the shape of the curves und
goes a considerable transformation as the temperature
field are varied. Figure 4 shows the curvel(w) measured at
a temperatureT 5 128 K in a fieldH 5 11 kOe. From the
figure it is clear that for all values of the anglew the mag-
netostrictionl(w) is positive. As the temperature increase
as our experiments show, the curves shift smoothly do
ward, and forT.250 K their values are negative almost e
erywhere, which correlates very well with the functio
l i(T) andl'(T). The angular dependence of the magne
strictionl(w) measured along thec axis can be described b
the following expression:

lc~w!5l2
a,2 cos2 w1lT~T!, ~5!

wherelT(T) is a quantity that depends on temperature a
which takes into account the magnetostriction-induced st
due to thermal expansion and the domain structure.

According to literature data,8,9 the compound DyFe11Ti
can be viewed as a two-sublattice magnet: in this case,

FIG. 4. Angular dependence of magnetostriction in a DyFe11Ti single crys-
tal in the ~100! plane at T5128 K, measured in a magnetic fieldH
511 kOe~black dots!, and a theoretical curve obtained from Eq.~5!.
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sublattices, i.e., the rare-earth metal sublattice and thed
transition metal sublattice, contribute to the magnetost
tion. We have measured the longitudinall i(T,H) and trans-
verse l'(T,H) magnetostrictions of single crystals o
YFe11Ti and LuFe11Ti. The ions of yttrium and lutetium do
not have magnetic moments; therefore, the results obta
allow us to study the magnetostriction due only to thed
transition metal sublattice. We have found that the magne
striction l for the compounds YFe11Ti and LuFe11Ti is an
order of magnitude smaller than its value for DyFe11Ti. Con-
sequently, the iron sublattice gives a negligibly small con
bution to magnetostriction in RFe11Ti compounds. From this
we may conclude that the magnetostriction in the neighb
hood of spin reorientation in DyFe11Ti single crystals is ac-
tually due to rotation of the magnetic moment of the ra
earth metal sublattice. The primary microscopic mechan
for magnetostriction is probably single-ion magnetostricti
caused by the interaction of the anisotropic orbital elect
cloud of the magnetic Dy31 ion with the crystal field of the
lattice.7,10 Analogous results were obtained in Refs. 11 a
12 for a single-crystal TbFe11Ti.

Thus, our experimental results indicate that the sp
reorientation phase transitions and processes involving r
tion of the magnetic moment strongly influence the tempe
ture, field, and angular dependences of magnetostrictio
single crystals of DyFe11Ti.

This work was funded by a federal program for the su
port of science education schools~Grant No. 96-15-96429!
and a grant from the Russian Fund for Fundamental
search~No. 96-02-18271!.

* !E-mail: nikitin@rem.phys.msu.su

1A. A. Kazakov and N. V. Kudrevatykh, J. Alloys Compd.191, 67 ~1993!.
2M. D. Kuz’min, Phys. Rev. B46, 8219~1992!.
3I. S. Tereshina, I. V. Telegina, and K. P. Skokov, Fiz. Tverd. Tela~St.
Petersburg! 40~4!, 699 ~1998! @Phys. Solid State40, 643 ~1998!#.

4B.-P. Hu, H.-S. Li, J. M. D. Coey, and J. P. Gavigan, Phys. Rev. B41,
2221 ~1990!.

5A. V. Andreev, M. I. Bartashevich, N. V. Kudrevatykh, S. M. Razgo
yaev, S. S. Sigaev, and E. N. Tarasov, Physica B167, 139 ~1990!.

6V. Yu. Bodriakov, T. I. Ivanova, S. A. Nikitin, and I. S. Tereshina
J. Alloys Compd.259, 265 ~1997!.

7S. A. Nikitin, Magnetic Properties of Rare-Earth Metals and Their Alloy
@in Russian# ~Moscow State Univ. Publ., Moscow, 1989!.

8X. C. Kou, T. S. Zhao, R. Grossinger, H. R. Kirchmayr, X. Li, and F.
de Boer, Phys. Rev. B47, 3231~1993!.

9K. Yu. Guslienko, X. C. Kou, and R. J. Grossinger, J. Magn. Mag
Mater.150, 383 ~1995!.

10K. P. Belov, Magnetostriction Phenomena and Their Engineerin
Applications@in Russian# ~Nauka, Moscow, 1987!.

11A. A. Kazakov, N. V. Kudrevatykh, and P. E. Markin, J. Magn. Mag
Mater.146, 208 ~1995!.

12S. A. Nikitin, T. I. Ivanova, and I. S. Tereshina, Neorg. Mater.34, 1
~1998!.

Translated by Frank J. Crowne



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 9 SEPTEMBER 1999
Investigation of the magnetic properties of chains with alternating ferro- and
antiferromagnetic exchange interactions in the Heisenberg model with spin S51/2
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The quantum Monte Carlo method is used to calculate the susceptibility and pairwise spin-spin
correlation functions of chains with alternating ferro (K)- and antiferromagnetic (J)-
exchange interactions within the Heisenberg model with spinS51/2. From the susceptibility, the
energy gap between the ground state and excited triplet states is determined for arbitrary
ratiosK/J. The value of the gap coincides with the Haldane gap for spinS51 whenK/J.1.25.
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The magnetic properties of one-dimensional antifer
magnetic chains are of interest both from an experiment1,2

and from a theoretical point of view.3 A question of funda-
mental interest is Haldane’s hypothesis4 regarding the quali-
tative difference between the ground states of antiferrom
nets having integer and half-integer values of the spin:
half-integer spins there exist gapless magnetic excitatio4

while for integer spins there is a gap in the excitati
spectrum,5,6 which was later observed experimentally.7 For S
5 1 spins, values of the gapg50.41049 and correlation ra
dius j56.2 have been determined by various methods: a
lytically, using perturbation theory,8 by Monte Carlo,9 and
by exact diagonalization for small chains.10

Let us consider an antiferromagnetic chain consisting
coupled dimers. Then we can obtain a Haldane gap by a
nating ferro- and antiferromagnetic interactions on a chain
spins withS5 1/2. In the limit of strong ferromagnetic cou
pling (K→`), the dimers are in the lowest triplet state, a
the chain of spins withS 5 1/2 can be reduced to an effe
tive antiferromagnetic chain with spinsS 5 1. In the other
limiting case (K→0), a gas of antiferromagnetic dimers
realized which also exhibits an energy gap between the
glet and triplet state, equal to the value of the antiferrom
netic exchange.

The question of magnetic behavior of chains and
value of the gap for arbitrary ratios of the exchange consta
K/J remains open. In this paper we solve the problem
formulated by the quantum Monte Carlo method in t
Heisenberg model with spinS 5 1/2. The Hamiltonian has
the form

H522J(
i 51

N/2

S2i 21S2i22K(
i 51

N/2

S2iS2i 112h(
i 51

N

Si ,

whereJ,0, K.0 are the ferro- and antiferromagnetic inte
actions respectively,N is the number of spins in the chain
andh is an external magnetic field.

A detailed description of the quantum Monte Car
method, using the Trotter equation and corresponding
pressions for computing the susceptibility, heat capacity,
1511063-7834/99/41(9)/2/$15.00
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pairwise spin-spin correlation functions, was presented i
previous paper.11 In our Monte Carlo calculations, periodi
boundary conditions were used along the Trotter direct
(m) and along the chain. The number of spins in a chain w
L 5 200, with m 5 16, 32, and 64. The number of Mont
Carlo steps for one spin varied fromM 5 6000 to 20000.
One step was determined by the rotation of all the spins o
lattice of sizeL32m. The mean-square errors for the ener
and susceptibility were;1 and;6% respectively. The sys
tematic error arising from the finite Trotter number, whic
takes into account the noncommutative nature of the op
tors, was proportional to;1/(mT)2.

The heat capacity, susceptibility, and spin correlat
functions for an isotropic antiferromagnetic chain are
good agreement with known exact calculations and w
given in Ref. 11. The magnetic susceptibility of a chain w
alternating exchange interactions equals zero asT→0.
Figure 1 shows the temperature dependence of the susc
bility for certain values of the ratio of exchange consta
K/J and Trotter numbers. As the ferromagnetic coupling
creases, the maximum in the susceptibility increases as w
and at low temperaturesT/J,1 it is well described by the
relationx(T)5Aexp(2g/T), whereg is the value of the gap
between the ground and excited triplet states. The inse
Fig. 1 shows the susceptibility plotted on a logarithmic sc
versus the inverse value of the temperature for various va
of m. It is clear from Fig. 1 that quantum effects are correc
taken into account for these Trotter numbers, and within
limits of error for the susceptibility they are well describe
by a linear dependence.

The magnitude of the energy gap decreases with incr
ing ferromagnetic exchange, and forK/J.1.25 it is practi-
cally independent of the value ofK ~Fig. 2!. It is probably
the computed value ofK for ferromagnetic coupling that is
critical. Thus, the spin-spin correlation functions betwe
nearest neighbors and next-to-nearest neighbors is neg
for the whole temperature range whenK/J,1.25, while for
K/J.1.25 there is a certain temperature at whi
^Sz(0)Sz(r 51)& changes sign from negative to positive,
shown in Fig. 3. Probably this is caused by removing
1 © 1999 American Institute of Physics
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degeneracy between the three multiplets of the ferromagn
dimer with Sz561 and 0, due to the antiferromagnetic i
teraction between them. With increasingJ/K, the splitting
between these multiplets increases. Thus, a one-dimens

FIG. 1. Temperature dependence of the magnetic susceptibility of a c
with alternating ferro- and antiferromagnetic exchange constants w
K/J520.25 ~1!, 1 ~2!, 3 ~3!. The inset shows the logarithm of the susce
tibility plotted versus 1/T for K/J51, m564 ~1!, 32 ~2!.

FIG. 2. Dependence of the energy gap between the ground and ex
triplet states on the ratio of exchange constantsK/J.
tic

nal

chain with alternating ferro- and antiferromagnetic e
changes has a gap in the energy of spin triplet excitatio
whose value does not depend on the value of the ferrom
netic exchange forK/J.1.25, and equals the value of th
Haldane gap whenS 5 1.
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~1,2!, m564 ~3,4!.
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The thresholds of parametric spin-wave excitation are measured in a Ba2Zn2Fe12O22 easy-plane
ferrite at a pumping frequency of 36 GHz in the temperature range from 5 to 350 K at
different angles between the external dc magnetic field and the anisotropy axis, where the pumping
is, in a general case, oblique. The dependences of the spin-wave damping parameter on
wave number, temperature, and the angle between the spin-wave propagation direction and the
anisotropy axis have been found. The results of measuring the ferromagnetic resonance
parameters in this ferrite and an easy-axis Ba~Fe0.95Sc0.05!12O19 ferrite are presented. Conclusions
on the relaxation processes in strongly anisotropic hexagonal ferrites are made. ©1999
American Institute of Physics.@S1063-7834~99!02509-5#
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The smallest uniform ferromagnetic-resonance lin
widthsDH0 achieved presently in strongly anisotropic hex
ferrites ~they may be considered uniaxial with a fairly goo
accuracy! are a few tens of Oe. At the same time these s
stances are of considerable interest, including their poss
potential application as promising magnetic materials for
in the short-wavelength part of the microwave range. It is
small DH0 that is their most attractive characteristic. T
achieve it, one has to understand the specific features o
laxation in these substances.

In experimental investigation of relaxation processes
ferrites one traditionally makes use of parametric spin-w
excitation, specifically under longitudinal pumping~with an
ac magnetic field parallel to constant magnetization!.1 The
theory of such excitation of spin waves in uniaxial ferrit
was developed in Ref. 2. According to this theory, the s
waves excited in first-order processes~i.e., with the spin-
wave frequencyvk5v/2, wherev is the pump frequency!
in an external dc magnetic fieldHe0 less than the critica
field Hc have a wave number

k5A~Hc2He0!/h, ~1!

and propagate at an angleuk590° to the direction of con-
stant magnetizationM0 ~h is the nonuniform-exchange con
stant!. For He0.Hc , theory2 predicts excitation of waves
with k→0 anduk,90°.

The critical fieldHc in uniaxial ferrites can be written2

Hc52
1

2
~4pM01u2HAu!

1AS v

2g D 2

1
1

4
~4pM01u2HAu!2, ~2!

and the threshold amplitude of the ac magnetic fieldh for
He0,Hc , whereuk590°,
1511063-7834/99/41(9)/7/$15.00
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hthr5minH vDHk

vM1gu2HAuJ . ~3!

HereDHk is the spin-wave damping parameter~the width of
the resonance curve!, vM54pgM0 , andHA5K1 /M0 is the
anisotropy field (K1 is the anisotropy constant!.

The theory of Ref. 2 was based on the assumption
the magnetizationM0 is parallel toHe0 , and, hence, that the
ac magnetic field parallel toHe0 is parallel also toM0 . For
easy-axis ferrites this assumption is valid~see, e.g., Ref. 3! if
He0 is aligned with the easy axis or, for fields in excess
the anisotropy field, lies in the hard plane. For easy-pla
ferrites it is met ifHe0 lies in the easy plane or, for a fiel
exceeding the anisotropy field, is along the hard axis; in
latter case, however, the field direction is very critical. For
arbitrarily oriented external dc fieldHe0 , the constant mag-
netization is not parallel toHe0 , and in these conditions th
pumping is oblique even for the ac fieldh parallel toHe0 ,
and parametric excitation occurs under combined action
the ac field parallel toM0 and uniform-precession magnon
Such excitation was studied for isotropic and weakly ani
tropic cubic ferrites.4,5

Oblique pumping is of particular interest for strong
anisotropic ferrites, because purely longitudinal pumping
der an arbitrarily oriented dc field is very difficult to achiev
in such materials. Parametric spin-wave excitation
strongly anisotropic uniaxial ferrites under oblique pumpi
was treated theoretically in Ref. 6.

Parametric excitation of spin waves was used in exp
mental studies~see, e.g., Refs. 7 and 8! of relaxation in easy-
plane uniaxial ferrites, but only in the case of an external
field lying in the easy plane, the conditions in which th
pumping was purely longitudinal.

The main objective of this work was an experimen
investigation of relaxation processes in strongly anisotro
3 © 1999 American Institute of Physics
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uniaxial ferrites through parametric excitation of spin wav
under oblique pumping.

1. PARAMETRIC EXCITATION OF SPIN WAVES IN
UNIAXIAL FERRITES: CALCULATIONS

We are presenting here the results of calculations ba
on the theory of Ref. 6, which will be used subsequently
interpretation of experimental data. We consider parame
excitation of first-order spin waves in a sphere of a nonc
ducting uniaxial ferromagnet with easy axis (K1.0) or easy
plane (K1,0), for an arbitrary orientation of the external d
magnetic fieldHe0 with respect to the anisotropy axis, and
arbitrary angle betweenHe0 and an ac linearly polarized
magnetic fieldh of frequencyv ~Fig. 1!. The direction of
constant magnetizationM0 is determined by the condition o
equilibrium, and the threshold ac field amplitudehthr is found
by solving the Landau–Lifshits equation taking into accou
the effective anisotropy field. One obtains finally the follow
ing expression

hthr5minH vkDHk

vMuWku
J . ~4!

Here

Wk5
1

4
~Ak1ja1vk!F2 exp~ iwk!sin 2uk1

iN23
a

p Gt01

1
1

4
~Ak1ja2vk!

@Bk exp~2iwk!2ha#2

uBk exp~2iwk!2hau2

3F2 exp~2 iwk!sin 2uk2
iN23

a

p Gt021@Bk

3exp~2iwk!2ha#Fcosuh

vM
2

t01

2
exp~2 iwk!sin 2u2

2
t02

2
exp~ iwk!sin 2uk1

i

2p
~t012t02!N23

a G , ~5!

vk is the spin-wave frequency~which is equal tov/2 for
first-order processes!:

vk
25~Ak1ja!22uBk exp~2iwk!2hau2, ~6!

FIG. 1. Coordinate frame axes and angles.
s

ed
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and the expressions for the quantities entering Eqs.~5! and
~6! have the following form

Ak5vH2
vM

3
1hk21

vM

2
sin2 uk , Bk5

vM

2
sin2 uk ,

vH5gHe0 cos~uH2u0!, ja5
vM

8p
~N22

a 22N23
a !,

ha5
vM

8p
N22

a ,

t01,02

sinuh

2A2va
FAva1v1

va7v
exp~ ich!2

Av12va

va6v
exp~2 ich!G ,

va5Av1
22ha

2, v15vH1ja , tanch5
hy

hx

v11ha

va
.

Hereuk andwk are the polar and azimuthal angles of t
spin-wave wave vector,uh and wh are the angles of theh
vector, anduH is the angle between the external fieldHe0

and the anisotropy axis.
The spin-wave dispersion law~6! and the relationvk

5v/2 permit one to obtain the boundaries of the regions
v, He0 , and of the angleuH within which first-order para-
metric excitation is possible. The lower frequency boun
aries of thev, He0 , and uH regions are derived from the
condition

vk~He0 , uH , k50, uk50!5v/2. ~7!

Figure 2 shows these boundaries for the two crystals stu
in this work. One readily sees that a first-order process
frequency of 36 GHz is possible in an easy-axis crystal o
within a narrow interval ofuH angles close to the hard axis
and in an easy-plane crystal it can be realized for anyuH

angle.
The values ofhthr and the parameters of the excited sp

waves should be found by minimizing Eq.~4!. Note that the
DHk quantity cannot be considered constant; it certainly
pends onk and the orientation of thek vector relative toM0

~i.e., on the anglesuk and wk) and to the anisotropy axes
These dependences are not knowna priori. They can be
found from an experiment by measuringhthr as a function of
He0 and uH . However when analyzing these experimen
one should use the results of the minimization. This ma
the problem self consistent and extremely complex.

As a first approximation, we carried out minimizatio
for a constantDHk , i.e. we minimized thehthr /DHk ratio
with respect to two of thek, uk , andwk parameters coupled
through the relation~7!.

For each value ofHe0 and uH , the anglesuk and wk

were varied with a step of 0.5°, and one looked for t
minimum values ofhthr and the corresponding values ofk,
uk , andwk . Figure 3 displays the results of such a minim
zation for an easy-plane crystal in the case where the anga
between the ac fieldh and the external dc fieldHe0 ~Fig. 1!
is 0°. It is this case of ‘‘quasi-longitudinal’’ pumping tha
was realized in the experiment.



e

elt
ys
n

o
n
th
th

.
re
ng

ugh
in

ay

re

d
xis
is,
ents.

cro-

ra-
n

e
a
r

c

1515Phys. Solid State 41 (9), September 1999 Gurevich et al.
2. SAMPLES

The samples used in the study were Zn2Ba2Fe12O22

(Zn2Y) easy-plane and Ba~Fe0.95Sc0.05!12O19 easy-axis
single-crystal hexaferrites~scandium was added to reduc
the anisotropy constant!. All crystals were doped slightly
with Mn (;0.25 wt. %) to reduce the number of Fe21 ions
which lead to a growth of magnetic losses.9

The crystals were grown by crystallization from a m
solution.10 A boron–barium solvent was used. The seed cr
tals were mounted on a rotating holder, which permitted o
to increase the growth rate and obtain fairly large~up to 20
mm! and well-faceted crystals. The melt was heated t
temperature slightly in excess of the saturation point a
maintained at this temperature for 10 hours, after which
temperature was reduced by a prescribed program wi
gradient of 1–3 K/cm.

Spherical samples were prepared in the following way10

The crystals were cut into cubic blanks, of which sphe
with a diameter of 0.5–0.8 mm were fabricated by turni

FIG. 2. Spectra of spin waves withk50 anduk in ~a! easy-axis and~b!
easy-plane uniaxial ferrites. The values of 2HA andM0 are chosen equal to
those for the crystals studied experimentally in this work~see Table I!. The
numbers adjoining the curves areuH angles in degrees.
-
e

a
d
e
a

s

between two abrasive tools. They were subsequently ro
ground with successively finer grit abrasives and polished
the same way with the grit size reduced from 14 to 1mm.

The Zn2Y spheres were oriented with the use of x-r
diffraction technique. The Ba~Fe0.95Sc0.05!12O19 samples,
which, from x-ray diffraction data, had a mosaic structu
with the angles between the block axes of;0.5°, were ori-
ented by a magnetic method.11 Next the samples were paste
onto quartz-tube or beryllium-oxide rod holders, whose a
(x axis in Fig. 1! was perpendicular to the anisotropy ax
and around it the samples were rotated in the measurem
The accuracy of orientation~after the pasting! and of setting
the sample rotation angle were not worse than 1°.

The sample parameters were measured by the mi
wave techniques~see Sections 3 and 4! and are presented in
Table I.

3. MEASUREMENT TECHNIQUES

The experimental scheme is shown in Fig. 4. As gene
tor 3 a magnetron1! was used, which could be tuned withi
the range of 36 GHz62% and produced 200 W in cw~under
proper cooling! or pulsed regime. 3.5-kV negative voltag
pulses 20ms long were applied to the magnetron with
repetition frequency of 40 Hz from the modulato

FIG. 3. Calculated dependences of~a! the threshold amplitude of the a
magnetic field~in units of the spin-wave damping parameter! and ~b! the
wave number of spin waves excited in Zn2Y on the magnitude and direction
of the external dc magnetic field. The numbers adjoining the curves areuH

angles in degrees.
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capacitor2. For such a pulse duration, one could neglect
voltage variation at the magnetron during the pulse while
the same time disregarding the error caused by a finite t
of growth of the parametric spin waves.13

The microwave power was fed through valve4, preci-
sion polarizing attenuator6, and circulator8 ~with decou-
pling of ;40 dB) into cryostat10 or, when measuring the
incident power, into a thermistor-based power meter11. The
measuring cell of the cryostat was a rectangular TE102 cavity
13 coupled to the waveguide through a hole. The coupl
was adjusted by means of piston15, which for the time of
measurements was placed outside the cryostat. The c
was not readjusted, and the tuning was effected by vary
properly the magnetron frequency. The cryostat design
mitted one to rotate the cavity with the sample through 9
with respect to the dc magnetic field direction and turn
sample around the cryostat axis from the outside during
measurements. The power reflected from the sam
containing cavity was fed into crystal detector17 via circu-
lator 8 and polarizing attenuator16. The pulse envelope wa
visualized on oscillograph18.

The frequency was measured roughly with a reson
wavemeter9, and precisely, with a Ch5-13 frequency me
19. The dc magnetic field was generated by electromagne20
~with a pole piece diameter of 80 mm and a gap of 20 m!

TABLE I. Parameters of the ferrites studied.

Composition 4pM0 , G 2HA , kOe TC , °C

Ba2Zn2Fe12O22 2500 28.6 104
Ba~Fe0.95Sc0.05!12O19 4500 11 445

Note: The crystals contained;0.25 wt. % Mn. The values of 4pM0 and
2HA are for room temperature.

FIG. 4. Scheme of the measuring setup.1—Master pulse generator
2—modulator, 3—magnetron,4—valve, 5—attenuator,6—polarizing at-
tenuator,7—directional coupler,8—circulator,9—voltmeter,10—cryostat,
11—power meter,12—measuring cell~shown in the inset!, 13—cavity,
14—sample, 15—piston, 16—polarizing attenuator,17—detector, 18—
oscillograph,19—frequency meter,20—electromagnet,21—Hall sensor,
22—Dewar flask,23 and24—furnaces,25—thermocouple.
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supplied from a stabilized power source. The magnetic fi
was measured with a Hall film sensor21 attached to the pole
piece. It was calibrated using ferromagnetic resonance in
oriented YIG sphere.

The temperature was set within the 5–350-K range i
steady-state regime by blowing helium or~from 100 to 350
K! nitrogen vapor from Dewar flasks with the use of furnac
23 and 24. The temperature was measured with a copp
copper-iron thermocouple in the cavity wall.

The threshold of parametric spin-wave excitation can
established from a pulse envelope distortion,1 the onset of
self-modulation~see, e.g., Ref. 3!, or a deviation from the
linear dependence of the output on input power.12 In our
case, all three methods~in the cases where modulation set
immediately above the threshold! yielded the same result
within experimental error, and one used primarily the fi
method.

The ac magnetic field in the cavity at the sample posit
is related3 to the powerPin incident on the cavity through2!

h25
8pj

vV
Q0~12uGu2!Pin . ~8!

Herej is the ratio of the squared field at a given point to t
mean squared field in the cavity,Q0 is the intrinsic cavityQ
factor, V is the cavity volume, andG is the reflection coef-
ficient.

The largest error inhthr is due to determination ofPin

andQ0 . The power at the cryostat input~for a certain posi-
tion of the polarizing attenuator6! was measured with the
thermistor-based power meter approximately to within 10
Pin was determined with due account of the cryostat wa
guide losses (;1.5 dB). In subsequent threshold-field me
surements, the power readings were made using attenua6
practically without introducing additional errors.

The quality factorQ0 was derived from the frequenc
detuning corresponding to a given increase of the reflec
coefficient in absolute magnitude relative to its lowest val
which was reached by tuning the magnetron to resona
with piston 14. This was done by means of the expressi
obtained when the measuring cell12 ~Fig. 4! is replaced with
its equivalent scheme. In our case the quantityuGumin , as well
as naturally the frequency detuninga52dv/v res, could be
considered small, which yielded the following simple rel
tion

Q052uGu/~aA12uGu2!. ~9!

The scatter in measurements ofQ0 made at different
values ofuGu in the region from 6 to 12 dB~with respect to
the maximum value ofuGu! was not more than 10%. Th
quality factorQ0 is temperature dependent and varies fro
sample to sample, and therefore it was checked in each m
surement ofhthr . Estimates showed the total measurem
error for hthr to be;10%.

To find the effective anisotropy field 2HA and the
resonance-curve widthDH0 , ferromagnetic resonance me
surements were performed, for which purpose the measu
cell 12 was replaced by a shorted waveguide section, w
the sample placed at a distance ofl/2 from the waveguide
face end. The width of the curve was measured at the le
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determined in accordance with Ref. 14, and the values
2HA were determined from the measured resonance fi
using the expressions presented, for instance, in Ref. 3.
constant magnetization was found from measurements o
threshold fields~see Section 4!.

4. EXPERIMENTAL RESULTS

The ferromagnetic resonance parameters in
Ba~Fe0.95Sc0.05!12O19 easy-axis crystal were measured
various orientations of the external dc field. The quan
(He0)res was found to grow rapidly foruH.45°. As men-
tioned in Section II, these crystals had a mosaic struct
and the increase in the steepness of the slope of the (He0)res

dependence onuH should have resulted in a growth ofDH0

for uH.45°, and this is what was actually observed. T
fairly large values ofDH0 for uH,45° were also apparentl
due to a considerable extent to the mosaic structure.

Parametric first-order spin-wave excitation in t
Ba~Fe0.95Sc0.05!12O19 ferrite at the frequency used by us ca
occur, as evident from Fig. 2, only within a very narro
angular intervaluH>85– 90°. For these anglesDHk , while
being probably smaller thanDH0 , is nevertheless large, an
parametric excitation may not be initiated because of ins
ficient power. Indeed, we have not succeeded in observin
in these crystals.

The measurements of ferromagnetic resonance in
Zn2Y easy-plane ferrite were carried out in the 10–350
temperature range. The temperature dependences of th
isotropy field 2HA derived from the measured resonan
fields, and the values ofDH0 for this crystal are plotted in
Fig. 5. The temperature dependence of the anisotropy fie
seen to be nonmonotonic. The same figure shows the
perature dependence of constant magnetizationM0 derived
from threshold field measurements~see below!.

The DH0(T) relation exhibits a broad minimum a
T>150 K. The low-temperature rise may be due to a cert
extent to the increasing contribution of inhomogeneities~be-
cause of the increase ofM0), but its main cause is undoub
edly the influence of the rapidly relaxing ions, most likely
Fe21. The high-temperature increase ofDH0 originates
probably from fluctuations; interestingly, it starts far fro
the Curie temperature~which is 377 K!. The comparatively
large value of the minimumDH0 ~Fig. 5! is due primarily to
inhomogeneities, including possibly the mosaic structu
which is not detected by x-ray diffraction for axial misalig
ments less than 208.

The threshold field measurements were performed w
the ac field parallel to the dc external fieldHe0 ~quasi-
longitudinal pumping! for different magnitude and orienta
tions ofHe0 and different temperatures. For illustration, Fi
6 presents graphs ofhthr againstHe0 measured at differen
uH . One sees, first of all, that parametric spin-wave exc
tion occurs also within the field interval (He0,1 kOe) where
domains exist, and without a substantial increase in
threshold. For high fields, a correlation is seen between
measured and calculated dependences~Fig. 3!. Specifically,
the calculated values agree well with experiment for fie
wherehthr→`.
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The transition from the measuredhthr(He0 ,uH) relation-
ships to DHk(k) dependences foruH590° ~the case of
purely longitudinal pumping! was done using Eqs.~1!–~3!
and the values ofM0 and 2HA for the corresponding tem
peratures. The temperature dependence ofDHk→0 thus ob-
tained is displayed in Fig. 7. A comparison of this depe
dence with theDH0 relation~Fig. 5! shows that the values o
DHk→0 , as expected, are considerably smaller thanDH0 .
One of the reasons for this is the twice smaller frequency
the parametric spin waves. However the main reason is
the inhomogeneities, although affecting parametric sp
wave excitation~see, e.g., Ref. 3!, nevertheless do not con
tribute additively to DHk . At the same time the low-
temperature increases ofDHk and DH0 differ only
insignificantly. This bears out the assumption that the lo
temperature rise is due to the contribution of rapidly relax
ions.

FIG. 5. Temperature dependences of the static parameters
ferromagnetic-resonance linewidth in a Zn2Y sphere at a frequency of 36
GHz.

FIG. 6. Dependences of the threshold amplitude of the ac magnetic fiel
the magnitude and direction of the external dc magnetic field for a Z2Y
sphere. Pumping frequency 36 GHz, temperature 150 K. The numbers
joining the curves areuH angles in degrees.
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The calculation of theDHk dependence onk, even for
uH590°, the case where one can use the simple express
~1!–~3!, is complicated by the fact that the nonuniform
exchange constanth for Zn2Y is unknown. To estimatek,
we acceptedh50.04, a value only one half that for the YIG
based on the Curie temperature for the Zn2Y crystal~377 K!
being lower than that for YIG, and on the average dista
between magnetic ions being somewhat larger.

Figure 8 plots the difference (DHk2DHk→0) againstk
for T5const, and againstT for constantk. One readily sees
that DHk grows with increasingT and k faster than by a
linear law. This gives one some grounds to assume that
growth is due to the contribution of the intrinsic fou
magnon relaxation process. It should be pointed out, h
ever, that both the calculations and experiment3 suggest that
this contribution in YIG was substantially smaller. Thus t
question of the contribution of four-magnon processes
hexagonal ferrites requires further investigation.

The calculations ofDHk for the case ofuH,90°, where
the pumping is oblique, was done using the results of
calculations based on the theory of Ref. 6~see Section 1!.
The calculated dependences ofDHk on k are shown graphi-
cally in Fig. 9; they were obtained using the above va
h50.04. As seen from the figure, for smallk ~i.e. largeHe0)
DHk increases strongly with decreasinguH , i.e., as the di-
rection of the dc field and, hence, of the constant magnet
tion M0 deviates from the easy plane. For largek, i.e. for
small He0 , the difference between the values ofDHk for
different uH becomes smaller. This behavior can be due
the strong dependence of the spin-wave damping param
on the direction of spin-wave propagation relative to the
isotropy axis. Indeed, for a highHe0 field a change in its
direction turns stronglyM0 and, hence, the direction o
propagation of parametric spin waves with respect to
anisotropy axis, which, because of the damping param
being strongly anisotropic, affects considerably its mag
tude. For smallHe0 , this influence is small.

The anisotropy in the spin-wave damping parameter is

FIG. 7. Temperature dependence ofDHk→0 in Zn2Y for uH590°. Pumping
frequency 36 GHz.
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considerable interest for understanding the relaxation p
cesses. This prompted a calculation of the dependenc
DHk on the angleb between thek vector and the anisotropy
axis ~the z8 axis in Fig. 1! using the data in Fig. 9. Theb
angles were calculated using theu0 angles found from the

FIG. 8. Dependences of the differenceDHk(k)2DHk→0 in Zn2Y ~a! on
wave numberk for the temperatures~in K! specified at the curves, and~b!
on temperature fork553105 cm21. Pumping frequency 36 GHz.

FIG. 9. Dependences ofDHk in Zn2Y on wave number for different orien-
tations of the external dc fieldHe0 . Pumping frequency 36 GHz, tempera
ture 150 K. The numbers adjoining the curves are the anglesuH between
He0 and the anisotropy axis~in deg!.
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equilibrium condition and the anglesuk andwk obtained in
threshold-field minimization. The results of this calculati
are displayed in Fig. 10. One readily sees thatDHk depends
strongly on the angle between the direction of spin-wa
propagation and the anisotropy axis, and that this dep
dence is close to linear~for reasons remaining as yet un
clear!.

Thus our measurements of the thresholds of parame
spin-wave excitation in a strongly anisotropic Zn2Y ferrite
were carried out for the first time for different orientations
an external dc magnetic field, including the angles at wh
the pumping was oblique. The calculations of the damp
parameter of the excited spin waves and of their wave ve
from these measurements were based on a recently d
oped theory6 of parametric spin-wave excitation in strong
anisotropic ferrites under oblique pumping.

The threshold fields, as well as the ferromagne
resonance parameters, were measured within a broad
perature range, which permitted one to draw conclusions
the contributions of various mechanisms to the damping
rameter of strongly anisotropic ferrites. We are present
here a few of them.

The superlinear growth of the spin-wave damping p
rameterDHk with increasing wave number and temperatu
gives one grounds to conjecture the existence of a contr
tion of an intrinsic four-magnon relaxation process. A fin
conclusion in this respect could be made, however, only a
a quantitative comparison of the expected value of this c
tribution with calculations.

One cannot question the considerable contribution
fast-relaxing ions, apparently of Fe21, which, as could be
expected, is approximately the same for uniform precess
and spin waves.

Among the inhomogeneities providing the major cont
bution toDH0 and affecting also, although in a lesser degr
DHk , is the mosaic structure, which was detected indep
dently in an easy-axis crystal but existed apparently in
Zn2Y crystals as well. Thus eliminating the mosaic in t
crystal structure is one of the ways of reducing the mag

FIG. 10. Dependence ofDHk in Zn2Y on the angle between the direction o
spin-wave propagation and the anisotropy axis for a constant wave nu
k553105 cm21. Pumping frequency 36 GHz, temperature 150 K.
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tude of DH0 in single crystals of strongly anisotropic fe
rites, which is a necessary condition for their wide applic
tion in the short-wavelength part of the microwave range

An important result of this work is determination of th
spin-wave damping parameter in strongly anisotropic ferr
for different angles between the external dc field and
anisotropy axis. Because minimization yields also the dir
tion of propagation of parametric spin waves, one obtains
this way a possibility to find the dependence of the damp
parameter on the direction of their propagation relative to
anisotropy axis, i.e. to determine the spin-wave damping
isotropy. In this work this possibility has been realized f
the first time for a strongly anisotropic ferrite.

It should be noted, however, that the threshold-fie
minimization by the theory6 used in this work was made
under the assumption of a constantDHk , and therefore all
the results, including those on the angular dependenc
DHk , are valid only to a first approximation. Calculation
higher-order approximations, i.e., minimization taking in
account the dependences ofDHk on the parameters of th
excited spin waves derived in the lower-order approxim
tions, is a topical problem. Its solution will show the exte
to which this process is convergent and yield refined val
of the spin-wave damping parameter.

The authors are indebted to K. S. Luzgin for the dev
opment of the modulator for the measuring setup, to R
Zvereva for assistance in growing the crystals, to N.
Syrnikova for sample orientation by x-ray diffraction, and
N. I. Pogodin for providing the Hall sensor developed
him. The authors consider it their duty to point out that th
work would have been impossible without the unique ma
netron developed by A. V. Atlasman.

1!The magnetrons were developed by A. V. Atlasman, fabricated on orde
the Ioffe Institute, and used for the first time in the study Ref. 12.

2!There is a misprint in Eq.~10.53! in Ref. 3, which is equivalent to Eq.~8!
of this work, namely, there should be (11q)2 in the denominator.
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Low-temperature electronic and magnetic transitions in the antiferromagnetic
semiconductor Cr 0.5Mn0.5S

G. A. Petrakovski , L. I. Ryabinkina, D. A. Velikanov, S. S. Aplesnin, G. M. Abramova,
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Experimental-theoretical studies were carried out of the electrical and magnetic properties of the
antiferromagnetic semiconductor Cr0.5Mn0.5S in the temperature range 4.2–300 K. A
magnetic antiferromagnetic-ferrimagnetic phase transition was observed along with a semimetal-
semiconductor electronic transition. Monte Carlo calculations indicate that the changes in
the type of magnetic ordering and conductivity are due to the cooperative Jahn–Teller effect
caused by the Cr21 ions. © 1999 American Institute of Physics.@S1063-7834~99!02609-X#
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At present, compounds with perovskite structure sim
to La12xMexMnO3 ~where Me5Ca, Ba, Sr, etc.! are being
studied intensely.1 These compounds are interesting beca
they exhibit giant magnetoresistance and magnetically
electronically nonuniform states that preserve the co
pounds’ crystallographically uniform structure. Since t
mechanisms for magnetic biphase behavior and electr
stratification are not clear at this time, there is interest
studying compounds with a different crystal lattice but w
similar physical properties.

The compound Cr0.5Mn0.5S is a strongly doped antifer
romagnetic semiconductor, belonging to the group of s
fides MexMn12xS ~where Me is a 3d metal!, which crystal-
lize in the cubic NaCl lattice.2 Like the rare-earth manganit
compounds, the MexMn12xS sulfides exhibit changes in th
type of conductivity and magnetic order as the concentra
of 3d metal is varied. Thus, with Me5Fe, asx increases the
magnetic order changes from antiferromagnetic to ferrom
netic, which precedes an electronic semiconduc
semimetal transition~at xc; 0.4!.3 In the system Cr0.5Mn0.5S
(0,x,0.67), however, no noticeable change in the m
netic order is observed in the vicinity of the concentratio
induced semiconductor—semimetal transition (xc;0.67).
The semimetallic sulfides retain their antiferromagnetic or
with increasing Ne´el temperatureTN up to ;175 K for
x'0.5 (TN;148 K for x50!.4,5 Measurements of the mag
netic susceptibility,4 along with EPR data6 and neutron-
diffraction measurements,7 indicate that increases in the Ne´el
temperature with a simultaneous decrease~in absolute value!
in the negative paramagnetic Curie temperature do not
clude the possible formation within the MexMn12xS sulfides
of a magnetically nonuniform state in the temperature ra
T,TN and a transition to a ferromagnetic state with chan
in the temperature or magnetic field.

In this paper we investigate experimentally and theor
cally the magnetic and electrical properties of the antifer
magnetic semiconductor Cr0.5Mn0.5S in the temperature
range 4.2–300 K in order to study the low-temperatureT
,77 K! electronic and magnetic states of this compound
1521063-7834/99/41(9)/5/$15.00
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1. EXPERIMENTAL RESULTS

Polycrystalline samples were synthesized from pure e
ments~electrolytic Mn, Cr and S with purity 99.999%! in
vacuum quartz ampules over the course of a week. The t
perature dependences of the electrical resistance of t
samples were measured at constant current by a potent
eter method in the temperature range 4.2–300 K. The m
surements of the magnetization in the range 4.2–100 K w
made using a superconducting quantum interfere
~SQUID! magnetometer in fields up to 8 Oe.

According to x-ray structural data, our samples of C

0.5Mn0.5S were solid solutions with the fcc NaCl lattice cha
acteristic ofa MnS. Replacement of Mn ions with Cr ions i
accompanied by compression of the cubic unit cell and
crease in the lattice parameter froma55.222 (a MnS! to
5.165 Å while preserving the NaCl structure. Addition
phases were not observed in the solid solution Cr0.5Mn0.5S.

Figure 1a shows the temperature dependence of the e
trical resistivityr(T) for Cr0.5Mn0.5S. The behavior ofr(T)
in the range 77–300 K agrees with the data of Ref. 5 a
corresponds to the semimetallic type of conductivity, i.e.,
compound is in the degenerate- semiconductor state. In
range below;60 K a rapid increase~by an order of magni-
tude! in the electrical resistivity is observed, along with a
anomalous change in the temperature coefficient of the re
tivity dr/dT ~Fig. 1b!. In this case the activation energy o
the conductivityEa changes discontinuously with decreasi
temperature from 0.04 to 0.01 eV in the neighborhood
TN , and then decreases continuously down to;0.003 eV in
the range below;60 K ~Fig. 1c!.

Figure 2 shows temperature dependences of the ma
tization of Cr0.5Mn0.5S samples measured in the range 4.
100 K, some cooled in zero magnetic field~ZFC samples,
see curve1! and some in a fieldH58 Oe ~FC samples, see
curve2!. It is clear from the figure that the material enters
state with spontaneous magnetization atTc'66 K. The be-
havior of the ZFC magnetization is typical of the initial su
ceptibility of a ferromagnet~the Hopkinson effect!.8 In the
0 © 1999 American Institute of Physics
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1521Phys. Solid State 41 (9), September 1999 Petrakovski  et al.
vicinity of ;35 K the ZFC magnetization curves exhibit a
additional weakly expressed maximum. Below this tempe
ture, the FC magnetization decreases with decreasing
perature.

2. DISCUSSION OF RESULTS

Analysis of the magnetic properties based on Mo
Carlo calculations show that the behavior of the magnet
tion of Cr0.5Mn0.5S in the 4.2–300 K range cannot be d
scribed in terms of magnetic ordering mechanisms that t
into account two- and four-spin exchange interactions, wh
are normally used to describe the properties of the magn
cally ordered state.9,10 These calculations show that the b
havior of the spontaneous moment in the fcc lattice
Cr0.5Mn0.5S is due to the cooperative Jahn–Teller effe
caused by the Cr21 ions.

The ground state of Cr21 ions in a lattice with cubic
symmetry is characterized by twofold orbital degeneracy
this case, two types of interactions are possible. The firs
an interaction of the degenerate orbitals with the lattice. H
Pauli matrices for the effective spint are introduced in orde
to describe the orbital wave functionseg .11 The ordering of
the pseudospins~orbitals! is accompanied by a structura
phase transition. The second is an interaction between o
als, which depends on the spins and is a function of

FIG. 1. Temperature dependences of the electrical resistivityr ~a!, the
temperature coefficient of the resistivitydr/dT ~b!, and the activation en-
ergy of the conductivityEa ~c! for Cr0.5Mn0.5S.
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pseudospin exchange integralJs5Js
01Jm^tgtg1r&.

11 Here
Js

0 is the exchange interaction integral between spins, andJm

is an interaction parameter between spins and orbitals
Js

0,0 andJm,0, it is possible for a critical temperature t
exist at which the sign of the exchange interaction betw
the spins changes from negative to positive.

Let us assume that the variation of the pseudospin c
relation function with temperature is analogous to that
spin-spin correlation function in the magnetically order
phase, i.e.,u^tgtg1r&u;(12T/TN)2b, whereb is a critical
index for the magnetization; it is known thatb50.35. As a
result, the exchange interaction between nearest neig
chromium ions depends on temperature likeJCr–Cr5JCr–Cr

0

1Jm(12T/TN)2b, where Jm is a fitting parameter deter
mined from the condition that the exchange constantJCr–Cr

should change sign at a certain critical temperatureTc . The
temperatureTc corresponds to the appearance of ferrom
netic ordering. As a rule, the ordering temperature of
orbitals should coincide with the temperature of a structu
transition and the Ne´el temperatureTN . In fact,x-ray analy-
sis indicates that a lattice distortion analogous to the dis
tion atTN observed ina MnS does indeed occur atTN'175
K in the solid solution Cr0.5Mn0.5S.12 In this temperature
range we observe4 a 10% discontinuity in the susceptibility

In our Monte Carlo calculations we used a lattice mod
of the solution Cr0.5Mn0.5S with six exchange interaction pa
rameters between the classical spinsSMn52.5mB and SCr

52mB ~Mn–Mn, Cr–Cr, and Mn–Cr in the first and secon
coordination spheres!. Some of these exchange interactio
parameters were determined previously4 from the concentra-
tion dependence of the Ne´el temperature for CrxMn12xS (0
,x,0.67): JMnCr /JMnMn520.4, KMn–Cr/JMnMn521.9,
and KMnMn /JMnMn521.8. The Cr–Cr exchange interactio
parameters for the first and second coordination spheres
determined in the present paper. For an fcc lattice consis
of N543123 sites we calculated the magnetization, t
susceptibility, the Edwards–Anderson parameterqa

5(1/N)A( i 51
N ^Si

a&2 (a5x,y,z), and the magnetic static
structure factor along the cube edges and diagonals of
planes. Based on these characteristics, we determine the
sition temperature from the antiferromagnetic state
a ferrimagnetic state with a spontaneous mom
m'(1/3)SCrmB for T→0. The magnetic Hamiltonian for the
solid solution Cr0.5Mn0.5S can be written in the form

H52 (
a,b5Cr,Mn

I ab (
i 51

N

(
D51

Z1

Pa~ i !Pb~ i 1D!Sa~ i !Sb~ i

1D!2(
a,b

Kab (
i 51

N

(
h51

Z2

Pa~ i !Pb~ i 1h!Sa~ i !Sb~ i

1h!2(
a

H(
i

Pa~ i !Sa
z ~ i !,

where I ab and Kab are exchange interaction integrals b
tween nearest neighbors (Z156) and next-nearest neighbo
(Z2512),H is the external magnetic field, and the projecti
operatorPa( i ) equals unity at sites occupied by spinSa .
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FIG. 2. Temperature dependences of the magnetizations for samples cooled in zero magnetic field~ZFC—curve1! and in a field of 8 Oe~FC—curve2! for
Cr0.5Mn0.5S. The inset shows the temperature dependence of the normalized value of the magnetic moment:1—calculated by the Monte Carlo method
2—experiment.
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According to these calculations, the dependence of
Fourier spectrum of the pairwise spin correlation function
wave vector in the antiferromagnetic temperature range
65),T,(180610) K exhibits two maxima: atq50 and
p/a in the direction@101#, as is shown in the inset to Fig. 3a
This indicates that spins in the four sublattices located at
vertices of a tetrahedron are pairwise antiparallel~Fig. 4a!.
The first effect of decreasing the temperature is propaga
of the long-range ferromagnetic order along the spins of
chromium ions. BelowT<130 K, ordering of the moment
of the manganese ions contributes to the magnetic struc
factor, leading to a considerable increase in the magnit
S(q) and the appearance of a modulation of the magnitud
the antiferromagnetism vector in the direction@101# with
q5p/12a. The quantityS(q) calculated by the Monte Carlo
method exhibits a satellite peak at temperatures below;140
K. For Tc56565 K, the intensity of the magnetic structur
factor atq5p/a ~curve1 in Fig. 3a! reduces to zero, and
peak inS(q) forms atq 5 0 ~curve1 in Fig. 3b!, i.e., ferro-
magnetic order is established along two directions of
planes~Fig. 4b!, which leads to the formation of a spontan
ous moment. The temperature dependence of the mag
moment calculated by the Monte Carlo method~the inset to
Fig. 2! is in good agreement with the experimental resu
At Tc , the lifting of orbital degeneracy causes the sign of
exchange interaction between chromium ionsJCr–Cr to
change from negative to positive. By comparing the exp
e
n
6

e

n
e

re
e

of

e

tic

.
e

i-

mental and theoretical values ofTc and TN , we can deter-
mine the value of the exchange constants betw
Cr–Cr ions: JCr–Cr/JMnMn522.7, KCr–Cr/JMnMn56, and
Jm /JMnMn522.5, whereJMnMn5(7.860.3) K.

From our calculations of the magnetic structure facto
follows that the ions of chromium and manganese are loca
randomly in the lattice and form two infinite clusters conta
ing chromium and manganese respectively. The Edwar
Anderson parameter~Fig. 5! exceeds the value of the mag
netic structure factor by a few times. This indicates th
independent finite clusters are also contained in the mate
and randomly distributed. The temperatures of t
paramagnetic-antiferromagnetic (TN) and antiferromagnetic-
ferrimagnetic (Tc) phase transitions determined from th
temperature dependences of the Edwards–Anderson pa
eter ~Fig. 5! are in good agreement with the data obtain
from the magnetic structure factor:TN'180610 K, Tc'70
66 K.

The decrease in magnetic moment at low (T,30 K!
temperatures and the temperature hysteresis of the mag
moments of ZFC and FC samples are probably due to
formation of domain structures in weak magnetic fields. It
also known that the originala MnS exhibits a structura
transition atT'25 K.13 This transition is probably preserve
in the solid solution Cr0.5Mn0.5S as well, leading to a chang
in the exchange constants between Mn ions due to lat
distortion and the appearance of non-Heisenberg type
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FIG. 3. Temperature dependence of the magnetic structure factorS(q). a: Curve1—q5p/a in the direction@101#; curve2—q5p/12a in the direction@011#;
b: curve1—q50 in the direction@101#; curve2—q50 in the direction@110#. The inset shows the Fourier spectrum of the pairwise spin correlation func
for the direction@101# ~1! and @110# ~2! at a temperature 115 K.
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interactions, for example biquadratic and four-spin. T
causes the modulus of the spin on a site to contract, the
decreasing the noncollinearity of the spins. Our Monte Ca
calculations show that this structural transition can decrea
the exchange parameterJMnMn by a factor of 2, which in turn
decreases the magnetization by about 15% at 4 K.

Based on this model we can predict two effects. In
magnetic field, the sign of the spin-spin correlation functi
^SgSg1r& changes from negative to positive at a distan
r /a51 in the vicinity of the Ne´el temperature, increasing th
exchange interaction between orbitalsJt5Jt

01Jm^SgSg1r&,
which in turn increases the temperature for orbital orderi
This will enhance the orbital correlations^tgtg1r& and de-
crease the exchange interaction between chromium ato
leading to a decrease in the Ne´el temperature and an increa

FIG. 4. Sketch of magnetic order in the solid solution Cr0.5Mn0.5S: a—unit
cell of the fcc lattice; b—antiferromagnet (T.Tc); c—ferrimagnet (T
,Tc).
s
by
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e
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s,

in the Curie temperature for ferrimagnetism with increas
field. As a result, in strong magnetic fields there should e
a tetracritical point where the phase transition linesTc and
TN are in contact. Uniaxial pressure along a principle diag
nal of the cube should lead to an analogous effect.

In light of these magnetic calculations, we can expla
the behavior of the electrical resistance of Cr0.5Mn0.5S in the
following way. According to Ref. 5, the temperature beha
ior of the electrical resistivity of the sulfides CrxMn12xS
arises from changes in the activation energy of the cond
tivity Ea due to a red shift in the mobility edgeEc caused by
the contribution of the ferromagnetic component of the e
change interaction in the second coordination sphere of
NaCl lattice. In this picture, the Fermi levelEF is located in
the vicinity of thed atom-like states of the chromium atom

FIG. 5. Temperature dependence of the Edwards–Anderson parameteqEA

for the longitudinal components of the spin.
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and the top of the valencep2d hybridized band. The shif
dEc in Cr0.5Mn0.5S as it enters the antiferromagnetic pha
EaPM2EaAFM'0.05 eV, and the activation energy of th
conductivity below the Ne´el temperature reaches values
;0.01 eV. As the temperature decreases, the shiftdEc is
probably increased by the appearance of a contribution f
the ferromagnetic exchange interaction in the first coordi
tion sphere. This leads to a still larger decrease in the c
ductivity activation energy. However, the Jahn–Teller tra
sition lifts the orbital degeneracy of thed levels of chromium
ions located near the valence band, and the splitting betw
eg sublevels increases as the magnitude of the exchange
in the ferromagnetic phase increases. As a result of this s
ting, the Fermi level can end up in an energy range w
lower density of states, increasing the magnitude of the e
trical resistance despite the fact thatEc;EF .

Thus, at low temperatures the antiferromagnetic se
conductor Cr0.5Mn0.5S exhibits a magnetic transition from
antiferromagnet to ferrimagnet, and an electronic transit
from a semimetallic to a semiconducting phase. The mec
nisms for these transitions can be explained by the coop
tive Jahn–Teller effect caused by Cr21 ions.

The authors are grateful to E. V. Kuz’min for usef
discussions of this work.
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Temperature dependence of the giant magnetostriction of submicrocrystalline
dysprosium
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The temperature dependence of the magnetostriction of Dy was measured in various structural
states. A submicrocrystalline state was created by intense plastic deformation on Bridgman
anvils. Intermediate- and large-grain states were obtained by annealing samples in a vacuum at
573 and 873 K respectively. In the large-grain state, plots of the magnetostriction versus
temperature exhibit a kink at around 85 K, which is evidence of a magnetic phase transition from
ferromagnetism to helical antiferromagnetism. In the submicrocrystalline state these curves
have no kinks and decrease smoothly to zero at high temperatures. This is interpreted as the
absence of helical antiferromagnetic order in the sample. ©1999 American Institute of
Physics.@S1063-7834~99!02709-4#
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In previous papers, researchers have found signific
differences in some magnetic properties of rare-earth fe
magnets in the submicrocrystalline and large-grain struct
states. Thus, for example, it has been established that, w
Dy is in the submicrocrystalline structural state, its magn
zation decreases by roughly a factor of 10,1 and its coercive
field increases from zero in the large-grain state to 2
kA/m.2 Furthermore, helical antiferromagnetic orderin
which is usually observed in the temperature range 85–
K,3 does not appear.1,2 Our studies of the dependence of t
giant magnetostriction on structural state in Ref. 4 also in
cate the absence of helical antiferromagnetic ordering in s
microcrystalline Dy. The complicated hysteresis loop we o
tained in the latter paper for the magnetostriction, wh
corresponds to an intermediate structural state, was te
tively interpreted there as evidence of the coexistence of
romagnetic and helical antiferromagnetic orderings withi
certain range of temperatures. In subsequent papers.5,6 we
also observed a sizable change in the temperatures for m
netic phase transformations in rare-earth ferromagnets
ing submicrocrystalline structure.

An interesting way to identify the physical mechanis
that gives rise to the magnetic properties of Dy is to stu
the temperature dependence of its magnetostriction in v
ous structural states. In this paper we present the resul
these investigations.

1. EXPERIMENTAL METHOD

Our investigations were carried out on samples of
with a 99.9% purity. The submicrocrystalline structure w
obtained by intense plastic deformation of Dy films
Bridgman anvils under pressures of 0.5 GPa at room t
perature. Intermediate- and large-grained states were
tained by annealing in a vacuum of 1.331023 Pa at 573 and
873 K respectively.

The longitudinal magnetostriction was measured in
same sample using an apparatus described in Ref. 7.
1521063-7834/99/41(9)/3/$15.00
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length of the sample in question was 7.8 mm. Tempera
was measured using a copper thermal resistor mounted
the sample being studied. The temperature dependence o
magnetostriction„l(T)… was obtained by subtracting th
value of the thermal expansion of the sample being meas
before the magnetic field was applied from its value within
magnetic field.

2. EXPERIMENTAL RESULTS

Figure 1 shows curvesl(T) for the submicrocrystalline
state, plotted for various values of the magnetic field inte
sity (H). The nature of all the curves is practically the sam
The difference lies in the fact that, as the magnetic fi
intensity increases, an increase occurs both in~H! and in the
temperature at which the magnetorestriction reduces to z

Annealing the sample at 573 K leads to a radical cha
in the course of the curvesl(T) ~Fig. 2!. First of all, a
considerable increase in the magnitude ofl is observed. Sec-
ondly, after dropping almost to zero at a certain temperat
l once more begins to increase, passes through a flatt
maximum, and finally becomes equal to zero at a low te
perature around 180 K. As in the previous case, increas
the magnetic field intensity causes a considerable incre
both inl and in the temperature at which it drops to zero
the first time. However, for all values ofH, l goes to zero at
practically the same temperature after it passes through
maximum. Curves1 and2 exhibit weak kinks at 85 K.

After high-temperature~873 K! annealing of the sample
~Fig. 3! the functionsl(T) differ from the curves discusse
above. The differences basically reduce to the following:
kink in curves1 and 2 at 85 K becomes more marked, th
temperature at whichl equals zero shifts towards lower va
ues and, in contrast to the curves for the previous state of
structure, no additional maximum is observed.

Finally, we should pause to examine curve4 in all three
figures. These curves were plotted for all the structural sta
after a short-time exposure to a magnetic field intens
5 © 1999 American Institute of Physics
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H5 800 kA/m, which endows the states with residual ma
netization. It is clear from the figures that after the magne
field is switched off the sample is left with a residual i
crease in length for all structural states. Whereas this
crease is rather small in the submicrocrystalline state, it
comes sizable after annealing. The curve4 that corresponds
to a sample annealed at 573 K~see Fig. 2! exhibits a sharp
maximum at 85 K. Moreover, in contrast to curves1–3, the
flattened maximum in the temperature range 110–180 K
not observed on curve4.

Thus, for various structural states of the same sam
the curvesl(T) have entirely different forms. What is th
origin of this difference? Obviously, it is connected wi
peculiarities in the structure of each of the states. Electr
microscopy shows that the structure in the submicrocrys
line state consists of microcrystallites with sizes no lar

FIG. 1. Plots of magnetostriction versus temperature for Dy in its sub
crocrystalline state plotted at various fields.H, kA/m: 1 — 620, 2 — 320,
3 — 130,4 — 0 ~in a state with residual magnetization!.

FIG. 2. Plots of magnetostriction versus temperature for Dy after annea
at 573 K, taken at the same fields as in Fig. 1.
-
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e,

n-
l-
r

than 200 nm, and the density of dislocations is 1012cm22.
X-ray structural analysis does not reveal any other ph
states either in the submicrocrystalline or large-grain crys
line states. We report the results of this structural analysi
more detail in Ref. 1.

3. DISCUSSION OF RESULTS

We wish to emphasize before all else that our measu
ments of the magnetostriction were made at field intensi
below the critical field, since fields higher than the critic
field destroy the helical antiferromagnetic ordering~for Dy
we haveHcr5880 kA/m; see Ref. 3!. This allows us to iden-
tify peculiarities in the way this type of ordering affects th
magnetostriction of Dy in the various structural states.

Let us consider the usual large-grain crystalline sta
The kinks on curves1 and 2 are obviously connected with
the ferromagnetic-helical antiferromagnetic transition. T
nonzero magnetostriction above 85 K arises from reconst
tion of the helical antiferromagnetic order driven by the e
ternal magnetic field. Evidence of this is the fact that t
temperature at whichl reduces to zero increases with in
creasingH. Consequently, the largerH is, the higher is the
temperature up to which it can keep the magnetic mome
of the atoms parallel to the field.

Turning from the ordinary large-grain state to the sta
with submicrocrystalline structure, we begin by noting thal
decreases considerably. These smaller values ofl are prob-
ably evidence that some portions of the volume in the s
microcrystalline structure cannot support ferromagnetic
dering at all, due to the high density of defects. In fact
high density of defects should lead to a change in the e
librium interatomic distances. Fluctuations of these int
atomic distances can change not only the magnitude but
the sign of the exchange interaction. As a result, the med
can enter the so-called ‘‘spin-glass state,’’ characterized b
random ~noncollinear! distribution of atomic magnetic
moments.8

i-

g

FIG. 3. Plots of magnetostriction versus temperature for Dy after annea
at 873 K, taken at the same fields as in Fig. 1.
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We mentioned above that the curvesl(T) corresponding
to the submicrocrystalline state exhibit no kink at 85 K a
decrease smoothly to zero at very high temperatures.
absence of the kink indicates that a sample in the submi
crystalline structural state exhibits no helical antiferroma
netic order anywhere within the temperature range we
looking at below its transition to the paramagnetic sta
Probably this is associated with the impossibility of gener
ing magnetic systems as complicated as helical antiferrom
netic order in crystals of such small size. We were led to
analogous conclusion in Refs. 1, 2, and 9. In describing
results of our investigations, we mentioned above that
values of temperature at whichl reduces to zero do no
coincide in the large-scale and submicrocrystalline states
though measurements were made at the same valuesH.
Thus, in the submicrocrystalline statel decreases to zero a
140 K whenH5620 kA / m. However, this temperature
not the Curie point of the magnetic phase, since it depe
on the value ofH. In this case, the external magnetic fie
apparently imposes a preferred orientation on the magn
moments of the atoms.

The high-temperature maximum observed on the cur
l(T) after annealing at 573 K is in all probability caused
nonuniformity of the structure. During annealing, recryst
lization begins, leading not only to an increase in the size
the crystallites but also to repair of their structure. In cry
tallites whose dimensions correspond to a perfect struct
the conditions for generating helical antiferromagnetic or
can arise. In this case some portion of unrecrystallized v
ume will remain, in which the ferromagnetic order that w
present before the recrystallization is preserved. The m
mum in the magnetostriction observed in the tempera
range from 100 to 170 K is apparently caused by a phase
appears within this temperature range.
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Finally, we wish to emphasize that the course of curv
4 in all the figures confirms the explanation of our resu
given above. In fact, for the large-grain state this curve g
to zero at 85 K, i.e.,l arises only from the residual magne
tization of the ferromagnetic order, and without an exter
field, there is no destruction of the helical antiferromagne
order. In the submicrocrystalline state,l disappears for all
temperatures above 85 K. In this case the disappearancel
is caused not by the appearance of helical antiferromagn
order, but rather the effect of temperature on the resid
magnetization. The sharp peak that appears on curve4 in the
intermediate structural state is not entirely understood ye

In conclusion we are grateful to S. A. Nikitin for provid
ing the pure dysprosium.
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Fluctuation-induced broadening of Mn 21 EPR lines in the incommensurate phase
of Rb 2ZnCl4 crystals
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The EPR spectra of Mn21 ions in Rb2ZnCl4 crystals is investigated in the vicinity of the
transition from the paraelectric phase to an incommensurate modulated phase. When these crystals
are cooled below the transition temperatureTi5304 K, a splitting of the resonance lines is
observed in the singular spectrum. A one-harmonic model is used to discuss the contributions that
fluctuations in the amplitude and phase of the incommensurate displacement wave make to
the local width of the singular spectra. It is shown that anomalies in the local width of the low-
temperature singular peaks observed in the vicinity ofTi are caused by amplitude
fluctuations. ©1999 American Institute of Physics.@S1063-7834~99!02809-9#
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When a material undergoes a transition from a hig
temperature paraelectric phase to a low-temperature m
lated incommensurate phase, the appearance of an in
mensurate wave of lattice displacements below the trans
point Ti leads to a loss of translational periodicity along t
modulation axis. As a result, when samples of such a m
rial are cooled belowTi , discrete magnetic resonance lin
observed in the commensurate paraelectric are transfor
into a quasicontinuous distribution of resonance fields~fre-
quencies! bounded on each side by maxima in the absorpt
intensity~singular peaks!.1,2 As Ti is approached from above
the condensation of pairs of soft modes that are degenera
the paraelectric phase leads to lifting of the degeneracy
the appearance of two modes in the vibrational spectrum
the incommensurate crystal, which, in the harmonic appro
mation, are comparable to oscillations in the amplitude a
phase of the wave of incommensurate displacements.1,3

In this paper we investigate EPR lines of Mn21 centers
isovalently substituting for Zn21 ions in the lattice of
Rb2ZnCl4 crystals.4,5 In the paraelectric phase, the cryst
lattice of Rb2ZnCl4 corresponds to space groupD2h

16

2Pnam(b.a.c). A sample of this material cooled below
Ti5303 K enters an incommensurate phase, accompanie
the appearance of periodic structural distortions with wa
vectorsqi5(1/32d)a* .6,7 In the paraelectric phase, Mn21

centers are located on the mirror plane (ab) and have mul-
tiplicity km52. The fine structure of the Mn21 spectra can
be described within the quasirhombic approximation us
the following values of parameters of the spin Hamiltonia
g52.004, uDu544931024 cm21, uEu58531024 cm21.5

The transition to the incommensurate phase locally disru
the mirror plane (ab), and a splitting of the resonance line
in the singular spectrum can be measured experiment
This is evidence that the point symmetry of the paramagn
centers has decreased to triclinic. The goal of this paper
study how fluctuations in the modulated wave contribute
the local width of the singular spectra.
1521063-7834/99/41(9)/6/$15.00
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1. EXPERIMENTAL RESULTS

The samples under study were made in the form of p
allelepipeds with dimensions 23233 mm3 from single
crystals grown by the Czochralsky method.5 The EPR spec-
tra were measured atX-band. The temperature of the sampl
was regulated by heating in liquid nitrogen vapor and sta
lized to an accuracy of 0.1 K.

At the measurement temperatures, the high-field e
tronic transitionuMSu53/2↔5/2 was detected, both with th
external magnetic fieldH oriented along thea axis and with
(H) slightly misoriented froma in the direction of thec axis.
The temperature dependences of the corresponding hype
sextet measured as the sample was cooled through the
sition are shown in Figs. 1 and 2a.

For the principal orientationHia ~Fig. 1!, the group of
lines under study did not change noticeably as the temp
ture approached the transition point from above. BelowTi

5304.4 K a smooth splitting of the sextet was observ
Each of the hyperfine components transforms into its o
singular contour, and six singular spectra are observed in
incommensurate phase, shifted relative to each other by
value of the hyperfine constant. The magnitude of the sin
lar peak splitting increases with decreasing temperature, u
it exceeds the spacing between neighboring hyperfine l
(;8 mT! below ;Ti210 K. It is clear from Fig. 1 that,
when the samples are cooled to within the range of the
commensurate phase, the position of the high-field sexte
singular peaks depends only slightly on temperatu
whereas the low-field group of peaks shifts appreciably
ward lower fields. Also noteworthy is an asymmetry of hig
and low-field singularities corresponding to an isolated h
perfine component, which manifests itself as differences
their local widths.

When the external magnetic fieldH is inclined to thea
axis by 7° ~Fig. 2a!, the temperature-induced transformatio
of these spectra occurs more abruptly in the neighborhoo
the phase transition. AsTi

1 is approached from above, th
hyperfine sextet broadens significantly, due to the contri
8 © 1999 American Institute of Physics
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tion of low-frequency fluctuations of the order parameter8,9

Below Ti
1 , each of the hyperfine components splits into

spectrum bounded by two singular peaks. For this orienta
the positions of both singularities depend strongly on te
perature. Both groups of singular peaks exhibit anomalie
the local widths nearTi

2 : this anomaly is more striking fo
the low-field singular sextet. It is characteristic that for t
oblique orientation the asymmetry of the singular spectr
manifests itself more clearly, and is observed both in
immediate vicinity of the transition point and also at tem
peratures further into the incommensurate-phase temper
range.

In Ref. 10 it was shown that a satisfactory description
the temperature behavior of the positions of the singu
peaks corresponding to the transitionuMSu53/2↔5/2 in the
high- temperature range of the incommensurate phase
crystals of Rb2ZnCl4 : Mn21 can be obtained based on
simple ‘‘local’’ model.1 However, it is not possible to ex
plain the asymmetry in the singular spectra~Figs. 1 and 2a!
within the framework of an approximation involving
‘‘rigid’’ lattice, which only incorporates the dependence
the position of the resonance signals on the phase of
modulated wave. It is obvious that since the local width
the resonance contains fluctuation-induced component
also must be a function of the phase of the incommensu
wave. We believe that once this dependence is included
will be able to describe the asymmetric shape of the spec
contour and identify the contributions of amplitude a
phase fluctuations to the local width of the singular sp
trum.

FIG. 1. Fragment of EPR spectra from a Rb2ZnCl4 : Mn21 crystal corre-
sponding to the hyperfine groupuMSu53/2↔5/2, in the neighborhood of
Ti5 304.4 K.Hia.
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2. FLUCTUATIONAL CONTRIBUTIONS TO THE LOCAL
WIDTH OF THE SINGULAR SPECTRUM

In describing EPR spectra from a sample in the mo
lated phase, we can treat the wave of incommensurate
placementsU as a ‘‘perturbing’’ parameter, in which cas
the corresponding spin Hamiltonian can be written in t
form

H INC5HPP1UH8. ~1!

Here HPP is the quasirhombic spin Hamiltonian use
previously5 to describe the spectra of Mn21 in the paraelec-

FIG. 2. a—hyperfine groupuMSu53/2↔5/2 for a sample cooled through th
transition./H,a57°, H'b; b—experimental spectra are solid curves, t
dots are calculated.
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tric phase with the parameters listed above; the ‘‘perturbin
spin HamiltonianH8 contains ‘‘triclinic’’ spin operators that
are responsible for the decrease in local symmetry of
active centers belowTi .11 In accordance with Eq.~1!, the
resonance fields can be written in the form of an expans
in powers of the time-dependent incommensurate order
rameterU(t)5U01dU(t):

HR~ t !5H01AU1
1

2
BU21 . . .

5FH01AU01
1

2
B~U0

21^dU2&!G
1H ~A1BU0!dU1

1

2
B~dU22^dU2&!J . ~2!

In Eq. ~2!, H0 corresponds to the position of the resonan
line in the paraelectric phase, and is calculated from the s
HamiltonianHPP . The expansion parametersA,B depend
on the position of the active center in the unit cell and
direction of the external magnetic field relative to the crys
axes. In this case the coefficientA for the linear term is
determined by the diagonal matrix elements, while the
rameterB in the quadratic term contains nondiagonal mat
elements of the ‘‘perturbing’’ spin HamiltonianH8. On the
second line of~2! we have rewritten the expansion, usin
brackets to separate the static and dynamic parts. The s
part determines the shift in the position of the resona
induced by the order parameter, while the dynamic part
scribes the contribution of fluctuations to the width a
shape of the resonance line.

Since, in the high-temperature range of the incomm
surate phase, the structural displacements are determine
the first harmonic of the modulation wave, the order para
eter can be writtenU5r cosw(z), where r5const(z), w
5q1z1c0. Taking Eq.~2! into account, the position of the
singular peaks is determined from the condition1

ud^HR&/dwu50.

The contributions of fluctuations to the local width of th
singular spectrum can be expressed in terms of the se
moment of the resonance signal, corresponding to a pr
value of the phase of the modulated wave:

dH254~^HR
2&2^HR&2!.

In discussing the local width of the resonance, we must t
into account that the soft-mode dynamics are usually ov
damped near the transition point. Hence, the spin—lat
relaxation is determined by one-phonon processes and
discussing the critical contributions to the dynamic part~2!,
it is sufficient to retain terms that are linear in the fluctu
tions of the critical variabledU5dr cosw02dw sinw0,
where the amplitude and phase are written in the form o
sum of static and fluctuating partsr(t)5r01dr(t), w(t)
5w01dw(t). The dynamic two-phonon term$1/2B(dU2

2^dU2&)% in Eq. ~2! can be neglected near the transitio
Moreover, if we consider only the long-wavelength part
the spectrum near the critical valueqi , we may treat the
parametersA andB as independent of the wave vector of t
’’
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order-parameter fluctuations. Consequently, they may
taken to be the same for the static and dynamic parts of
expansion~2!.

If we can neglect the quadratic term in Eq.~2! (B50!,
the spectral contour is bounded by two singular peaks, c
responding to active centers that are maximally displace
the wave of incommensurate distortion. The positions
these singular peaks are given by the expressions

HL1,L25H06H1 , ~w050,p!;

H15Ar0;~Ti2T!b, ~3a!

whereb is the critical index of the order parameter. Fro
Eq. ~3a! it is clear that cooling displaces the singular pea
symmetrically with respect toH0, in agreement with the in-
crease in amplituder0. For linear coupling of the resonanc
fields to the order parameter, the dependence of the l
width on the phasew0 in the dynamic limit1,12 can be written
in the form

dH~w0!;h1
2$Dr~0!cos2~w0!1Dw~0!sin2~w0!%,

h15H1 /r0 . ~3b!

Here Dr,w(0) are parameters related to the spectral den
of the amplitude and phase fluctuations. Since for linear c
pling the resonance fields are determined by the diago
matrix elements of the spin HamiltonianH8, the critical
contributions to the line width reflect the spectral density
fluctuations at zero frequency.13 Expression~3b! shows that
it is the amplitude fluctuations that make the maximum co
tribution to the local width of the singular peaksHL1,L2 in
Eq. ~3a!, whereas the contribution of phase fluctuations i
maximum in the central flattened portion of the singu
spectrumHR5H0(w056p/2).

If the linear term in Eq.~2! is forbidden by symmetry
constraints (A50!, the spectral contour is bounded by tw
singular peaks corresponding to undisplaced (w056p/2)
and maximally displaced (w050,p) active centers in the
modulated wave

HQ15H0 , ~w056p/2!;

HQ25H01
1

2
H2 , ~w050,p!;

H25Br0
2;~Ti2T!2b. ~4a!

The position of the singular peakHQ1 corresponds to the
position of the line H0 in the high-temperature phase
whereas the other peakHQ2 moves relative toH0 as the
sample is cooled with a shift proportional to the square of
amplituder0

2;(Ti2T)2b. If we retain only the term contain
ing the first power indU in the dynamic part of~2!, we can
obtain the local width in the limit of rapid fluctuations:12

dH~w0!;h2
2$Dr~vRES!cos4~w0!

1Dw~vRES!cos2~w0!sin2~w0!%,

h25H2 /r0 . ~4b!

For quadratic coupling to the order parameter, the resona
fields are determined by the nondiagonal matrix element
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the spin Hamiltonian H8. Therefore the parameter
Dr,w(vRES) in Eq. ~4b! are a measure of the spectral dens
of local fluctuations at EPR frequenciesvRES;1010Hz.13

According to Eqs.~4a! and~4b!, amplitude fluctuations con
tribute to the local width of the singular peakHQ2, whereas
the contribution of phase fluctuations will be a maximum
the middle part of the singular spectrum forHR5H0

1(1/4)H2 (w056p/4). In this case the local width of th
peakHQ1 (w056p/2) does not contain fluctuation-induce
contributions, and is determined by noncritical processes

If it is necessary simultaneously to include the linear a
quadratic terms in Eq.~2!, where the linear term dominate
(H1.uH2u), as we enter the incommensurate phase,
spectrum will be bounded by two singular peaks

HL1,L25H06H11
1

2
H2 , ~w050,p!. ~5a!

In discussing fluctuation-induced contributions we must ke
in mind that the dynamic component of the linear term
determined by the spectral density of quasistatic fluctuatio
whereas the dynamic part of the quadratic term is determ
by fluctuations with the resonance frequencies;1010Hz.
We can simplify the expression for the local width by assu
ing that the spectral density of the critical fluctuations do
not change appreciably in the frequency range
20.32 cm21 (;1010Hz!. For Rb2ZnCl4 this requirement is
probably satisfied within a wide temperature interval arou
Ti , where the soft mode is strongly over- damped.14 Then
we can obtain the following expression for the local width
the limit of rapid motion:

dH~w0!;~h11h2 cos~w0!!2$Dr cos2~w0!

1Dw sin2~w0!%. ~5b!

From this it is clear that, when the linear term in Eq.~2!
dominates, we will see two linearly-split singular peaks
the incommensurate phase as well, whose local widths
differ considerably due to the quadratic contribution. F
peak HL1 (w050) the local width dHL1;(h11h2)2Dr ,
whereas forHL2 (w05p) the widthdHL2;(h12h2)2Dr .

The quantitiesDr,w entering into Eqs.~3b!–~5b! are re-
lated to the corresponding susceptibilitiesxr,w of the ampli-
tude and phase modes and, in the dynamic approximatio12

can be written in the form

Da;kBT(
q

xa
2~q!,

wherekB is Boltzmann’s constant,a5r,w, and the summa-
tion runs over wave vectors in the Brillouin zone. By writin
xa in the form of the susceptibility of a harmonic oscillat
with damping, it can be shown that the contribution of t
amplitude mode depends critically on nearness to the tra
tion temperature:Dr;(Ti2T)2n ~wheren is the critical in-
dex of the correlation length!.1,12 Conversely, the contribu
tion of the phase mode is temperature independent. Fo
ideal incommensurately modulated structure the suscept
ity xw is infinitely large at a critical value of the wave vect
qi over the whole temperature range of the incommensu
phase for which the single-harmonic approximation is va
d
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When ‘‘pinning’’ of the modulated wave is possible due
imperfections in the structure, a gap appears in the spect
of phase fluctuations. In this case the susceptibilityxw and,
accordingly, the contributionDw of phase fluctuations to the
local width of the EPR signal is, as before, temperatu
independent and determined by the width of the gap in
spectrum of phase modes.1,3

In the next section we will show that the relations pr
sented here allow us to describe the primary features of
experimental spectra~Figs. 1 and 2a!.

3. PROCESSING OF SPECTRA AND DISCUSSION OF
RESULTS

Modeling the experimental spectra in the paraelec
phase is done by convolving the derivative of a Lorentz
function with a Gaussian distribution. The output paramet
of this processing procedure—the line position, and its
mogeneous and inhomogeneous broadening componen
allowed us to achieve a good agreement between calcul
and experimental spectra.9

In modeling spectra in the incommensurate phase
clearly would be advantageous to use the procedure of c
volving a Lorentzian with a Gaussian, in order to identify t
static and dynamic contributions to the local width of t
singular spectrum. However, when this approach is use
practice the fitting procedure includes a large number of
rameters, the reliability of whose determination is sign
cantly degraded. Therefore, we assume that an isolated a
center corresponds to a Lorentzian with a positionHR and
width dH determined by the amplitude and phase of t
incommensurate wave. The spectral form is modeled acc
ing to the method of least squares with the help of the
pression

E
0

2p

L$@H2HR~w0!#/dH~w0!%dw0 . ~6!

Since (ab) is a plane of symmetry for the Mn21 centers,
which is disrupted when the sample enters the incommen
rate phase, for the magnetic field orientationHia the linear
term in the expansion~2! is forbidden. The temperature de
pendence of the position of the singular peaks~the inset to
Fig. 3! agrees in its primary features with expressions~4a!:
the position of the high-field singularityHQ1 corresponds
approximately to the driftH0, extrapolated in the incommen
surate phase, whereas the other singularityHQ2 shifts at low
fields (H2 , B,0).10 In modeling spectra obtained in the in
commensurate phase withHia, we write the local width in
Eq. ~6! in a form analogous to Eq.~4b!:

dH~w0!5dHBGR1@dHr cos4~w0!

1dHw cos2~w0!sin2~w0!#. ~7!

In Eq. ~7! we have expressed the contributions of the am
tude and phase fluctuations in terms ofdHr,w . The quantity
dHBGR serves as a background component that is indep
dent of w0 and which gives a uniform contribution to th
width of the singular spectrum as a whole. It should be no
that in this method of analyzing the line shapes we can
termine the local width of the singular peaks with satisfa
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tory accuracy. According to Eqs.~5! and~7!, the local width
of peakHQ1 (w056p/2) is determined by the backgroun
component

dHQ15dHBGR.

Conversely, the local width of peakHQ2 (w050,p) is deter-
mined by the sum

dHQ25~dHBGR1dHr!

and accordingly should reflect the critical behavior of t
amplitude fluctuations asTi

2 is approached. The contributio
from phase fluctuationdHw is important only for the centra
flattened portion of the incommensurate spectrum. In mo
ing the line shape, the mean-square deviation of the ca
lated spectra from the experimental values is not very crit
compared to variations indHw . Therefore, the modeling
procedure does not allow us to determine reliably the par
eterdHw and arrive at any conclusions about its temperat
dependence. In fitting the calculated spectra, the quan
dHw varies statistically relative to an average value
;0.2 mT in the temperature interval under study.

The dependences we obtained for the local widthsdHQ1

anddHQ2of the singular peaks are shown in Fig. 3. AboveTi

this figure shows the dependence of the total width of
hyperfine component. It is clear that, as we approach
transition point from above, the lines undergo very lit
broadening due to the contribution of nondiagonal ma

FIG. 3. Temperature dependence of the width of the hyperfine compone
the transitionuMSu53/2↔5/2 aboveTi ~1! and the local widths of the
singular peaksdHQ1 ~2! anddHQ2 ~3! belowTi . Hia. The inset shows the
temperature dependence of the positions of the hyperfine lines aboveTi and
the singular peaksHQ1 , HQ2 in the incommensurate phase.
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elements of the spin HamiltonianH8.9 The local width
dHQ2 of the low-field singularity nearTi

2 also undergoes a
weak anomaly due to the contribution of amplitude fluctu
tions. The widthdHQ1 of the high-field singular peak is
practically independent of temperature, which is a natu
result of the absence of any fluctuating components.

For the oblique orientation/Ha57° the linear term in
Eq. ~2! is no longer forbidden, and the latter becomes
dominant contribution to the position of the singular pea
whose temperature dependence~see Fig. 4 inset! is well de-
scribed by relations~5a!.10 In modeling the spectra for the
local width we use the following expression analogous to E
~5b!:

dH~w0!5dHBGR1@h1 /h21cos~w0!#2$dHr cos2~w0!

1dHw sin2~w0!%. ~8!

It is obvious that when the linear term is zeroed out (h1

50) Eq.~8! reduces to Eq.~7!, which we used to process th
spectra measured in the principal orientation of the exte
magnetic field. The ratio of parametersh1 /h2 is determined
by the positions of the singular peaks in accordance with
~5c!.10 A comparison of the calculated spectra with the e

of

FIG. 4. Temperature dependence of the width of the line~1! aboveTi and
the local widths of the singular peaksdHL1 ~2! and dHL2 ~3! below Ti .
/H,a57°, H'b. The inset shows the temperature dependence of the
sition of the lines in the paraelectric phase and the singular peaksHL1 , HL2

in the incommensurate phase.
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perimental spectra is shown in Fig. 2b. As in previous cas
analysis of the shape of the singular spectra allows us
determine only the widths of the singular peaks with reas
able accuracy which, in accordance with Eq.~8!, are given
by the expressions

dHL1,L25dHBGR1@h1 /h261#2dHr , ~w050,p!.
~9!

The data obtained are shown in Fig. 4. As we cool tow
the transition point from above, the resonance line underg
a marked anomaly in width, which, as shown in Ref. 9,
caused by an increase in the spectral density of lo
frequency fluctuations. BelowTi both singular peaks als
exhibit anomalous widths. Although the use of Eq.~6! to
analyze the line shape in the incommensurate phase pre
us from separating the homogeneous and inhomogen
components of the anomalous contribution to the local wid
it is natural to assume that the width of the peaks belowTi is
also caused by quasistatic amplitude fluctuations. It is
markable that the low-field singular peak is characterized
a large local width both in the immediate vicinity of th
transition point and as we move away from it. Based on
~9!, we can explain this by the differing signs of the para
etersh1.0, h2,0, evidence for which is the temperatu
behavior of the position of the singular peaks~the inset to
Fig. 4!.10

The results of processing these experimental spectra
qualitative in nature. The expressions used to model
spectra for the local width were obtained in the limit of rap
fluctuations,12 and do not take into account effects of inh
mogeneous broadening. Therefore, they allow us only
make judgements regarding the primary outline and sou
of the fluctuation-induced broadening of singular spectra

In a previous paper,15 Kazba and Fayet investigated th
local width of EPR spectra of Mn21 ions in crystals of
Rb2ZnCl4 in their incommensurate phase. The singular sp
tra they obtained, for both principal and oblique orientatio
of the external field, were discussed using a model with
exclusively linear contribution to the local width, i.e., e
pressions of the form Eq.~3b! were used to process the spe
tra. This assumes that the local width of one of the singu
peaks both principal and oblique field orientations is de
mined by the contribution from amplitude fluctuations, a
of other by the contribution from phase fluctuations. Bas
on the temperature dependence of the local width of the
gular peaks, these authors infer certain properties of the
ter, namely that the contribution from amplitude fluctuatio
exhibits critical behavior while the contribution of the pha
mode is temperature-independent.

In contrast, the results of this paper were obtained
assuming that one-phonon processes dominate in the vic
s,
to
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of the transition point. The expressions we have derived h
show that for an external magnetic field in principal orien
tion, which ensures quadratic coupling of the resona
fields to the order parameter, the width of one of the peak
determined only by fluctuations in the amplitude of the
commensurate wave. The width of the other peak is un
lated to fluctuation-induced contributions to the phase mo
as assumed in Ref. 15. Rather, it is a product of insignific
background mechanisms, and thus gives no evidence
anomalies nearTi . Analysis of spectra measured in ob
liquely oriented fields also indicate that expressions of
form Eq. ~3b!, which were used in Ref. 15, are inapplicab
since the influence of the quadratic term responsible
asymmetry of the singular spectrum cannot be neglected.
can summarize our data by saying that for all the extern
field orientations we studied, anomalies in the local width
singular peaks nearTi

2 were determined by amplitude fluc
tuations only. Modeling of the shape of the experimen
spectra does not allow us to reliably conclude anything ab
the behavior of the contribution of the phase mode to
local width of the EPR signal. In investigations of this kin
the advantages of Fourier radiospectroscopy over traditio
methods of EPR measurements are especially obvious.
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Results are presented of experimental studies of electron emission from single crystals of
triglycine sulfate, nominally pure and doped with Cr31. The relation between the parameters of
the processes of switching and electron emission from ferroelectrics by a coercive field
and the threshold field for the onset of emission is investigated. It is shown that the temperature
and concentration dependences of the threshold field can be explained by the corresponding
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Active studies of ferroelectrics by the method of ex
electron emission were begun at the end of the 1970’s.
spite the unflagging scientific and practical interest in t
problem, efforts to achieve a satisfactory picture of the on
of electron emission from ferroelectrics has not yet be
crowned with success. At present, there has develope
rather long-standing opinion regarding the connection
tween switching processes in ferroelectrics and the emis
effect. It is supported by a number of factors. First, emiss
is observed, as a rule, only in the ferroelectric phase, wh
spontaneous polarization is present.1,2 Second, it appears no
simply in the presence of the polar state in the sample,
also under ‘‘freshly prepared’’ conditions.3 Specifically, de-
cay of the emission intensity is described by an exponen
law provided the polar state is stable with a relaxation ti
on the order of several seconds or minutes depending on
observed material.4,5 in addition, emission is always ob
served upon repolarization of the sample6 in a high-
frequency field, where the condition of ‘‘freshness’’ of th
polar state is unquestionably fulfilled.

Taking into account the possibility of charge screen
by spontaneous polarization on the surface of the sampl
free charge carriers located in the bulk of the material or
its surface, it is natural to assume that the reason for
observed emission is the total uncompensated charge, w
appears near the surface of the material when the polar
of the sample is changed. This conjecture, made in Ref.
an attempt to elucidate the nature of thermal emission
electrons in ferroelectrics for emission stimulated by swit
ing was corroborated in Ref. 7 by parallel observations of
emission current and the stimulating electric field. It w
shown there that the emission signal is observed only du
that half-period of the variation of the external variable fie
when a negative uncompensated charge appears near th
face of the sample that is active during emission.

The results of the present work provide new demons
tions of the connection between the phenomena of elec
emission from ferroelectrics and switching processes in th
materials. Specifically, we discuss the correlation betw
the most important parameters of these processes—the
1531063-7834/99/41(9)/3/$15.00
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cive field of the sample and the threshold field for the on
of emission.

1. MEASUREMENT METHOD AND EXPERIMENTAL
RESULTS

The experimental studies of emission reported in t
paper were performed on single crystals of nominally p
triglycine sulfate~TGS! and a crystal of TGS doped with
chromium in four different concentrations. These dop
crystals were grown from solutions with Cr31 ion dopant
levels of 0.1, 0.3, 0.6, and 1 molar percent in solution.

The measurements of the emission current densityj em

were made using the standard method in a vacuum of
31023 Pa on polar-cut samples with an area of 20– 30 m2

and a thickness of 1 mm with gold-leaf electrodes. Elect
emission was measured in the gap region in one of the e
trodes. The width of the gap was approximately 1 mm.
the stimulating field we used a sinusoidal electric field with
frequency of 50 Hz. The experiments were conducted in
heating regime~passage through the Curie pointTc starting
from the ferroelectric phase! and the cooling regime~passage
throughTc starting from the paraelectric phase! in the tem-
perature interval 25255 °C. In both cases, the rate of chan
of the temperature was approximately 0.5 °C/min.

Our experiments gave the following results. In all of th
samples electron emission was recorded directly in the fe
electric phase at temperatures ranging from the onse
emissionTbeg to the Curie pointTc ~Fig. 1!. In these mea-
surements, regardless of the magnitude of the external
stimulating switching in the sample, the position of the hig
temperature boundary of the temperature interval in wh
emission was observed remained unchanged and coinc
approximately with the Curie point in the pure material.
the same time, like in samples of the weak ferroelec
lithium heptagermanate,5 the position of the low-temperatur
boundaryTbeg in the investigated crystals depended subst
tially on the amplitude of the stimulating field, falling with
growth of the latter.

Curves of the temperature dependence of the coer
field, calculated from the dielectric hysteresis loops, are d
4 © 1999 American Institute of Physics
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played in Fig. 2. As can be seen from Fig. 2, an increas
the concentration of the chromium impurity leads to a p
portionate growth in the numerical value of the coercive fi
for all defective crystals. Similar experimental curves we
also obtained for the threshold fieldEth for the onset of emis-
sion. According to Fig. 3, the threshold fieldEth is also a
decreasing function of temperature in the region correspo
ing to the ferroelectric phase. In this region, while mimicki
the shape of the coercive fieldEc , the threshold field ex-
ceeds it somewhat. In addition, the concentration depend
of the threshold fieldEth is similar to the corresponding de
pendence for the coercive fieldEc , thereby confirming our
hypothesis of a correlation between the threshold and c
cive fields of the material.

FIG. 1. Temperature dependence of the current density of the electron e
sion stimulated by switching on a single crystal of TGS.E5780 V/cm.

FIG. 2. Temperature dependence of the coercive fieldEc in single crystals
of TGS with different chromium impurity concentrations:1, 2, 3, 4 — 0,
0.1, 0.3, 0.6 mol.% in solution.
in
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e
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Increasing the impurity concentration in the chromium
doped TGS samples for a given amplitude of the stimulat
field leads to a shift of the low-temperature boundary of
existence region of emissionTbegtoward higher temperature
~Fig. 4!.

2. DISCUSSION

The explanation of our results agrees well with t
scheme proposed above. The presence of electron emis
only in the polar phase is another confirmation of its conn
tion with spontaneous polarization. In the ordinary state,
bound states formed as a result of breakoff of the sponta
ous polarization vector at the surface of the sample are c
pensated by free charges in surface states. Violation, for
or another reason, of the balance of charges near the su

is-FIG. 3. Temperature dependence of the threshold fieldEth of single crystals
of TGS with different chromium impurity concentrations:1, 2, 3, 4, 5 — 0,
0.1, 0.3, 0.6, 1.0 mol.% in solution.

FIG. 4. Variation of the low-temperature boundary of the emission inter
in a single crystal of TGS as a function of the chromium impurity conce
tration.
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leads to the appearance of an electric field~as a result of the
imbalance of charges!, which induces electron emission from
the sample if it is favorably directed.

One way of creating uncompensated charges on the
face of a ferroelectric is to repolarize it. As was shown
direct measurements in Ref. 5, which investigated the w
ferromagnet lithium heptagermanate, the emission effect
duced by switching of the ferroelectric appears when
applied field exceeds the coercive field, i.e., when the swi
ing process begins. This point, in our view, is convincing
confirmed by the new experimental data presented abov
the threshold fields for emission from a ferroelectric.

Indeed, as follows from experiment, increasing the Cr31

impurity concentration and the coercive fieldEc at the same
time ~Fig. 2! leads to a parallel increase in the values of
threshold fieldsEth ~Fig. 3! over the entire temperature inte
val of the ferroelectric phase for all of the investigated cr
tals.

A correlation between the coercive field and the thre
old field for the onset of emission also exists on the leve
the numerical values. It is actually well known that the c
ercive field is very strong in weak ferroelectrics, reachi
values;5225 kV/cm nearTc , which is approximately 1–2
orders of magnitude higher than the values of the given fi
measured under similar conditions in classical ferroelectr
in particular, single crystals of triglycine sulfate. As w
shown in Ref. 5, the values of the threshold fields for a we
ferroelectric are also very high and reach values on the o
of several kV/cm even near the phase transition tempera
On the contrary, according to our data for pure TGS and a
TGS crystals doped with Cr31 the corresponding values o
Eth and Ec are at least one order of magnitude lower
comparison with weak ferroelectrics.

It is well known that the coercive field grows as th
temperature is lowered starting at the Curie temperature.
viously, at some temperature belowTc the electric field ap-
plied to the sample is already insufficient to switch t
sample and, consequently, to excite the emission effect. A
result, the existence region of emission in the ferroelec
phase should be limited to a temperature interval startin
Tc and running approximately to the temperature at wh
the coercive fieldEc is equal to the applied field~Fig. 5!.

Our study of actual numerical values and the tempe
ture dependence of the coercive fieldEc(T) for the weak
ferroelectric lithium heptagermanate, and also for nomina
pure and doped single crystals of triglycine sulfate, sho
that this explanation is completely adequate to underst
the boundedness of the temperature interval in the ferroe
tric phase in which emission exists. The point is that wh
the amplitude of the switching field is increased to valu
exceeding the coercive field, the possibility arises, depend
on the temperature dependence ofEc , of switching in the
lower-temperature region, which leads to an extension of
temperature interval of the existence of emission into
low-temperature region~Fig. 5!.

Another way of varying the coercive field in the samp
is to vary the level of the dopant impurity. As follows from
experiment, increasing the impurity concentration leads t
growth of the coercive field in comparison to its value in t
r-
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defect-free material over the entire temperature interva
existence of the ferroelectric phase. As a result, for the sa
value of the external switching field, the temperature inter
in which the sample can be switched by a given applied fi
will obviously narrow with growth of the impurity concen
tration due to the shift of its lower boundary toward low
temperatures~Fig. 2!.

The results of the present work demonstrate the e
tence of a clear correlation between the coercive field and
threshold field for emission. Both fields can be varied
different means: by substituting one ferroelectric material
another~weak or ordinary ferroelectric!, by varying the tem-
perature of the sample, and finally, by varying the def
level of the material. The possibility of employing all thre
factors in concert creates the possibility of configuring t
temperature interval of emission as desired, which is ob
ously important for practical applications of this effect.

This work was carried out with the partial support
Grant No. 2801 under the program ‘‘Universities of Russia
Basic Research.’’
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Thermal flicker noise in dissipative processes of pre-melting of crystalline materials
L. A. Bityutskaya and G. D. Seleznev

Voronezh State University, 394693 Voronezh, Russia
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A spectral analysis is performed of fluctuations in the liberation of heat in the pre-melting
regime of Cu, Sb, Ge, and KCl. It is shown for the first time that the observed thermal fluctuations
can be identified as two-level thermal flicker noise. Characteristic parameters of the thermal
fluctuations of transitional processes in the melting of crystalline materials are introduced.
© 1999 American Institute of Physics.@S1063-7834~99!03009-9#
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Flicker noise, which has been known already for mo
than a half-century, has in recent years continued to att
attention.1–5 This has been motivated largely by the growi
interest in problems of irreversibility, nonlinearity, and se
organization as the fundamental role of flicker noise in
these problems has become increasingly obvious. First
corded as electrical noise in electronic and semicondu
devices (p2n junctions, transistors, and metal
semiconductor contacts!,4,5 flicker noise has since been d
tected in processes of the most diverse nature from fluc
tions of the membrane potential of the living cell an
vibrations of the earth’s core to music.1,3 In Refs. 6–9,
Bityutskaya and Mashkina detected thermal fluctuations
flicker type, arising in nonequilibrium phase transitions, s
cifically during melting of crystalline materials in dynam
regimes. The physical nature of these fluctuations is as
unclear. The aim of the present work was a spectral anal
of thermal fluctuations during isothermal holding in the p
melting stage of the crystalline materials copper, antimo
germanium, and potassium chloride.

1. EXPERIMENTAL METHOD AND DATA PROCESSING

A study of transitory processes during melting of cry
talline materials was performed using digital different
thermal analysis~DTA!.10,11 When 2-gram samples of th
materials under investigation were heated at a constant
exceeding 1 K/min near the melting point, within a neighb
hood of a few tens of degrees, processes were obse
which were accompanied by the liberation of heat. Th
processes were manifested on the DTA thermograms in
form of positive thermal ‘‘pulses’’ with sharp boundarie
~Fig. 1!. Against the background of these ‘‘pulses’’ we o
served low-frequency fluctuations of the liberation of he
recorded by a differential thermocouple as temperature va
tionsDT. If the temperature of the investigated material w
fixed in the region of such a thermal ‘‘pulse’’~the pointT*
in Fig. 1!, then, upon extended isothermal holding, the o
served thermal fluctuations continued and even grew~Fig.
2!. From these measurements we obtained two sets of co
1531063-7834/99/41(9)/4/$15.00
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from the differential thermocouple: the running temperatu
of a reference and the fluctuating difference between
sample and the reference, expressed inmV. Using a
Pt2Pt/Rh thermocouple 10mV corresponds to 1°K. For the
investigated group of materials the variances of the recor
macroscopic thermal fluctuations given in Table I sign
cantly exceed the variance of the intrinsic noise of the ap
ratus, equal to 0.13mV, which testifies to the physical natur
of the observed fluctuations. The measuring apparatus h
controllable transmission band up to 1 Hz. We analyzed
DTA datafile of pre-melting isotherms of copper, antimon
germanium, and potassium chloride. The characteri
length of the isothermal holding times was 30 minutes, a
the number of readings was typically 100021500.

The isothermal fluctuations were subjected to digi
spectral analysis. The data processing implemented a sp
program which made use of the Welch periodogra
method.12 This method is efficient for estimating the spectr
power density.

Note that usually the results of carrying out a spect
analysis of random processes5,12 are presented as the depe
dence of the magnitude of the spectral power densityS on
frequencyf. Let x(t) be a stationary accidental process r
corded during a timeT. The corresponding Fourier transform
is X( j v), wherev52p f . The spectral power density~uni-
lateral! of this process is defined, according to Ref. 4, by

FIG. 1. DTA thermogram of pre-heating of copper,Tpre-m8 andTpre-m9 are the
temperatures of onset and termination of pre-melting.
7 © 1999 American Institute of Physics
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S~ j v!5 lim
T→`

2uX~ j v!u2

T
. ~1!

The quantityS( j v) is taken as an energy characteristic
the process since the amplitudes of the oscillations of
spectral componentsuX( j v)u enter into expression~1! to the
second power. However, the thermal fluctuations conside
in the present work are themselves releases of heat en
and in this case their spectral density, which we denote
S* ( j v), must be represented by an expression in which
absolute values of the amplitudes must enter to the
power

S* ~ j v!5 lim
T→`

2uX~ j v!u
T

. ~2!

2. RESULTS AND DISCUSSION

For all of the investigated materials, the spectrum
log–log coordinates takes the form of two segmentsA andB
which can be fit by straight lines, whose absolute values
the slopes ofaA.1 andaB,1, and the critical frequency a
which the slope changes,f c ~Fig. 3!, are listed in Table I. A
hyperbolic dependence of the spectral density on the
quency is characteristic of the fluctuation process known
flicker noise.5 ~Such a dependence can be writtenS( j v)
5Cu f u2a, and in log–log coordinates appears as a stra
line.! The presence of two approximately rectilinear se
mentsA andB in the spectra of all the investigated materia
revealed in the present work allows us to assert that the t
mal fluctuations observed under isothermal conditions in
pre-melting temperature interval of crystalline materials c
be identified as two-level thermal flicker noise. Two-lev
flicker noise was also observed in experiments on elec
current fluctuations,13 but in, contrast to thermal fluctuation
the reverse relation held between the slopes:aA,aB . It may
be conjectured that the presence of two segments in the s
tra of thermal fluctuations observed under isothermal con
tions was caused by the presence of two levels of a com
physical process giving rise to these fluctuations.

Let us consider possible reasons for the appearanc
the thermal flicker noise observed in the experiments. Eq
librium and nonequilibrium flicker noise differ. Equilibrium
flicker noise is observed in systems found in a state of
tistical equilibrium and is associated with the presence
anomalous Brownian motion, i.e., Brownian motion whi
violates the Einstein relation, where the mean-square
placement of the diffusing particle is proportional to t

TABLE I. Spectral characteristics of thermal fluctuations during isotherm
holding in the pre-melting regime.

Temperature of Variance,
Spectral characteristics

Material isothermal holding, °C mV2 aA aB aB /aA f c , Hz

Cu 1047 3.56 1.25 0.38 0.30 0.085
Sb 584 0.78 1.4 0.42 0.30 0.042
Ge 949 2.94 1.02 0.5 0.50 0.056
KCl 762 2.47 1.1 0.52 0.47 0.115
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time.2 Non-equilibrium flicker noise arises during stationar
dissipative processes and is a result of fluctuations of
dissipative parameters of the system—resistances, con
tances, etc., which determine the magnitudes of the irrev
ible processes under given nonequilibrium conditions.3 In
this case, flicker noise looks like avalanche fluctuations
these processes, described by a model of self-organizati
criticality.14 Both equilibrium and nonequilibrium flicke
noise are associated with the appearance in the syste
long-lived temporal correlations, temporal ordering, a
self-organization.2

Under the conditions of our experiment, the material
found in a stationarily excited state as a result of the occ
rence of a nonequilibrium phase transition—pre-meltin
According to Prigogine, nonequilibrium phase transitions
characterized by the occurrence of dissipative processes
appearance of which presupposes as its main condition
open system out of equilibrium. In our case, the passag
the system out of equilibrium arises as a result of anharm
ism of the vibrations of the crystalline lattice in the pr
melting stage in dynamic regimes due to an abrupt growth
the vacancy concentration. Openness here is understood
wider sense: not only as exchange of energy between
system and its environment, but also as an energy interac
of two of its subsystems: atomic and phonon. Under con
tions of strong anharmonism, this interaction leads to a qu
tative transformation of both the phonon subsystem and
atomic subsystem of the crystal. A decrease in the inten
of the phonon vibrations of the crystalline lattice during he
ing and even their complete disappearance at tempera
near the melting temperature was observed in experim
on Raman light scattering of crystalline NaOH.15–18 In arti-
ficial and natural materials the appearance of flicker no
has been linked with the appearance of long-lived tempo
correlations leading to degradation, deformation, and
struction of the materials.1,2 It may be surmised that the ap
pearance of thermal flicker noise is evidence of a structu

FIG. 2. Fluctuations of the liberation of heat in Cu, Sb, Ge, and KCl in
isothermal pre-melting regime.

l
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FIG. 3. Dependence of the relative spectral density of the fluctuations log(S* /Smax* ) on the relative frequency log(f/fmax), wheref max andSmax* are the maximum
values for Cu~a!, Sb ~b!, Ge ~c!, and KCl ~d!; log–log plot.
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rearrangement in the pre-melting stage. This hypothesi
confirmed by electron-diffraction studies of the structure
metals in dynamic regimes near the melting temperature.19 In
these studies, continuous recording of rapidly varying d
fraction patterns was carried out during heating of meta
films at heating rates of 20225 K•min21. By direct obser-
vations, the dynamic structure of transitional temperature
gions was determined in which disordering of lattice si
and changes in the symmetry of the crystalline lattice ar
In particular, in a meltinghcc metal the emergence of icosa
hedral formations was observed.

One property of flicker noise is well known—its sel
similarity over different time scales.4 This property manifests
its fractal structure. If the fracticality of thermal flicker nois
is judged as the appearance of dynamic fracticality of
structure of the material in the pre-melting state,1 then its
appearance is evidence of the formation of a dynamic p
melting mesophase.

To summarize, we may draw the following conclusio
from the above study.

1! The appearance of thermal flicker noise during dis
pative processes of pre-melting of crystalline materials
dynamic regimes is universal and does not depend on
type of chemical bond or the structure of the material.

2! The flicker-noise parameters—the spectral density
ponentsaA andaB and the critical frequencyf c—are char-
acteristic parameters of dissipative transitory processes
ing place during melting and accompanied by a structu
rearrangement with the formation of a fractal pre-melti
mesophase.
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Using polarization microscopy and Raman scattering, we have discovered a new phase transition
in the layered perovskite crystal CsScF4 under a hydrostatic pressure around 6 GPa. The
proposed space group of the high-pressure phase isC2h

2 , Z54. © 1999 American Institute of
Physics.@S1063-7834~99!03109-3#
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Layered perovskite-like crystals are a traditional mod
for studying the mechanisms of phase transition; at the s
time, numerous practical applications are associated w
them~see, e.g., Refs. 1 and 2!. The CsScF4 crystal is a typi-
cal representative of this family. According to x-ray stru
tural data and measurements of the macroscopic charac
tics of this crystal,3 the structure of its high-temperatur
phase~space groupD4h

1 , Z51; see Fig. 1! consists of four
layers of linked ScF6 octahedra, separated by Cs1 ions.
Upon cooling below 475 K a first-order transition of di
placement type occurs, similar to a second-order transit
to the phaseD4h

5 with a doubling of the unit cell and, upo
further cooling below 317 K, to the rhombic phaseD2h

13 ,
Z54 ~Refs. 3 and 4!. This sequence of phase transitions
unusual for cesium-containing perovskites1,2 and is analo-
gous to that observed in RbAlF4 ~Refs. 5 and 6!.

In a KAlF4 crystal, which is isomorphic to RbAlF4, a
transition to the phaseC2h

2 , Z54 is also observed at 260 K
and also at room temperature under a hydrostatic pres
around 0.25 GPa;7 however, efforts to observe an analogo
transition in RbAlF4, and over a wide temperature interval
CsScF4 ~Refs. 3 and 4!, have not yielded positive results.
was in response to this situation that the present study o
effect of high hydrostatic pressures on CsScF4 was under-
taken.

Samples of CsScF4 were investigated under condition
of high ~up to 10 GPa! hydrostatic pressure on a setup wi
diamond anvils similar to the one used in Refs. 7 and 8
room temperature. We investigated samples of the s
crystallization as in Refs. 1 and 4; the diameter of the cha
ber with the sample was 0.25 mm, and its height—0.1 m
In light of the pronounced layered structure of the crystal,
samples were oriented in the chamber so that observa
takes place along the four-fold axis of the tetragonal pha
of the crystal~the Z axis in Fig. 1!. The pressure was dete
mined with an accuracy of 0.05 GPa from the shift of t
luminescence band of a ruby microcrystal8,9 placed alongside
the sample. As the pressure-transmitting medium we us
mixture of ethyl and methyl alcohols or glycerin. Ram
1541063-7834/99/41(9)/3/$15.00
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scattering spectra were excited by radiation from an A1

laser~514 nm, 0.5 W! and recorded on an OMARS 89~Dilor!
multichannel spectrometer. In light of the small dimensio
of the sample and the strong diffuse scattering from its
main structure, we recorded the high-frequency~300–
600 cm21) part of the spectrum, where the valence vibr
tions of the Sc–F bound of the axial fluorine atoms~F3–
Sc–F4 in Fig. 1!. From the characteristic low-frequency sh
of the analogous vibration line of Al–F we probed the pha
transition in KAlF4 ~Ref. 7!. Simultaneously, we observe
the domain structure of the sample with the help of a po
izing microscope.

FIG. 1. Structure in one unit cell of the high-temperature phase of CsS4
1 © 1999 American Institute of Physics
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FIG. 2. Variations of the Raman scat
tering spectra under pressure. The na
row 520 cm21 line in the center is the
reference line of the gas-discharg
The arrows to the right show the direc
tion of variation of the pressure with
which the experimental points were
approached.
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We carried out two series of measurements: in the
case the pressure was increased monotonically with stop
record the spectra; in the other case, before recording
spectra we lowered the pressure by 0.5–1 GPa to estim
the magnitude of possible hysteretic effects.

At normal pressure the crystal is found in the rhomb
phaseD2h

13 . In the indicated spectral region one intense li
is observed at 495 cm21; a weakly expressed, uncolored sy
tem of 90-degree domains is visible in the microscope.
the pressure is increased, the system of domains acq
more contrast~which corresponds to departure from th
point of theD4h

5 →D2h
13 transition! and the frequency of the

observed line grows linearly~7.8 cm21/GPa!.
In the region above 6 GPa the picture changes abrup

A new domain structure appears suddenly, as if with a jum
the orientation of the domain walls remains the same as
fore, but the new structure has a bright interference co
and the domains are larger. With further increase of the p
sure, the interference colors change in a continuous fash
In this case, a dramatic broadening and decrease in the
tensity of the observed line take place~Fig. 2!; in the series
of measurements with continuous increase of the press
this happens at 6.6 GPa, the width of the line increases
four- to fivefold up to 40–50 cm21, while above 8.5 GPa the
line is no longer observed. In the runs with partial loweri
of the pressure the corresponding jump takes place
5.6 GPa, and this line disappears completely at 7.5 GPa
both cases, the position of the maximum of this wide li
changes very little with pressure: 1.8 cm21 GPa. At the same
time, a new intense line at a lower frequency, 490 cm21,
appears in the spectrum immediately after the transition
with further increase of the pressure shifts linearly upw
~7.5 cm21/GPa!.

The observed transition has a pronounced hysteres
1–1.5 GPa, which is clearly visible in Fig. 2, and is reve
ible. The appearance of interference coloring of the doma
and its continuous variation are indications of low symme
e
to

he
te

s
res

y.
:

e-
r,
s-
n.
in-

re,
y

at
In

d
d

of
-
s

y

~not higher than monoclinic! of the newly formed phase
which allows variation of the orientation of the optical ind
catrix. The shift of the frequency of the Sc–F valence vib
tion toward lower frequencies correlates with the presum
structure of the phase,C2h

2 , in which a shift of perovskite-
like layers leads to an increase in the distances between
rine atoms of neighboring layers and a decrease in the
responding force constant~Fig. 3!. An analogous low-
frequency shift was observed during the transition to t
phase in the spectrum of KAlF4 ~Ref. 7!. Such a strong dis-

FIG. 3. Packing diagram of the ScF6 octahedra in different phases of CsSc

4 and isomorphic crystals.
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tortion of the structure during the transition should lead
formation of pronounced domain walls and a large num
of defects, which can explain the pulling of the hig
frequency line above the transition point.

To sum up, the above study has made it possible for
first time to observe the transition to the new low-symme
phase of CsScF4 induced by hydrostatic pressure arou
6 GPa. The first-order transition is accompanied by a hys
esis of 1–1.5 GPa. All the observed experimental facts ag
with the assertion that the observed phase is isomorphi
the high-pressure phase of KAlF4 with space groupC2h

2 ,
Z54.

The authors are grateful to A. P. Shebanin for assita
with the experimental measurements.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant No. 96-15-
96700!, and was also partially supported within the fram
work of a grant from INTAS–RFBR~No. IR-97-0177!.
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Specific heat of the elpasolite Pb 2MgWO6
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The specific heat of Pb2MgWO6 has been measured in the temperature interval 83–370 K. An
anomaly in the specific heat associated with the phase transition atT05312.8 K has been
discovered. The thermodynamic parameters of the structural phase transitionFm3m2Pmcnhave
been determined. ©1999 American Institute of Physics.@S1063-7834~99!03209-8#
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There exists a wide class of oxygen compounds w
general formula A2BB8O6, which undergo structural phas
transitions of diverse nature, including transitions associa
with compositional ordering of the cations B and B8. The
degree of ordering of the cations has a substantial affect
on the physical properties of the compound and on the na
of the structural transformations taking place in it.1 The tem-
perature of compositional ordering is determined, first of
by the difference in the charges and dimensions of the or
ing ions. Pb2B2WO6 compounds, as a rule, are order
mainly due to the significant difference in the charges of
B21 and W61 ions and in the high-temperature phase ha
elpasolite structure~an ordered perovskite, space gro
Fm3m).1 Depending on the size of the B21 ion in these
compounds, distorted phases of varied symmetry can be
alized by a change in the temperature. Elpasolite with Mg
the B ion undergoes transitions to the antiferroelectric sta2

which is preceded in the compound having Co as the B
by an incommensurate phase in a wide temperature inter3

Substitution of the cobalt ion by cadmium leads to a subs
tial growth in the temperature of loss of stability of the orig
nal cubic phase.4

Despite active research into oxygen elpasolites by v
ous methods, detailed information about their thermo
namic properties and their behavior during phase transit
are lacking. What information about them exists was o
tained for isolated representatives of the family and, a
rule, using a differential scanning calorimeter; only in Ref
was Pb2MgWO6 investigated using an adiabatic calorimet
but only in a limited temperature interval~275–311 K! in the
vicinity of the phase transition atT05303.5 K. At the same
time, from the temperature dependence of the relative e
gation and volume,2,6 it follows that additional thermody-
namic parameters associated with the phase transition~ther-
mal expansion coefficient, specific heat! should be presen
over a significant wider temperature interval. Referenc
investigated a ceramic material in which, so the auth
maintained, the existence of an inhomogeneous compos
is possible. It is entirely possible that this is precisely t
reason the temperature of the phase transition in this sam5
1541063-7834/99/41(9)/3/$15.00
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proved to be lower than its value determined in other stud
~312 K, Ref. 1!. The structure of the initial cubic phase an
the distorted phase of Pb2MgWO6 was resolved in Ref. 7
The symmetry of the low-temperature phase turned out to
orthorhombic with space groupPmcn. In a Raman light-
scattering study on a powder sample of Pb2MgWO6, a soft
mode was discovered in thePmcnphase, condensing in th
center of the Brillouin zone.8 This gave cause to believe tha
a phase transition of displacement type is realized in
compound. At the same time, the diffuse Raman signal
served in the cubic phase indicated that there is also a
tribution to the mechanism of the phase transition from p
nomena apparently associated with ordering of lead
oxygen atoms,8 which according to the structural studies a
disordered in the cubic phase over several local sites.7

The Raman scattering spectra and the dielectric cons
were later examined in greater detail in single-crys
Pb2MgWO6 ~Ref. 9!. The results of this study confirm th
hypothesis made in Ref. 8 of a double mechanism of t
phase transition. On the other hand, it is asserted that t
exists in this compound a phase intermediate between
cubic paraelectric phase and the orthorhombic antiferroe
tric phase, and a second phase transition occurs in the re
220–240 K.

The present paper reports a careful study of the spe
heat of elpasolite Pb2MgWO6 over a wide temperature rang
with the aim of elucidating the nature of its behavior a
determining its thermodynamic parameters such as the e
tence interval of the excess specific heat, entropy differen
and hysteresis of the phase transition temperature.

Specific-heat measurements were performed on the p
der sample used earlier in experiments to refine the struc
of the compound7 and in the Raman light scattering studies8

An analysis of the x-ray diffraction patterns showed that i
purities are absent in the sample which would have co
from the initial ingredients used in the solid-state synthe
and that foreign phases are absent as well.8 It was also es-
tablished that disorder is absent in the distribution of Mg21

and W61 ions occupying the sites at the centers of the c
responding octahedra.7 The sample in powdered form pos
4 © 1999 American Institute of Physics
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1545Phys. Solid State 41 (9), September 1999 Flërov et al.
sesses the advantage that it is free of the mechanical str
which inevitably arise in a ceramic during hot pressing.

The specific heat was examined in the interval 83–37
with the use of an adiabatic calorimeter in the regimes
discrete and continuous heating/cooling. A powder sampl
Pb2MgWO6 with mass 4.297 g was placed in an indium co
tainer which was sealed in a helium atmosphere. Be
300 K the measurements were performed using a liqu
nitrogen bath, and in the interval 290–370 using an ice b
The temperature regions of the phase transitions were ex
ined with the help of low-static thermograms with low rat
of variation of temperaturedT/dt56431024 K/s.

Results of the measurement of the specific heatCp(T)
are plotted in Fig. 1. One specific-heat anomaly is revea
with a maximum at 313.160.5 K.

Figures 2a and 2b present results of a specific-heat m
surement in the temperature region where some peculiar
in the Raman spectra and in the behavior of the dielec
constant were observed in Ref. 9 and interpreted as b
associated with a second phase transition in Pb2MgWO6.
The relatively small and uniform spread of the experimen
points from the smoothed curve ofCp(T), both in the series
of continuous heating and in the series of discrete heat
allows us to state unambiguously that there are no anom
in the specific heat in the investigated sample in the temp
ture interval 200–250 K, at least within the limits o
1.0 J/mol•K, which amounts to 0.5% of the total specifi
heat of the compound.

Thermographic studies of temperature regions cente
on the phase transitionFm3m2Pmcn allowed us to refine
the transition temperature toT05312.860.2 K, which is in
satisfactory agreement with the data of Ref. 2, and also
abled us to determine its hysteresisdT052.4560.2 K
~Fig. 3!. From the thermograms we also calculated the lat
heat ~or jump in the enthalpy at the phase transitio!,
which is equal to dH0523406200 J•mol21, and the

FIG. 1. Temperature dependence of the specific heat of Pb2MgWO6. The
dashed curve is the lattice specific heat.
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corresponding change in the entropydS05dH0 /T057.48
60.52 J•mol21

•K21. The quantitiesdH0 and dT0 in the
sample investigated in this study turned out to be two tim
larger than the values obtained in Ref. 5. This also testi
on behalf of a higher degree of perfection of the powd
sample in comparison with a ceramic sample since a
crease indH0 and dT0 from one sample to another of th
same compound A2BB8O6 can be due to a ‘‘washing out’’ of
the phase transition as a consequence of the presence i
sample of significant mechanical stresses and/or a disrup
of the degree of ordering of the B and B8 ions.

The effect of hydrostatic pressure on the anomaly in
dielectric constant at the phase transition in Pb2MgWO6 was
investigated in Refs. 10 and 11. The data of different auth
differ quite significantly:dT0 /dp520.59 ~Ref. 10! and
20.38 K/GPa~Ref. 11!. Using this information and the valu
of dS0 determined in the present work, it is possible to u
the Clapeyron–Clausius equationdT0 /dp5(dV0 /V)/dS0 to
calculate the jump in the volume at the phase transit
point, which turns out to lie within the limits (dV0 /V)
52(3.725.7)31023 for the two values ofdT0 /dp corre-
sponding to the data of Refs. 11 and 10. Experimentally
has been found that (dV0 /V)522.631023 ~Ref. 11! and
24.731023 ~Ref. 6!.

To calculate the integral thermodynamic characteris

FIG. 2. Specific heat of Pb2MgWO6 in the region of the second phas
transition suggested in Ref. 9, measured using the methods of continuou~a!
and discrete~b! heating, with deviations of the experimental points from t
corresponding smoothed curves.
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of the phase transition between the cubic and orthorhom
phases, it was necessary to separate out the anomalous
tribution DCp(T), defined as the difference between the to
Cp(T) and latticeClat(T) specific heats. The latter was d
termined by fitting the experimental data far from the pha
transition temperatureT0 by the Debye and Einstein func
tions Clat(T)5A1D(uD /T)1A2E(uE /T) and is represented
by the dashed line in Fig. 1. By varying the datasets for
high- and low-temperature phases included in the process
we determined optimal values of the consta
A15391.4 J•mol • K, A25113.0 J•mol • K, uD5262.3 K,
and uE5552.7 K. The temperature interval in which th
anomalous specific heat occurs turned out to be quite w
from 200 to 345 K, which is in satisfactory agreement w
the thermal expansion data of Ref. 6.

The excess entropy of the phase transition was ca
lated by integrating the function (DCp /T)(T). The total en-
tropy difference associated with the phase transition isDS0

513.0061.05 J•mol21
•K21. The ratiodS0 /DS050.58 in-

dicates that the Fm3m2Pmcn phase transition in
Pb2MgWO6, although first order, is quite close to the tricrit
cal point.

While refining the structure of the cubic phase, we n

FIG. 3. Thermograms recorded during the heating~1! and cooling~2! in the
vicinity of the Fm3m2Pmcnphase transition in Pb2MgWO6.
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ticed that the best values of the variousR-factors correspond
to the situation where the lead atoms are disordered o
several equivalent sites.7 At the same time, these quantitie
turned out to be very similar to each other for the possi
displacements of the lead atoms in the^100&, ^110&, and
^111& directions leading to 6, 12, and 4 equivalent site
respectively. In the orthorhombic phase, along with sm
rotations and weak distortions of the octahedra, we ind
discovered a displacement of the lead atoms along the@010#p

axis of the pseudocubic cell. Thus, the structural data sug
that the contribution to the entropy difference associa
with theFm3m2Pmcnphase transition in Pb2MgWO6 due
to ordering of the lead atoms should beDS/R5 ln 651.79.
The entropy difference determined in the present wo
DS0 /R51.5660.13, turns out to be less than this value, b
larger than ln 4. As for the change in the entropy due
rotation of the octahedra, this quantity, as was shown
Ref. 12, is not large as a rule.

This work was carried out with the financial support
the Russian Fund for Fundamental Research~Grants No. 96-
15-96700 and 97-02-16277!.
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The evolution of the most probable amplitudes of the hydrodynamic mode is investigated in the
self-consistent scheme. Fluctuations of the amplitude of the conjugate force are also
investigated. ©1999 American Institute of Physics.@S1063-7834~99!03309-2#
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The influence of fluctuations on the nature of a pha
transition has been studied intensely for decades~see Refs. 1
and 2!. The current concept is based on the similarity h
pothesis, according to which the behavior of the correlat
of fluctuating quantities takes on a universal character in
critical region which has been studied with the help of fie
methods.3 It is characteristic that efforts in this directio
have considered the behavior of mean quantities rather
the most probable quantities. Thus, the Landau theory4 ex-
amines the self-consistent variation of the order param
reduced to the first moment^c& of the fluctuating amplitude
c of the hydrodynamic mode. In the mean-field approxim
tion, the quantitŷ c& does not depend on the intensity of th
fluctuations, whose role reduces to that of a trigger initiat
the occurrence of the phase transition.

It should be borne in mind, however, that a descript
of a stochastic system can be achieved not only by the
termination of mean quantities, but also most probable qu
tities. In the field scheme the expression for the probabi
has an exponential form with an argument that reduces, a
from its sign, to the standard action.3 Therefore, a description
of the phase transition with the help of most probable val
corresponds to using the principle of least action. We sh
that the indicated approach makes it possible to extend
self-consistent field method to a description of fluctuat
quantities. Such a scheme reveals an extremely nontr
property: for some ratio of the inhomogeneity scales of
system, the most probable values tend with time not
minima of the free energyF(c), where]F/]c50, but to
points at which]3F/]c350.

To determine the spatiotemporal dependence of the
plitude of the hydrodynamic modec(r ,t), we begin with the
Langevin equation

ċ~r ,t !52g
dF

dc~r ,t !
1z~r ,t !. ~1!

Here the dot above a symbol denotes differentiation w
respect tot, r is the position vector,g is the kinetic coeffi-
cient,

F5E FF~c!1
b

2
u¹cu2Gdr , ~2!
1541063-7834/99/41(9)/4/$15.00
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F(c) is the specific thermodynamic potential,b.0 is a con-
stant,¹[]/]r , z(r ,t) is a stochastic term representing whi
noise

^z~r ,t !&50, ^z~r ,t !z~0,0!&5Td~r !d~ t !, ~3!

the angular brackets denote averaging, andT is the tempera-
ture. In what follows it will be convenient to transform t
dimensionless variables, scaling the spatial coordinatesr by
the interatomic distancea, time t by the time scalea3/Tg,
the quantityF by T/a3, and the fluctuationz by Tg/a3.
Equation~1! then takes the canonical form

ċ~r ,t !5 f ~r ,t !1z~r ,t !,

f ~r ,t ![2]F/]c1¹2c~r ,t !, ~4!

wheref (r ,t) is the force conjugate to the order parameter~its
magnitude is determined by taking account of the spa
inhomogeneity!. The region of applicability of the
Ginzburg–Landau approximation~2! is determined by the
condition that the distance scalea be much smaller than the
correlation lengthj5b1/2u]2F/]c2uc50

21/2 ~Ref. 4!. Averaging
expression ~4! neglecting correlations, we obtain th
Landau–Khalatnikov equation for the order parame
^c(r ,t)&.

The standard field scheme3 is based on a study of th
generating functional responsible for stochastic equation~4!.
This functional represents the functional Laplace transform
tion

Z$u~r ,t !%5E Z$c~r ,t !%expS E ucdrdtDDc~r ,t ! ~5!

for the partition function

Z$c~r ,t !%5K )
(r ,t)

d$ċ~r ,t !2 f ~r ,t !

2z~r ,t !%detU dz~r ,t !

dc~r ,t ! U L . ~6!

Here the argument of thed function reduces to the Langevi
equation~4!, and the determinant, which transforms from
continuum integral overz(r ,t) to a continuum integral ove
c(r ,t), is equal in the Ito calculus to unity.

In the standard approach3 n-tuple variation of the func-
tional ~5! with respect to the auxiliary fieldu(r ,t) allows one
to find the nth-order correlator for the amplitude of th
7 © 1999 American Institute of Physics
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hydrodynamic modec(r ,t) and to construct the perturbatio
theory. We, however, will start out from expression~6! for
the conjugate functionalZ$c(r ,t)%, whose variation leads to
the most probable realization of the stochastic fieldc(r ,t).
Obviously, in the mean field approximation, the function
~6! reduces to the dependenceZ$^c(r ,t)&%, which is respon-
sible for the Landau free energyF$^c(r ,t)&%5
2TlnZ$^c(r ,t)&% ~Ref. 4!.

Proceeding to a consideration of the functional~6!, we
represent thed function in integral form

d$x~r ,t !%5E
2 i`

i`

expS 2E fxdrdtDDf. ~7!

Then, averaging over the noisez with the help of the Gauss
ian distribution

P0$z%}expH 2
1

2 E z2~r ,t !drdtJ , ~8!

corresponding to conditions~3!, with the help of Eq.~7! we
reduce the functional~6! to standard form

Z$c~r ,t !%5E P$c~r ,t !,f~r ,t !%Df, P[e2S. ~9!

Here the probability distributionP$c,f% is determined by
the actionS5*Ldrdt, where the Lagrangian

L~c,f!5f~ċ2 f !2f2/2. ~10!

Next we use the Euler equation

]L

]x
2

d

dt

]L

] ẋ
1¹2

]L

]¹2x
5

]R

] ẋ
, x[$c,f%, ~11!

where the dissipative function

R5ċ2/2. ~12!

As a result, the equations for the most probable realizati
h(r ,t), w(r ,t) of the stochastic fieldsw(r ,t), w(r ,t) take the
form

ḣ5~¹2h2]F/]h!1w, ~13!

ẇ52¹2w2w~12]2F/]h2!2~¹2h2]F/]h!. ~14!

Comparison of Eq.~13! with stochastic equation~4!, which
coincides with it in form, shows that the fieldsh(r ,t), w(r ,t)
represent the most probable values of the amplitudes of
hydrodynamic mode and the fluctuations of the conjug
force. In what follows, for brevity we will refer to the quan
tities h and w as the order parameter and the amplitude
fluctuations of the conjugate force.

It is noteworthy that the inhomogeneity of the order p
rameterh(r ,t) has the usual dissipative character wher
the inhomogeneity of the fluctuation field inters with opp
site sign. Since we will be interested in what follows only
the nature of the time dependence, we will use the simp
approximation for the gradient terms

¹2h→j22h, ¹2w→l22w, ~15!
l

s

he
e

f

-
s

st

where the correlation lengthj and the parameterl define the
scales of the spatial inhomogeneities of the amplitudes of
hydrodynamic mode and the fluctuations of the force. A
result, Eqs.~13! and ~14! take the form

ḣ5~j22h2]F/]h!1w, ~16!

ẇ52w@~11l22!2]2F/]h2#2~j22h2]F/]h!. ~17!

Let us first consider a second-order phase transition,
which the thermodynamic potential is represented by theh4

model

F~h!5
«

2
h21

1

4
h4, e[

T2Tc

Tc
. ~18!

Substituting expression~18! into Eqs.~16! and ~17!, we ob-
tain the system of equations

ḣ5w1h@~j222«!2h2#, ~19!

ẇ5w$2@~11l22!2«#13h2%2h@~j222«!2h2#,
~20!

where analysis of this system of equations requires that
use the method of the phase plane.5 Under conditions in
which the Ginzburg–Landau approximation~2! is applicable,
the correlation lengthj@1, and the magnitude of the grad
ent terms containing the order parameter has no effect on
form of the phase portrait~Fig. 1!. The latter is characterized
by the presence of singular points

O~0;0!, S6„0;6~j222«!1/2
…,

C6„6323/2~l222«!1/2@~l2223j22!12«#;

6321/2~l222«!1/2
…. ~21!

For largel the pointsO and S6 are saddle points, and th
pointsC6 are stable nodes~Fig. 1a!. Decreasing the param
eter l leads to a shift of the nodesC6 toward the saddle
points S6 and for l equal to its critical valuelc5(3j22

22«)21/2 they coalesce. With further decrease of the para
eter l, the nodesC6 become saddle points, and the sadd
pointsS6 become nodes~Fig. 1b!.

A characteristics peculiarity of these phase portraits
that the evolution of the system takes place in a reg
bounded by the critical valuewc of the amplitude of the
fluctuations corresponding toh50 ~outside of this regionh

FIG. 1. Phase portrait for theh4 model («520.3; j5105): l5105 ~a!;
l50.8 ~b!.
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andw grow without bound in the limitt→`, which accord-
ing to Eqs.~9! and~10! leads to the probabilityP→0). With
increasing distance from the critical temperature the quan
wc increases monotonically. Growth of the inhomogene
parameter in the regionl,lc leads to a decrease in th
critical fluctuationswc , and for values ofl.lc the size of
the fluctuation region does not change.

If we use theh6 model

F5
«

2
h22

1

4
h41

1

6
h6 ~22!

for the first-order phase transition, Eqs.~16! and~17! take the
form

ḣ5w2h@2~j222«!2h21h4#, ~23!

ẇ5w$2@~11l22!2«#23h215h4%

1h@2~j222«!2h21h4#. ~24!

The corresponding phase portrait is characterized by the
gular points

O~0;0!, S1
6~0;6g2!, S2

6~0;6g1!,

C1
6~6522

„5l22225j2223~12b!120«…a2 ;6a2!,

C2
6~6522

„5l22225j2223~11b!120«…a1 ;6a1!,

a6[~3/10!1/2~16b!1/2,

b[@11~20/9!~l222«!#1/2,

g6[$2216@2221~j222«!#1/2%1/2. ~25!

In comparison with the corresponding set~21! for the
second-order phase transition their number increases fro
to 9. This is due to the appearance of a pair of centros
metric separatrices located between the separatrices be
ing to the h4 model passing through the points(0;0),
(6wc;0) in Fig. 1. Obviously, the appearance of addition
separatrices reflects the presence of energy barriers in
region of intermediate valuesh of dependence~22!.

As in the h4 model, taking the inhomogeneity of th
order parameter into account does not alter the form of
phase portrait whereas the inhomogeneity of the force fl
tuations has a substantial effect. Indeed, with decrease o
parameterl the nodesC1

6 and saddle pointO converge to-
ward each other and finally coalesce in a single node
lc15«21/2. In turn, the nodesC2

6 move along the separa
trices toward the saddle pointsS2

6 , coalescing with them a
lc25(«23g1

2 15g1
4 )21/2. With further decrease of the pa

rameterl the pointsC2
6 become saddle points and contin

their motion along the separatrices whereas the pointsS2
6 ,

transforming into stable nodes, remain as before on thh
axis.

According to Eq.~9!, the probability of obtaining the
phase trajectory responsible for the initial conditions (w0 ,0)
is represented in the form

P}expH 2E ~w2/2!dtJ , ~26!
ty
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where expressions~10! and ~13! have been taken into ac
count. The corresponding dependence for a second-o
transition is shown in Fig. 2, from which it is obvious th
the probability~26! grows monotonically with approach t
the origin. An insignificant increase is observed also near
point wc responsible for the separatrix. Outside the reg
bounded by the separatrix we haveP(w)50 since here
w(t)→6` as t→`. In the case of a first-order transition
the dependence plotted in Fig. 2 preserves its decrea
character with the difference that the indicated insignific
increase in the probability is observed near the critical va
of w responsible for the additional separatrix.

The indicated behavior of the probabilityP(w0) is ex-
plained by the nature of the time dependencew(t) of the
amplitude of the fluctuations during relaxation of the initi
valuew0. Far from the segment OCS~Fig. 1! the quantityw
changes its value rapidly, and with approach to this segm
this variation of value slows down. This behavior is e
plained by the fact that the actionS$h(r ,t),w(r ,t)% varies
much more slowly near the indicated segment than far fr
it. This can be visualized by associating the segment O
with the bed of a large river.6

The self-consistent behavior of the fluctuations of t
conjugate force and of the hydrodynamic mode respons
for ordering allow us to represent the coordinates of
phase planeh andw as components of a common vector
a super symmetric space.7,8 As is well known,9 the formal
condition for such a representation, implying the presence
supersymmetry, consists in the requirement that the supe
tential ]F/]h take opposite signs in the limitsh→1` and
h→2`. Obviously, for the implemented models~18! and
~22!, this condition, which implies unbounded growth of th
free energyF(h) in the limit h→6`, is fulfilled automati-
cally. In contrast to the indicated condition, which has glob
character, the presence of a stationary state requires
supersymmetry. This means that, near points of the su
symmetric space responsible for the stationary state, the
no preferred direction~the presence of such symmetry lea
to the fluctuation–dissipation theorem3!. Within the frame-
work of the developed scheme, local supersymmetry redu
to a trivial requirement: singular points should exist in t

FIG. 2. Probability of obtaining phase trajectories with initial conditio
(w0,0) for theh4 model («520.3; j5l5105).



th
uc
,
-
b
he
e
a

u
e

i
gn
,
g

oi

he
pe

b
ld
n

e-
a
o
de

of
on

re of
Ac-
of

i-

ac-
o-

e

.

1550 Phys. Solid State 41 (9), September 1999 A. I. Olemsko  and V. A. Brazhny 
phase portrait, near which the nature of the behavior of
trajectories does not depend on direction. Obviously, s
points can be only centers or nodes~but not saddle points
near which local symmetry is violated!. The presence of dis
sipation leads to a selection of attractive nodes while glo
supersymmetry limits their positions to finite values of t
order parameterh. As a result, the stationary state of th
system is responsible for the attractive nodes, at which,
cording to the equations of motion~16! and~17!, the condi-
tion

]2F/]h25l22, w5]F/]h2j22h[2 f . ~27!

is fulfilled. The first of these equations determines the s
ceptibility l2 on the scalel, and according to the second th
most probable valuew of the fluctuation of the self-
consistent force is equal to it in magnitude but opposite
sign. As can be seen from Fig. 1, depending on the ma
tude of the inhomogeneity parameter of the fluctuationsl,
two types of stationary states are possible. For a stron
inhomogeneous distribution of the fluctuations (l,lc) an
attractive node corresponds to the pointS in Fig. 1b, where
the amplitude of the fluctuationsw50. According to Eq.
~27!, the equilibrium thermodynamic statef 50 is realized in
this case. In the opposite casel.lc , corresponding to the
phase portrait in Fig. 1a, the system tends toward the p
C, at whichw,hÞ0, but ]3F/]h350.

We point out in conclusion the obvious analogy of t
developed scheme to the Ginzburg–Landau theory of su
conductors, the nature of whose behavior is determined
the ratio l/j of scales of variation of the magnetic fie
~which corresponds here to the amplitude of the fluctuatio!
and the order parameter.10 As is well known, for above-
critical values ofl/j, a mixed state is realized which repr
sents a stationary heterogeneous mixture of the normal
superconducting states. In our case, this corresponds t
alternation of regions with enhanced values of the or
e
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nt
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nd
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parameter or amplitude of the fluctuations. Since the size
regions of the first kind is determined by the correlati
lengthj, and of regions of the second kind, by the scalel,
such a heterogeneous state does not reduce to a mixtu
phases, but represents a unified thermodynamic state.
cording to this analysis, it is realized outside the region
the phase portrait bounded by the critical valuewc of the
initial fluctuationw0. Since unbounded growth of the ampl
tude of the fluctuationsw(t) and the order parameterh(t)
takes place forw0.wc ~Fig. 1!, this implies that the system
is unstable with respect to heterogenization. However,
cording to Fig. 2, the probability of the occurrence of a pr
cess realizing such an instability is zero.
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9L. É. Gendenshte�n and I. V. Krive, Usp. Fiz. Nauk.146, 553 ~1985!
@Sov. Phys. Usp.28, 281 ~1985!#.

10E. M. Lifshitz and L. P. Pitaevski�, Statistical Physics, Pt. 2~Butterworth
Heinemann, Oxford, 1995!, 488 pp.

Translated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 9 SEPTEMBER 1999
LOW-DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

Oscillations and quantization of resistance at the temperature critical points
of PbS–PbTe–PbS three-layer films on „001…KCl
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Oscillations and a set of inflection points have been discovered in the temperature dependences
of the resistance of single-crystal PbS–PbTe–PbS three-layer films on~001! KCl. Extrema
and inflection points are observed at the temperatures (m/n)T0 (T055.238 K!, and at these
temperature critical points the resistance of the samples takes one of the values (p/q)RQ ,
where RQ525812.8V is the resistance quantum; andm, n, p, and q are integers. ©1999
American Institute of Physics.@S1063-7834~99!03409-7#
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It was shown earlier that the temperature dependenc
the resistance of metallic island films on an insulati
substrate,1 the two-layer films PbS/PbTe~111! and PbSe/
PbTe~111! on mica,2 and PbTe/Pbs~001! multilayers on
KCl3 have a set of inflection points at temperaturesT5nT0

~multiples of the temperatureT055.238 K!, and at these
critical points the resistance of the island films1 and of tunnel
contacts4 with a dielectric buffer layer, inside of which a
island metallic layer is sealed, turned out to be equal
(p/q)RQ , whereRQ525812.8V is the resistance quantum
n,p,q are integers. The present paper reports the observa
of inflection points and oscillations in the temperature dep
dence of the resistanceR(T) and also on the quantization o
R(T) at the critical points of PbS–PbTe–PbS three-la
films on ~001! KCl, which have the minimum number of lay
ers of a structural unit manifesting superconduct
properties.3,5

The samples were prepared in vacuum (P;10242
1025 Pa! by successive thermal evaporation of lead chal
genides onto a~001! KCl surface at 520–570 K.3,5 The films
were single-crystal layers with regular square grids of m
match dislocations at the~001! interphase boundaries wit
distance between the dislocation grid-points equal to 5.2
The layer thicknesses were monitored by a quartz reson
and were determined by x-ray diffraction techniques with
accuracy not worse than 0.1 nm~Ref. 5!. The samples were
condensed through the window of a mask having the sh
of a double Hall cross. The dimensions of the samples w
1031 mm2. The resistance was measured by the const
current four-probe technique with an error<0.03%. The
samples were mounted on a copper block which was pla
in a metallic helium cryostat inside a superconducting so
noid. The temperature of the sample in the interval 4.
300 K was controlled by the current through a resista
heater located inside the copper block. The temperature
stabilized with the help of an electronic feedback circ
which maintained the temperature at a prescribed level fo
1551063-7834/99/41(9)/4/$15.00
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extended period of time with an accuracy not less th
0.05 K atT;250 K. When the temperature was lowered, t
amplitude of the temperature oscillations of the sample r
idly decreased. The temperature interval 1.5–4.2 K was c
ered by outpumping liquid-helium vapors using a for
vacuum pump~the temperature instability did not excee
0.005 K!. The resistance of the samples was determined d
ing those time periods when their temperature remained
changed. The temperature of the samples was monitored
measured by a platinum resistance thermometer~working in-
terval 13–300 K! and two semiconductor resistive senso
with working intervals 2–30 K and 1.5–300 K. The temper
ture measurement error did not exceed 0.02 K atT;250 K
and 0.002 K atT;4 K.

The current–voltage characteristics~CVC’s! were re-
corded for each of the samples atT5250 K. The magnitude
of the measuring current (0.521)31025 A was chosen so
that this current corresponded to the linear ohmic segmen
the CVC of the given sample and was roughly four tim
smaller than the currents at which deviations from linear
became noticeable. After cooling the sample and measu
R(T), the CVC was measured a second time at a tempera
slightly above the superconducting transition temperature
the sample. For all of the samples the initially chosen va
of the measuring current was found to lie within the limits
the ohmic segment of the corresponding low-temperat
CVC. Estimates showed that the heating of the films by
current did not exceed;0.005 K over the entire range o
temperatures in which the measurements were perform
During measurement ofR(T) the Earth’s magnetic field and
other possible external magnetic fields were compens
with the help of the superconducting solenoid.

Figures 1 and 2 display the temperature dependenc
the resistance of three samples having different PbTe la
thicknesses (dPbTe), whose general nature of behavior diffe
dramatically. For the sample withdPbTe55 nm ~Fig. 1! the
resistance has a minimum atT5209.53 K and increases b
1 © 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the res
tance of the three-layer films PbS~20 nm!–
PbTe–PbS~20 nm! with PbTe layer thicknesses
dPbTe55 nm~1! anddPbTe58 nm~2!. The insets
show segments of curve~2! in magnified scale.
The arrows and vertical lines segments here a
in Fig. 2 indicate the position of temperatur
critical points of the formTcr5nT0 and Tcr

5(m/ l )T0, and the figures above them show th
values of n and m/ l . The vertical dashes for
which the values ofm/ l are not shown corre-
spond to temperatures differing fromnT0 by
(1/2)T0. The horizontal dashes mark the resi
tance levels (p/q)RQ , and the adjacent frac-
tional values give the corresponding values
p/q. For curve~2! the upper horizontal level is
(10/13)RQ .
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roughly twofold as the temperature is increased to 10
Note that an abrupt growth in the resistance as the temp
ture is lowered from 573 K to room temperature was o
served earlier for two-layer films of lead chalcogenides h
ing a hexagonal grid of mismatch dislocations on t
interphase boundary,2 although~111! PbTe single-layer films
on mica exhibited the usual falloff in the resistance in t
same temperature interval. This is evidence of a strong e
tron localization at the nuclei of the mismatch dislocation2

The resistance of the sample withdPbTe58 nm ~Fig. 1! de-
creased as the temperature was lowered while the sa
with dPbTe516 nm ~Fig. 2! exhibited the usual behavior
Upon first cooling, its resistance behaved in a way simila
the resistance of the sample withdPbTe58 nm ~see the inset
.
ra-
-
-

c-
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o

to Fig. 2! while on the second cooling the behavior of i
resistance was radically different, manifesting oscillatio
with gigantic amplitude.

The temperature dependencesR(T) in Figs. 1 and 2 are
characterized by the presence of a set of temperature cri
points Tcr , which being inflection points and extrema o
R(T). The positions of these points were determined by
merical methods by interpolating the dependences@R(T)#
with trigonometric polynomials or a Lagrange interpolatin
polynomial with subsequent differentiation and then findi
the extrema and zeros ofdR/dT corresponding to the inflec
tion points and extrema ofR(T). These interpolation meth
ods delivered essentially identical results. Such a proced
gave values of the temperature critical pointsR(T) and the
is-
s
d
et
ple

a
en

k

FIG. 2. Temperature dependence of the res
tance of the PbS–PbTe–PbS three-layer film
with layer thicknesses 16 nm upon being coole
a second time from room temperature. The ins
shows the change in the resistance of the sam
following the first cooling to 4.2 K. The short
vertical dashes mark offsets fromnT0 by mul-
tiples ofT0/7. The figures alongside the extrem
indicate the resistance of the sample at the giv
extrema in units of the resistance quantumRQ

525812.8V. The horizontal dashed lines mar
the resistance levels~2/5!, ~1/2!, and (3/5)RQ .
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magnitude of the resistance at them with roughly the sa
accuracy as was obtained for the temperature and resist
measurements.

It turned out that the critical temperaturesTcr take val-
ues from a discrete set (m/n)T0 (m,n are integers!. The
positions of some of these points are shown in Figs. 1 an
by vertical arrows and dashes with the corresponding va
of (m/n) indicated. For the sample withdPbTe516 nm ~Fig.
2!, for which the temperature dependence was measured
a step of 0.2 K, extrema~and inflection points! were ob-
served atTcr5(m/7) with the exception of three minima a
(45 2/3), (46 2/3), and (47 1/3)T0.

The values of (m/n) were determined as follows. Fo
each critical point we calculated the ratioj5Tcr /T0 and
then comparedj with all rational fractions of the form
(m/n), wheren are one- and two-digit integers. We cho
those values of (m/n) that fell in the neighborhood of the
ratio j: j6(DT/T0), whereDT is the measurement error o
the temperature of the sample~including an estimate of heat
ing of the film by the current!. At temperaturesTcr below
;50 K only one value of (m/n) fell in the indicated interval.
At higher temperatures, a unique choice ofn was also main-
tained forTcr with n51,2 while for critical pointsTcr with
n.2 several values of (m/n) fell into this interval. For ex-
ample, for the last minimum ofR(T) in Fig. 2, besides the
value (m/n)547 1/3 the alternate candidates 47 33/98 a
47 32/97 also presented themselves. In such cases of lan
we gave preference to values of (m/n) for which n was a
number with one digit (n53.7).

Like for island films1 and tunnel contacts,4 it turned out
that the resistance of the samples at least at some of
critical points takes one of the values (p/q)RQ . The values
(p/q) were determined using the same method as was u
to find (m/n). Since the ratioDR/RQ (DR is the measure-
ment error of the resistance! is an order of magnitude smalle
than the ratioDT/T0, the procedure gave the only possib
value of (p/q) ~with the exception of three cases, see belo!.

An analysis of the set of values (p/q) for Fig. 2 revealed
that the resistance of the sample in the investigated temp
ture range undergoes oscillations lying in a band from~2/5!
to (3/5)RQ centered at (1/2)RQ . The experimental values o
(p/q) for the extrema ofR(T) are numbers of the form
r /(2r 11) (r 52, 4–13, 15, 19, 31!, r /(2r 21) (r 53, 16,
20, 30!, 3r /(5r 11) (r 51, 3, 5, 19!, 2r /(5r 21) (r
51, 2, 10), while the fractions 2/5, 1/2, and 3/5 are limitin
values of the numbers of this form in the limitr→`. For the
fifth and two last (T.245 K! maxima of R(T) the corre-
sponding values ofp andq turn out to be very large, so tha
it was possible to choose them to have single-digit val
within the limits of the measurement error. Note that for t
sample withdPbTe58 nm ~Fig. 1! the values of the resistanc
~5/11!, ~6/13!, ~2/5!, ~1/2!, and (3/5)RQ at the critical points
coincide with the corresponding values for the sample w
dPbTe516 nm ~Fig. 2!. Note also that the superconductin
transition temperatureTc of PbTe/PbS multilayers on KC
~Ref. 3! take one of the valuesTcr5(m/n)T0 if it is defined
as the inflection point of theR(T) curve in the region of the
transition. For example, for the sample withdPbTe58 nm we
e
nce
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haveTc5(5/7)T0 while the resistance of the sample at th
temperature is equal to (1/7)RQ .

We emphasize that, at temperatures differing from
temperature critical points by not more than 0.01–0.02 K,
measured resistance of the samples deviated from the q
tized value by not more than 0.05%. For example, at
minimum of R(T) at 217 K corresponding to (41 3/7)T0 the
experimental valueR512430V differs from the value
(13/27)RQ512428.38V by only ;0.013%. Possible inac
curacies in the extrapolation of the behavior ofR(T) be-
tween neighboring temperature points at whichR was mea-
sured cannot noticeably influence the results. The d
indicate that, within the limits of measurement error, the s
face resistance of our samplesRs5R/10 is quantized at the
temperature critical points since the deviations in the sh
and size of the window of the mask from the prescrib
values in its fabrication are of the same scale as the rela
measurement error of the resistance.

The temperature dependence of the resistance of P
PbS multilayers are characterized by the same peculiar
as the three-layer samples. However, we can still not dra
definite conclusion regarding the possibility of quantizati
of the resistance in the multilayer structures due to a lack
experimental data on theR(T) dependences measured with
small enough temperature step.

Note that theR(T) dependences measured by us
three-layer samples with intermediate thicknessesdPbTe be-
tween 5 and 16 nm~7, 10, and 12 nm! look qualitatively
similar to curve2 in Fig. 1. Such pronounced oscillations o
R(T) as in Fig. 2 were not observed. The starting resista
and the temperature dependencesR(T) of samples with the
samedPbTe anddPbS prepared during different condensatio
cycles differ from one another; this is probably due mainly
a small, uncontrollable difference in the stoichiometry of t
films. For a specific film in the cooling–heating cycle in th
temperature interval;100 K, the forward and reverse legs o
the R(T) dependences usually essentially coincide althou
sometimes noticeable deviations of theR(T) dependence
were observed in a bounded temperature interval upon
heating. In the subsequent cycle of cooling and heating
R(T) dependence deviated from its course in the previ
cycle~an example of such a strong deviation is shown in F
2!. Such hysteretic behavior of the resistance is character
of lead chalcogenides, and also of structures in which
so-called systems of temperature critical points
manifested.6 The peculiarities ofR(T) in our case can prob
ably also be assigned to this class of phenomena~see, e.g.,
the paper by Balagurovaet al. in Ref. 6, which shows peak
in R(T) for samples of PbTe!.

Note that PbTe/PbS superlattices~SL! on ~001! KCl, in
terms of their properties and to a certain extent in terms
their structure, are analogs of HTSC materials.3,5 In this case,
the role of the twinned CuO2 planes in the unit cell, sepa
rated by their metal atoms~e.g., yttrium in YBa2Cu3O72d),
is played by the square grids of mismatch dislocations at
boundary of PbTe with PbS, while the dislocation sites
analogs of the copper–oxygen tetrahedra with their bas
the CuO2 planes. From this point of view, PbS–PbTe–P
sandwiches should be similar in their properties



,

u
he

,
in
in

ur
-

p
e
g
f
f

fo
rs
3

ic
ro

n

rt
p
io
es

ic
th

s
de
c-
un
n

ion
1
he
th

-

ote
d
val-

e

-

ic

-
rlat-
-

of

la

r.
.

.

la

.

,

V.

do,

o,
p.

1554 Phys. Solid State 41 (9), September 1999 Fedorenko et al.
YBa2Cu3O72d films which are one unit cell thick. Therefore
one can expect a qualitative similarity of theR(T) tempera-
ture dependences for HTSC materials and PbTe/PbS m
layers. Indeed, in theR(T) dependences presented in t
literature, numerous steps and extrema are often visible~see,
e.g., the data for La2CuO42y ~Ref. 7!, YBa2Cu3O72d ~Ref.
8!, and Bi2Sr2.2Ca0.8Cu2O8 ~Ref. 9! single crystals; however
one cannot determine the position of the critical points
R(T) and the value of the surface resistance at these po
from these dependences with sufficient accuracy. It is c
ous that for La2CuO42y ~Ref. 7! the R(T) curve has a char
acteristic step between 12T0 and 13T0 which is very similar
to the step in the same temperature interval for our sam
with dPbTe55 nm ~Fig. 1!. Most suitable for comparison ar
superlattices fabricated from HTSC materials, and sin
HTSC layers sealed on both sides with insulating layers o
higher-resistance HTSC. We analyzed the data of Ref. 10
a one-unit-cell thick YBa2Cu3O72d film epitaxially grown
on ~100! SrTiO3, covered on both sides by PrBa2Cu3O72d

films with a thickness of 6 and 11 unit cells, and also data
YBCO/PrBCO superlattices with one-unit-cell thick laye
~10 periods!. As far as can be determined from Figs. 2 and
of that paper, for a single YBCO layer and for a superlatt
the superconducting transition temperature determined f
the inflection point of theR(T) curve is (13 1/3)T0 and
13T0, and the resistance of samples with dimensio
1031 mm2 at these points are 1/3)RQ and (3/7)RQ ~calcu-
lated for one YBCO layer!. Although these results suppo
the hypothesis of qualitative similarity of the resistive pro
erties of PbTe/PbS and HTSC multilayers, its confirmat
would, of course, require special precision studies of th
objects.

The observation of an ordered set of temperature crit
points and quantization of the surface resistance of
samples at these points in such radically different object
island metal films, layered structures of lead chalcogeni
~and, apparently, HTSC’s! points to the fundamental chara
ter of these phenomena, the reason for which is still
known. All these structures are characterized by the prese
of regions of electron localization—islands and dislocat
grids, or CuO2 planes in HTSC’s. As was shown in Refs.
and 4, for tunnel contacts and island metallic films, t
current–voltage characteristics have critical points in
form of current ~or voltage! jumps for voltages on the
samples that are multiples ofV0516.25 mV, and the tem
peratureT05(1/36)eV0 ~in energy units!. The value ofT0

calculated from this equality, 5.238 K, gives a set ofTcr
lti-
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values in good agreement with the experimental data. N
that it is necessary to calculateT0 out to three places beyon
the decimal point since the calculated and experimental
ues of the temperature critical points can differ by tens ofT0

even for a relatively small error (;0.001 K! in the calculated
value ofT0.

The potential differenceV0 can be represented in th
form4 V05e/R0, where the lengthR0588.607 nm turns out
to be a bit smaller~by 2.8%! than the inverse Rydberg con
stantR`

21591.127 nm (R`5me4/4p\3c). Using the length
R0, it is possible formally to define a unit of the magnet
field H05f0 /pR0

2, wheref05ch/2e is the magnetic flux
quantum (H05838.37 Oe!. It turns out that the magnetic
field dependence of the pinning force of PbTe/PbS supe
tices on KCl and YBa2Cu3O72d films, and also of the resis
tance of a Bi/Sb~111! superlattice on mica11 exhibit
oscillations with extrema which argue in favor ofHcr

5(p/q)H0. The closeness ofR0 andR`
21 is hardly random.

This circumstance may show the way to an explanation
the described phenomena.

* !E-mail: fedor@kpi.kharkov.ua
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Issled.~Teor. Éksp.!, No. 4~12!, 88 ~1990!.

3O. A. Mironov, V. V. Zorchenko, A. Yu. Sipatov, A. I. Fedorenko, O. N
Nashchekina, and S. V. Chistyakov, Defect Diffus. Forum103–105, 473
~1993!.

4V. V. Zorchenko, V. P. Sapelkin, and A. A. Udovenko, Fiz. Tverd. Te
~Leningrad! 30, 2349~1988! @Sov. Phys. Solid State30, 1354~1988!#.

5O. A. Mironov, B. A. Savitski�, A. Yu. Sipatov, A. I. Fedorenko, A. N.
Chirkin, and L. P. Shpakovskaya, JETP Lett.48, 106 ~1988!; N. L.
Bobrov, L. F. Rybal’chenko, V. V. Fisun, I. K. Yanson, O. A. Mironov, S
V. Chistyakov, V. V. Zorchenko, A. Yu. Sipatov Fiz. Niz. Temp.16, 1531
~1990! @Sov. J. Low Temp. Phys.16, 862 ~1990!#.

6Systems of Temperature Critical Points in Solids@in Russian#, edited by
Yu. N. Venevtsev and V. I. Muromtsev~Nauka, Moscow, 1986!.

7M. Ribault and J. Joffrin, Solid State Commun.69, 1031~1989!.
8L. I. Buravov, L. Ya. Vinnikov, G. A. Emel’chenko, P. A. Kononovich
V. N. Laukhin, Yu. A. Osip’yan, and I. F. Shchegolev, JETP Lett.47, 60
~1988!.

9S. Martin, A. T. Fiory, R. M. Fleming, L. F. Schneemeyer, and J.
Waszczak, Phys. Rev. Lett.60, 2194~1988!.

10Y. Matsuda, S. Komiyama, T. Terashima, K. Shimura, and Y. Ban
Phys. Rev. Lett.69, 3228~1992!.

11B. A. Aminov, S. Sh. Akhmedov, Do Tkhi Sham, V. V. Kondratenk
Ya. G. Ponomarev, A. B. Tennakun, and A. I. Fedorenko, Fiz. Niz. Tem
16, 939 ~1990! @Sov. J. Low Temp. Phys.16, 548 ~1990!#.

Translated by Paul F. Schippnick



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 9 SEPTEMBER 1999
Transport and heating of electrons in semiconductors with a one-dimensional
superlattice
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On the basis of the Boltzmann equation with a new model collision integral that takes into
account the redistribution of energy and momentum of all degrees of freedom of the electron, we
have constructed and investigated a three-dimensional model of electron transport in one-
dimensional semiconductor superlattices~SL’s!. The current–voltage curves~CVC!, mean
energies, and effective temperatures of the electrons have been found for vertical and
longitudinal transport. In contrast to one-dimensional models, the approach developed here
allows one to take into account and describe not only longitudinal electron heating, but also
electron heating transverse to the current. For vertical transport, transverse heating
substantially alters the position, magnitude, and width of the current maximum. For longitudinal
transport, electron heating that is non-quadratic in the field arises along the superlattice
axis even in the approximation of a linear current–voltage characteristic. The possibility of
describing electron transport in a superlattice using a mixed Fermi distribution with an isotropic
temperature is analyzed. ©1999 American Institute of Physics.@S1063-7834~99!03509-1#
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The unique electrical properties of semiconducti
superlattices ~SL’s! ~negative differential conductivity
~NDC!,1–3 absolute negative conductivity,4,5 induced5 and
self-induced4 transparency, etc.! are due to peculiarities in
the dynamics of the electrons in narrow minibands~Bloch
oscillations!, and interminiband transitions and relaxatio
processes leading to heating of the electron gas. While
dynamics of an electron in the minibands both in a cons
and in a harmonic electric field have been studied in su
cient detail, the relaxation processes of the electrons
their role in the properties of the superlattices have not b
sufficiently examined. Ignoring them completely sometim
leads even to qualitatively invalid results. It was for th
reason in particular that Holthaus6 erroneously asserted tha
the effect of self-induced transparency is absent in a n
dissipative superlattice. Even very weak collisions qual
tively alter the spectrum of the plasmon vibrations,7 the soli-
ton dynamics,8 etc.

The important role even of weak collisions in superl
tices is tied to the possibility of the appearance of cohere
of nonlinear Bloch oscillations both in a constant and in
alternating electric field, described by the collisionless d
namics of one electron. Collisions during a timeDt>t (t is
the characteristic relaxation time of the electron distributio!
destroys this coherence, and the corresponding coherenc
fects ~e.g., oscillations of the current with the Bloch fre
quency! disappear. The effect of self-induced transparen
contains within itself the effect of self-action and harmon
generation. It is well known3 that completely ignoring colli-
sions in a treatment of the self-action effect even in semic
ductors with small nonparabolicity leads to a result that d
fers by a factor of three from the correct result obtained
the limit vt→` (v is the frequency of the field!. Math-
1551063-7834/99/41(9)/9/$15.00
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ematically, this means that the limitvt→` must be taken
not at the beginning but at the end of the calculations si
uncertainties arise in the intermediate equations reflecting
dependence of the result on the initial conditions and
time the field is switched on, i.e., on its initial phase.

Studies of the electrical properties of superlattices u
ally utilize the classical Boltzmann equation with one rela
ation timet in the collision integral~the so-calledt approxi-
mation!. In this approximation, motion of the electrons alon
the superlattice axis and transverse to it~in the absence of a
transverse magnetic field! are independent. Therefore, for e
ample, in an electric field parallel to the superlattice a
~vertical transport! it gives zero transverse heating of th
electron gas. Some merely quantitative refinement of tht
approximation is afforded by using a Boltzmann equat
with two relaxation times, for the symmetric and antisym
metric parts of the one-dimensional distribution function9 or
the corresponding equations for the drift velocity and t
mean longitudinal energy of the electron.4 All of these are
variants of the one-dimensional Cp model in which the c
lisions do not redistribute between the degrees of freedom
the electron the energy and momentum transferred to it
the electric field. However, real collisions alter and mix t
states of the electron in all three dimensions. Therefore
energy and momentum get redistributed among the deg
of freedom of the electron. This, in particular, leads to he
ing of the electron gas not only in the direction of the elect
current, but also transverse to it, which, of course, is reflec
in the current–voltage characteristics of the superlattice.

It was with the aim of moving beyond the framework
one-dimensional models that Leiet al.10,11 developed a
model of balance equations based on a momentum-sh
three-dimensional Fermi electron distribution function w
5 © 1999 American Institute of Physics
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an isotropic effective temperatureTe . This method is also
unsatisfactory for describing transport and relaxation p
cesses in superlattices. In particular, it gives continu
growth of Te with growth of the electric fieldE, i.e., a
greatly overestimated transverse heating, which contrad
the results of Monte Carlo calculations12 and simple physica
arguments. This is a direct consequence of incorrect su
tution of the shifted Fermi distribution for the true electro
distribution. Indeed, ifTe→const asE→` ~or more accu-
rately, if the mean energy of the electron remains finite wh
the distribution function tends to some limiting functio
which in fact is the case in a superlattice with narrow mi
bands for vertical transport due to fast Bloch oscillations a
the random nature of the collisions!, then the rate of transfe
to the lattice of the energy delivered to the electrons by
field jE→const (j is the current density!. Consequently,j
→0 asE→`. For a shifted Fermi distribution function with
isotropic temperature this is possible only in the limitTe

→` ~we exclude an unreal shift to the boundary of the mi
band!. In this case the variantj→const, Te→` as E→`
also exists. The assertion that electron–electron collisi
undergird the validity of the shifted Fermi distribution in
superlattice is erroneous.10 It is well known that, in crystals
having narrow Brillouin bands and/or in the presence o
significant fraction of open isoenergy surfaces in them, a
the case in a superlattice, electron–electron collisions
accompanied, as a rule, by Peierls distortions. Such c
sions lead to relaxation of the average momentum and
velocity of the electrons~additional resistance of the sampl!
and, consequently, to the establishment of an ‘‘isotrop
~not momentum-shifted!! distribution function. This result is
well known in the theory of metals with open Ferm
surfaces.13 With the aim of providing a solid basis for th
results of Refs. 10 and 11, Lei in Refs. 14 analyzed the r
of Peierls distortions in electron collisions with impuritie
and phonons. However, as his electron distribution functi
he took the shifted Fermi function with isotropic temperatu
as in his previous work. Therefore, the refinements of R
14 are only quantitative and the erroneous character of
description of heating remains as before.

Such a state of the theory hinders an interpretation
understanding of the experimental results on superlatti
For example, use of the one-dimensional model with t
relaxation times—of the velocity (np

21) and the energy
(n«

21)—in the processing of the experimental curren
voltage characteristics~CVC’s! in the casenp /n«510 gives
a value forn« that is four times too high.

The present work examines the CVC’s and heating
the electrons in a semiconductor having a one-dimensio
superlattice with all three degrees of freedom of the elect
taken into account on the basis of the Boltzmann equa
with the three-dimensional model collision integral propos
in Ref. 15. This integral allows for redistribution of the e
ergy and momentum transferred from the field between
degrees of freedom of the electron and therefore descr
both longitudinal and transverse~relative to the current!
heating of the electron gas.
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1. MAIN RELATIONS

We begin with the following three-stage physical pictu
of relaxation processes in the electron gas of a superlat
In the first stage, after receiving additional energy and m
mentum from the electric field, the electrons, acted on
quasi-elastic collisions ~scattering on impurities and
phonons, elastic interelectron collisions, especially w
Peierls distortions!, distribute uniformly over the correspond
ing isoenergy surfaces. In the process, the directed mom
tum and drift velocity of the electron gas are lost, but t
energy of each electron is conserved. Next~or simulta-
neously!, via normal inelastic interelectron collisions and v
inelastic interelectron collisions with Peierls distortions, t
energy redistributes among the electrons and further re
ation of their total momentum takes place. As a result,
electron distribution function relaxes to the unshifted Fer
distribution with effective temperatureTe . Finally, in the
third stage, via inelastic collisions~mainly with optical
phonons! the electrons transfer energy to the lattice and th
distribution relaxes to the equilibrium distribution, i.e., th
Fermi function with the lattice temperature. According to t
above-said, the Boltzmann equation with the model collis
integral has the form

] f ~k,t !

]t
1

eE

\

] f ~k,t !

]k
52S ] f

]t D
col

, ~1!

S ] f

]t D
col

5
f ~k,t !2 f s~«,t !

t1~k!
1

f ~k,t !2 f 0~«,Te!

tee~k!

1
f ~k,t !2 f 0~«,T0!

t«~k!
, ~2!

f s~«,t !5E
S«

f ~k,t !
dS

u¹k«uY E
S«

dS

u¹k«u
, ~3!

^«&5^«&s5^«&e , ~4!

wherek and« are the wave vector and energy of the ele
tron, t is time, f (k,t), f s(«,t), f 0(«,Te), and f 0(«,T0) are
the field-perturbed Fermi electron distribution function, t
Fermi electron distribution function averaged over the eq
potential surfacesS« , and the equilibrium Fermi electron
distribution function with effective temperatureTe and lat-
tice temperatureT0 , respectively;̂ &, ^&s , ^&e , and ^&0 de-
note the mean values over these distribution functions,t1(k)
is the characteristic setup time of the uniform electron dis
bution on the isoenergy surfaces under the action of ela
collisions, tee(k) is the inverse frequency of inelasti
electron–electron collisions,t«(k) is the relaxation time of
the electron energy,e is the electron charge,E is the electric
field, and\ is Planck’s constant. The temperatureTe is de-
termined by condition~4!, the equality of the mean energie
of the electron weighted by the distributionsf (k,t) and
f 0(«,Te).

The collision integral~2! has two fundamental proper
ties: the first and second terms describe redistribution of
ergy and momentum among the degrees of freedom of
electron, which is absent in one-dimensional models; a
because of the above-noted important role of Peierls dis
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tions, the Fermi distribution function standing in th
electron–electron collision integral, in contrast to Refs.
and 11, is not the momentum-shifted distribution functi
but the ordinary distribution function. It is important to no
that f s(«,t) is the ‘‘isotropic,’’ and not the symmetric part o
the distribution function f (k,t), i.e., f s(«,t)Þ@ f (k,t)
1 f (2k,t)#/2. Such an identification implies the absen
during the collisions of redistribution of the energy and m
mentum of the electron among its degrees of freedom
corresponds to the one-dimensional model of a sup
lattice.4,9

To investigate the electrical characteristics of a super
tice, instead of the kinetic equation it is sometimes con
nient to use the balance equations—the equations for
current~or mean velocity! and the mean energy of the ele
tron. We find these equations in the standard way from
kinetic equation~1!.

The dispersion law of the electrons of a superlattice
the tight-binding approximation has the form

«~k3 ,k'!5 (
a51

3

«a~ka!

5
D

2
@12cos~k3d!#1

\2k'
2

2m
, k'~k1 ,k2!, ~5!

whered is the period of the superlattice,\k3 and\k' are the
components of the quasimomentum of the electron along
transverse to the superlattice axis, respectively,D is the
width of the miniband, thex3 axis is directed along the su
perlattice axis, thex1 and x2 axes are directed along th
layers, andm is the effective transverse mass of the electr
For simplicity, we taket1 , tee, andt« to be independent o
the momentum of the electron. In this case, Eqs.~1!–~4!
yield the following equations for the current and mean en
gies of the electron:

d ja
dt

2ne2^ma
21~«!&Ea52

j a

tp
, a51, 2, 3, ~6!

d

dt
^«a&2

1

n
Ea j a52

^«a&2^«a&s

t1
2

^«a&2^«a&e

tee

2
^«a&2^«a&0

t«
, ~7!

(
a51

3

^«&s5^«&5^«&e , ~8!

d

dt
^«&2

1

n
~E j !52

^«&2^«&0

t«
, ~9!

where

^m3
21&5S D

2
2^«3& D d2

\2
, ~10!

m15m25m, n is the electron concentration,tp
215t1

21

1tee
211t«

21 is the inverse relaxation time of the velocit
The linear dependence of^m3

21& ~10! on the mean longitu-
dinal energy is a specific property of the dispersion law~5!
0

-
d
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t-
-
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e

n

nd
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and substantially simplifies solution of the problem. Equ
tion ~9! is an obvious consequence of Eqs.~7! and is pre-
sented for convenience.

It can be shown that, for the dispersion law~5!, the lon-
gitudinal electron energy, averaged over the isoenergy
face, is given by

«̄3
s~«!5

D

2
2

A«~D2«!

arccos~122«/D!
u~D2«!

5H «/3, «!D

D/2, «.D.
~11!

Hence it follows that it is always true for anyf s that ^«3&s

,D/2. This inequality, of course, is also valid for equilib
rium distributions.

In contrast to integrodifferential equations~1!–~4!, sys-
tem of equations~6!–~10! is not closed. To close it, it is
necessary either to write out an equation for the higher m
ments of the distribution function or prescribe the form
the ‘‘isotropic’’ distribution f s(«,T). Let the electron con-
centration be such as to fulfill the following condition:

tee!t« . ~12!

In this case, the interelectron collisions almost complet
form the electron energy distribution. Therefore, noting th
by definition f s(«,t) is the ‘‘isotropic’’ part of f (k,t), we
have

f s~«,t !. f 0~«,Te!. ~13!

For simplicity, we will use equality~13! for an arbitrary
relation between the relaxation times. In this way, we un
the elastic and inelastic electron–electron collisions. This
proximation, although not always valid, does not suffer fro
the fundamental drawback of the momentum-shifted Fe
distribution. In this approximation, for Maxwellian statistic

^«'&s5^«'&e5kTe ,

^«3&s5^«3&e5
D

2 F12
I 1~D/2Te!

I 0~D/2Te!
G , ~14!

where I n(x) is the Bessel function of imaginary argumen
Now the system of equations~6!–~10!, ~14! is closed and
also defines the effective temperatureTe . We may note that,
in some situations~see below!, quasi-elastic collisions and
interelectron collisions with Peierls distortions are combin
into one mechanism without the use of relation~13!.

For a more accurate treatment of transport in a supe
tice the relaxation timetp should be taken to be a tensor, an
instead oft« it is incumbent to introduce different relaxatio
times for each degree of freedom of the electron. Such
approach can be realized, but it is not advised because o
large number of parameters and the absence of detailed
ies of the scattering mechanisms in a superlattice.

2. VERTICAL TRANSPORT

Let only one longitudinal field exist in the superlattic
E35E, E'50. In this case, according to Eqs.~6!–~10!, ~14!,
the current and mean energies and effective temperatur
the electrons are given by
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j

j 0
5

E/E*
11~E/E* !2 F11

d^«'&
D/22^«3&0

G , ~15!

d^«'&[^«'&2^«'&05S 12
n«

np
D dT, ~16!

^«3&5
D

2
2

D/21^«'&2^«&0

11~E/E* !2
, ~17!

@11~E/E* !2#
I 1~xe!

I 0~xe!
2

I 1~x0!

I 0~x0!
5F11

n«

«p
S E

E*
D 2G 2dT

D
, ~18!

wherej 05s0E* ;An« /np, E* 5An«np\/ed is the effective
field characterizing the nonlinearity of the CVC of the sup
lattice,

s05
ne2d2tp

\2 S D

2
2^«3&0D ~19!

is the linear conductivity of the superlattice,dT[Te2T0 ,
n«,p5t«,p

21 , andx0,e5D/2T0,e .
In the absence of transverse heating~the one-

dimensional model! d^«'&50 and the dimensionless curre
j / j 0 is a universal function of the dimensionless fieldE/E*
@the factor in front of the brackets in Eq.~15!# does not
depend onn« /np or the form of the equilibrium distribution
function. The second term inside the brackets in Eq.~15! is
the correction to the result of the one-dimensional mode1,4

due to transverse heating of the electron gas. As nume
calculations show~see below!, this correction can be large
and even exceed the ‘‘main’’ quantity. It leads to significa
smoothing, growth, and shift ofj max toward larger fields in
the CVC of the superlattice. At larger values of the ra
np /n« the transverse heating is large and can lead to
disappearance of the negative differential conductivity of
superlattice. In the limitnp /n«→`, it follows from Eqs.
~15!–~18! that

j

j 0
.

E/E*
11~E/E* !2 F11

1

A2~122^«3&0 /D!

3A 11~E/E* !2

11~n« /np!~E/E* !2G . ~20!

It is easy to show that for arbitrary fields

^«'&,Te , ^«3&,D/2, dT,
D

2A2
Anp

n«
. ~21!

For E→` andnp@n« , Eq. ~18! yields

Te.
1

2
~T01AT0

21D2np/2n«!, ^«3&5
D

2
, ~22!

i.e., for np /n«,10 transverse heating cannot exceed
width of the minibandD, which differs from the results o
Refs. 10, 11, and 14 which indicate unbounded growth ofTe

with growth of the field. If we introduce a longitudinal (Ti)
and a transverse (T') electron temperature via the corr
sponding Fermi distributions, then we always ha
Ti.T' , and in strong fieldsTi@T' , i.e., heating become
-

al

t

e
e

e

substantially anisotropic. Transport in a superlattice can
described by a shifted Fermi distribution if desired, but w
anisotropic temperature~see below!.

The dependencesj (E) andTe(E) are plotted in Figs. 1
and 2 for several values ofnp /n« and 2T0 /D. In the chosen
variables, curves3, 38 correspond to the one-dimension
model of a superlattice for arbitraryn« /np , which does not
take transverse heating of the electron gas into account.
difference ~significant! between them and curves1, 2 and
18, 28 is due entirely to transverse heating of the electro
Figure 3 plots the changes in the position and magnitude
j max versusnp /n« due to transverse heating of the electro
~due to the difference between the expression in bracket
expression~15! and unity!. These changes are significant a
must be taken into account in the processing of the exp
mental results. As was already pointed out above, ignor
them can lead to a substantial error in the relaxation time

FIG. 1. Current–voltage characteristics of superlattices with different va
of T0 andnp /n« . 2T0 /D51 — solid lines, 2T0 /D50.1 — dashed lines.
np /n« : 1, 18 — 10; 2, 28 — 3; 3, 38 — 1.

FIG. 2. Dependence of heating of the electron gas in a superlattice on
electric field. Notation the same as in Fig. 1.
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the electrons when determining them from the experime
CVC’s. For example, the ratio of the energy relaxation tim
obtained from the experimental CVC’s using the formulas
the three-dimensional and one-dimensional modelst«

(3)/t«
(1)

5(Em /E* )2. In real situations this quantity~see Figs. 1 and
3! can reach as high as 10. Figure 4 plots the mean ene
^«3& and ^«'& as functions of the field. Figure 5 plots th
electron temperatureTe for maximum current. Note that fo
4T0 /D,1 the position and value ofj max ~in dimensionless
units! andTe( j max) tend toward constant values with grow
of np /n« . For 4T0 /D.1 these quantities~except for the
current! tend to `. In both cases the dimensioned curre
j max→0.

We give here the solution of Eq.~1! for the distribution
function in a static field

f ~k!5
2p\2nd

m (
m52`

` F n«I mS D

2T0
D

T0I 0S D

2T0
D expS 2

\2k'
2

2mT0
D

1

~np2n«!I mS D

2Te
D

TeI 0S D

2Te
D expS 2

\2k'
2

2mTe
D G

3
np cos~mk3d!1mV sin~mk3d!

np
21~mV!2

, ~23!

FIG. 3. Dependence of the positionEm /E* ~dashed lines! and current maxi-
mum 2j max/j0 ~solid lines! in a superlattice onnp /n« for different values of
2T0 /D. 2T0 /D: 1, 18 — 0.1; 2, 28 — 1; 3, 38 — 3.
al
s
f

ies

t

^k3&5
2V

d (
m51

` F n«

I mS D

2T0
D

I 0S D

2T0
D 1~np2n«!

I mS D

2Te
D

I 0S D

2Te
D G

3
~21!m11

np
21~mV!2

, V5eEd/\. ~24!

For simplicity, settingf 0(k3)5nd(k3) andtp5t«5t in
expression~23! we obtain

FIG. 4. Mean energies of the electron:^«3&/D — upper, andd^«'&/D —
lower group of curves as functions of the field for different values ofnp /n« ,
2T0 /D50.1 ~a!, 2T0 /D51 ~b!. Numbering of the curves is the same as
Fig. 1.
f ~k3!5
2p\n

eEt
expS 2

\k3

eEt D H F12expS 2
2p\

eEdt D G21

, k.0

FexpS 2p\

eEdt D21G21

, k,0

2p/d<k3,p/d. ~25!
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Function~25! is far from similar to the shifted Maxwellian
for any field. Its maxima are always found atk350 andp/d.

Let us attempt to approximate function~23! by a Max-
wellian distribution with anisotropic temperature that h
been momentum-shifted by\k0

f ~k!5
2p\nd

mT'I 0~D/2T3!

3expH 2
\2k'

2

2mT'

1
D

2T3
cos@~k32k0!d#J , ~26!

whereT3,' are the effective temperatures characterizing m
tion of the electrons along the axis and along the layers
the superlattice, respectively. Function~26! contains three
parameters:k0 , T3 , and T' , which are determined by th
mean velocity~current!, the mean longitudinal energŷ«3&,
and the mean transverse energy of the electron^«'&

^v3&5vmS 12
2^«3&T3

D
D sin~k0d!

5vm

I 1~D/2T3!

I 0~D/2T3!
sin~k0d!, ~27!

^«3&5^«3&T3
cos~k0d!1«3~k0!

5
D

2 F12
I 1~D/2T3!

I 0~D/2T3!
cos~k0d!G , ~28!

^«'&5T' , vm5Dd/2\. ~29!

We can also find the mean quasimomentum of the elec
~due to the Peierls distortions it is a poor characteristic of
system!

k35
2

I 0~D/2T3!d (
n51

`
~21!n11 sin~nk0d!

n
I nS D

2T3
D .

~30!

FIG. 5. Dependence of the effective electron temperature at maximum
rent as a function ofnp /n« . Numbering of the curves is the same as in F
1.
-
f

n
e

In contrast to the parabolic dispersion law

k3Þk0 , v3~k0!Þ^v3&Þv3~k3!,

^«3&Þ^«3&T3
1«3~k0!. ~31!

Only in weak fields (k0d!1) and at low temperatures (D
@T) do we havek3.k0 . In general,k0 characterizes only
the position of the maximum of the distribution function.

Comparing relations~27!–~29! with relations ~13! and
~14!, we obtain relations determining the parametersk0 , T3 ,
andT' in terms of the field

tan~k0d!5Vtp , V5eEd/\, k0d,p/2, ~32!

T'5T01S 12
n«

np
D ~Te2T0!, ~33!

I 1S D

2T3
D

I 0S D

2T3
D 5F I 1S D

2T0
D

I 0S D

2T0
D 1S 12

n«

np
D 2~Te2T0!

D G
3

A11~Vtp!2

11V2tpt«

. ~34!

The temperatureTe is determined by Eq.~18!. For Fermi
statistics, it is necessary to make the substitution

I 1S D

2Ta
D

I 0S D

2Ta
D →12

2^«3&Ta

D
,

Ta→^«'&Ta
, a50,e,', 3. ~35!

in Eqs. ~33! and ~34!. It follows from Eqs.~32!–~35!, ~15!
that as E→` k0d→p/2, ^«3&→D/2, Te→const, T'

→const, andT3→`, which confirms the validity of the dis-
cussion of electron heating in the Introduction. Figure 6 pl
the temperature ratioT' /T3 as a function of the field for

r-
FIG. 6. Dependence of the ratio of electron temperaturesT' /T3 on the
field. Notation the same as in Fig. 1.



-
re
y
a

ce
y

eld

ion

i-

no
he
th

om-
ng

for
er-
ter-
he

ely
re

ing
ne-
it is
t in
nal

1561Phys. Solid State 41 (9), September 1999 Yu. A. Romanov and E. V. Demidov
2T0 /D50.1, 1 andnp /n«53, 10. In strong fields the tem
perature becomes substantially anisotropic, and for this
son transport in a superlattice cannot be described b
mixed Fermi distribution with isotropic temperature as w
done in Refs. 10, 11, and 14.

3. LONGITUDINAL TRANSPORT

Let there by only a transverse field in the superlatti
E25E, E15E350. In this case, the current, mean energ
and effective electron temperature are given, according
relations~6!–~10!, ~12!, by

j 5sE, s5
ne2

mnp
, ~36!

^«1&5^«1&01
1

2 S 12
n«

np
D dT, ~37!

^«2&5^«2&01
1

2 S 12
n«

np
D dT1

n«

np
d«, ~38!

^«3&5^«3&01S 12
n«

np
D ~d«2dT!, ~39!

2dT

D
1

I 1~D/2T0!

I 0~D/2T0!
2

I 1~D/2Te!

I 0~D/2Te!
5S E

E0
D 2

, ~40!

where

d«[^«&2^«&05
e2E2

mnpn«
5

D

2 S E

E0
D 2

~41!

is the variation of the total electron energy in an electric fi
E, andE05Amnpn«D/2e2 is the electric field in which the
mean energy of the electron increases byD/2. It is of the
same order as the effective fieldE* in the superlattice for
vertical transport and is obtained from it by the substitut
m3(k350)→m.

The linearity of the CVC’s of a superlattice in a long
tudinal field @see Eq.~36!# is a result of the approximation
tp5const. The roughness of this approximation does
prevent a qualitatively correct description of heating of t
electron gas in this case either or its redistribution over
degrees of freedom of the electron. If needed,n«,p can be
replaced by experimental dependencesn«,p(E) of the bulk
material.

Figure 7 plots the function

FS T0

D
,

E

E0
D[

d^«&2dT

D/22^«3&0
512

I 1S D

2Te
D I 0S D

2T0
D

I 1S D

2T0
D I 0S D

2Te
D , ~42!

which determinesTe and the mean electron energies

Te5T01
e2E2

mn«np
2S D

2
2^«3&0DF~T0 ,E!, ~43!

^«3&5^«3&01S 12
n«

np
D S D

2
2^«3&0DF~T0 ,E!. ~44!
a-
a

s

:
,
to

t

e

The mean energieŝ«1,2& are determined by Eqs.~37!, ~38!,
~42!–~44!. In the limit E→`

^«3&→
n«

np
^«3&01S 12

n«

np
D D

2
,

D

2
, ~45!

d^«1&
d^«2&

5
np2n«

np1n«
. ~46!

The plotted dependences show that, because of rand
ization of the direction of the momentum, significant heati
of the electron gas transverse to the current also arises
longitudinal transport, i.e., in the given case along the sup
lattice axis. This can be used to to achieve parametric in
action of waves with orthogonal polarizations and to find t
ratio n« /np .

Longitudinal transport can be described approximat
by a shifted Fermi distribution with anisotropic temperatu

T15Te2
n«

np
~Te2T0!, T25T11

e2E2

mnp
2

, ~47!

the temperatureT3 is determined by the equation

I 1~D/2T3!

I 0~D/2T3!
5

I 1~D/2T0!

I 0~D/2T0! F12S 12
n«

np
DF~T0 ,E!G ,

T3,T1 . ~48!

As E→`, T1,2→` andT3→const sincê «3&,D/2, i.e., the
situation is analogous to vertical transport.

4. ELECTRON TRANSPORT IN m-DIMENSIONAL
SUPERLATTICES

To elucidate the role of the effect of transverse heat
of an electron gas on the transport properties of o
dimensional superlattices in three-dimensional crystals,
instructive to carry out a comparative analysis of transpor
one-dimensional, two-dimensional, and three-dimensio
crystals with dispersion law

FIG. 7. Dependence of the functionF on the electric field. Numbering of the
curves as in Fig. 3.
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«~k!5
D

2 (
a51

m

@12cos~kad!#, ~49!

wherem is the dimensionality of the crystal. Such an ana
sis is important because it enables us to solve the prob
without having to approximate the functionf s(«,t) and
therewith have to estimate the accuracy of the approxi
tions we have made. The casem51 corresponds to the one
dimensional superlattice model, and the casem52—to the
two-dimensional superlattice model, investigated in detai
Ref. 15. The fundamental difference between relation~49!
and the dispersion law~5! for a one-dimensional superlattic
in a three-dimensional crystal is that the energies of the e
tron are bounded in all three dimensions. Therefore, in str
fields, for the dispersion law~49! we should expect weake
heating than for dispersion law~5!. In these cases, by virtu
of the symmetry of dispersion law~49! instead of Eqs.~3!,
~6!, and~7! we have

^«a&s5^«a&e5
1

m
^«&, ~50!

^mab
21&5S D

2
2^«a& D d2

\2
dab . ~51!

Thanks to relation~50! system of equations~6!–~10!, ~50!
becomes closed without any approximation of the funct
f s(«,T), and the effective temperatureTe can be found at the
end of the calculations from formulas~14! and ~28!. This is
important since it provides us with a way to estimate
accuracy of approximation~13!.

In a static fieldE for the current and the mean energi
we have

j a5s0

D/22^«a&
D/22^«a&0

Ea , ~52!

D/22^«a&0

D/22^«a&
5F11S Ea

E0
D 2G

3F11
1

m S t«

tp
21D(

i 51

m
~Ei /E0!2

11~Ei /E0!2G ,

~53!

whereE05\/edtp and the linear conductivitys0 , as before,
is defined by relation~19!.

If the electric field is directed along the crystallograph
axis x (Ex5E), then the current and relative heating of t
electrons are given by

j 5
s0E

11~E/E
*
(m)!2

, ~54!

d^« i&
d^«x&

5
t«2tp

t«1~m21!tp
, iÞx, ~55!

whereD
*
(m)5E0 /A11(t«/tp21)/m is the effective field of a

crystal of dimensionalitym at which the current is maxi
mum. The lattice temperature enters only intos0 in explicit
form. Because the energies of the electrons are bounde
-
m

a-

n

c-
g

n

e

in

all dimensions of the crystal in the same way, their tra
verse heating is always less than the longitudinal hea
although still significant. The relation

E
*
(m)

E
*
(1)

5Ftp

t«
1

1

m S 12
tp

t«
D G21/2

~56!

describes the variation of the position and magnitude ofj max

in the CVC of the crystal due to transverse heating of
electrons. These variations are quite large. For example
m53 andtp /t«510 transverse heating increases the eff
tive field ~in comparison with the one-dimensional model! by
a factor of 1.6. The maximum currentj max is increased by the
same factor, but its maximum becomes more washed
These results are found to be in qualitative agreement w
the results presented above for one-dimensional superlat
in three-dimensional crystals. This allows us to expect su
cient accuracy from approximation~13!.

If the field is directed along the diagonal of the superl
tice, then

j5
sE

11~np /n«m!~E/E0!2
. ~57!

This current state is unstable with respect to transve
perturbations.15

In a recently appearing paper,16 Wacker and Jauho pre
sented a comparative analysis of various methods of des
ing electron transport in superlattices. Unfortunately, t
analysis assumes that the electron temperature is indepen
of the field. Therefore, Ref. 16 does not provide an answe
the question considered in the present paper.

In summary, we may draw the following conclusions.
1! Transverse heating of an electron gas substanti

alters the current–voltage characteristics of a superlattic
2! The heating of electrons in a superlattice is significa

and anisotropic. Therefore, electron transport in them can
be described within the framework of one-dimensional mo
els ~even with two relaxation times!, in which transverse
heating is completely absent or by the usual shifted Fe
distribution, in which the heating is isotropic.

3! A momentum-shifted Fermi distribution with aniso
tropic effective temperature can be satisfactory and usefu
numerical calculations.
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Heating of two-dimensional excitons by nonequilibrium acoustic phonons
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The energy distribution functions of two-dimensional excitons in the presence of nonequilibrium
acoustic phonons have been calculated for the geometry used in heat-pulse experiments.
The results were obtained by solving numerically the kinetic equation for the case where the
exciton gas equilibrates with phonons during its lifetime. The cases of the low and high
exciton-gas density limits are considered. It is shown that at low exciton-gas densities the
distribution does not follow the Boltzmann function and depends on the quantum-well
width. A comparison with earlier experimental data is made. ©1999 American Institute of
Physics.@S1063-7834~99!03609-6#
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Experimental studies of the effect of nonequilibriu
acoustic phonons on exciton luminescence in semicondu
quantum wells~QW! have revealed clearly the distinctiv
features of the exciton-phonon interaction associated w
the lowering of the exciton-gas dimension.1 These experi-
ments probed the effect of heating a two-dimensional exc
gas ~2DExG! by nonequilibrium phonons in GaAs/AlGaA
QWs. The scheme of the experiment1 is presented in Fig. 1
A 20-nm thick constantan film measuring 1.531 mm2,
which served as a generator of nonequilibrium phononsh,
was deposited on the back side of a semi-insulating G
substrate. The film was heated by current pulses, which
sulted in injection into the sample of thermal phonon pul
with a characteristic temperatureTh'12 K. The phonons
propagated through the substrate toward the opposite sid
the sample and reached the QWs, where the 2DExG
created by a laser beam at a very short distance fromh. One
measured in the experiment the 2DExG effective tempe
ture Teff , and the method used to determine it depended
the QW widthd. In thick QWs (d.20 nm),Teff was derived
from the intensity ratio of the heavy-~HH! and light-hole
~LH! exciton luminescence lines. In the thin QW (d
52.5 nm), Teff was found from thermal quenching of th
exciton luminescence line. The main result obtained in
experiment1 is the strong dependence ofTeff on the QW
thickness and exciton-gas densitynex. The authors1 propose
a qualitative interpretation of the experimental observati
by analyzing the selection rules for exciton-phonon tran
tions.

In order to better understand the relations observed
the experiments of Ref. 1 and make quantitative estima
one has to perform a theoretical analysis of the exciton
tribution function f (E). Such an analysis should show ho
f (E) and, hence, 2DExG heating depend on the QW thi
ness, 2DExG density, and the spectrum of nonequilibri
phonons. An analysis off (E) is also of practical importance
for the use of semiconductor nanostructures as phonon s
trometers.

This paper reports a calculation off (E) for the experi-
mental geometry shown in Fig. 1. A theoretical method
1561063-7834/99/41(9)/5/$15.00
or

th

n

s
e-
s

of
as

a-
n

e

s
i-

in
s,
s-

-

ec-

r

such calculations has been recently developed by Gol2

The phonons in heaterh are assumed to have a Plancki
distribution with temperatureTh . Low-frequency phonons
with v<v0 reach 2DExG ballistically, whereas high
frequency ones withv.v0 undergo strong elastic scatterin
in the substrate and practically do not reach 2DExG. T
frequency cutoffv0 depends on the material of the substra
and its thickness. For GaAs substrates;1 mm thick,\v0 is
a few meV.3 The existence of a cutoffv0 makes the phonon
spectrumNq, j ~hereq is the phonon wave vector,j 5LA, TA
is the phonon polarization! in the 2DExG region nonequilib-
rium, which becomes particularly noticeable forkBTh

.\v0 . The anisotropy of the phonon distribution in th
2DExG region also contributes to the nonequilibrium natu
of the phonon spectrum. Indeed, because of the phonon
erator being of a finite size,Nq in the 2DExG region is a
function of the angleq. The ballistic phonons propagatin
from h can have fairly largeNq only for q,qmax ~see Fig.
1!. For q.qmax, Nq may be considered Planckian withT
5T0 , whereT0 is the lattice temperature in the absence
nonequilibrium phonons. We are going to show that the
isotropy of Nq in the 2DExG region is essential for thic
QWs, whereas the existence of the cutoffv0 affects strongly
f (E) in thin QWs.

The paper presents a theoretical analysis for Ga
AlGaAs QWs, where one may assume the excitons to eq
brate during their lifetimet0;1029 s with nonequilibrium
phonons.4 This is a valid assumption, because the me
exciton-phonon energy relaxation time for 2DExG in GaA
AlGaAs QWstph;10211210210s,5,6 and, hence,t0@tph.

Exciton-exciton and exciton-electron collisions shou
obviously affectf (E) at high 2DExG densities. In the limi
of high nex, where the collisional timetcol!tph, f (E) may
be considered a Boltzmann-type function with a temperat
Teff . This work presents also aTeff calculation.

The paper is organized as follows. Section 1 prese
matrix elements for the exciton-phonon deformation inter
tion and kinetic equations for low and high 2DExG densitie
and Section 2 discusses the results of a numerical simula
4 © 1999 American Institute of Physics
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and compares them with experimental data,1 to conclude
with a short summing up.

1. THEORY

For t0@tex2ph, one may assume the 2DExG to be
equilibrium with nonequilibrium phonons, and neglect t
creation and radiative recombination of excitons. In the c
of low excitation densities one may also disregard
exciton-exciton interaction processes. In this case the kin
equation for the exciton energy distributionf (Ek) can be
written

(
k8

@Wk8→k f ~Ek8!2Wk→k8f ~Ek!#50. ~1!

Herek is the exciton wave vector in the QW plane, andEk is
the exciton kinetic energy (Ek5\2k2/2m, and m is the in-
plane exciton mass!; the probabilityWk→k8 for the k→k8
transition has the form

Wk→k85
2p

\ (
q, j

uM k→k8
q, j u2S Nq, j1

161

2 D
3d~Ek82Ek6\v~q, j !!, ~2!

whereM k→k8
k, j is the matrix element of thek→k8 transition

involving emission~1! or absorption~–! of an acoustic pho-
non with polarizationj 5LA, TA, wave vectorq, and fre-
quencyv(q, j )5sjq (sj is the sound velocity!.

The wave function of an exciton in a state with wa
vectork can be written

Ck
ex~re ,rh!5eikRiF~r!we~ze!wh~zh!. ~3!

Herere andrh are the position vectors of the electron and t
hole,R is the position vector of the exciton center of massz
is the direction normal to the well plane, thei index specifies
an in-plane direction,we(h)(z) is the quantum confinemen
function of the first-level electron~hole!, F(r) is the func-
tion of relative motion of the electron and the hole, andr
5ure2rhu. In the first variational approximation

F~r!5A 2

pa0
2

e2r/a0, ~4!

wherea0 is the in-plane effective radius.7

FIG. 1. Scheme of experiments with nonequilibrium phonons.
e
e
tic

This work considers interaction of an exciton with a
acoustic phonon only through the deformation potential a
does not include the piezoacoustic mechanism. In this c
the Hamiltonian for the generation~annihilation! of one
acoustic phonon of modej with a wave vectorq has the form

Hex2ph5He2ph1Hh2ph

5A \

2r0Vsjq
iq~Je~q, j !e7 iqre1Jh~q, j !e7 iqrh!.

~5!

Here Je and Jh are the electron and hole deformation p
tentials,r0 is the density of the material, andV is the total
volume of the system. It is known thatJe50 for TA
phonons and is isotropic for LA phonons, and that the def
mation potential for holes is anisotropic and depends on
angle between the wave vectorq and the normal to the wel
plane. The expression for the hole deformation potential
be written2,8

Jh~q!5H a1
b

2
2

3

2
bS qz

q D 2

for LA,

2
3

2
bS qzqi

q2 D for TA,

~6!

where qz5q cosq, qi5q sinq, q is the angle betweenq
and thez axis, anda and b are the deformation-potentia
constants.

Having calculated the matrix elements

M k→k8
q, j

5^CkuHex2phuCk8&

and inserted the result in Eq.~2!, one obtains an expressio
for the transition probabilities

Wk→k85
G2~q, j !

\r0S0sj
2 S Nq, j1

161

2 D q2

qz
Q~q2qi!, ~7!

whereS0 is the sample area; as follows from the energy a
momentum conservation laws for the exciton-phonon int
action,q5(\/2msj )uk22k82u; m is the exciton mass in the
well plane,qi5k2k8, andQ(x) is the Heaviside step func
tion

Q~x!5H 1, x.0,

0, x,0.

For the effective exciton deformation-potential constant
have

G~q, j !5
Je~ j !Ze~qz!

F11S mh

2m
qia0D 2G3/21

Jh~q, j !Zh~qz!

F11S me

2m
qia0D 2G3/2,

~8!

whereZe,h(qz) are the overlap integrals for the electrons a
holes

Ze,h~qz!5E
2`

1`

dzwe,h
2 ~z!eiqzz, ~9!
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andme andmh are the electron and hole effective masses
the infinite-barrier approximation

Ze~qz!5Zh~qh!5
sin~qzd/2!

~qzd/2!@12~qzd/2p!2#
, ~10!

whered is the QW thickness. TheZe,h(qz) function is unity
for qz50 and decreases rapidly forqz.p/d. We shall con-
sider in what follows the barriers infinitely high and use E
~10! for numerical calculations.

Consider now the case of high excitation densities. N
we can no longer neglect the exciton-exciton interaction p
cesses, and the kinetic equation forf (Ek) cannot be written
in the form ~1!. However in the limit of high 2DExG densi
ties, where the probability of exciton-exciton collisions is f
in excess of that of the exciton-phonon relaxation (tcol

!tph), we can considerf (Ek) a Boltzmann-type function
with effective temperatureTeff

f ~Ek!5expF2
Ek

kBTeff
G . ~11!

Then the equation forf (Ek) can be recast in the form

(
k,q, j

f ~Ek!\sjq Wk→k8
1

5 (
k,q, j

f ~Ek!\sjq Wk→k8
2 . ~12!

This expression is the condition of equality of the powe
absorbed~the left-hand part! and emitted~right-hand part! by
2DExG in interaction with nonequilibrium phonons. The s
lution of this equation reduces actually to finding t
exciton-gas effective temperatureTeff . The expressions fo
the probabilitiesWk→k8

6 in Eq. ~12! are found in the way this
was done in the case of low 2DExG densities@see Eq.~7!#.

The parameters used in the numerical calculations of
exciton energy distribution and effective temperatureTeff are
as follows: me50.067m0 , mh50.15m0 (m0 is the free-
electron mass!, a05100 Å, Je527.3, a526.7, b522
eV, sLA553105 cm/s, andsTA533105 cm/s.

We carried out the calculations separately for the
and LA phonon polarizations, prescribing a nonequilibriu
phonon spectrumNq, j in accordance with the heat-pulse e
periment scheme chosen~see Fig. 1! and taking into accoun
also the phonon flux reflected specularly from the QW s
face. Then

Nq, j5H expF \sjq

kBT~q!G21J 21

, ~13!

where T(q)5Th for np2qmax,q,np1qmax (n50, 1)
andT(q)5T0 for all other values ofq (T0 is the thermostat
temperature!.

We took also into account the high-energy cutoff\v0 in
the Nq, j phonon spectrum by setting in Eq.~13!

T~q!5H Th , v,v0 ,

T0 , v.v0 .
~14!

The calculations were performed forTh512 K, T054.5 K,
and qmax545°, which is close to the actual experimen
parameters.1
n

.

-

s

-

e

-

l

2. DISCUSSION OF THE RESULTS AND COMPARISON WITH
EXPERIMENT

We shall first present and discuss the results obtained
low nex , where f (E) calculated numerically using Eq.~1!
can differ substantially from an equilibrium Boltzmann fun
tion. Figure 2 displaysf (E) functions for QWs of different
thickness. Shown in Fig. 2a aref (E) curves which were
calculated taking into account only the angular depende
of Nq and disregarding the cutoffv0 in the phonon energy
spectrum (\v0@kBTh). From an experimental viewpoint
this corresponds to the case where phonons of all frequen
propagate fromh to 2DExG ballistically, i.e., without scat
tering. The calculations show thatf (E) cannot be described
by an equilibrium distribution. One readily sees that, asd
decreases,f (E) approaches ever closer the Boltzmann fun
tion, to become practically indistinguishable from an equil
rium distribution function with a temperatureTh for d
52.5 nm. This behavior is due to the angular dependenc
the matrix element~7! of exciton-phonon interaction. The
conditionqi,2k is satisfied in the 2DExG plane if one take
into account the energy and momentum conservation law
constraint onqz is imposed by the overlap integral~10! in the
direction perpendicular to the 2DExG plane, and it can
shown that 2DExG interacts primarily withqz<p/d

FIG. 2. The energy distribution of excitons interacting with LA phono
calculated for QWs of different thicknesses:~a! neglecting the high-energy
cutoff, d ~Å!: 1—25, 2—100, 3—200, 4—300; ~b! taking into account a
high-energy cutoff\v052 meV; d(Å): 1—25, 2—100,3—300.
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phonons. For thin QWs, 2k!p/d, and the matrix element o
interaction, similarly to the electron-phonon deformation
teraction, is strongly anisotropic.9,10 As a result, f (E) is
dominated by the absorption and emission of phonons c
in directionq to the normal to the 2DExG plane, so that
the geometry under study~Fig. 1! 2DExG will not practically
feel the absence of phonons fromh with q.qmax. Hence in
thin QWs one should expect the same heating of the 2DE
as if the latter was located directly ath, and, hence,f (E) is
close to the equilibrium function withT5th , the result con-
firmed by the numerical calculations. For thick QWs, 2k
;p/d, and the transition probability~7! has a smoother an
gular dependence~at least for LA phonons! than that for thin
QWs. This means that 2DExG interacts practically in t
same way with phonons propagating at different~arbitrary!
angles~with the exception ofq50). The transitions involv-
ing phonon absorption are significant only for2qmax<q
<qmax andp2qmax<q<p1qmax @see Eq.~13!#, whereas
the emission of phonons occurs within a broaderq range.
Hence 2DExG cannot be heated in thick QWs to tempe
tures close toTh .

Figure 2b presents the results of the calculations m
taking into account the high-energy cutoff\v052 meV in
the Nq phonon spectrum in the 2DExG region. For thi
QWs, taking the cutoff into account does not affectf (E)
~compare curve4 in Fig. 2a with curve3 in Fig. 2b!. The
presence of the cutoff becomes a significant factor asd de-
creases. This result can be qualitatively explained by the
pendence of the overlap integral~10! on d. Indeed, as
pointed out before,qz<p/d and, hence, phonons withv
.sp/d practically do not participate in exciton-phonon tra
sitions. If v0.sp/d ~the case of thick QWs!, the 2DExG is
heated as if there were no high-energy cutoff in the spect
of nonequilibrium phonons, andf (E) does not feel the pres
ence of the cutoff. As for thin QWs, transitions with phon
emission occur up to frequenciesv;sjp/d, whereas those
involving phonon absorption fromh occur only up tov
5v0,sjp/d, because of the cutoff. As a result, forE
.\v0, the heating of 2DExG is suppressed compared to
thick-QW case. This effect is pronounced, particula
clearly for an isotropicNq distribution ~Ref. 2!.

2DExG heating depends on phonon polarization. In
the cases under study here, heating in the geometry of F
by TA phonons is stronger than that by LA phonons~Fig. 3!.
This can be explained on a qualitative level as due to
factors, which are essential separately for each of the
limiting cases of thick and thin QWs. In thick QWs, the mo
significant factor accounting for the difference between
TA and LA phonons is the anisotropy ofJh

TA ~6!, which
imposes a constraint on the directionsq of the absorbed and
emitted phonons. For instance, phonons withq lying in the
2DExG plane do not interact with excitons and, hence, th
absence in the nonequilibrium spectrumNq does not affect in
any way f (E). For thin QWs, the difference in the son
velocities sj between the LA phonons (sLA55
31025 cm/s) and TA phonons (sTA5331025 cm/s) is es-
sential. Thev0.sjp/d condition, which is essential for a
substantial heating off (E), may be satisfied for the TA
while not met for the LA phonons.
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We have presented results for a particular experime
geometry, dimensions ofh, and the high-frequency cutof
v0 . As the dimensions ofh decrease,qmax decreases too
~Fig. 1!, and a difference from an equilibriumf (E) with Th

will be seen clearly for thin QWs as well, without taking int
account the cutoffv0 . As the distance betweenh and
2DExG increases,v0 decreases, so that the effect of th
cutoff v0 on f (E) will become substantial for thick QWs a
well.

The results of calculations made for a high densitynex

are given in Table I. One readily sees that the calculatedTeff

increases with decreasingd. A qualitative explanation of this
effect is similar to that proposed for the case of lownex and
is related to the dependence of the matrix element of exci
phonon interaction on theq angle. The results of a numerica
calculation are in a good agreement with experimental d1

~see Table I!. For highnex one observes a complete qualit
tive agreement, withTeff increasing with decreasingd. The
absolute experimental values ofTeff lie closer to the calcula-
tions made for TA phonons. For lownex, it was found that
f (E) cannot be described by a single temperature, an
comparison of calculated with experimental data should
made taking into account the method employed to determ
theTeff in experiment. For thick QWs,Teff is derived from a
comparison of the luminescence intensity ratio for the L
and HH excitons.1 In this case the LH luminescence intensi

FIG. 3. The energy distribution of excitons interacting separately with
or TA phonons calculated for QWs 25- and 300-Å thick taking into acco
a high-energy cutoff\v052 meV; 1—interaction with TA phonons,d
525 Å, 2—LA, d525 Å, 3—TA, d5300 Å, 4—LA, d5300 Å.

TABLE I. Calculated and experimentalTeff(K) for QWs of different thick-
ness, obtained in the limit of high and lownex .

d, nm (ELH , meV) 29.7 ~1.9! 19.5 ~4.1! 2.5

High nex LA 7.3 8.6 9.0
tcol!tph TA 9.1 10.1 10.3

exp. 9.5 10.5 12.5

Low nex LA 8.2 7.7
tcol@tph TA 9.4 9.5

exp. 9.5 9.5 ,6
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reflects thef (E) distribution of HH excitons forE5ELH

(ELH , the energy gap between the LH and HH exciton lin
is given in Table I for thick QWs!. Teff can be calculated
from the expression

Teff52
ELH

kB lnS f ~ELH!

f ~0! D . ~15!

The existence of an LH exciton band, which is necess
to make Teff determination possible, can certainly affe
f (E). However the good agreement~within the experimental
accuracy of Ref. 1! between the experiment and calculatio
~see Table I! permits a suggestion that the effect of LHs
f (E), at least in the geometry under consideration, is ins
nificant.

The fact that one could not detect1 noticeable heating o
2DExG in QWs withd52.5 nm at lownex appears an inter
esting experimental finding. A quantitative comparison
the calculations performed for this case with experim
meets with difficulties. A qualitative analysis shows that,
excitons withE@\v0 are responsible for nonradiative pro
cesses, then for lownex f (E) should be strongly suppresse
for thin QWs in the region of highE, which is supported by
calculations~Fig. 2b!. A more precise analysis off (E) in
thin QWs should apparently take into account exciton loc
ization effects and the corresponding discrete exciton sp
trum.

Thus we have calculated energy distribution functions
two-dimensional excitons in the presence of nonequilibri
phonons for the geometry employed in heat-pulse exp
ments. It is shown that the distribution function for lo
exciton-gas densities is not Boltzmannian and depends
the quantum-well thickness. For thick QWs, the distributi
,

ry

-

f
t

l-
c-

f

i-

on

function of two-dimensional excitons is determined prim
rily by the angular distribution of the ballistic phonons reac
ing the 2D exciton gas. For thin QWs, the nonequilibriu
character of the phonon frequency distribution is essen
The results of the calculations agree well with the expe
mental data obtained earlier.
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Anneal kinetics of a deposited layer in the presence of thermal desorption and
particle diffusion into the substrate
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A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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The dependences of the Auger signal and adsorbate desorption flux on the anneal time and rate
constants of the near-surface reactions and diffusion into the bulk have been obtained
from the theory of heat conductivity. It is shown that the decay of the Auger signal with timet
is a linear function ofAt only under surface-limited diffusion of adatoms into the bulk,
exactly what was observed in the annealing of Si/Ta. It is shown also that the initial adatom
distribution in the bulk obtained during heating the adlayers of different thickness to the anneal
temperature practically does not affect the dependence of the measured signals on time,
while becoming manifest in their dependence on the anneal temperature. The relation between
the dissolution time of an adlayer during heating and its thickness has been found.
© 1999 American Institute of Physics.@S1063-7834~99!03709-0#
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Penetration of adsorbed atoms into the substrate com
cates greatly the analysis of temperature-programmed
sorption~TPD! spectra. Obtaining information on the kinet
parameters of penetration into the bulk, emergence from
bulk, diffusion, and desorption becomes possible only
numerical simulation.1,2 The large number of paramete
contained in a model calculation~the prefactorski

0 and acti-
vation energiesEi

0 of all the four processes! complicate de-
termination of the required set of rate constants. One ha
invoke additional experimental data, which can be deriv
from annealing of an adsorbed film at a constant temp
ture. The variation of the Auger signal due to adsorbate
oms near the surface and of the desorption flux are de
mined by the same kinetic parameters as the TPD spe
However, in the absence of analytic expressions relating
perimental data with the kinetic parameters, these data w
treated approximately at a qualitative or semiquantitat
level,3–8 despite the availability of a calculation3 of the an-
neal process by some model. The results of this calcula
were presented only in the form of integrals, which comp
cated their use. Our work was aimed at deriving analy
expressions needed for the treatment of experimental dat
annealing of adsorbed films. The constancy of tempera
during annealing permits one to use for this purpose meth
of the theory of heat and mass transport.9,10

1. FORMULATION OF THE PROBLEM

An adlayer is deposited on the surface at a low tempe
ture, at which neither diffusion of adatoms into the bulk
the substrate nor their desorption is possible. The samp
heated. The adatoms start to penetrate into the bulk
temperatureT0. The annealing is performed at a temperatu
T.T0, where adatom desorption becomes noticeableT
5const!.

To describe this process, introduce the rate constants
desorption (kd), for transfer from the adlayer into the firs
1561063-7834/99/41(9)/7/$15.00
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near-surface substrate layer (k1), and for transfer from this
layer onto the surface (k2) or into the bulk (km). The diffu-
sion coefficient is related to the jump probability betwe
sites in the bulk throughD5a0

2km , wherea0 is the substrate
lattice constant. We assume the adlayer to be also at a
tancea0 from the near-surface layer, and that the volum
coordinatex is reckoned from the near-surface layer.

One has to find the particle concentration in the adla
N(t) and in the bulkn(x,t) as functions of the rate constan
of all the above processes. The calculation will be carried
for two cases,~I! and ~II !.

~I! In the first case we use the continuum approximati
with no adsorbing plane isolated, where the rate consta
are assumed to be in the following relation

k15k25km.kd . ~I!

In this case the surface (x50) layer of thicknessa0 and
with a concentrationN(t)5a0n(0,t) plays the part of an
adplane. Here diffusion and desorption proceed directly fr
the surface of the continuum, and one solves only one di
sion equation forn(x,t).

~II ! In the case where diffusion into the bulk is limite
by near-surface processes, the inequality

km.k2.k1.kd ~II !

is met, because only with the rate constants related in
way can the desorption kinetics depend both on diffus
into the bulk and on near-surface processes. Indeed, fokm

,k2 diffusion into the bulk is impeded and does not play a
role, and forkd.k1 the adlayer evolves from the surfac
before the onset of diffusion into the bulk has started. F
k2,k1, the particles become stuck in the bulk to fill it near
uniformly. Thus inequality~II ! reflects the most complex
case, where all the above-mentioned processes are eq
significant. Then theN(t) andn(x,t) functions can be deter
mined from two coupled equations.
9 © 1999 American Institute of Physics
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2. SOLUTION OF THE PROBLEM IN A CONTINUUM
APPROXIMATION

2.1. Effect of heating on diffusion into the bulk

The adsorbate film deposited on the surface at a
temperature is a source supplying particles into the bulk d
ing the heating of the system fromT0 to T. The distribution
of particles in the bulk for a constant diffusion coefficie
D5 const is given by the equation

]n~x,t !

]t
5D

]2n~x,t !

]x2
, ~1!

as well as by the boundary and initial conditions.
If a thin layer has been formed on the surface prior

diffusion

f a~x!5Na
0d~x! ~cm22!, ~2!

then at timet its spreadout in the bulk is described by t
function9,10

f b~x,t !5
Na

0

ApDt
expS 2

x2

4Dt D , ~3!

and for a constant particle concentration on the surfa
n(0,t)5n1, by the function

f 1~x,t !5n1F* S x

2ADt
D , ~4!

where F* (y)512F(y), and F(y)5(2/Ap) *0
yexp

(2u2) du is the probability integral.
However during the heating of the system the diffusi

coefficient will depend also on time in accordance with t
Arrhenius law

D~T!5D0 exp@2Em /kT~ t !#, ~5!

whereEm is the activation energy of impurity migration~dif-
fusion! in the bulk. It is known10,11 that the distribution of
diffusing particles is also given in this case by Eq.~1! if the
time is replaced in it by a variablet

t5E
0

tD~ t8!

D0
dt85E

0

t

expF2
Em

kT~ t8!
G dt8. ~6!

Indeed, on replacing]/]t5@D(T)/D0#]/]t one obtains the
diffusion equation in the form

]n~x,t!

]t
5D0

]2n~x,t!

]x2
. ~7!

If the initial and boundary conditions are both time indepe
dent, the solutions by the timet5t(t) can be written, as
before, in the form of~4! and ~3!, but with t being replaced
by t(t), andD by D0, i.e. with substitution ofD0t for Dt.

In the case of a linear growth of the temperature w
time

T5T0~11bt !, ~8!
w
r-

e,

-

one can obtain an approximate explicit dependence oft on t
from Eq. ~6!. By replacing t8 with a variable y5(1
1bt8)21 and introducing the notatione5Em /(kT0), one
recasts Eq.~6! to the form11,12

t52
1

b E
1

y

e2ey
dy

y2

5
e2ey

eby2 F12
2

ey
1

6

e2y2
2•••G

1

(11bt)21

. ~9!

Taking into account thate@1, we retain only the leading
term in this expansion

t5t~ t !'t0 expS 2
Em

kTD , wheret05
kT0

Emb S T

T0
D 2

.

~10!

Using ~5!, one derives from Eq.~10!

D0t5D~T!t0[Dt0 , ~11!

wheret0 also depends onT, but weaker than exponentially
Then the particle distribution in the bulk at the start of a
nealing~taking into account the heating fromT0 to T) can be
written, as before, in the form of~1! and ~3!, but with
D(T)t0 being substituted forDt.

Up to now, we have been disregarding the possibi
that the particle concentration at the adsorbent surfacex
50 can also depend on temperature and, hence, on the
ing time, if it is determined by the limiting solubilitync of
the adsorbate,nc(x,t)ux505nc(T), which, as a rule, grows
with T. If the nc(T) relation can be presented in the form

nc~T!5nc
0 exp~2W/kT!, ~12!

whereW is the heat of dissolution, then one can readily wr
it as a function oft during the heating. To do this, we inse
the t/t0 ratio from Eq.~10! into ~12! in place of the expo-
nential

n~T!5nc
0~t/t0!W/Em5f~t!. ~13!

The function of reduced timef(t) found in this way is then
substituted into Duhamel’s expression9,10 describing the bulk
concentration for a givenf(t)

f ~x,t!5
2

Ap
E

m0

`

fS t2
x2

4D0m2D e2m2
dm, ~14!

wherem05x/(2ADt0). According to Eq.~13!, in our case

fS t2
x2

4D0m2D 'nc
0F S t2

x2

4D0m2D Y t0GW/Em

, ~15!

where the weak dependence oft0 on T and, hence, ont will
be neglected.

Substituting~15! into ~14!, factoring t out, and taking
into account Eq.~13!, we obtain

f c~x,t0!'nc~T!
2

Ap
E

m0

` S 12
m0

2

m2D m

e2m2
dm, ~16!
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wherem5W/Em.1, andD0t was replaced byDt0, in ac-
cordance with~11!. By expanding the binomial into a serie
and integrating it, one can show that forx→0 (m0,1),
function ~16! is close to the function

f c
0~x,t0!5nc~T!F* @x/~2ADt0!#, ~17!

describing the bulk distribution in the hypothetical case o
constant density at the boundary equal to the limiting c
centration at a finite temperatureT, n(0)5nc(T)5const. Far
from the surface (m0.1), the f c(x,t0) function falls off as
exp(2m0

2)/(m0
3Ap), i.e. m0

2 times faster thanF* (m0) ~Ref.
12! does.

Thus taking into account the exponential growth of t
density at the boundary with increasing temperature res
in a more compressed distribution in the bulk than this wo
follow from Eq. ~17!. The amount of the adsorbate dissolv
from a thick film during the heating fromT0 to T is deter-
mined for the boundary concentration in Appendix with d
account of Eq.~12!

Q~T,m!5
2

Ap
nc~T!ADt0g~m!, ~18!

whereg(m),1 is given by Eq.~A5!, and t05t0(T). Ap-
pendix presents also a relation~A7! between the film thick-
ness and the temperatureTs at which the film dissolves in the
substrate under heating, which is obtained from Eq.~18! us-
ing the expression~12! for nc(T).

2.2. Description of the annealing process at T5const

We denote the time required to heat the system up to
annealing temperatureT by t1, and reckon the annealing tim
t from the moment of reachingT5const. The solution of the
diffusion equation is determined now by the initial conditio
n(x,t) t505 f (x,t0) and the boundary conditions

n~`,t !50, D
]n~x,t !

]x U
x50

5kda0n~0,t !, ~19!

or ]n/]xux505hn(0,t), whereh5kda0 /D is the emissivity
in the theory of heat conductivity. The solution has t
form9,10

n~x,t !5E
0

` f ~x8,t0!

2ApDt
FexpS 2

~x2x8!2

4Dt D
1expS 2

~x1x8!2

4Dt D G dx82h exp~h2Dt

1hx!E
0

`

f ~x8,t0!F* S x1x8

2ADt
1h ADt D dx8,

~20!

and it can describe particle distribution in a plate only
particles do not reach the second boundary of the plate
the latter does not affect their distribution nearx50, the
conditions met frequently in the annealing.

The flux of the particles emitted from the surface
given by the expression
a
-

lts
d

e

nd

J~ t !5kda0n~x,t !x505hDn~0,t !, ~21!

where, according to Eq.~20!,

n~0,t !5
1

ApDt
E

0

`

f ~x,t0!expS 2
x2

4Dt D dx

2h exp~h2Dt !E
0

`

f ~x,t0!ehxF* S hADt

1
x

2ADt
D dx. ~22!

For long times,hADt.1, Eq.~22! allows simplification;
indeed, using in the second term the asymptotic behavio12

F* ~y!5e2y2 1

yAp
S 12

1

2y2D , for y.1 ~23!

and expanding@hADt1x/(2ADt)#21 in x/(2ADt),1, one
obtains in a first approximation in place of~21!

J~ t !uhADt.1'
1

2tApDt
E

0

`

f ~x,t0!

3exp~2x2/4Dt !~h211x! dx. ~24!

Let us consider three different approximations~A, B, and C!
for the f (x,t1)[ f (x,t0) function.

Approximation A. The simplest is approximation~2!, by
which the monolayer is assumed to remain unchanged u
heating up to the anneal temperatureT. By this approxima-
tion, both the diffusion into the bulk and desorption are co
sidered to start simultaneously during the annealing,t15t0

50, and the particle distribution in the bulk is described
the function obtained by inserting~2! into Eq. ~20!:

na~x,t !5Na
0FexpS 2

x2

4Dt D Y ApDt

2heh2Dt1hxF* S x

2ADt
1hADt D G , ~25!

whose variation for different anneal times is presen
graphically in Fig. 1 againstj5x/l1 and t̃ for the parameter
h05hl150.2, wherel1 is the diffusion path length tra
versed in 1 s, andt̃ 5t/1 s is a dimensionless variable repr
senting the time in seconds passed after the start of
nealing.

Expansion of~25! in x/(2ADt),1 yields, to within
h2x2/2, a linear growth of the impurity density at the surfa

n~x,t !'n~0,t !~11hx! for x,xh , ~26!

which is seen from Fig. 1 and is in accord with the bounda
condition ~19!. The region of linear growth ofxh is limited
by the conditionshx!1, x/(2ADt)!1, and is determined

by the smallest of the quantitiesxh5min(l1 /h0 , 2l1A t̃ ).
As seen from Fig. 1, it expands for smallt̃ ,(2h0)22 with
increasingt.
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Approximation B. Taking into account monolaye
spreading during the heating fromT0 to T with a diffusion
coefficient D(T), the initial distribution, according to Eqs
~3! and ~11!, will be presented by the function

f b~x,t0!5
Na

0

ApDt0

expS 2
x2

4Dt0
D , ~27!

and its variation in the course of annealing, as well as
n(0,t) relationship, can be found by substituting Eq.~27! in
~20! and ~22!, respectively

nb~0,t !5
Na

0

ApD~ t1t0!
2hexp~h2Dt !

Na
0

ApDt0

3E
0

`

expS 2
x82

4Dt0
1hx8DF* S x8

2ADt

1hADt D dx8. ~28!

The n(x,t) distribution is similar to the one shown in Fig.
but with the values oft displaced byt0. Within the region of
linear growth, the bulk concentration is given by Eq.~26!, as
before.

Approximation C. When annealing a thick adsorba
film, the initial distribution reached under heating toT is
described by the~16! function, which near the surface i
close to the~17! function but falls off steeper thereafter. Th
results in a smaller contribution of the tail to the integrand
the ~22! and ~24! integrals. However in their calculation w
use an approximate function~17! in place of Eq.~16!, which
yields only an upper estimate for these integrals.

As shown by an analysis of the exactnc(x,t) distribu-
tion, it exhibits a broader and smoother maximum

FIG. 1. Distribution of reduced densityn(j, t̃ )5n(x,t)l1 /Na
0 in the bulk

for various anneal times plotted in dimensionless variablesj5x/l1 and t̃

5t/1 s, wherel15AD•1s. t̃ : 1 — 1, 2 — 2, 3 — 4, 4 — 8.
e

r

x>xh than the curve in Fig. 1, while retaining a linea
growth of the adsorbate density near the surface with
tance, in full accordance with Eq.~26!.

Compare now the expressions for desorption fluxes
different initial distributionsf (x,t0), namely,~2!, ~27!, and
~17!, for the approximations A, B, and C, respectively.

For hADt,1, the second term in Eq.~22! is a correc-
tion, and therefore it will be calculated approximately usi
the expansion of theF* (B1z) function forz,1, as well as
the integral 6.282 from Ref. 12, to computenb(0,t). We
finally obtain the following relationships for the reduce
fluxes J̃a,b(t)5Ja,b(t)/@a0kdNa

0# ~in cm21):

J̃a~ t !51/ApDt2h~122hADt/p !; ~29!

J̃b~ t !'1/ApD~ t1t0!2~2h/Ap!arctanA t

t0
, ~30!

or

J̃b~ t !'H ~ApDt0!21~122hADt/p !, t,t0 ;

~ApDt !21~12phADt !, th.t.t0 .
~31!

For approximation C,

Jc~ t !.hAD2nc~T!/p@arctanAt0 /t2hApD~At1At0

2At1t0!#

or

Jc~ t !

kda0nc~T!
<H @12~2/p!At/t022hADt/p#, t,t0 ;

2/pAt0 /t~12hApDt02t0/3!, th.t.t0 .
~32!

For hADt.1 @t.th5(h2D)21#, we substitute Eqs.~2!,
~27!, and ~17! into the ~23! integral for the approximations
A, B, and C, respectively

Ja~ t !'Na
0/@2htApDt#, ~33!

Jb~ t !'Na
0~112hADt0 /p !/@2htADt#, ~34!

Jc~ t !<Q~T!~11hApDt0/2 !/@2htApDt#, ~35!

whereQ(T)5nc(T)2ADt0 /p is the total amount of the ad
sorbate dissolved during the timet1 the rod with the~17!
bulk distribution was heated. For a real distribution~16!, this
amount should be multiplied, in accordance with~18!, by a
coefficientg(m),1. However if all of the adlayer had dis
solved in the bulk during the heating before the anneali
Q(T) in Eq. ~35! should be replaced with the quantityQ
5n1 l̄ , where l̄ is the effective film thickness taking into
account adatom evaporation during the heating@see~A8!#.

These results show that the actual form of the init
distribution does not practically affect the pattern of theJ(t)
distribution; indeed, fort,t0 the flux decays linearly with
At, for th.t.t0 it falls off proportional to 1/At, and for t
.th it varies as (2htADt)21, whereh5a0kd /D.

Let us estimate the quantitiest0 andth . For high anneal
temperatures, i.e., forT.T0, and forEm /(kT0).1, Eq.~10!
shows thatt0 is less than the heating timet1 which, as a rule,
is shorter than the anneal time,t.t1.t0. On the other hand
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for km.kd the quantityth5(h2D)215km /kd
2 turns out to be

about equal to the time required for the adsorbate to le
completely the substrate (tdes'kd

21). Therefore, at the begin
ning of annealing, the dependence of the flux on time
the continuum approximation always corresponds to
th.t.t0 case.

The Auger signal of bulk atoms decays exponentia
with increasingx, I A(x)'exp(2px), and is determined by
the lA51/p layer, whose thickness is less thanxh (p is the
Auger signal decay coefficient!. Therefore, when calculating
the Auger signal from the dissolved adsorbate

I A~ t !5I A
0 E

0

`

n~x,t !e2px dx, ~36!

one should use in all the above cases forn(x,t) during the
annealing the~26! relationship, which, after its substitutio
in ~36!, reduces to

I A~ t !' @ I A
0n~0,t !/p#~11h/p!. ~37!

A comparison with the integral~36! calculated exactly for
the ~25! distribution in approximationA supports the validity
of the latter. Thus the dependence of the Auger signal
time is determined in the continuum approximation by t
density variationn(0,t), which in all the cases of initial par
ticle distribution in the bulk considered by us varies as 1At
for typical measurement times. At the same time in the Si
experiment8 one observed a linear Auger-signal dec
againstAt. Therefore we shall now to consider the proble
of an adlayer, where the probabilities of various proces
obey inequality~II !.

3. SOLUTION OF THE PROBLEM IN THE CASE
OF SURFACE-LIMITED REACTIONS

In this section, we shall restrict ourselves to the adso
tion of a monolayer, so that it will be appropriate to deal w
concentrations reduced to one surface cell. In place ofNa(t)
we shall use surface coverageu(t)5a0

2Na(t), and in place of
the bulk concentrationna(x,t) in cm23, the quantityn(x,t)
5nb(x,t)a0

2 ~in cm21). Thena0n(0,t) is the coverage of the
near-surface substrate layer. We have to solve the cou
equations

]u/]t52~kd1k1!u1k2a0n~0,t !;
]n

]t
5D

]2n~x,t !

]x2
;

~38!

subject to the conditionsn(`,t)50,n(x,0)50, and
uu t5051.

In writing the condition for thex50 boundary we take
into account that if inequality~II ! is met, particles leave the
first bulk layer faster than enter it from the adlayer. The
fore one can use for thex50 boundary the flux continuity
condition, or absence of particle buildup in this plane w
time. In this way we neglect the time of onset of quasis
tionary concentration in thex50 plane and have the follow
ing equation forn(0,t)

a0

]n~0,t !

]t
5k1u2k2a0n~0,t !1D

]n

]x U
x5o

50. ~39!
e

n
e

n

a

s

-

ed

-

-

By applying the Laplace transform to Eqs.~38! and~39!

f̃ ~x,s!5E
0

`

f ~x,t !e2st dt,

and solving coupled algebraic equations for the Lapla
transformed functionsũ(s) and ñ(x,s), we obtain the fol-
lowing solution to the system3

ũ~s!5u0 Y FS1k1

AsD

AsD1a0k2

1kdG ; ~40!

ñ~x,s!5
u0k1exp~2xAs/D !

~s1k1!AsD1a0k2s1kd~AsD1a0k2!
. ~41!

Because the available tables of inverse transforms13,14do
not contain such functions, and the exact solution for
originals can be written only in the form of nonintegrab
integrals3, we shall construct approximations based on E
~40! and~41!. First, we assume that the terms withkd in the
denominator are smaller than the others, and that they ca
taken into account by expanding the fraction in the ratio
kd to the other terms in the denominator. Second, we t
into account that annealing lasts from a few seconds to a
minutes, i.e. fort.1 s. This means that the major contrib
tion to the inversion integrals containing the factor e
(2st) or exp(2rt), wherer5Re(s), is due to regions with
small r;1/t,1.

The dependence of the coverageu on time is dominated
by the relative magnitude of the quantitiesa0k2 andAsD in
Eq. ~40!. If a0k2!AsD, then the transform~40! can be iden-
tified with the original u(t)'u0exp@2(k11kd)t#, which
means neglect of the reverse particle flux from the bulk i
the adlayer. Such a regime is possible, however, only in
very beginning of the penetration, when the bulk is emp
and t,t* 5D/(a0k2)2. This time interval is substantially
shorter than 1 s and decreases with increasingT. For in-
stance, for the parameters used in Ref. 3 for the O/Ta c
we obtaint* '1029 s. Because the times of interest in th
annealingt.1 s, it is the reverse inequality,a0k2@AsD, or
t.t* , that is most likely met. Then in the absence of deso
tion (kd'0) to the transformũ(s)'u0 /@As(s1b)# corre-
sponds the solution13

u1~ t !'u0eb2tF* ~bAt !, where b5k1AD/~a0k2!. ~42!

Expanding ~40! in the ratio kd /(s1bAs), we use
tables13,14to take into account desorption in the first appro
mation. Next one can show that forbAt,1 the u(t) rela-
tionship is expressed by the relation

u~ t !'u0F12
2b

Ap
At1~b22kd!t2

4b3t3/2

3Ap
S 12

2kd

b2 D G ,

~43!

which is valid in the initial stages of annealing, but fo
t>1 s. Neglecting the termAsD compared toa0kd in Eq.
~41!, we useñ(x,s)'exp(2xAs/D/(s1bAs) to obtain the
solution for the filling of the bulk15
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n~x,t !'
u0k1

a0k2
exp~b2t1bx/AD !F* S bAt1

x

2ADt
D .

~44!

In the theory of heat or mass transport,9,10 Eq. ~44! de-
scribes distribution in the bulk if the function

a0n~0,t !'
k1

k2
u1~ t !5u0

k1

k2
eb2tF* ~bAt ! ~45!

is specified at the boundary.
Equation~45! is compatible with the accepted bounda

condition ~39! provided the particle fluxes between the a
layer and the bulk exceed by far the diffusion flux,k1u
'k2a0n(0,t)@2D(]n/]x)ux50. This regime can be realize
if the bulk is already partially filled and the distribution gr
dient for x'0 is very small, i.e. fort.t* .

In case~II ! under study here, the Auger signal from th
adsorbate atoms has the form

I A~ t !5I A
0N0Fu~ t !1e2p(a01a1)E

0

`

e2pxn~x,t ! dxG , ~46!

with a separate equation written foru(t), whereN0 is the
adatom density in the monolayer,Na(t)5N0u(t), anda1 is
the adatom diameter. The factor in front of the integral ta
into account the impurity screening in the near-surface la
x50 by the substrate and adsorbate atoms. Substituting~44!
in ~46!, we use integral 1.5.2.3 from Ref. 15 to obtain

E
0

`

e2pxn~x,t ! dx5
u0k1

a0k2~p2b/AD !
@eb2tF* ~bAt !

2ep2Dt2b2tF* ~pADt !#. ~47!

Because the diffusion path length during the annea
time is substantially larger than the Auger signal penetra
depth andpADt@1, the contribution of the bulk to the Au
ger signal is dominated by the first term and is proportio
to u1(t) from Eq. ~42!. In a first approximation, we obtain
from Eqs.~42!, ~46!, and ~47! for the first moments of an
nealing

I A~ t !'I A
0N0u0F12

2bAt

Ap
1~b22kd!t1•••G

3S 11
k1exp@2p~a01a1!#

pa0k2
D , ~48!

wherep@b/AD5k1 /(a0k2). As follows from Eq.~48!, the
Auger signal decreases linearly withAt. It is this relation that
was found to hold when annealing a Si monolayer on Ta
Ref. 8. This means that penetration of Si into Ta is a proc
which is rate limited at the boundary, with the reaction ra
constants related through inequality~II !.

The number of particles desorbed by the timet,1/b2

can be found from Eq.~43!

Mdes~ t !5kdu0N0F t2
4bt3/2

3Ap
1

~b22kd!t2

2
1•••G . ~49!
-

s
r

g
n

l

n
ss
e

4. DISCUSSION AND COMPARISON WITH EXPERIMENT

We have compared the behavior with time of the Aug
signal and of the desorption flux calculated in the continu
approximation, where the properties of the diffusion mediu
remain unchanged up to the surface~case I!, and in the ap-
proximation of surface-limited reactions, where the pro
abilities of adatom exchange with the bulk are less than th
of hopping in the bulk~case II!.

It was shown that the adatom concentration on the s
face decreases in the beginning of annealing proportiona
1/At in the first case, and linearly withAt, in the second. The
dependence of the Auger signal on time in the beginning
annealing is given byn(0,t) or u(t) for t,(h2D)21 and
t,1/b2 @b5k1AD/(a0k2)# for cases~I! and ~II !, respec-
tively.

Si/Ta experiments8 revealed anI A(t) dependence char
acteristic of case~II !. A comparison of the slopes of graphs5
for I A(At) in Ref. 8 with Eq.~48! yielded for this system

E12E21Em/2'1.9 eV;

b05k1
0Akm

0 /k2
0'631024 s21/2,

or

E12E2'~1.9 eV2Em/2!.0,

which is in agreement with inequality~II !. This supports our
approximationt,b22 accepted in Eqs.~43!–~49! for the
early stage of annealing, becauseb22(T)'1032102 s for
T'150021700 K.

In late stages of annealing, the desorption flux is de
mined by particles emerging from the bulk, and therefo
Eqs.~24!, ~34!, and~33! obtained in the continuum approx
mation are valid in case II as well. Note thatJ(t)
;Q̄/(tADt), whereQ̄ is the number of particles which hav
entered the bulk from 1 cm2 of the surface during the heatin
to the anneal temperature. Thus we have shown that isola
of the adsorbed layer and solving the coupled equations~38!
and ~39! affect qualitatively the dependence of the Aug
signal on time only in the early stages, where desorption
small.

Equations have been derived for the time required
dissolve an adsorbed layer and for the onset of the in
particle distribution in the bulk taking into account the d
pendence of the limiting concentration on temperature dur
the heating. It has been found what relations between
kinetic parameters of a system can be obtained from c
parison with experiment.

I am indebted to V. N. Ageev for interest in the wor
and fruitful criticisms and to A. Yu. Potekhin for gener
assistance.
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APPENDIX A

Let us find the total amount of the adsorbateQ(T) ~in
cm22) dissolved under heating by the time the temperat



e

g

er

s

ov-

g-

on

n-
o

e

1,

1,

.

,

ela

s.

s-

on

1575Phys. Solid State 41 (9), September 1999 N. D. Potekhina
reachedT. The adsorbate distribution in the bulk during th
heating is given by Eq.~16!, and Q(t) is determined by
integration overx

Q~ I ,m!5E
0

`

f c~x,I ! dx5nc~T!
4ADt0

Ap
E

0

`

dm0

3E
m0

` S 12
m0

2

m2D m

e2m2
dm. ~A1!

Changing the order of integration in~A1! and replacing the
m0 variable withz5m0 /m, we come to

I 5E
0

`

me2m2
dmE

0

1

~12z2!m dz. ~A2!

The integral overz reduces to the B-function12

B~1/2,m11!52E
0

1

~12z2!m dz5
ApG~m11!

G~m13/2!
. ~A3!

Thus ~A1! can be recast

Q~T,m!5
2ADt0

Ap
nc~T!g~m!, ~A4!

where the following notation has been introduced

g~m!5
ApG~m11!

2G~m13/2!
~A5!

andt0 is related toT(t) by Eq. ~10!. The coefficientg(m)
51 for m50, i.e., forW50, and decreases with increasin
W from 2/3 for m51 to 0.4 for 4,m,5. Substituting~12!,
~5!, and~8! for nc(T),D(T), andT(t) in Eqs.~A4! and~10!,
one can obtain the dissolution timets for a film of density
Q5n1l ~wheren1 is the adsorbate concentration andl is the
film thickness!

11bts5~Em12W!/@kT0ln@4nc
0D0t0 /~pQ2!##, ~A6!

and the expression relating the film thickness to the temp
ture at which it dissolves in the substrate

Em12W

2 S 1

kT2s
2

1

kT1s
D5 ln

T2sl 1

T1sl 2
. ~A7!

As follows from Eq.~A6!, the film dissolution time increase
with increasing activation energiesEm and W and with de-
a-

creasingT0 andb, which is physically reasonable. The film
dissolution comes to an end when the remaining surface c
erageuc5a0

3nc(T) is considerably less than unity,uc!1,
becausenc(T)!a0

23. Under these conditions, the Auger si
nal from the adsorbate is small and constitutes a fractionuc

of that corresponding to a monolayer. Using Eq.~A6! in
practical work may be complicated by the lack of data
nc(T).

The number of particles desorbed from a thick film u
der its heating fromT1 to T2 can be obtained by analogy t
the derivation of Eq.~10!

DQdes5kd~T2!n1a0t2F12
T1

2

T2
2

expS 2
Ed~T22T1!

kT1T2
D G ,

~A8!

wheret25kT2
2/(bEdT0). Then the effective thickness of th

dissolved film will decrease,n1 l̄ 5n1l 2DQdes.
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