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A theoretical analysis is made of mechanisms for the generation of electromagnetic waves by
electrons rotating in a radial electrostatic field formed by a positively charged filament

in free space. A dispersion equation is obtained to describe the interaction between the waves
and nonrelativistic electrons. It is shown that electromagnetic fields can be generated by
means of @renkov resonance. The frequencies and growth rates of the emitted waves are
determined and their dependence on the parameters of the problem is investigated.

© 1999 American Institute of PhysidsS1063-785(109)00111-1

We shall consider a cylindrical layer of electrons, un-wherek=w/c, cis the velocity of light,J,(x), N,(x), and
bounded along thez axis (using cylindrical coordinates H{» are Bessel, Neumann, and Hankel functions, respec-
r,¢,z), which rotate about the axis, upon which is located atively, and A and B are integration constants. Matchitd,
metal charged filament of radi@sand having a linear posi- anddH,/dr at the layer boundaries, assuming tdat,/dr
tive charge densit@. The electrons are confined to equilib- =0|,_,, and taking account of Eq1), we obtain the dis-
rium circular orbits by the radial electrostatic field of the persion equation
filament Eo(r)=2Q/r. We shall neglect the self-induced , ,
constant electrostatic and magnetic fields of the electron H& (x)G(x,x) +AKHE (X)K(x,%) =0, (6)
layer. It is assumed that the perturbations of the electromag-
netic fields, the density, and electron velocity do not depen
onz We denote the dependence of all the perturbationg on G(X,Y) =Im(X)N/(Y) = Nm(X) I (Y),
and timet by the factor expj(me—wt)], wherem+0 is an
integer andw is the frequency. We make the analysis in the  K(X,y)=JL(X)N/(y) —Np(x)Irn(y), (7
hydrodynamic approximation. The unperturbed dens{ty) x;=ka, x=kr, and éx=kar. Since Eq.(6) remains un-

is nonzero between the surfacessr_ andr=r,. The . .

. . .. changed as a result of making the transformatioss —m
method described in Ref. 1 can be used to show that, in thé o - . .
. L : and o=—w, it is sufficient to solve this equation for
linear approximation for a thin layer when

m>0 and Re {)>0. As in Ref. 6, we shall confine our-

here

ro—r_=or<r_, (1)  selves to solving Eq(6) in the approximation
the perturbation component of the magnetic fididsatisfies |x|<2m'”2, (8)
the following boundary conditions at the electron layer: _ _ ) )
Quite clearly, interaction between electrons and a wave will
dH, :de H,, —H,| :)\d z @) be most effective in the case of resonan¢@srenkov or
dr | dr |’ Aary A dr| ’ plasma. We shall analyze the €&enkov resonance
N _ _
where wm(r-)=0. 9)
. Q2(r) If conditions(8) and(9) are satisfied, the dispersion equation
)\:j dr(l— W ) (6) has the form
r
==+(A)Y? 10
2\2 fud 2 Wt 2 a om==(4) (10
| = rQA(r :
2wz e wW—0? where
] Sti m (r Q2(r)—2Vv3r2
V=[2eQ/m,]*?is the equilibrium unperturbed electron ve- A= %— J Hm%m%; (11)
locity, —e<0, m, are the electron charge and Omtin ™ - Jr_ Q4(r)+2ver
— _ 2 _ 27102 2
rilass,zwm—w mVir_, W= wm 2Velre, _an(_j QO (r) 5m: 7TX2m/[(m— 1)| m !22m]' n=r_ /a, and m
=4men(r)/me. The value ofH, in vacuumis given by _,2m_1)/> tilizing the fact that conditior9) implies
H,=AJ,(kr)+BNy(kr) asr<r_, (4) [Im (w)|<Re (w), from Egs.(10) and(11) we obtain expres-
@) sions for the frequencies and growth rates. Under these con-
H,=CHy'(kr) ry=r, (5  ditions two cases are possible.
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For
2v2>r2 02, 12
we have
mV o\
Re(w)ZT—FO E) Xf ), (13
_mag\ ¥ 2v2-r2 02\ 5\ 12
Im(w)zQ( 2m> YTy (E) . (19
For
2v2<r2 (2, (15)
we have
mV or |12
Re(w)=r——0<<r—) ) (16)
3/2 2m.1/2
Im(m)ZQ(%) (miﬂir)!l:ﬂz2m
r2Q2-2v2\ ¥ 5| 12
s (7 "

wherex, =Re (X) andQ is given by
_r20%-2v% 1 [, r20%(r)—2v?
922_—=— arQ?(r) ———.
r2Q2+2v?z or Ji_ r202(r)+2Vv?
(18)
It follows from expression$12)—(17) that if condition(12)

V. V. Dolgopolov and Yu. V. Kirichenko

dition (15) when waves are generated by their emission into
the surrounding space. Note that when conditid?) is sat-
isfied, the electrons lag behind the waves whereas when con-
dition (15) is satisfied, they precede the wave. It can be seen
from formulas(14) and (17) that the growth rate is a non-
monotonic function of the velocityV (or the charge
densityQ). The growth ratg17) has a maximum when

Vz_r_ﬁz (m?+1)¥2-1
meo2 m '

(19

The growth rate given by formul&l4) increases with in-
creasingV and for fairly largeV does not depend ovi. For
large Q, whenQ?>2V?/r?, Im(w) increases linearly with
increasing(). The dependences of the growth rat&4) and

(17) on m differ qualitatively. When the electrons lag behind
the wave, Im () increases monotonically with increasing

as m*2 whereas when the electrons precede the wave, this
dependence decreases exponentially.
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Electromagnetic quadrupole-octupole lens
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A design is proposed for an electromagnetic quadrupole lens with correction for spherical
chromatic aberration. This lens consists of eight electrodes, of which four are also the poles of
the magnet. ©1999 American Institute of PhysidS1063-785(109)00211-§

Systems of quadrupole lenses are frequently used faachromatic quadrupole lens with correction for spherical ab-
transporting high-energy beams. Recently, a system of fouerration. The lens cross section is shown in Fig. 1. The elec-
qguadrupole lenses which produces a true image similar to ainodes of the quadrupole-octupole lens take the form of a
axisymmetric lens, known as the “Russian Quadrupldtis  cylinder cut into eight sections having the same angular di-
been used in electron microscopy and also to develop nanensions along the generating lines. The four electrodes po-
nometer ion probe%? In these systems the problem of elimi- sitioned between the quadrupole electrodes are also the pole
nating spherical chromatic aberration is highly relevant bepieces of the magnetic lens. In this case, the apertures of the
cause this aberration strongly influences the resolution ofnagnetic and electrostatic lenses are the same so that the
electron microscopes and the probe diameter in microanalyzower of the magnetic lens for which the condition for cor-
ers. rection of chromatic aberration is satisfied is lower than that

Kel'man and Yavot and also Yavoet al* proposed and in the achromatic lenses normally uséske, for example,
investigated an achromatic quadrupole lens based on sp&ef. 4. An additional advantage of the proposed design is
tially matched electrostatic and magnetic lenses whose powthat the electrode-poles can be fabricated and installed more
ers were directed in opposite directions. The electrostatiaccurately relative to each other compared with differently
lens is located inside the magnetic one. shaped electrodes and poles.

In a review Yavor et al. describe conditions for the cor- The scalar potential distribution of the proposed electro-
rection of spherical aberration in various systems of quadrumagnetic eight-electrode quadrupole-octupole lens was ob-
pole lenses by using octupoles, and give designs of electrdained for the two-dimensional case in a closed form similar
static quadrupole-octupole lenses with concave cylindricato that obtained in Ref. 6 for an electrostatic four-electrode
electrodes. quadrupole lens having angular dimensionsr@2. In a cy-

In the present paper we propose a simplified design olindrical coordinate systent (¢), provided that the gaps be-

tween the electrode-poles of angular dimensie® are in-
finitely small, this distribution has the form:

Dep(r, @)= 1/m{(W—V)arctaf 2p? sin( mw/4) + 2/
(1—pH]— (W+V)arctah2p? sin(wld—2¢)/
(1—p*]+2Uarctaf2p* cos 4p/ (1— p®) 1},

wherep=r/R (R is the radius of the lens apertiye-V and

+U are the potentials of the electrostatic quadrupole and
octupole, respectively, antt W is the scalar potential of the
magnetic quadrupole lens.

An analytic solution of the field problem can be used to
solve the differential equation for the charged particle trajec-
tories in a separate combined quadrupole-octupole lens and
in systems of these.

To conclude, we note that the proposed simplified design
of a combined quadrupole-octupole lens with corrected
spherical chromatic aberration is useful for developing mul-
tielement systems, and in particular the Russian Quadruplet.

1A. D. Dymnikov and S. Ya. Yavor, Zh. Tekh. Fi33, 851 (1963 [Sov.
FIG. 1. Cross section through eight-electrode electromagnetic quadrupole Phys. Tech. Phys, 639(1963]; A. D. Dymnikov, T. Ya. Fishkova, and
lens:1 — electrode-pole2 — electromagnet windind® — yoke of magnet, S. Ya. Yavor, Zh. Tekh. Fiz35, 431(1965 [Sov. Phys. Tech. Phy4&0,
and4 — insulator. 340(1969)].
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The waveguide properties of a four-layer structure for which the permittivity of the cover layer
has a resonant frequency dependence in the optical range are investigated. The condition

for maximum mode absorption is obtained. It is observed that there is a frequency range in which
the damping of the TE mode exceeds that of the TM mode. It is shown that the mode

damping decreases appreciably in the range of negative values of the cover layer permittivity.

© 1999 American Institute of Physids$1063-785(09)00311-7

Optical waveguides with an absorbing cover layer are  The dispersion equation relating the propagation con-
widely used to develop polarizing filters in information stant of the waveguide mode to the parameters of the wave-
transfer and processing systems, modulators, switches, amggide structure and the radiation is obtained from the condi-
photodetector$? The unique properties of these waveguidestion that the tangential components of the fields are
are caused by a periodic couplgg effect between the modesontinuous at the interfaces, and has the following férm:
of the waveguide and cover layerRecent interest has been 2 2
directed toward multilayer structures in which the permittiv- (hyh37+ohihg)tamsl,-tamsl 3+ hs

ity of one layer depends on frequerityln the present paper X (h%— Sorhihy)tarh,L,+ hz(hgr— Sahihy)

we consider for the first time how the waveguide properties

of a four-layer planar structure are influenced by a cover XtarhslLs—hyhs(6h;+othy)=0. ©)
layer whose permittivity has a resonant frequency depengere the transverse components of the wave vector in each
dence. layer are given by:

Let us assume that this waveguide structure consists of
four layers, of which three are described by real permittivi-
ties (g4 for the substrates, for the main waveguiding layer,
ande, for the covering mediumnwhich are constants in the
optical range under study. The foutitoven layer is in reso-
nance with the permittivity

83(w)=8m+(80—8m)w(2)/(w(2)—w2+iwg), 1

where wq is the resonant frequency which lies in the fre-
guency range under study,is the width of the resonance
curve, andsy ande,, are the static permittivity and the per-
mittivity under rf excitation. The structure is positioned such
that thex axis is perpendicular to the interface between the
layers and the radiation propagates in the direction ofzthe
axis. The interface between the substrate and the waveguide
layer lies in the plan&= —L,, that between the waveguide
and the cover layers lies in the plare 0, and that between
the cover layer and the medium lies in the plasel ;.

We express the field of the waveguide mode in the struc-
ture in the form:

F.X,2)=C7 (x)exp—iBz), a=X,Y,Z, (2

whereC is the normalization constang is the propagation
constant which, taking account of E€l), is complex: the
imaginary part of the propagation const@itdetermines the
mode damping in the structure, while the real part is associE'?i(-):-Cgs;zrr‘]‘r’;“;;sth‘g tt:?clii(?s :Iﬁ it’;‘:g\::;z(baigﬁ”sI;’;éhefoﬂfipa'
P ot - : a
faj(ra]gt:gl:’:z \I/:[IShI?:Eatzlstfl‘l\r/\eel?ﬁletﬁfst_rlglﬁ;g:’wl) of/;ﬁ((axr?r]g(;i zgglivergzo.z pum for three frequencies close to the opgcal rgsonar%ce; thg solid
curves corresponds to the JEnode and the dashed curves to the ;TM

the waveguide thickness. modes.
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FIG. 2. Frequency dependences of the real and imaginary parts of the resevard higher values gB’. At the optical resonance frequency
nant layer permittivitya) and of the realb) and imaginary(c) parts of the  ng cutoff regime exists for the Tpimode. The strongest
propaga}tipn constants of the EITETM‘o, and TM, modes(curves1-3) for mode damping occurs near the cutoff thickness.
waveguiding and cover layers of thickndss=4 um andL;=0.2 um. . ;
Figure 2 gives the frequency dependences of the real and
imaginary parts of the resonant layer permittivigy and the
h2 = B2 K2e h2 = K2e, o B2 @ real (b) and imaginary(c) parts of the propagation constants
1.4 0%14» 237 R0%23 7 of the TE,, TM,, and TM, modes(curvesl, 2, and3) for the
whereky= w/c, cis the velocity of light, and the parameters selected parameters of the structure and the thickness of the
are o=6=7=1 for the TE modes andr=e5/e,, 6 waveguiding layeL,=4 um. The increase in the constant
=g,ley, T=85/e5 for TM modes. B’ with frequency for the TEmode is linear over the entire
Here we present results of a numerical analysis of Egfrequency range under study, except for a small interval near
(3) and the waveguide regimes in the structure of the opticab,=0.724um™ ! whereB’ decreases negligibljnset to Fig.
resonance region, for which we take the following values of2). For the TM, ; modes the dependence is linear in various
the structure parametersp=5.8, €,=5.3, £,=2.04, ¢,  parts of the spectrum. For the HMnode the propagation
=2.31,8,=1,L3=0.2um, vy=0.74um (here and subse- constant3’ increases abruptly for>v, and is converted to
quently we use the spectroscopic frequeney w/2mc,  the cover layer mode at~0.732um™ 1. As a result, a sharp
which  corresponds to the wavelength=1/v, increase in the damping” of this particular mode is ob-
No=1.35um), and the line width is g/2mc=2 served near this frequency. In the region beyond the reso-
x 103 um~1. Figure 1 gives the redh) and imaginary(b) nance the curves g8’ (v) for the TE, and TM; modes are
parts of the propagation constant as a function of the thicklinear and differ negligibly. In the region wheeg<0 and
ness of the waveguiding layér, obtained for three frequen- |e5|>¢5, a “metallic” reflection effect occurs at the inter-
cies near the optical resonance=0.72, 0.74, and 0.76 face between the waveguide layer and the cover and the
um™ 1, curves1-3). The solid curves correspond to theTE mode propagating in the structure penetrates slightly into the
mode and the dashed curves to the gTMode (the mode cover layer, reducing its damping. This region corresponds
numberm implies the number, reduced to unity, of maximato frequenciesy=0.75-0.78m~ 1. Another characteristic
of the square of the field functio|rf/~‘y(x)|2 in the cross sec- of these curves is that they reveal a frequency range in which
tion of the waveguide laygrit can be seen from these curves the damping of the TEmode exceeds that of the Tivhode.
that an increase in frequency shifts the dispersion curves téFhe frequency position of the mode absorption peaks is
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mainly determined by the thickness of the cover layer. than its frequency of conversion to the cover layer mode

Figure 3 shows the distribution of the mode energy den{rs~0.732um™ ). As the frequency approaches, the en-
sity over the cross section of the waveguide structure, deergy maximum shifts toward the boundary with the cover
fined by |_7y|2 for the Tk and TM, modes(a, b. The layer and increases sharply. The localization of the mode
thicknesses of the waveguide and cover layers were taken figld also increases here and the fraction of the mode energy
L,=4 um andL;=0.2um. Dependences were plotted for in the waveguide layer increases. At frequencies correspond-
the frequenciesr=0.722, 0.724, 0.725, and 0.7&0n * ing to negative values of; the field of the TE and TM
(curves1-4, a) and 0.725, 0.731, 0.732, and 0.736 * modes decays monotonically, almost exponentially, in the
(curvesl-4, b). It can be seen from Fig. 3a that at the be-cover layer(Fig. 3a, curved), which ensures relatively low
ginning of this frequency range the functid)ﬁ’“y|2 has one mode absorption.
peak in the waveguide layer and one peak in the cover layer. This analysis has shown that the proposed type of wave-
As the frequency increases, the peak in the cover layer inguide is potentially useful from the point of view of increas-
creases while that in the waveguide layer decreases. Aimg its functional capabilities when used as a tunable source
analysis of these curves suggests that maximum mode abf laser radiation.
sorption occurs when the field distribution is such that the
maximum of the funCtiOd-f’/'A'y|2 occurs at the interface be- 1y . vekshin, v. A. Nikitin, and N. A. Yakovenko, Pisma zh. Tekh.
tween the waveguide and cover layers. In this case, the frac-Fiz. 24(6), 35 (1998 [Tech. Phys. Lett24, 222 (1998].
tion of the mode energy flux in the absorbing cover layer “R. Carson and T. Batchman, Appl. O@®, 2769(1990.
reaches a maximum. Minimum mode absorption will thus +R. Carson, Proc. SPIE35 18 (1987, . .

. X X X . . A. |. Voronko, G. A. Nemova, and G. N. Shkerdin, Radiotekh. Elektron.

correspond to the field configuration for which this function (\voscow 35, 644 (1990.
has a minimum at the interface between the cover and wave2J. Stiens, R. Vounckx, |. Veretennicadt al, J. Appl. Phys81, 1 (1997.
guide layers. A further increase in frequency causes a drop ir%A. M. Shutyt, D. I. Sementsov, and D. G. Sannikov, Radiotekh. Elektron.
the maximum and shifts it into the cover layer. For the TM (Moscow 44(3), 1(1999.
mode the function.7,|? is plotted for frequencies lower Translated by R. M. Durham
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Epitaxial layers of InGaAs solid solutions were grown on porous GH® substrates by liquid-
phase epitaxy. A comparison between the compositions and thicknesses of these epitaxial
layers with those of layers obtained under the same conditions on normal monolithic GaAs
substrates suggests that the crystallization of epitaxial layers on porous substrates may be
considered as the growth of free unstrained films. 1899 American Institute of Physics.
[S1063-785(19)00411-5

The use of porous IlI-V single crystals as substrates foand the substratdy. is the critical thickness of a layer of
epitaxial growth opens up new possibilities for radically re-given composition(calculated using the energy balance
ducing the level of mechanical stresses and the density ahodef), and AT is the calculated minimum supercooling
relaxational crystal defects induced in heteroepitaxial strucrequired to initiate epitaxial growth of an elastically de-
tures by lattice mismatch between the materials beingormed layer of solid solution pseudomorphic to the GaAs
joined? substratgsee below

In the present study, liquid-phase epitaxy was used to Figure 2 shows the relationship between the composi-
grow epitaxial layers of lfGa, _,As solid solution, contain- tions of the layers grown on monolithicxg) and porous
ing up to~4% InAs, on monolithigsolid) and porous GaAs (X,) media. Also plotted is the calculated relationship be-
substrates. We used00-oriented,n-type GaAs substrates tween the equilibrium compositions of a free-growing
doped with tin to a concentration ¢f-2)x 10®¥cm™3. Lay-  InGaAs crystal X;) and a strained InGaAs epitaxial layer
ers of porous material5—20um) were obtained on these (Xg) on a GaAs$100) substrate.
substrates by electrochemical etching in aqueous solutions The dependence of; on x; and the corresponding value
containing HF, using a technique described in Ref. 1. of AT were calculated using concepts of minimizing the ex-

An In—Ga-As flux was used for the epitaxial growth cess specific free energy@) of the system consisting of
processes at crystallization initiation temperatures of 710 °Cthe initial phase in equilibrium with the JGa _,As (X
In order to suppress primary etching of the substrates orrX;) solid solution and an iGa _,As (Xx=Xg) solid solu-
contact with the flux and penetration of the flux into the bulktion with a tetragonally distorted crystal lattice pseudomor-
of the porous material before this is brought in contact withphic in the(100) plane to the GaAs substrate:
the substrate, the initially saturated flux was supercooled to

5-7°C. Figure 1 shows a photograph of a cleaved section )

through an as-grown &g _,As epitaxial layer on porous 6G= m_ﬂ (Xst=Xs)

GaAs. It can be seen that for this type of pores and growth

regime the flux does not penetrate into the bulk of the porous NaogNaa(Aa)?

GaAs. - 4 Xt @

The results are presented in Table I.

The InAs content in the epitaxial layers of the solid so- Here (1 =15145 J/mole is the interaction parameter in
lutions on the monolithic X,,) and porous X;) substrates the InAs—GaAs systerfusing the model of a regular solid
was determined from the position of the maximum of thesolution, \ ;90 is the reduced elastic modulus of the solid
photoluminescence edge band at 77K and also from the resolution, X (1g0)=C11+ C12—2~C§2/C11, where C;; are the
sults of an x-ray spectral microanalysis using a Camebaxnatrix elastic moduli of the laydll the numerical values of
device(values in parenthesed-or some samples the photo- the parameters are taken from Rej, B, is Avogadro’s
luminescence measurements were made both at the surfacember,a is the lattice constant of the solid solutiaha is
of the layer and near the substrate—layer interface after etctihe difference between the lattice constants of the unstrained
ing the substratésamples 4b and 4a, respectivelyhe layer layer and the substratR,is the universal gas constant, ahd
thicknessesl{,, for monolithic andh,, for porous substratgs is the temperature in kelvin.
were determined from the cleaved section by using optical The first term of the sum takes into account the change
and electron scanning microscopes. In Table,=h,/h,,  in the chemical component of the free energy of the system
is the ratio of the layer thickness grown on a porous GaAsaused by the composition of the solid solution varying from
substrate to the layer thickness grown on a monolithitid) ~ the equilibrium value. The second term is the specific me-
substratef is the relative lattice mismatch between the layerchanical energy of the elastically strained layer on the

1063-7850/99/25(11)/3/$15.00 852 © 1999 American Institute of Physics



Tech. Phys. Lett. 25 (11), November 1999 Soldatenkov et al. 853

FIG. 1. Epitaxial IRGa, _,As layer on a porous substrate.
Photograph taken with an electron microscope, using re-
flected electrongleft-hand sidg and reflected plus second-
ary electrongright-hand sidge

00000 JPO e

GaAq100) substrate. Thus, we obtain from formutB condition for mechanical equilibrium of the lay&iConse-
quently, these characteristics may be attributed to the onset
of relaxation processes of the elastic stresses in the layer
growing on the solid substrate. This then leads to a reduction
in the free energy of the crystallizing solid solution and in-

2 creases the effective supersaturation at the crystallization

RT— ZQXf(l_Xf)

A (100)
2

Xst= X¢

RT—QOx¢(1—X%¢)+ Naa(Aa)?xq(1—X;)

Using the dependenoe(x;), we estimated the value of TN o o _
AT asAT=5G/R (see Table)l. Thus, the similarity between the crystallization condi-
It can be seen from Table | that epitaxial layers grown
on porous substrates systematically have a greater thickness
and higher InAs content compared with layers on normal
GaAs substrates. For epitaxial layers of thickness consider-
ably less than the calculated critical thickness for the onset of
relaxational defect formation in pseudomorphic films, these 4 -
differences increase with increasing InAs concentration. b i
However, during growth of epitaxial layers containing more
than 3% InAs on a solid substrate, the composition changes X
with the content increasing toward the layer surface. In this —63
case, the ratio of the layer thicknesses on the porous and ]
solid substrates decreases. The thickness of the epitaxial . 3
layer for which these changes were observed is comparable ><E 2
with the critical thicknes#,. for the initial layer composition -
calculated using the energy balance médmhd is many ] 2
times greater than the critical thickness calculated from the

3

TABLE 1.

0 v T T T Y T v T T 1
Experiment Type of X, hm, 0 1 2 3 4 5
No. substrate x,, mol.% hp, um hy fX10° hg, um AT,°C

Xp X, MO 1.%

1 Mon. 0.790.77) 1.8 1.22 0.56 80 0.25
Por. 1.080.89 2.2 - - - FIG. 2. The solid curve calculated using form( gives the relationship

2 Mon. 146145 13 169 1.05 21 0.9  between the compositions of 8a, _As solid solutions under conditions of
Por. 1.791.7) 22 - - - free growth &) and epitaxial crystallization in the form of layers pseudo-

3 Mon. 2.33 15 20 167 7.4 2.5 morphic to GaA&l00) (). The experimental points reflect the correlation
Por. 2.88 3.0 - - - of the compositions for pairs of @& _,As layers grown in a single process

4a Mon. 3.35 241 3.3 5.8  from the same flux on porouscf) and monolithic &) substratessee

b Mon. 3.77 29 121 Table |); the filled circles give data obtained by photoluminescence

Por. 4.26 3.5 - - - measurements and the open circles give the results of an x-ray spectral

microanalysis.
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Conversion of the polarization of an electromagnetic wave under cyclotron
resonance in a two-dimensional electron system

V. V. Popov and T. V. Teperik

Institute of Radio Engineering and Electronics, Saratov Branch, Russian Academy of Sciences
(Submitted May 11, 1999
Pis’'ma Zh. Tekh. Fiz25, 21-26(November 12, 1999

A theoretical analysis is made of the conversion of the polarization of an electromagnetic wave
when cyclotron resonance is excited in a two-dimensional electron system. It is shown

that the greatest conversion of the polarization can be achieved in the reflected wave. At high

electron concentrations the effect remains very appreciable even in the presence of

electron scattering. In this case, the wave polarization conversion effect can be used to obtain

information on electron relaxation in a two-dimensional system.1999 American

Institute of Physicg.S1063-785(09)00511-X

Cyclotron resonance in two-dimension@D) electron P Pis
systems has formed the subject of numerous experinfental Tow=p + Tso™p (1)
and theoretical studié’s® A submillimeter linearly polarized P P
electromagnetic wave normally incident on a 2D electronwherePj, is the energy flux density of the incident wawg,
system is usually used experimentally and the relativetnd Py, are the energy flux densities of the reflected and
change in the totaffor both orthogonal polarizationgoef-  transmitted waves, respectively, whose polarization is the
ficient of transmission of the wave power is measured undefame as that of the incident waw, andPs are the energy
resonance conditions. Thus, the question of the conversion dux densities of the reflected and transmitted waves exhibit-
the wave polarization does not arise. The conversion of th#d linear polarization orthogonal to that of the incident
polarization of an electromagnetic wave under cyclotronwave. Quite clearly, the values B, and T, have the mean-
resonance has also not yet been considered in any theoretid@@ of the conversion efficiencies of the wave polarization.
studies. However, it has been predicted that when cyclotron ~ Solving the Maxwell equations in medieand 2 with
resonance is excited in a 2D electron system, the wave pdroundary conditions at the interface which take into account
larization conversion effect will increase substantiggso- ~ the response of a magnetoactive 2D electron plasma, yields
nantly). This suggests that this resonant polarization converthe following expressions for the conversion efficiencies:
sion effect may be used for diagnostics of the 2D electron (Nt Zoor, Vo= £+ 2202 ‘2
system and to develop controllable polarization devices in R — 2 T 1m0 X

(Ve1+ Voot Zoo )2+ 2302

the submillimeter range. PP
Bakunov and Zhuko¥** reported a theoretical analysis 5
\/8—1+ \/8—2+ Zoo, ’
(Vort oot Zoo ) ?+Z50%

of the resonant conversion of electromagnetic radiation when N s
. . . . . Tpp—4 €1€9

transverse plasma oscillations are excited in a gyrotropic

semiconducting film. The magnitude of this effect is propor-

tional to the film thickness which substantially reduces the

polarization conversion efficiency in extremely thinclud- Rsp=4e1

ing two-dimensional electron layers. Unlike transverse

plasma oscillations, electron cyclotron motion takes place in Z

. L 00 x
the plane of the electron system so that, in principle, con-  Tg;=4Ve €5 ot Voirz 24 7252
straints associated with the layer thickness should not arise. (Vert Vet Zoo, )"+ Zy0o%

We shall consider the case of a linearly polarized elecwherez,=120x Q) is the wave impedance of free space,
tromagnetic wave incident normally from mediunonto the

2
Z00'>< ‘
(Veit Veot Zoo )2+ 2302

‘ 2

, 2

surface of a 2D electron system at the interface between _ l-ior
medial and 2 having relative permittivitieg; ande,. We Ui_ao(wcT)er(l_in)z’
shall assume that an external static magnetic field is directed
normal to the plane of the 2D system from medidnto WT
medium?2. UX:_‘TO(w D24 (1—iwr)? @)
We introduce the conversion efficiencies of the incident ¢
wave power in the form: are the components of the conductivity tensor of a 2D elec-
tron plasma in a magnetic field. Hete is the angular fre-
R :E’, < :P_VS, quency of the wavew.=eBy/m* is the cyclotron fre-
PP Pip PP quency, oo=e’Ngr/m* is the dc conductivity of a 2D

1063-7850/99/25(11)/3/$15.00 855 © 1999 American Institute of Physics
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FIG. 1. Conversion efficiencies as a function of magnetic field at frequency

20cm* for 1/r=0, N=3X10%cm 2, e,/e,: 1/12(1), 1/4(2), V1(3),  FIG, 2. As Fig. 1 fore,/e,=1/12.8 and %,s™% 0 (1,3 and 1x 10
4/1 (4), and 12/1(5). The fine solid curves give the corresponding depen- (2, 4. Ng, cm2: 3x10° (1, 2) and 3x 102 (3, 4)

dences fore;=g,=1 andNg=3x10*cm 2,

electron system in the absence of an external magnetic fiel®] the polarization conversion maximum Mg increases, the
e, m*, Ng, and 7 are the charge, effective mass, surfacewidth of the resonance curves of the conversion efficiencies
concentration, and phenomenological relaxation time of th@lso increases. Note that the resonance curves of the total
electron momentum in the 2D system, respectively. reflection R=Ry,+Rs, and transmission  coefficients

If we neglect electron scattering in the 2D systemT=Tppt Tsp show almost no shift(and simply become
(1/7—0), the formulag3) have a simpler form, and we can broadey as the surface electron concentration varies.
write explicit expressions for the external magnetic fiBlg It follows from formulas(5) and (6) that the maximum
=BJ"™ corresponding to maximum conversion of the wavePolarization conversion efficiencies are determined only by
polarization, and for the maximum efficiencigg, and T, ~ the permittivity ratio of medial and 2. For example, for

(the positions of th&Ry, and T, maxima coincidg £1=8, We haVQR?pax_:TELaX=0-25- The vqlue OR?;X |n
creases appreciably if the electromagnetic wave is incident
e M* (Ve1+ ep)2w?+ (€2NZy/m*)2 on the surface of the 2D system from the optically denser

Bo e (Ve i+ Veq)? : (4) medium(see Fig. 1 In the opposite cas®g; ™ decreases. At

the same timeT’ST;,ax decreases as the permittivity of either
medium increases, but does not change whgande, are

€1
Rg;)axz—(\/s_+ Jen)?’ (5 exchanged. Consequently the most efficient conversion of
1 2 the polarization may be obtained in the reflected wave.
— N © Zgigur:a 2 iIIustt;ates the_tin(fjluer}cti of electror; s_cat:faring in
=T 3 a 2D system on the magnitude of the wave polarization con-
(et ool y ; "

version effect. For the calculations we used structure param-

At low concentration$\ the second term in the numera- eters similar to the real parameters of 2D electron systems in
tor of the radicand in formulé4) may become considerably semiconducting GaAs/AlGaAs heterostructures. At low con-
smaller than the first. In this case, the wave polarization uneentrationsNg, electron scattering almost completely sup-
dergoes maximum conversion wheR=w. As N increases, presses the polarization conversion effect, whereas at high
maximum polarization conversion shifts toward strongerconcentrations the effect remains appreciable. Note that the
magnetic fields. total transmission coefficiert, usually used in experiments

Figure 1 gives the wave power conversion efficiencies aso study cyclotron resonance, depends weakly on the relax-
a function of the magnetic field for various surface electronation parameter /at high electron concentrations. In this
concentrations in the 2D system, and various permittivitycase, polarization measurements in the transmitted wave are
ratios of medial and?2. It can be seen that as well as the shift more suitable for studying electron relaxation processes.
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Sealed efficient excilamps excited by a capacitive discharge
M. I. Lomaeyv, V. S. Skakun, E. A. Sosnin, V. F. Tarasenko, and D. V. Shitts
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The development of sealed XeQl 308 nm, KrCl (A~222nm, and Xel A ~253nm)

excilamps excited by a capacitive rf discharge is reported. It is shown that highly efficient emission
of exciplex molecules is achieved under capacitive discharge excitation and the emitter has

a simple design. An average emission power of 3W was obtained with296 efficiency and the
lifetime of the sealed excilamps was longer than 1000 h.1999 American Institute of
Physics[S1063-785(19)00611-4

1. Increasing interest is now being shown in thetubes between 2 and 4 cm in diameter and up to 40 cm long.
development of new sources of spontaneous ultravioleThe electrodes were positioned on the outer surface of the
and vacuum ultraviolet radiation, especially excilanip¥$, tubes, between 2 and 38 cm apart and their length could be
and their application in various fields of science varied between 1 and 19 cm.
and technology>!* The highest efficiencies for XeCl The working mixtures were excited by three sinusoidal
(A~308 nm and KrCl (\~222 nnm excilamps are achieved pulse generators having powers of 20, 35, and 55W and a
at low working mixture pressures and low specific glow- pulse repetition frequency of 22 kHz. The amplitude of the
discharge excitation powefs*® The highest efficiencies voltage could be regulated for gas discharge loads with the
were obtained in the cw regime or under pulsed excitatiorsame working mixture composition, and did not exceed
using long pulseghaving durations of tens of microseconds 4 kV.
or longe in a positive low-pressure glow-discharge coldmn The current and voltage were measured using an Ohmic
or in a subnormal glow dischargéhigh-voltage glow shunt and a voltage divider from which the signals were fed
discharg&!® However, in sealed glow-discharge excilampsto an S8-17 dual-beam oscilloscope. The average radiation
the working mixture pressure is limited because of contacpower in a given spectral range was determined using an
between the chlorine-containing active mixture and the elecFEK-22 SPU vacuum photodiode with known spectral sen-
trodes, whose temperature rises appreciably during oper&itivity in the visible and ultraviolet, from which the signal
tion, especially in excilamps having a high average radiatiorwas fed to a pulse voltmeter or S8-17 oscilloscope.
power. For example, for an excilamp having an average ra- 3. The following results were obtained. In mixtures of
diation power of 100W and stainless steel electrodes, theare gases with halide&hlorine and iodine in the present
mixture lifetime did not exceed 1h and this needed to bestudy it was easy to produce an rf volume discharge at low
replaced at intervalt: By reducing the average radiation mixture pressures, emitting highly efficiently &-X transi-
power by more than an order of magnitude, using a ballasions of exciplex molecules. The optimum pressure depended
volume, and nickel electrodes, Golovitskind Karf ob-  on the mixture composition, the distance between the elec-
tained an active mixture lifetime of 100h which is also trodes, and the diameter, and was between fractions and sev-
clearly inadequate for many practical applications. Howevergral torr, which coincides with the range of operating pres-
we know that in elevated-pressure lampsi(atm excited ~ sures in glow-discharge excilamps® The ratios of the
by a barrier discharge in which the working mixture is only working mixture components for chlorine-containing mix-
in contact with the quartz flask of the excilamp, it is possibletures were also similar to those used in a glow discharge.
to obtain a working mixture lifetime of more than 1000 h Figure 2 gives the radiation power and efficiency as a func-
(Ref. 14, but then the emission efficiency is generally four tion of the product of the pressure and the interelectrode gap
times lower than that under excitation by a subnormal glow
discharge.

In the present paper we report for the first time the de-
velopment of efficient sealed, cylindrical, low-pressure excil-
amps excited by an rf capacitive discharge in which the
working-mixture lifetime is more than 1000 h and the emitter
has a very simple design. Note that a barrier discharge is also
a type of capacitive discharge and that a cylindrical geometry
was used earlier to pump low-pressure L@sers using a
capacitive discharge.

2. Figure 1 shows the design of the emitter for an excil-gig. 1 Design of rf capacitive-discharge emittér— excitation generator,
amp excited by a capacitive discharge. We used cylindrica? — volume containing working mixture, and 3 — electrodes.

1063-7850/99/25(11)/2/$15.00 858 © 1999 American Institute of Physics
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PUV, W proximately between five and ten times lower both for
capacitive discharge excitation and for glow discharge exci-

tation.

! n Y The main advantages of capacitive discharge excitation

0.8 | . compared with a glow discharge are the simple emitter de-
12 sign, the absence of any contact between the working mix-
i ture and the electrodes, and the substantial increase in the

04 L service life of the sealed excilamps. Tests, which are still

, 2
a

12 r

ongoing, have shown that the service life of the mixture in a
sealed excilamp exceeds 1000 h.
Compared with barrier discharge excitation, a capacitive
0.0 H—rtrrt—rt——=t—t— discharge can provide more uniform excitatigr isolated
10 20 30 40 50 60 filaments, produce narrower emission lines, and couple en-
pd, Torrcm ergy more efficiently into the working mixture at low pres-
PoW sure so that higher efficiencies of ultraviolet emission can be
3w obtained from the “rosette.”

4. To conclude, we note that sealed cylindrical low-
I ; n.% pressure XeCl X~308nm), KrCl (A~222nm), and Xel

2L - (A ~281 nm excilamps excited by an rf capacitive discharge
18 have been developed for the first time using an emitter of
L 1 extremely simple design. High emission efficiencies in the

5 16 ultraviolet (~12%) and high average radiation powers

1r . (~3 W in a 250 cm working volumé were achieved using

b

T S T D T T O T TS A S O

f=3 [N O

14 XeCl and KrClI excilamps. The lifetime of the sealed XeCl
. and Xel excilamps was longer than 1000 h.

1 ’ . 4
5 10 15 20 25 30 35 E» 2A‘1r£<(c:>L\$/3a9I2 V. S. Skakun, V. F. Tarasenlet al., Prib. Tekh. Kksp. No.
pd, Torr cm 2A. P. Golovitski, Pis'ma zh. Tekh. Fiz18(8), 73 (1992 [Sov. Tech.
. - . Phys. Lett.18, 269 (1992].
FIG. 2. Average radiation power and efficiency as a function of the product3a  p. Golovitski and S. N. Kan, Opt. Spektrosk5, 604 (1993 [Opt.
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Stability of a laser cavity with a two-mirror multipass system
M. Yu. Kantor

A. F. loffe Physicotechnial Institute, Russian Academy of Sciences, St. Petersburg
(Submitted June 7, 1999
Pis’'ma Zh. Tekh. Fiz25, 33—38(November 12, 1999

An investigation is made of the stability of a laser cavity in which one of the nontransmitting
mirrors is a multipass system consisting of two spherical mirrors. The stability of the

cavity depends strongly on the number of passes of the beam in the multipass system, the
configuration of the mirrors, and the constriction of the beam entering the system. A stable cavity
configuration ensures low diffraction losses in the system and efficient lasind.99®

American Institute of Physic§S1063-785(19)00711-9

Cavities with a multipass system are widely used in lasecenter of the multipass system and back as a result of a single
engineering. In particular, they can create a substantial difreflection from each mirror has the form:
ference in the radiation energy circulating in the multipags 29—1 2Rn(1-7)
system and passing through the laser active element, which
appreciably increases the capabilities of diagnostics systems M= 2 27-1 ' @
based on laser radiation scatteringhe low radiation losses R
in a cawt_y reql_nreq for laser operation can be achieved W_h_en R=RoR,/(Ry+ Ry~ 2L),
this configuration is stable. In the present study, the stability
of a cavity with a two-mirror multipass systefkig. 1) is 7=(1-L/Ry)/(1—-L/Ry).
examined. This system consists of two spherical mir@rs
and 1 having radii of curvatureRy;, forming a multipass
system, a focusing objectiv& and a nontransmitting mirror
4. The laser active eleme®tis positioned between the ob-
jective and the nontransmitting cavity mirror. cos Mo E sin 26 sin 2n¢b
Natural oscillation modes propagate in a stable cavity, 2
i.e., radiation beams which conserve their transverse dimen- M"= 2 sin2n¢ . (2
sions, shape, and wavefront curvature after a complete round - — cos g
trip. For the cavity under study this property is satisfied in R sin2¢
any common cross section of the beams entering and leaving Here we have cos@=27—1, 0< ¢< 7. By making the
the multipass system. substitutionsp=i® and ¢=1P + 7/2 the matrix(2) is gen-
Let us assume that the multipass system is aligned sucdtralized to the cases>1 and <0, respectively:
that afterN passes, the outgoing beam is directed toward the

The matrix forn passes is the product afmatrices(1).
For 0<2xn—1<1 this matrix is obtained using the Silvester
theoren?

mirror 4. In order to determine the stability of the cavity, we cosh hd UE sin 2dsinh 2n®
need to find the relationship between the transverse dimen- M’ = " 2
. . . ; =0 .
sions of the beams entering and leaving the multipass sys- 2 sinh2n® h
tem. In the paraxial approximation, the transverse coordi- “ %R “sinh 20 cos
nates and angles of inclination of the beams in any cross (29

sections are linearly related using the ray matsee, for

example, Ref. 2 —1]). The matrix(2) is used as the basis to calculate the

In order to calculat(_e _th|s n_"nat_rlx, we_lntroduce a Coord"matrix for beam propagation from poimt to point z after
nate system whose origin coincides with the center of th _ -+ 2 passes between the mirrors:

multipass system and theaxis is directed along the cavity

axis away from the nontransmitting mirror. We shall call the _ AB
center of the multipass system the position of the constrictior? “\lcDh
of the natural modes of a stable cavity formed by mir@rs

and 1 located at distancek(1=* 6)/2 from these mirrors, _
respectively. Heré is the distance between the mirrors and
6=(R1—Rp)/(R;{+Ry—2L) (Ref. 2. This definition is also
convenient for the position of the mirrors in an unstable cav-

ity although in this case, it does not have such a clear mean- The plus sign corresponds to the cagesl and <0,
ing. The matrix describing propagation of the beam from thefor which c, s, andp have the form:

Here we haveoc=+*1, o7>0, and 2b=arcosh(2»

(c+As) —ap[(Ag+A)c+(AA=1)s] a

—oslp (ct+Aps)

A:Z/p, AOZZO/p.

1063-7850/99/25(11)/2/$15.00 860 © 1999 American Institute of Physics
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c=(0oRycoshN® +R; cosiN—-2)P)/(Ry+R;—2L),
$=(0RySINhN® + R; sihhN—2)®)/(Ry+R;—2L),
p=0.50R sinh 20.

For the case & »<1 the hyperbolic functions in these
expressions are replaced by circular functions¢goflf the
beam constriction is located at the poigt the radiusw, of
the dominant radiation mode at the wavelengtls deter-
mined using theABCD law? ww3j=\\/—B/C, where the
elements of the matrix3) are taken az=z,. From this we
find:

Tws)? ) c
220 —w1-ad-2a,c. @)

Here the positive sign corresponds t&@=<1. A posi-
tive right-hand side of Eq(4) is the main necessary condi-
tion for cavity stability. The additional constraint that the
wavefront curvature of the outgoing beam from the multi-
pass system should coincide with the curvature of the reflect-
ing surface of the mirro4 at this mirror is easily satisfied by
correctly selecting the objective and nontransmitting mirror.
For a cavity with a plane mirrod and an objective having
the focal lengttf the spot radius of the dominant moadg on
the rear mirror is given by:

W= \/(Sa_f) (5)
NS FIG. 2.

Here S, and S; are the distances between the lens and
mirror 4 and the constriction of the beam entering the mul-
tipass system. In this case, the additional constraint for stavhen its optical quality limits the divergence of the outgoing
bility of the cavity is that the radicand in expressit8) is radiation. Leaving aside these important issues in the present
positive. study, we merely note that an optimally aligned cavity with a
We represent formuléd) graphically as the dependence multipass system ensures low radiation Io_sses over a large
of ap= ng/)\ R, onL/R; andzy(R,). Foray<1 this quan- nu_mber of _p_asséand can increase the probing energy for an
tity is the ratio of the dimensions of the input beam at the@bject positioned between the mirrors of the multipass sys-
constriction z, and at mirror1 for all transverse cavity t€m by more than two orders of magnitude compared with
modes. Figure 2 gives the valueaf in the region of cavity ~the same laser without a multipass system.
stability for Ry=R;, N=4 (a) andN =14 (b). The region of This work was supported by RFBR Grant No. 97-02-
stability (4) for two passes lies between the two sloping18084.
lines. It can be seen how strongly the cavity stability and
thus the lasing mode depends NnL, andz,. For a particu- 1y, vy, Kantor and D. V. Kuprienko, Pis'ma zh. Tekh. Fi23(8), 65
lar configuration of cavity elements lasing is determined by (1997 [Tech. Phys. Lett23, 321(1997)].
competition between modes for which the position of thezH- Kogelnik and T. Li, Appl. Opt5, 1550(1966.
input beam constriction differs. The laser active element has ™ Yt~ Kantor and D. V. Kouprienko, Rev. Sci. Instruf, 780(1999.
an appreciable influence on the mode selection, especiallyransiated by R. M. Durham
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Heat exchange processes near the boundary of a film boiling nucleus
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Results are presented of an experimental investigation of the change in temperature, heat flux to
the liquid, and rate of displacement of the isotherms near a film boiling nucleus propagating

over a plane surface. The experiment was carried out in a liquid nitrogen bath at atmospheric
pressure on the saturation line. The heater was a sapphire plate 1.2 mm thick having a heat
transfer surface area of X22 mnt. The following facts were established; dear the boundary

of the film boiling nucleus a new heat exchange mechanism takes place caused by the
instability of the liquid microlayer; the maximum heat flux to the liquid is considerably greater
than the critical heat flux;)3the vapor film in the film boiling region grows gradually with
increasing distance from the boundary, i.e., there is a smooth transition in terms of heat exchange
intensity before the equilibrium film boiling level is reached. 1®99 American Institute of
Physics[S1063-78519)00811-3

In technology-based catastrophes and other transiethick was deposited on the lower side of the plate while a
processes, nonuniform, rapidly time-varying temperature displatinum film 800 A thick was deposited on the upper side on
tributions are frequently encountered at a liquid-cooled heatwhich a pattern for the measuring system was fabricated by
transfer surface, leading to the appearance of new heat trangirect photolithographic techniques. This pattern consisted of
fer laws. One example of such as transition is the evolutionwo fragments. The first fragment was in the form of a me-
of a nucleate boiling crisis over the entire surface from aander measuring 220 mnf. The meander was positioned
local nucleus covered with a vapor film. This is usually mod-symmetrically relative to the long axis of the heat transfer
eled by a switching autowaVveusing the one-dimensional surface and had a length of 11 mm along this surface. The
heat-conduction equation: edge of the meander was 3 mm from the edge of the plate.

This meander served as a pulsed heater. Fourteen tempera-

SAMIT/a=V(SMT)VT)+P(W=Q). @ ture sensors were then distributed along the long axis, which
Here C(T) is the specific heat of the heater material calcu-together with current and potential lines formed the second
lated per unit volume\ is its thermal conductivityW(T) fragment of the pattern. All the sensors were distributed
andQ(T) are the densities of heat release and heat removalong the long axis, having dimensions of 1 mm perpendicu-
at the heater surface, respectively, @dndP are the area lar to the axis and 1am parallel to the axis. The current
and cooled perimeter of the cross section orthogonal to theircuit consisted of connecting lines and series-connected
direction of propagation of the autowave. Estimates andensors. A four-pass system was used to measure the resis-
measurementsndicate that the wave velocity is very low  tance of the sensors. If we denote the sensosd,asumber-

(of the order of centimeters per secon®n this basis, the ing them from the pulsed heater, their distribution geometry
dependence of the heat flQ to the liquid on the heater is as follows: from the edge of the pulsed heater to
temperaturdl is usually assumed to be quasisteady-state anfl=10mm,sl1-s2=8 mm, s2-s3=7 mm, s3-s4=2 mm,

is calculated using steady-state boiling theofi¢towever, s4-s5=2mm, s5-s6=s6-57=s7-s8=s8-s9=1 mm,

in Ref. 3 the present author indicated that there is a strics9-s10=2 mm,  s10-sl1=2mm, sl11-s12=5mm,
relationship between the heat exchange intensity in the trars12-s13=5 mm, andsl13-s14=11mm. The temperature
sient regime and the wave velocity for limiting cases, and independence of the sensor resistance was determined by spe-
Ref. 4 the author put forward data to suggest that heat excial measurements. The measurement errors did not exceed
change near the boundary of a film boiling nucleus exhibit€).5%.

significant transient characteristics. No other studies have The sapphire plate was thermally insulated on all sides

considered the dependen@éT). except for the heat transfer surface. The experiment was car-
Here we present results of an experimental investigatiomied out as follows. First, steady-state nucleate boiling of the
of Q(T). nitrogen on the plate was established by passing a direct

The experiments were carried out using a liquid nitrogencurrent through the nichrome film. A current pulse was then
tank at atmospheric pressure on the saturation line. Thapplied to the pulsed heater which initiated a propagating
heater was a sapphire plate 1.2 mm thick having a heat tranfitm-boiling nucleus. An eight-channel computer-controlled
fer surface area of 7722 mnf. The heat-transfer surface analog-to-digital converter recorded the resistance of the sen-
was oriented horizontally upward. A nichrome film 1000 A sors for 8Qus and then went over to the next measurement.
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grid, isotherms at 1K intervals are also plotted on the sur-

28 face. The heavy lines indicate the isotherms corresponding to
25 - temperatures of 9.75K, 10K, and 20 K. The position of the
v 22 | first arrow in Fig. 1 coincides with the gap between 9.75K
®» 19 | | and 10K not visible in Fig. 2 while the second corresponds
F to 20K. Thus, these lines are the boundaries of the three
- 167 E regions isolated above. The configurations and densities of
1B the isotherms in each region differ substantially, correspond-
10 ing to the different processes of heat transfer to the liquid.
7 . ‘ L The surface cross sections at constant time are shown in the
60 110 160 inset. These characterize the positions of the wave tempera-

t, ms /10 ture profiles along the axis of the heat transfer surface at
’ various times. The data are approximated by third-degree
FIG. 1. Change in temperature in the wave from the readings of sensors ipolynomials with a confidence level of 1.
order from left to right:s4, s5, s6, s7, ands8. The inset shows the rate These data define the dependeficeT(x,t) of the heat
of displacement of the isotherms as a function of temperaturey nsfer surface along the longitudinal axis with an error not
W=7.5W/cnt, To=10K, T;=77.45K, andVy=x, /ty=20.7 cm/s. . ; .
exceeding 0.5%. This dependence includes the steady-state

wave motion, the temperature pulsations caused by flexural

In this way we obtained the time variation of the temperaturé)scillations of the front, processes attributed to switching off

distribution along the axis of the heat-transfer surface. the nichrome heater supply at a certain tiiiie order to
The film boiling region was observed visually from the avoid its overheating and processes reflecting the finite

brightening of the heat transfer surface. The brightenindength of the heater. The last two processes are easily elimi-

boundary moved symmetrically relative to the longitudinal nated and are not included in the analysis described subse-

axis of the heater, undergoing flexural oscillations having gluently.

scale of 3-5mm. Typical results of the measurements are The average motion of the front can be considered to be

plotted in Fig. 1. Three regions can be identified according t®ne-dimensional and may be described using @g. For

the intensity of the temperature fluctuations. Forsfeead- convenience of the calculations this equation is reduced to

ings, the arrows indicate the boundaries of these regionghe semidimensionless form:

Region 1 has high frequencies and low oscillation ampli-

tudes_,. Reg_ionz has low freql_Jencies and Igrge amp”tUdeSQ=W7ACaT/(9t+B[d)\/dT(aT/ax)2+)\aZT/axz]. 2

and in region3 the frequencies and amplitudes decrease.

These regions can be seen even more clearly in Fig. 2 which

plots the data inT,y,t) coordinates wherg is the distance Here the dimensions d@ andW are unchanged. The nota-

betweensl and the measuring point. The two-dimensionaltion for the other quantities also remains unchanged, but a

plane gives some conception of the change in temperatumeotation with the subscript “0” is taken as the unit of

along the heater axis with time. In addition to the coordinateneasurement: C,;=C(90K), A;=A(90K), Ty=10K,
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FIG. 2. Change in temperature shown in space and time.
Coordinates of sensors along the axig, (mm)Xx100:
sl —0,s4 — 2700,s5 — 2900,s6 — 3000,s7 — 3100,

ol ‘ s8 — 3200, ands12 — 4200. The inset shows the surface
et j : i
Sl o cross sections fot=const in order from bottom to top:
e t/ty=2.55, 40.76, 88.15, 104.97, 127.64=0.044 s,
S
S >
% D
3 o




864 Tech. Phys. Lett. 25 (11), November 1999 M. O. Lutset

boiling nucleus. Nucleate boiling takes place on a wetted
surface and film boiling on a dried surface. Near the bound-
ary the liquid microlayer cannot be stable because of the
increase in the temperature gradient. Thus, it explodes peri-
odically, removing heat from the surface. This instability
may be called temperature instability of the microlayer. This
mechanism produces the maximum heat flux to the liquid
and is typical of the second region. A similar effect was
observed in Ref. 8 when studying the liquid wetting of an
overheated surface. The termination of wetting causes a
‘ ‘ steep drop in the heat flux to the liquid but the thickness of
0 2 4 6 8 the vapor film cannot instantaneously acquire the equilibrium
value and grows gradually. Hence, in regi®mve observe a

(T-Ts)/Ty gradual decrease i to the level corresponding to steady-

state film boiling.

FIG. 3. Density of heat flux to the liquid as a function of temperature head. T the followi Its h b tablished
The inset gives the specific heat and thermal conductivity of sapphire as a 0 sum up, the following results have been establishe

function of temperature from data given in Refs. 6 and @ experimentally: 1 near the boundary of a film boiling
=0.367 J/crK, \o=7 W/cmK. nucleus a new heat exchange mechanism takes place as a

result of the instability of the liquid microlayer; 2he vapor
film in region 3 grows gradually with increasing distance
to=AColag, Xo=(N\oSaoP)*?, A=ACT,/t,, B from the boundary, i.e., there is a smooth transition of heat
ZAKoTo/XS, where A is the plate thickness andy, €xchange intensity between the second and third regions be-
=1 W/cnmeK. fore the equilibrium film boiling level is reached; 3he
The time derivative was calculated from the finite maximum heat flux to the |IQU|d is Considerably greater than
changes in temperature at neighboring times and théhe critical heat flux.
x-derivatives were calculated using a four-point formula It follows from these observations that in order to de-
(Ref. 5, p. 232 The dependence€(T) and \(T) were scribe the propagation of a boiling-regime switching auto-
taken from Refs. 6 and 7 and are illustrated in the inset tgvave, the well-known equatiormust be supplemented by
Fig. 3. The results of calculations using ti&—s8 data are another equation which controls the changeQir Q(T,t).
plotted in Fig. 3 which clearly reveals three different heatExamples of the velocity pulsations of a traveling front for
exchange regions. In regioh the temperature head varies two diffusion processes with essentially different diffusion
slightly and corresponds to the value of 9-10 K achieved fogoefficients are well-knowd.
the critical heat flux in nucleate boiling, but the maximum  This work was supported by the RFBR under Project
heat fluxes to the liquid are 2.2 times the critical value. InNo. 98-02-17920.
region2 the heat exchange intensity is lower than that in the
first but the heat fluxes are 2.8 times the critical level with a
temperature head of 15.8 K. In the third region the heat ex-s. A. zhukov, V. V. Barelko, and A. G. Merzhanov, Int. J. Heat Mass

change intensity falls sharply to values corresponding to film_Transf.24, 47 (1980.
boiling 23, S. KutateladzeRrinciples of Heat Exchange Theotiauka, Novosi-

. . . . birsk, 1970, 659 pp.
The visual observations and the data plotted in Figs. 13, o Lutset, Pisma Zh. Tekh. Fi24(9), 21 (1998 [Tech. Phys. Lett.

and 2, and 3 suggest that the motion of the boundary of the 24, 338(1998].
film boiling nucleus is pulsating. Thus, it is interesting to 4M. O. Lutset,Heat Transfer 1998, Proceedings of the 11th International

; : ; _ Heat Transfer Conferencdyongju, Korea, 1998, Vol. 2, pp. 315-317.
calculate the rate of displacement of the isotherms. Differen 51, s. Berezin and N. P. Zhidko\Computing Method$Pergamon Press.

tiating th_e expressiofi[ x(t),t]= const with respect to time,  oxford, 1965; Vol. 2, GIFML, Moscow, 1959, 464 pp.

we obtain V=dx/dt=—(dT/dt)/(dT/dx). The results of €. G. Kozhevnikov and L. A. Novitskj Handbook of Thermophysical

calculations using this formula are given in the inset to Fig. Properties of Materials at Low Temperatur@dashinostroenie, Moscow,
. 1982, 328 pp.

1. Thg clgarly deflned_ autowave nature_ of th.e temperature, =~ Holland, J. Appl. Phys33(9), 270 (1962.

variation in the wave is only observed in regiGnat tem- 8T. Ueda, M. Inoue, Y. Iwata, and Y. Sogawa, Int. J. Heat Mass Tr&6sf.

perature heads exceeding the critical overheating of the lig- 401 (1983.
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Clusters in a pulsed free jet of a monosilane—argon mixture
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Novosibirsk State University Institute of Thermophysics, Siberian Branch of the Russian Academy of
Sciences, Novosibirsk

(Submitted July 6, 1999

Pis’'ma Zh. Tekh. Fiz25, 47-51(November 12, 1999

An experimental investigation is made of condensation in a pulsed supersonic jet of a
monosilane—argon gas mixture. In addition to silane-séhgdrogenated siliconand argon

clusters, mixed argon—silane complexes were observed for the first time and their conditions of
formation in the jet were determined. The mass peak intensities of monomers and cluster

ions were studied as a function of the initial pressure. Parameters of the flow transition to advanced
condensation were determined. It is shown that condensation in the mixture jet at low initial
pressures leads to the formation of monosilane clusters only whereas at high pressures, mixed
monosilane—argon clusters are formed. 1899 American Institute of Physics.
[S1063-785(109)00911-9

Recently gas jets have begun to be used to deposit thiand x=2—4. Figure 2 shows the amplitudes of the mass
films.! However, the deposition process may be influencegeaks corresponding to Ar SiHy , SibH3 , Ar; , Ar,SiH;
by condensation which takes place in a supersonic jet as thend SiH;; ions plotted as a function of the initial pressure.
initial pressureP, increase$. It is therefore interesting to The similarity between the dependences for the monomers
study cluster formation in a jet of monosilane-argon mixtureand the clusters in jets of pure argon and mixtures indicates
used to produce silicon film's® i that condensation also takes place in the mixture jet. The

Condensation was investigated using the\lEBUS com-  recorded ions can be divided into three groups according to
plex of gasdynamic rigs at Novosibirsk State University us-the behavior of these dependences: argon and monosilane
ing mass spectrometry of the molecular beam formed from anonomers, silane-series clusters, and also clusters of argon
pulsed supersonic jétThe duration of the gas pulse was and mixed argon—silane complexes. The dependences of the
0.8 ms, which ensured a quasisteady-state flow regime. Themplitudes of the argon and monosilane monomer signals on
measurements were made on the axis of the jet beyond Ry, in the mixture jet agree qualitatively with the dependence
sonic nozzle having an exit cross section of diameteiof the monomer signal in a pure argon jet. The pressure at
do=1 mm at a distance/dy=175 from the nozzle edge. which advanced condensation begins in the mixture is
High-purity argon and a 5%SiH95%Ar mixture were shifted toward lower values and is approximately 20 kPa.
used. The initial pressur®, was varied between 1 and Both curves have a clearly defined minimumPgt-50 kPa,

700 kPa. after which the signal amplitudes increase as a result of frag-

We first investigated the condensation of pure argonmentation of the clusters. Consequently, the clusters contain
both to check the diagnostics procedures and for a comparirot only monosilane but also argon. The enrichment of the
son with condensation of the mixture. Figure 1 gives themolecular beam in clusters at high pressures changes the
amplitudes of the monomer and argon cluster peaks recordedlationship between the argon and monosilane signals. The
in the molecular beam formed from the free argon jet, plottedSi,H; cluster ion signal appears By>15kPa, i.e., after the
as a function of the initial pressure. The arrow indicates theransition to advanced condensation in the jet. This signal
pressure at which a transition to advanced condensation svidently occurs as a result of the fragmentation of large
observed. These results agree satisfactorily with those olelusters. The Af signal appears @,>50kPa, i.e., consid-
tained in a steady-state argon jeAs a result of the release erably later than the silane-series dimers. There are also dif-
of condensation heat into the jet, “drift” of monomers into ferences from the behavior of the Adimer in a pure argon
clusters, and possibly skimmer interaction, the intensity ofet: first, it appears at higher pressure and second the first
the monomer signal stops increasing with increasing pressuggeak is almost completely absent in the mixture. Signals
after the onset of condensation and then decreases until tfiem Arj , Ar, , and mixed clusters are only observed at
argon clusters begin to contribute to this signal as a result afigh P, and behave like an argon dimer.
fragmentation. The Ar, Ary, and Ai, ion signals occur Thus, pure monosilane clusters are formed in the mix-
predominantly as a result of the breakup of large clusters. ture jet atP,~20kPa. AsP, increases, they probably be-

In the molecular beam extracted from a jet of SitAr come condensation nuclei for Ar and, frofy~40kPa,
mixture, in addition to the peaks of Ar monomers and clus-combined condensation of monosilane and argon takes place
ters, we observed silane monomers and clusters as well &s the jet. At Po>40kPa signals from argon and argon-—
peaks of mixed clusters of the type /&iH,, wheren=1-4  silane cluster ions appear in the mass spectrum. These are

1063-7850/99/25(11)/2/$15.00 865 © 1999 American Institute of Physics
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evidently formed as a result of the breakup of large mixed™C- 2:

argon—monosilane clusters caused by electron impact. Alration (“List of Unique Scientific Research and

high pressures?, the readily condensing impurity can_be Experimental Facilities of National Importance” Registra-
almost completely transferred to the condensed state in tt}

. . : fon No. 06-06, and by a Fundamental Natural Science
mixture jet. _Th_us as. the pressure increases, the clust rant from the Ministry of Education of the Russian Federa-
nucleus consisting mainly of monosilane molecules become,
overgrown with a “coat” of argon atoms. This leads to an
increase in the argon cluster signals and mixed clusters anéR. G. Sharafutdinov, A. V. Skrynnikov, A. V. Parakhnevieh al,, J.
reduces the signals from hydrogenated silicon clusters. ZAPDL Phys.79, 7274(1996. _

To sum up, in a jet of 5% Sik#Ar mixture at low pres- D. Golomb, R. E. Good, A. E. Bailegt al, J. Chem. Phys57, 3844
suresP, monosilane clusters formed whereas at high pres=a_ ping, R. A. Cassidy, L. S. Cordist al, J. Chem. Phys100, 7051
sures mixed monosilane—argon clusters appeatr. (1994. )

This work was supported by the Russian Fund for Fun-AG' G. Gartvich, V. G. Dudnikov, A. E. Zarviet al, Prib. Tekh. Kksp.
damental ResearctiProject No. 96-03-33924 by the Min- No. 2, 134(1999.
istry of Science and Technical Policies of the Russian Fedtranslated by R. M. Durham
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Change in the acoustic emission spectrum of dislocation-containing silicon under
current and thermal influences
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Changes in the acoustic emission spectra of dislocation-containing silicon under current and
thermal influences are investigated. The shift of the maximum frequency of the acoustic emission
spectrum is explained and described using the sharp kink model, The stopping constant,
velocity, and mobility of the dislocations are estimated. 1899 American Institute of Physics.
[S1063-785(10901011-3

The influence of dislocations on the mechanical and The main cycle of investigations was carried out after
electrical properties of semiconductors and devices fabrithe system had reached equilibrium which was determined
cated from them is well known. Linear defects promote thefrom the saturation of the acoustic energy
formation of traps and carrier scattering centers when an
e_Iectrlc current flows. l\_/lore_over, th_e presence of_electrlc W~ U(w,),
fields may lead to the migration of dislocations at fairly low n
temperatures. A drifting dislocation crossing the active re-

. . . ) . -~ whereU,, are the amplitudes of harmonics of the experimen-
gion of a device may cause it to malfunction. Devices with | spectrun?

high degree of integration are particularly sensitive to this. The results revealed a surprising difference in the behav-

The migration of dislocations can be assessed by direGh, of stryctures with and without defects under current and
(electron microscopyand indirect(selective etchingmeth-  harma influences. Since they possess effective charge and
ods of examination. A highly promising method involves mass dislocations may migrate under the action of electron
analyzing the acoustic noise which always accompanies ging and electrostatic action, increasing the acoustic noise.
moving dislocatiort. However, the acoustic emission of A comparative analysis of the spectra of the samples under
semiconductors in external electric and thermal fields hagjentical influences indicates an appreciable increase in the
clearly not been sufficiently well studied. In particular, no amplitude of the signal spectrur)(f) for dislocation-
information is available on the acoustic emission ofcontaining silicon with a clearly defined maximum ft
dislocation-containing semiconductors, its temperature de=(.25Hz(curvesl and2, Fig. 1).
pendence, and the influence of elastic stresses. The migration of dislocations in semiconductors is de-

Thus, the present paper is devoted to a study of th@cribed by the model of sharp kirfkiermed when the shoul-
acoustic emission spectra of dislocation-containing silicorder of a dislocation attaches to a new defect center. These
under current and thermal influences. kinks overcome the second-order Peierls potentials, propa-

The initial samples werd111]-oriented, phosphorus- gating perpendicular to the dislocation line. The velocity of
doped, dislocation-free silicon wafers (4Q0x0.35mn) this displacement is described by:
having resistivityp=0.01()-cm. Subsequent annealing for ,
25min at 1273 K under conditions of a three-point loading v=d'f, expl’ _ W]
system promoted the appearance of edge dislocatighe kT
dislocation density was estimated by calculating the etch pits E .+ 7bdd/2
revealed after immersing i@ P etchant at room temperature —exp{ - pz—] }
for 35 sec and wa&2—5x 10° cm 2. KT

The experiment was carried out using a technique dewhere E,, is the second-order Peierls potentiell, is its
scribed in detail in Ref. 3. Acoustic emission was excited byperiod, = is the mechanical stress, is the length of the
external thermal heatingl(= 330-380 K and by passing a Burgers vectord is the dislocation length, ané, is the
current of densityj = (0.57-4.3x10° Alcm?. A liquid  frequency of the kink vibrations.

In—Ga eutectic was used for the current-supply contacts. The In thermal equilibrium the kink pairs formed as a result
acoustic emission signals were recorded by a piezocrystaf the thermal activation mechanism decay to form unlike
detector positioned on the surface of the wafer. The electricadnes, diffuse along the dislocation line, and annihilate on
response from the detectf(t) was recorded by an S9-8 impact. This is why, in thermodynamic equilibrium in the
storage oscilloscope and was fed to a computer where a faabsence of current, the acoustic emission signal from
Fourier transform algorithm was applied to reconstruct thedislocation-containing samples is very smadlturve 3,
spectral composition of the acoustic signléw). Fig. 1.

@
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FIG. 1. Acoustic emission spectrha:and 2—silicon with and without dis- d’'=5x10"10 [m] (Refs. 4 and B j=(0.57-4.3 A/m2. and
locations exposed to a currenf=2.9x10° A/m*> at T=360K, _ 4,3 . '
3— dislocation-containing silicon a=360 K (j =0). n=5x10*m , the last term in brackets
Bjdd’
exp —
nekT

When an electric field is applied, the stresses created a§ sybstantially smaller than unity and can be neglected. This
a result of interaction between carriers and a dislocation means that the maxima of the experimental speig. 2)
and the simplified expressidd) rewritten in the form

ol 4| Epe|, Bad .
M o) =T | " Znext )" ®)

can be used to estimate the stopping condaaund the kink

~(3—-10)x10°3

N
= @

~enb Inf=

impair the established equilibrium and the kinks begin to

migrate_ in specific directionShereB is the stoppir_lg CON- " pscillation frequency . It was found that isothermal anneal-
stant,e_ls the eI(_ectron charge, amdis _the free carrier €ON- g for 60 min atT= 1273 K increases the stopping constant
centration. In this case, the rate of displacement of the dis-g tom 107 to 8% 10~ 7 Pa s and reduces the kink oscilla-

locations is determined by the difference between thg;,, frequencyf, from 6x 10° to 4x 1¢f Hz. These changes

transition frequencies as the kinks migrate in opposite direcy e cased by the removal of elastic stresses in the heat treat-

tions. Their characteristic hopping frequency in the steadyent process and also by the redistribution of impurities near

state regime characterizes the transition of dislocations fron},o isiocation line and therefore an increase in the disloca-
one metastable state to another. This clearly explains thg,, mass.

well-defined maximum in the acoustic emission spectrum of

: ) . - ! These data can be used to determine the dislocation stop-
dislocation-containing silicon perturbed by a dc fiétdirve

X ping mechanism in silicon in a particular range of tempera-
1 Fig. 1. tures and stresses. We knbthat the stopping of disloca-

Taking into account Eqs(1) and (2) and also the fact ong in crystals is described by two different mechanisms.
that the rate of displacement of the dislocations may be g first attributes the stopping to thermoelastic damping
determined by the product of the dislocation hopping fre-;5,5ed by a heat flux from the front to the back of the dis-
quencyf and the length of a single hdpwe obtain location as is migrates through the crystal. For edge disloca-
tions the stopping constant in this case is:

¢ v ; d’ p{ Epz—Bjdd’/Zen}
e T b? 9a?T K
b kT =’;— 10|<X'” —~6x10°%[Pas],  (6)
Epo+Bjdd’/2ne g pCpol
e kT ‘ &) wherepu is the shear modulug is the coefficient of thermal

expansionkK is the thermal conductivityy is the bulk modu-
For the following simplification we give expressid8) lus of elasticity,w is the relaxation frequency, for nonmetal-
in the form: lic crystals o=27x12x10PHz, and|'~10 °m is the

_ _ separation length.
d’ Ep2 Bjdd’ Bjdd’ The other mechanism takes into account the scattering of
f=fo—expg —=|exp =——=|| 1—expg — .
| kT 2nekT,

nekT phonons as a dislocation moves through the crystal. For this
(4) mechanism we have
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assumption made above that the dislocations are increased
~10 ®[Pas], (7) by electron wind.

Thus, the observed acoustic emission of semiconductors
whereZ is the number of atoms per unit cellk3 is their ~ under current and thermal influences is determined by the
thermal energyy, is the shear wave Ve|ocity’ aralis the migration of dislocations. A Sharp kink model is used to
lattice parameter. explain the change in the acoustic emission spectrum with

A comparison between the experimental and calculatedncreasing current density caused by redistribution of fluxes
[Egs. (6) and (7)] values of the stopping constants suggest$f positive and negative kinks. It is observed that isothermal
that the most probable dislocation stopping mechanism i@nnealing leads to an increase in the stopping conBtant
silicon is the phonon scattering mechanism. For thermoe|a§hUS reduces the mobility of the dislocation. The dislocation
tic dampmg the value oB was almost two orders of magni_ stopping mechanism is inferred and the velocity and mobility
tude higher than the experimentally determined values.  Of the dislocations is calculated.

The experimental acoustic emission data and the conclu-
sions reached were further confirmed by the results of direct
observationgusing etch pitsof the displacement of disloca- 1v. A. Greshnikov and Yu. E. DrobotAcoustic Emissior(Standartov,
Fions. For this we u§ed . methOd Of r.epeatlefd Sele(_:tive etcmv.offgvgﬁir?—;%uze?/izcﬁ%nd S. G. Kalashnikokhysics of Semiconductors
ing. Samples of dislocation-containing silicon with pre- (Nauka, Moscow, 1990688 pp.
etched dislocations were exposed to a current denjsity 3A. M. Orlov, A. A. Skvortsov, and V. A. Frolov, Pis'ma Zh. Tekh. Fiz.
=2.9x10° A/m? and temperaturd =350K for 72h. The 4%5(?' 28k(19599T[Tkech.h_PhysaLﬁttha ghs (199_9|]. o o
disloc.atio.ns were then repeqtedly exposed. A metallographicp'lastlifil:y"(sbringe?_uvcer'{ag,n New 3Sor.'(”,a%‘3i’;°am'?f M);nsat‘:rg\llfl:s 12239,
examination of various sections of the samples before and 296 pp).
after current treatment revealed the presence of new etchAV. 1. Spitsyn and O. A. Troitskj Electroplastic Deformation of Metals
pits, which provide direct confirmation that the dislocations ,(Nauka, Moscow, 1985160 pp. o

. . . . J. Friedel,Dislocations (Pergamon Press, Oxford, 1964; Mir, Moscow,
are displaced under the action of a direct electric current. 1967, 644 pp.
Their displacement toward the positive electrode at the ve-w. p. Mason,Phonon Viscosity and Its Influence on the Absorption of
|ocity Vg=5X% 108 cm/s indicates that the dislocations have Acoustic Waves and Migration of Dislocatigris Ultrasonic Methods of
a negative effective charge and can be used to determine thetudying DislocationsliL, Moscow, 1963, pp. 327-371

mobility ug=v/E=4x10"8cn?/(V-s). This supports the Translated by R. M. Durham
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Delay of reversible deformation in titanium nickelide after an incomplete
transformation cycle

S. P. Belyaev, A. E. Volkov, and A. |. Razov

V. I. Smirnov Research Institute of Mathematics and Mechanics, St. Petersburg State University
(Submitted July 5, 1999
Pis’'ma Zh. Tekh. Fiz25, 59—-64(November 12, 1999

Characteristic features of the appearance of reversible shape memory in an equiatomic TiNi alloy
were studied after a cycle in an incomplete range of martensitic transformation temperatures.

It was observed that the establishment of reversible shape memory is accompanied by the SMART
effect (Stepwise Martensite to Austenite Reversible Transformatidrich is manifest as a
temperature delay of the deformation under heating. The delay occurs at that temperature at which
the transformation terminated in the preliminary thermal cycle and is 3°C19@9

American Institute of Physic§S1063-785(19)01111-§

Alloys undergoing thermoelastic martensitic transforma-  Two working hypotheses are attractive to explain the
tions demonstrate various “memory” effects for their me- physical reasons for the SMART effect. The first is based on
chanical and thermal prehistory. These particularly includeghe role of lattice defects localized near interphase bound-
the shape memory effect which is manifest as the return to aries, which are inherited by the martensite phase and remain
predefined deformation during heating through a range oin the material after an ITCH. It is postulated that these de-
transformation temperaturé4. A more complex phenom- fect pileups act as pinnin@ttachmentcenters for the mov-
enon known as reversible shape memory essentially involveisg interphase boundary during the SMART effect. The other
remembering the path along which the material was loadedypothesis is concerned with local elastic-energy relaxation
Information on this path is stored in the domain structure ofprocesses at the interphase boundary as a result of which the
the martensite and when various conditions are satisfied, it idriving force of the transformation decreases and an addi-
reconstructed as a result of a martensite austenite tional supply of heat is required for it to continue.
transformatior?. In addition to these well-studied phenom- The SMART effect has mainly been observed when the
ena, the so-called SMART effe¢Btepwise Martensite to temperature dependences of the electrical resistance vary,
Austenite Reversible Transformatijonas recently come un- and also in calorimetric experiments. However, quite clearly
der discussiofi=8 This is a specific type of memory which is a change in the temperature kinetics of a martensitic trans-
initiated by a preliminary incomplete transformation cycle formation should also influence the behavior of the deforma-
under heatingITCH), i.e., a procedure in which the marten- tion processes associated with this transformation. In fact, it
site — austenite transformation terminates in the temperaturbas recently been reported that the SMART effect is ob-
rangeA;— A; and cooling takes place, transferring the mate-served on mechanical hysteresis loops in the superelastic
rial to the martensitic state. If the material is now heatedTiNi alloy.®
through the complete range of reversible transformation, Inthe present paper we report the first experimental data
monotonically increasing the temperature, it is possible tmbtained from a study of the SMART effect during the es-
observe a characteristic feature in the temperature kinetics ¢éblishment of reversible shape memory in TiNi.
the transformation. Specifically, a delay in the transformation ~ The experiments were carried out using wire samples of
will occur during heating, which is manifest as the appear-approximately equiatomic TiNi alloy. The diameter of the
ance of a “step” on the temperature dependence of angamples was 3mm and their length 550 mm. At room tem-
physical quantity sensitive to changes in the phase state. Thigerature the alloy is in the martensitic state. The samples
transformation delay occurs at that temperature at which thevere isothermally deformed by stretching by 12% and then
phase transition terminated during the preliminary ITCH orafter the load had been removed, they underwent spontane-
at a slightly higher temperature. When the ITCH takes plac®us reversible deformation under thermal cycling through the
several times with the temperature at which the reverse trariemperature range of martensitic transformations. The
sition terminates decreasing from one cycle to another, theamples were heated by an electric current and cooled natu-
number of delays in the next complete transformation is theally by leaving in air. The thermal cycling was repeated
same as the number of ITCHs preceding it. This behavior isnany times in order to stabilize the deformation in the cycle.
classified as the SMART effect, which has been observed foAs a result, after twenty cycles the reversible change in the
TiNi, TiNiFe, TiNiCu, AgCd, and CuAlZn alloys. This in deformation was 0.8% in the range 20-130(i@cluding
fact means that different alloys with thermoelastic martensitehermal elongation of the sampland remained almost un-
transformations can “remember” a series of incompletechanged from one cycle to another.
martensite~ austenite transformations. The reversible shape memory effect is attributed to the

1063-7850/99/25(11)/2/$15.00 870 © 1999 American Institute of Physics
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FIG. 1. Strain versus temperature illustrating the spontaneous deformatioflG. 2. Strain versus temperature for heating of a TiNi alloy sample during
of a TiNi alloy sample in a thermal cycle through the transformation rangethe establishment of the SMART effeffilled circles and in a the next
(open circlegand in an incomplete cycle during heatitfdled circles. thermal cycle(open circles

the repeated heating is shown by the open circles in Fig. 2
existence of oriented internal stresses in the predeformed mand has no such features. In other words, the SMART effect
terial. These stresses orient elementary microshears durinvgas only observed once in the cycle directly following the
martensitic transformations, thereby promoting spontaneoul§ CH, which is consistent with the known data.
reversible deformation at the macrolevel. It thus becomes To sum up, it can be seen from these results that the
clear that regardless of the nature of the SMART effect, itSMART effect is manifest during the establishment of re-
will be observed during the establishment of reversible shapeersible shape memory in the form of a deformation delay in
memory because the relaxation of internal stresses and tlike range of martensiteaustenite transformation tempera-
formation of a particular defect structure, and together withtures. From the point of view of using shape-memory alloys,
any change in the kinetics of the phase transition in generathe fact that the deformation exhibits complex kinetics after
should influence the temperature kinetics of the deformationpartial temperature cycles must be borne in mind, particu-

We shall now examine the experimental data. For comiarly in the design of devices requiring accurate positioning
parison Fig. 1 gives thermal-deformation dependences ol®f moving parts.
tained in a thermal cycle through a complete range of mar-  This work was supported by RFBR Grant No. 99-01-
tensitic transformations and in an incomplete cycle00987 and by the State Program for Support of Leading Sci-
immediately following the first. It can be seen that during entific Schools, Grants Nos. 90-15-96077 and 96-15-96066.
heating in the incomplete cycle the transformation was ter-
minated at 79 °C and 0.25% strain after which the material V: A- Likhachev, S. L. Kuz'min, and Z. P. Kamentsev8hape Memory

i . Effect(Leningrad Technical University Press, Leningrad, 1946 pp.

was transferred to.the marten§|t|c.state by cqollng t0 ro0M214ndbook of Materials with Shape Memoryol. 2, edited by V. A.
temperature. The filled circles in Fig. 1 essentially show the Likhachev (NIIKh St. Petersburg State University Press, St. Petersburg,
ITCH required to initiate the SMART effect. This effect was 3199P8>,B3;7|4a25. S L Kur'min and M. Yu. RogachevekeSauciure and
observed during Supsequent heatmg. through th.e CompIEteg.rop.ertieZ of’M‘eta.lllic Mate’rials aﬁd Clom[?ositior(N;?,mlilovgorod,
range of transformation temperatur@sg. 2, filled circles. 1989, pp. 44-51.
The fragment of the “strain—temperature” dependence“G. Airoldi, G. Carcano, and G. Riva, iRroceedings of the European
clearly reveals a characteristic feature in the form of a step. Symposium on Martensitic Transformation and Shape Memory Properties,

o ; ; ; Aussois, France, 199published in J. Phys. N1, Collog. 4, 277(1991).
From 79°C the strain stops Changlﬁge slight slope of the 5G. Airoldi, S. Besseghini, and G. Riva, Rroceedings of the International

line is merely caused by the thermal elongation of the Conference on Martensitic Transformations (ICOMAT-92), 1992,
sample and this change only reappears after the temperatureMonterey, CAedited by C. M. Wayman and J. Perkifidonterey Insti-
has increased by 3°C. It can be seen from Fig. 2 that thetute of Advanced Studies, Carmel, 1998p. 959—964. _
beginning of the deformation delay coincides with the tem- G. Airoldi, S. Be;seghml, and G.‘ Rlva, Ihroceedmgs of the Third Eu- _

. . . o ropean Symposium on Martensitic Transformations, Barcelona, Spain,
perature at which heating stops in the ITCF °C). How- 1994 published in J. Phys. I\, Collog. 2, 483(1995.
ever, this agreement is not observed for the strain, and théG. Riva, S. Besseghini, and G. Airoldi, J. Phys. 8/ Collog. 8, 877
valuee =0.25% is only achieved at the end of the delay step.88925- i A Corsi. and G. Riva. 3. Phve. 17, Coll o
After heating had ended, the sample was cooled to room & Airoldi: A- Corsi, and G. Riva, J. Phys. IV, Collog. 5, 513(1997).

temperature and then reheated. The curve corresponding teanslated by R. M. Durham
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Explosive growth of perturbations of the surface of a conducting liquid
in an electric field

N. M. Zubarev
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(Submitted July 12, 1999
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An analysis is made of the behavior of the free surface of a conducting liquid in an external
electric field near the Tonks—Frenkel instability threshold assuming that the incipient wave is one-
dimensional. It is shown that the surface dynamics is described by the nonlinear
Klein—Gordon equation. This equation is used to formulate criteria for the explosive growth of
perturbation amplitudes. @999 American Institute of Physid§1063-785(19)01211-2

The Tonks—Frenkel instability of the boundary of a =0, z=7.
conducting liquid in a strong electric field plays an important
role in the general problem of dielectric strength. This insta-The functions 7(x,t) and y(x,t)=®|,, are canonically
bility leads to the avalanche-like growth of surface conjugate quantiti€sso that the dynamic and kinematic con-
perturbationd and the appearance of regions of high energyditions at the surface have the form:
concentration whose breakup is accompanied by intense SH SH
emission processés. The significant nonlinearity of these h=———, m=—",
phenomena necessitates the construction of a theoretical o7 oy
model of the advanced stages of Tonks—Frenkel instabilityynere the Hamiltonian
in particular identifying the conditions for the explosive
growth of perturbations. B (Vo)? (Ve)?
The dispersion law for waves at the plane surface of an B JZ<” 2 dr— L
ideally conducting liquid in an external electric fieltlhas
the form® N f

2 o
977’+ G- 1))dx
a E2
w’=gk+ —k*— Kk, describes the total energy of th f h -
P dmp gy of the system apart from the con

stant. This Hamiltonian may be represented as the surface
whereg is the acceleration due to gravity,is the coefficient  jntegral:

of surface tension, ang is the density of the medium. It can
be seen that when the energy density of the field N PP A A
W=E?/(87) exceeds the critical valueW.=\gap H_JE(T*k-H YT AT ) dx
the surface is unstable, and for low supercriticalities
e=(W—-W,;)/W, perturbations grow with wave numbers _JM(-T- KT -1+ 9T 0,71y dx
close tok=ko=\/gp/a. In this situation it is possible to o e
study the nonlinear dynamics of the surface perturbations
using equations for the envelopes. +f
We shall consider the potential motion of an ideal in-
compressible conducting liquid occupying the region
z< n(x,t) [the free surface of the liquid is given by the func-
tion z= 5(x,t)], in an external electric field directed along
the x axis. The velocity potential of the liqui® and the A P A 1 = f(x')
electric field potentialp satisfy the Laplace equations k=——H, Hf= ;P.V.f

ADP=0, Ag=0

d?r
=, 87p

2
97"+%(\/1+ n§—1))dx, 1)

where the integral operatde is expressed in terms of the
Hilbert transformH:

dx’,
- X' =X

. . L and the nonlinear operatofrs: are given by
with the conditions at infinity:

nyn
®—-0 z——o, .= (= _
¢——Ez, z—w, . T
Assuming that the supercriticalify| and the character-

and also as a result of the equipotential surface of the coristic angles of inclination of the surfad® »| are small, we
ducting liquid, these potentials satisfy the condition convert to the envelopes by using the substitutions

1063-7850/99/25(11)/2/$15.00 872 © 1999 American Institute of Physics
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7=A(x,t)eKoX+ A* (x,t) e koX aP(Y)

- P(Y)=— Syz_ Hye
+2k0A262|k0X+ ZkOA* 2e—2ikox’ '

2 2

=
t Y '

Y=B(x,1)eo+ B* (x,t)e” 7%, whereY plays the role of the “particle” coordinate arfélis
in which ko— 2k, interaction is taken into account. Substi- its potential energy. Analyzing this inequality for the case
tuting these expressions into the Hamiltonidn and per- when the particle velocity is initially directed toward the
forming the necessary averaging, we obtain to within theorigin at timet=0: Y{(0)<O0, it is easy to observed that

fourth order in terms of amplitude: first vanishes fore>0 if U(0)>0, second fore<0 and
) H<0, and third fore<0 andH>0 if U(0)>¢&?/(8H), or
H:f (k |B|2—ﬂ|A|2 Y2<|e|/(2H), where U=YZ?2+ P(Y) is the total particle

0 Ko energy. Quite clearly, if these conditions are satisfied, the

norm X goes to infinity within a finite time, which corre-

wg , 1lwgko sponds to explosive amplitude growth. The following esti-
+m x| ) [A[*]dx, mate holds for the tim& of occurrence of singularit§®
0
where w3=2gk,. After scalin
w5=29ko g . v(0) dy
< _

wot—t,  V2kox—x, V11/&k,A—A o J20(0)=2P(Y)
the equation for the complex amplitudecorresponding to
this Hamiltonian has the form Note that part of the criteria for explosive amplitude growth

Ayp=eA+ A+ |A|2A. 2) refers to the case when the plane surface is stable with re-

spect to small perturbations{€0). This implies that the
excitation of instability will have a rigid character.

e . . ) To sum up, this analysis of the surface behavior of a
A characteristic feature of Eq2) is that the nonlinearity con b y

q bilize the li . bility b Wi ducting liquid in an electric field near the instability
oes not stabilize the linear instability but conversely inten+, o014 has shown that in the first nonvanishing order the

sifies it, leading to explosive amplitude growth under certain, i ; : : ;
" . onlinearity defines the tendency to explosive perturbation
conditions. By analogy with Refs. 8 and 9 where the dynam- y y P P

) . : . rowth.
ics of collapse was investigated for the Klein—Gordon equa—g The author is grateful to E. A. Kuznetsov, A. M
tion with various types of nonlinearity, we analyze the timelskol’dskii, and N. B. Volkov for fruitful discussioné.

evolution of the norm This work was carried as part of an RFBR project, Grant

That is to say, the envelope of packebbeys the nonlinear
Klein—Gordon equation|¢|*) mode).

) No. 97-02-16177.
X=| |Al“dx.
We write the Hamiltonian corresponding to E@) in the
form:
3 ) 1 ) g 1 5 L. Tonks, Phys. Rew48, 562 (1935.
H= §|At| — Z(|A| Vit— §|A| + §|Ax| dx. 2va. I. Frenkel', Zh. Tekh. Fiz6, 347 (1936.
3M. D. Gabovich and V. Ya. Poritski JETP Lett.33, 304 (1981).
o . . . . . 4 i
Omitting the term with spatial derivatives and using the b‘cé'egr:a;‘;‘cggy‘;?ﬁ" 41‘("19%3”"’5“3’“5' and V. I. ligunas, Izv. Vyssh.
. .. . 2 2 . . . . y .
Cauchy—Buniakowski inequalit(f<4X [|A|*dx, we find: 5], Yu. Bartashyus, L. I. Pranevichyus, and G. N. Fiir@h. Tekh. Fiz41,
3x2 1943(1971) [Sov. Phys. Tech. Phy&6, 1535(1971)].
i & . ﬁ 3) ®L. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
~ 8X 4 2 2nd ed.(Pergamon Press, Oxford, 1984; Nauka, Moscow, 1982

_ o _ _ . . . V. E. Zakharov, Prikl. Mekh. Tekh. Fi2, 86 (1968.
This majorizing inequality agrees with those obtained in 8E. A. Kuznetsov and P. M. Lushnikov, Zh.kg&p. Teor. Fiz.108 614

Refs. 8 and 9 apart from the coefficients. Converting to the, (1999 [JETP81, 332(1995].

. -1/ Lo . . 9E. M. Maslov and A. G. Shagalov, Phys. Lett.289, 46 (1999.
new variableY =X allows us to rewrite inequality2) in
the form of Newton’s second law: Translated by R. M. Durham
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A universal projectional method of abbreviating description is given and its application is
demonstrated for all levels. Effective characteristics obtained as a result of this abbreviation are
considered. Their properties and behavior are discussed for a wide range of measures of
action together with the effects induced by them. 1899 American Institute of Physics.
[S1063-785(19)01311-1

1. A study of processes of increasing intensity inevitably ~ We present the general scheme of the projectional
involves taking into account increasingly deeper structuramethod and isolate the effective characteristics thus ob-
levels of systems and an increasing number of quantities irtained.
volved in the process. A similar situation arises for regimes  The initial description of the dynamics of a system is
of structural transitions when a system “opens” and reactgiven by the evolution equation for the set of the quantity
to a multiplicity of external factors. In both cases the dimen-F={f,(X,t)}
sions of the “action space” increase substantially. _

At the same time, any observation is limited to a finite HF=EMFITQ, @)
number of quantities. Consequently, a disparity ensues beavhere X, is the set of general coordinates, aQe={qs} is
tween the increase in the dimensions of the process and thie source term. This equation describes the system at a more
limited possibilities of observing and describing it. detailed level than that in which we are ultimately interested.

A natural, and essentially the only way, of solving this It may be nonconstructive, such as the Liouville equation for
problem is to use a systematic abbreviation of description. In1.0?° particles. What is important is that by abbreviating the
this case, the number of determining quantities only in-description, this equation may be used as the basis to go over
creases slightly with an overall reduction in the dimensiongo the next, less detailed but more constructive, level of de-
of the description and this is accompanied by a transition t&cription.
effective characteristics. The description of any level is abbreviated by projecting

The fundamental indicator of the latter is a dependencét onto a subspac®F of smaller dimensions
on the measure of action, i.e., these are essentially nonequi-
librium characteristics. Such characteristics include the ef-
fective mass, quasi-energy, and nonequilibrium susceptibili-

F=PF+P,F=F,+F,, P,=(I-P),

ties. In general, as we know, effective characteristics have an P*P=| P PP, =0, P= z Pm. (2
operator dependence on the measure of actfon. m
In specific problems from various fieldsuclear theory, This representation is similar to an expansion as a Fou-

molecular dynamics, kinetics, hydrodynamiése transition  rier seriesF, is the finite number of first terms, arfd, is
to effective characteristics is usually made by using phenomhe residue.

enological models. Such models cannot generally be used to  Dividing Eq. (1) as in Eq.(2) and projecting onto the
interpolate for essentially nonequilibrium regimes, i.e., thEYSubspace:t:p and F, , we obtain the following two equa-

cannot solve the fundamental problem. tions:
It should be noted that in many cases, nonequilibrium
characteristics must be dealt with initially, since they have OtFp=EplFp]+ E[F L1+ PALF,+F ]+ Qp, ©)

no limits as the measure of action tends to zero. Examples of
this type are cited in Refs. 3 and 4.

Note that in the general context, according to the postu-  AQ[f+¢]=0O[f+ ¢]—O[f]—O[¢],
late of universal coupling, all the characteristics of nonequi-

OF =& [F ]+ & [Fp]+PAGF,+F ]+Q,, (4

librium systems are effective. where O is an arbitrary operatoftaken to abbreviate the
2. Here we describe a universal method of abbreviatingXPressions for whick andd; commutg. The first equation
description and going over to effective characteristics. (system gives the basis of the abbreviated description at the

The method of projecting the initial values and equationg©duired level, and the second is used for closure.
onto suitable half-spaces and obtaining closed equations for We substitute the operator solution of Ed)
the components of interest is universal and extremely cqnye— FL=R,[E[Fp]+Q.],
nient. This method can be successfully used for abbreviating
descriptions of various types and on various levels. R[®]={6—& [@]-P AgF,+ e] 5)
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into Eq. (3) and obtain a closed system of abbreviated de- Equation(9) is extremely complex and specifying it for
scription specific systems is by no means easy and its solution is an
open-ended problem.

dFp=EplFpl+diFp+ Qp, 6) In view of this, a suitable objective is to use this equa-
= _ tion as the basis of a macroscopic theory describing regimes
Fpr=E R [E (Fp) 1} + &R + ... 7
Fp=& f[ L(FplHH GIR(Q] @ over a wide range of nonequilibrium.
The quantityd,F, is usually called the “product” and the Such a theory for liquid systemsuperhydrodynamigs

expressions(7) are closing relations. In hydrodynamics, was presented in Ref. 5, and its linear variant was analyzed
these determine the general transport laws and transport ofairly comprehensively in Refs. 4, 8, and 9. A fundamental
erators. position in this theory is occupied by the effective suscepti-
The relationshipg7) determine effective characteristics bilities: the operators for diffusion, thermal diffusion, viscos-
of a different type. Taking into account the form of the re-ity, viscothermal conductivity, and so on, which are deter-
solvent(5), these indicate the qualitative dependence of thenined by substituting the operatéiin the form of the right-
effective characteristics on the measure of action. In particurand side of Eq(9) into relation(7).
lar, in the lowest order in terms of small measures of action, 4. Using the effective characteristitsusceptibilities in
equilibrium characteristics are obtainézbefficients of pro- the complete macroscopic theofsuperhydrodynamigsre-
portionality between “fluxes” and “forces). In the oppo- veals a wide range of effects which are not “seen” in kinetic
site limiting case of very large measures of action, the resoltheory and are absent in classical theories.
vent defines the effective characteristics in the form of In view of their practical value, we indicate the basic
“decaying operators.” For example, for a large high-speedclasses of these effects.
measure of the measures of action we have the effective The first class are cross effects which are fully repre-
characteristics~- R~ a{l. sented in superhydrodynamics: these include thermoviscous,
Realizing the right-hand sides of the equati¢fs and  hydro-visco-thermoconducting, and so ‘bfihese effects are
principally the relationg7) for various systems and levels of generally small under weak nonequilibrium, but for large
description is a key problem in dynamic theory. gradients they are comparable with diagonal efféciscos-
A very simple example of a general scheme of abbreviity, thermal conductivity.
ated description involves reducing the two linear equations Relaxation aftereffects are well known; Boltzmann was
one of the first to observe these.

dxi=vix;tai (1=1.2) Over the last few decades nonlocal effects indicated by

to a single ondfor x;=y) superhydrodynamics have become acknowledged for low-
. temperature conditions, electromagnetoactive media, and
diy=v11y1+ vid di— v [vory + Q2]+ 0. 8 low-density gases.

In this case, the effective relaxation operator has the form  Effects of ultralarge susceptibilities are ascribed to the
~ 1 ) form of the resolven(5) provided that the inverse operator is
v11= vt v di— vao]  Tveq. Quite clearly, at low speed

s < . small (which corresponds to instability of the structurén
di—0 this is given byvyy=viav21/vz,, and at high speed particular, an effect of infinite conductivity for the threshold
this operator isvq;.

: value of the electric field was indicated in Ref. 9.
In this way Maxwell and Boltzmann, followed by Leon- -
. : . A whole range of effects related to characteristic features
tovich and Mandelstam derived relaxation theory from a mo- : o .
in the dependences of the effective characterigsoscepti-
ment system. - . . .
. . . . _bilities) on the measure of action were described in Ref. 10.
3. Applying this general scheme to the dynamic descrip- L . .
. . . ; Hence, nonequilibrium of the effective characteristics
tion of a system ofN(~ 10?9 particles with creation and . ) :
and its adequate reflection are extremely important.

ann|h|lgt|on, we obtain a general k|net|f: equation. _ 5. In addition to the properties of indicating effects, ab-
This equation describes the evolution of a set of distri- o L ) .
) . — — , ) breviation of description plays an important computational
bution functions F(I',,x,t)={f(I's,x,t)} of interacting role.
complexes of structure-kinetic elements=<(1.2, .. .n), Computational advantages are well known when prob-
I's=(p®x%j%), wherep®, x% j* are the momenta, coordi- |ems involving the dynamics of systems with an infinite
nates, and internal characteristics of theomplexes. This  number of degrees are reduced to a finite system of ordinary
has the form differential equations.
9F=—V@VF—FAF]-1[F]+Q, 9) _ Thi_s is generally accomplished by means of ger)eral Fou-
rier series and these are usually truncated, ke=0 is as-
whereV is the velocity of thes-complex,V is the gradient, sumed.
andF[ ] is the operator of the forces acting on the complex.  This method of closure is generally inadequate, and its
The strong interaction operatdfF] takes into account all use for an approximation even of very large dimensions is
possible creation and annihilation processes-obmplexes ineffective. This is demonstrated by the example of the prob-
and also delay and nonlocality in the collision region. lem of sound at frequencies higher than the characteristic
The simplest variant of EqQ) for a low-density gas internal frequency®! Using more that five hundred
consisting of structureless particles is the Boltzmann equamoment$? did not produce any agreement with the experi-
tion. ment, whereas the choice of the first five moments aéfor
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the one-dimensional problerwithin the limits of the projec- These topics will be considered in a special study.
tional method yielded complete agreement. 7. To conclude our discussion of a series of abbrevia-

Thus, it is recommended that a complete projectionations, we isolate the main component of the projectional
scheme should always be used to reduce to a finitemethod and indicate its role in various problems.
dimensional problem and then suitable approximations The main component involves allowing for the charac-
should be used to realize the relatid@s. teristic features of the resolvent of abbreviated description

6. When analyzing the dynamics of finite-dimensional(5) when realizing the closing relations and the effective
systems, it is useful to abbreviate the description by reducingharacteristics.

the number of equations or isolating the regular component  The characteristic features of the resolvent: asymptotic

of the process in a series of ratios. behavior at high degrees of nonequilibrium, jumps, and go-
We shall demonstrate an abbreviated description for @g to infinity on the spectrum, play an important role in
system of three equations with quadratic nonlinearity fundamental and applied problems.
3 In the problem of a transition from a reversible to an
dtxi:—yixi+_§ Vinj+2 VijeXjXet Qi (100  irreversible description(Bogolyubov, Fock and Krylov,
J#1 ].e

Prigoging a key role is played by the characteristics of the
wherev;>0, v;j, v;je are constant velocity coefficients. The resolvent attributed to the continuous spectrum. Allowance
system(10) includes most known mode(¥olterra, Lorentz, for the continuous spectrum combined with abbreviated de-
Belousov—Zhabotinski and so on scription averaging ensures a transition to irreversibility.

For the abbreviated description, i.e., a reduction in the In computational problems using the general Fourier se-
number of equations, we shall assume, in accordance witties method, it is advisable to use a resolvent form of closure,
the general recommendation, that the valuexgfhas the as shown by the example of the sound problem. This can
longest lifetime and the lowest frequency in the linear ap-allow for the spectral characteristics more adequately that the
proximation. In view of this, it is advisable to reduce the usual procedure of making the residue zero.
values ofx; andxs. The successful application of effective characteristics

As usual, we shall consider a normal reaction, i.e., weover a wide range of conditions presupposes a suitable inter-
shall assumex; i(t=0)=0. In order to make the final ex- polation based on exact operator expressions. Even a very
pressions less cumbersome, we retain one nonlinear offipproximate representation of the resolvent can give more
diagonal term withw,15, v531, v3p3in each equation and we successful expressions for the effective characteristics such
assumeg;=03=0. as the expression for the effective conductivity of a turbulent

Taking into account these simplifications, the final ex-plasma in a magnetic fiefd.
pression forx,=y has the form

diy=—wy+ 213 voXi[y1+ vara[yIXa[ y1+q(t),

(11) 1G. E. Skvortsov, Pis'ma Zh. Tekh. Fi23(22), 7 (1997 [Tech. Phys. Lett.

R t t 23, 861(1997)].
X.[y]= f drexp — J' [vi— vy (7)) ]d7 [vy(7) 2G. E. Skvortsov, Pis'ma Zh. Tekh. Fi24(19), 7 (1998 [Tech. Phys. Lett.
0 T 24, 749(1998]. 3
3G. E. Skvortsov, Zh. Esp. Teor. Fiz57, 2054(1969 [Sov. Phys. JETP
. B - 30,1114(1969].
+ V13X3(Y)]] =viRidY,y]+ vigRid Y. X3, 4G. E. Skvortsov, Zh. Esp. Teor. Fiz63, 502(1972 [Sov. Phys. JETBS,
266 (1972].
(12 5G. E. Skvortsov, Vestn. Leningr. Gos. Unil3, 94 (1979.
81. 1. Blekhman,What Can Vibration Be?Moscow (1988, 208 pp.

~ 7 )
X =Raf VarvioR V]+v , G. E. Skvortsov, Zh. Tekh. FiA9(3), 62 (1989 [Sov. Phys. Tech. Phys.
alY]= Rad varv1oRid Y, Y]+ vasy] 34,289(1989].
_ -1 8 i
Ra,=[d;+ v3+ vi3v3R1 Y, @]— vaoy] L. (13 4?7.3[5('15;;\;@90]”50\/’ Zh. Esp. Teor. Fiz68, 956(1975 [Sov. Phys. JETR1,

This equation(11)—(13) is considerably more complex °E. N. Perevoznikov and G. E. Skvortsov, Zh. Tekh. Bi#(9), 1 (1991
than its prototype10), although being a single entity it has  [Sov- Phys. Tech. Phy86, 967 (1991].

. 0G. E. Skvortsov, Pis’'ma Zh. Tekh. Fi23(6), 85 (1997); 23(7), 23(1997)
many advantages over the systé€lf). This can be used as & [Tech. Phys. Lett23, 246 (1997; 23, 261(1997)].
convenient example to demonstrate all known characterisig, g. skvortsov, zh. Esp. Teor. Fiz49, 1248(1965.
tics: auto-oscillations, time bifurcations, strange attractor*C. Pekeris, Z. Alterman, L. Finkelstein, and K. Frankowski, Phys. Fluids
and transition to dynamic chaos. It is also convenient for,, 1608(1962. o _
- - - . . A. S. Dmitriev and O. A. Sinkevich, Teplofiz. Vys. Tenb, 489(1997.
using approximate methods, particularly using averaging and

isolating vibrational effects. Translated by R. M. Durham
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Results are presented of investigations of the surface relaxation of electret charge. It is
established that when the electret is exposed to increased moisture, the charge transfer is of a
percolation nature. Characteristics of the adsorption and growth of electrically conducting

phase nuclei during the formation of a percolation cluster at an electrified surface are studied.
The critical index of the correlation length of the percolation cluster is determined and

shows good agreement with known theoretical estimates19@9 American Institute of Physics.
[S1063-785(109)01411-1

In the present paper an analysis is made of the surfaceken place at= 7y, the kinetics of the adsorbed phase on
relaxation of the charge of electrets exposed to moistur¢ghe electret surface has the form
from the surrounding atmosphere. Particular attention is paid .
to adsorp'qon and nugleatlon of an electrically conduct!r}g 0(t)=1—Q(To,t)exr( _J' a(g)S(Rz(g,t))dg), 1)
phase during percolation charge transfer over the electrified 70
surface. The analysis is made using the percolation model of
electret charge relaxatibbased on the combined application Where
of percolation theor™* and the Kolmogorov modefor the 7o
kinetics of two-dimensional nucleation. These surface relax- Q(To,t)EeXP( —f a@({)S(Ry (&, 7o) + Rz(To,t))d§)-
ation processes of the charge determine the stability of elec- 0 ?)
trets in various devices under real operating conditions,
whereas charge transfer across the bulk of the dielectric apgrhe functional R(g,t)zfzv(n)dn determines the radius
pears mainly when studying the physical properties of elecwhich a nucleus formed at timé will have by time't,
tret materials using various methods of thermally stimulateds=v(t) is the growth rate of the nucleu§=S(R) is the
discharge. area of an isolated nucleus of radiRsand a= «(t) is the
Adsorption of water leads to the appearance of conductrate of nucleation, which is equal to the average number of
ing channels on the electrified surface which substantiallyadsorption centers formed per unit area per unit time. The
alter its electrical properties. Since water is a considerablyelationshipR=R({,t) determines the geometric growth law
better electrical conductor than the electret material, thestor the adsorbate nuclei. A nucleus formed after electrifica-
channels shunt the surface of the sample, resulting in strontipn has the radiuR=R,({,t); otherwise the radius IR
local inhomogeneity of the surface electrical conductivity.=R({,t) before electrification and R=R;({, )
When the fraction of the surface coated with adsorbatetR,(7,t) during subsequent growth. The function
reaches the percolation threshold, the conducting channe@@(y,t), as given by formuld2), describes the growth of all
form an infinite percolation cluster along which the excessuclei formed before electrification and is numerically equal
charges flow off. This cluster shunts the surface of theo the fraction of the electret surface not occupied by such
sample so that all parts of the electrified surface adjacent touclei at timet. From the time of fabrication of the future
the percolation cluster stop making any contribution to theelectret materialt(=0) until electrification {= ), the sur-
surface potential of the electret From this it follows that face of the material interacts with the surrounding medium.
U«x1-P, whereP is the density of the percolation cluster, After thermodynamic equilibrium has been established, the
which is equal to the probability that a randomly locatedfraction of the surface occupied by the adsorbate will remain
surface point belongs to an infinite cluster. The density of theconstant provided that the sample is under controlled steady-
percolation cluster depends on the fraction of the surfacstate conditions. In this cas@(7y,t) may be replaced by
occupied by the adsorbaté at time t: P=P(6), where the time-independent functio®(r,) which is equal to the
0= 06(t). In order to determine the adsorption kinetics, wefraction of the surface left free of adsorbate before electrifi-
shall use the Kolmogorov theory which describes the growttcation. Electrification is accompanied by the formation of a
of new-phase nuclei in a steady-state reaction space of ardarge number of new nucleation centers as a result of which
trary dimensions.It is taken that all the initial assumptions the adsorption process is intensified appreciably, being acti-
of this theory are satisfiedunbounded reaction space, vated by the self-induced electric field of the electret. Good
Poisson nucleation law, geometric similarity of nuclei, uni-agreement with the experimental data on the decay of the
form growth rate. surface potential of Teflon electrets is achieved by
In this case, for any time after electrification, which hasusing the following expression for the rate of nucleation:

1063-7850/99/25(11)/3/$15.00 877 © 1999 American Institute of Physics
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FIG. 1. Limiting values of the surface potentidl, for electrets of various 9"6(:

sizes. The confidence interval is given for 95% probability. The inset shows ) L ] )
the characteristic decay curve of the surface potential for a Teflon electrdt!G. 2. Estimate of the critical index of the correlation lendth: experi-

having the areD?=10x10 mn? at room temperature and 98% relative Mental data2 — optimum approximation, an — scaling asymptote.
humidity. The arrow indicates the percolation transition.

The percolation nature of the surface relaxation of elec-
g tret charges is confirmed by the good agreement between the
experimental and theoretical values of the critical index of

the Dirac delta function, and,, is the constant rate of spon- th€ correlation Igpl%th. In accordance with the concept of
taneous nucleation which continues over the entire electréic@€ myanangé', the correlation length is the only geo-
discharging process. Thus, both instantaneous nucleatidietric dlme_nsmn characterizing a percolation cluster near
during electrification and the constant nucleation during subthe Percolation threshold. We assume that when the surface

sequent storagéperation of the electret are taken into ac- potential saturates, the correlation lengtfs proportional to
count. the characteristic electret dimensibn This means that the

After shifting the time measurement by the intervg limiting value of the surface potential can be definedJas

which corresponds to electrification & 0, Eq.(1) may be  — U(t) =tg§=D), wheretsis the time at WhiCh saturation is
simplified: reached. Thus, when the surface potential saturates, the cor-

relation length, apart from the constant fackgris equal to
t the electret dimensionD=\¢&. From this it follows that
0(t)= 1_Q(0)EX‘< N J'Oa(g“)S(Rz({,t))dg : 3 large electrets should have high limiting values of the surface
potential. Figure 1 gives experimental data which support
As the surface of the electret fills with adsorbate, a percolathis conclusion for Teflon electrets exposed to 98% humidity
tion cluster forms. The stability of the electret charge is high-at room temperature for three months. Teflon was selected
est until the fraction of the surface occupied by the adsorbatbecause it is one of the best electret materials. The points for
exceeds the percolation threshold. As soon as an infinit®=2 mm andD=3 mm were obtained by averaging the
cluster forms, a percolation transition takes place and thémiting surface potential over nine identical samples, and
surface potential of the electret begins to fall. The inset tahe other points were obtained by averaging over five. The
Fig. 1 shows the characteristic decay curve of the surfacanitial surface potential was (0)=300 V for all the electrets
potential for the case where a percolation transition tookvhereas the limiting values under saturation were between
place eight days after electrification. When an infinite clustel30V and 210V depending on the electret size. Since the
forms before the end of electrification, the electret undergoesurface potential is uniquely determined by the density of the
catastrophic dischargingpercolation breakdown Both  percolation cluster which in turn depends on the fraction of
types of percolation transitions have been observedhe surface coated with adsorbate, the experimental data on
experimentally’’ the limiting surface potentials of electrets of different sizes
As the electrified surface becomes covered with a netean be used to obtain the dependenca $bn 6. The result
work of conducting channels, the discharging process slows plotted in Fig. 2. Each point on the graph was obtained by
down: after a relatively rapid drop observed after the percoeonverting the limiting surface potentigfig. 1) into the dif-
lation transition, the surface potential reaches saturatiorference between the fractions of surface occupied by adsor-
with only a slight variation around some limiting vallls  bate and the percolation thresholig : (6.=0.5 for two-
(inset to Fig. 1. In this case, the correlation length of the dimensional continual percolatipn
percolation cluster becomes considerably shorter than the The correlation length near the percolation threshold
characteristic geometric dimension of the electret. obeys the following scaling laf/?®

a(t)=pB8(t— 79) + a9, Where B is the concentration o
nucleation centers appearing during electrificatiogt) is
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Ex|0—0c|7", 0<0—6c<1, (4) finite whereas for a constant or hyperbolically decaying

h is th itical ind f th lation lenath f growth rate this distance becomes infinitely long. The expo-
wheréw 1S the critical index-of the correlation 1engin 101 o nia) relaxation of the growth rate was also confirmed di-
two-dimensional percolation. Thus, the value of this index

be d ined f he sl tth i qrfctly by the possibility of linearizing the experimental data
can be (_atermlne rom the slope of the sca ng as_ymptote ith respect to the limiting propagation distances of the sur-
the function{\ évs(6— 6c)}, plotted on a logarithmic scale. face potential drop in terms of the coordinatéb(L(x)
A corresponding plot is shown in Fig. 2. An optimum ap- —L()vst
proximation can be used to find the slope of the asymptote To sum up, it has been established that the charge trans-

near the percolation threshold where relatighis valid. The fer over an electrified surface is of a percolation nature as a

critical index of the correlation length thus determined Was .ot of the adsorption of a conducting phase stimulated by

f”:tl'4t dQ.l, Wh'Ch Iagreesl V‘;_'th 8|$P10WH theoretical estimateSy,q oectric field. If the adsorption and nucleation kinetics
or fll_vﬁ f|menst!ona fpercoalt) t'. lust h | accompanying the formation of a percolation cluster are
€ formation ot a percolation ciuster near the percolay i, the surface relaxation of the charge can be described

tlonl thre:hold IS Cioffl)é rt(;IatedI t,? theh_gr%wih of a?r?orlbat uantitatively and the stability of electrets under real operat-
nuclei. Here we studied the relationship between the loc g conditions can be predicted.

growth rate of conducting-phase nuclei and the integra
propagation velocity of the potential drop accompanying the
formation of conducting channels on the electrified surface.1 _ _ _
This potential drop propagates as the various surface points\P(E- . _*F“thg‘ha;%\g;g‘-( 1@'2’]"' Zh. Tekh. Fiz54, 964 (1984 [Sov.
. . . ys. Tech. Phy29, .
beco_me electrically Cc_)uPled during the_formatlor? of the per- 23, R. Broadbent and J. M. Hammersley, Proc. Cambridge Philos530c.
colation cluster. The integral propagation velocityof the 629 (1957).
potential drop is appreciably higher than the local growth *J. M. Hammersley and S. R. Broadbent, Proc. Cambridge Philos58pc.
: N/ — (o ; 641 (1957.

rate t())f an f|solat(Td n_ucleuzs V=(2n 1),hwhedr_en is the “D. Stauffer, Phys. Refs4(1), 2 (1979,
number of nucleation centers over the distanCét)  sa N kolmogorov, Izv. Akad. Nauk SSSR, Ser. Mat. 36937,
=[oV(#n)dn covered by the potential drop in the tinie  ®yu. I. Kuzmin, N. S. Pshchelko, 1. M. Sokolova, and V. 1. Zakrzhevskiy,
Measurements were made of the ||m|t|ng distant_ég) The Percolation Behavior of Electrets in the Presence of Water Conden-

: : _sation in Proceedings of the Eighth International Symposium on Elec-
OY.er which the surface pote_ntlal drop propagates on an elec trets, edited by J. Lewiner, D. Morisseau, and C. AlquESPCI, IEEE
trified s_urface exposed to increased moisture. Data on the paris, France, 1994pp. 124-129.
adsorption of water on Teflon were analyzed using equation$B. Cantaloube, G. Dreyfus, and J. Lewiner, J. Polym. Sci., Part B: Polym.
for the three main adsorption isotherms: Brunauer—Emmett—, Phys.17(1), 95 (1979.

. P. G. de GennesScaling Concepts in Polymer Physi@Sornell Univer-
Teller, Langmuir, and Henry. It was found that the growth sity Press, Ithaca, NY, 1979: Mir, Moscow, 1982

rate of adsorbate nuclei is well approximated by the €xpo-9y kesten,Percolation Theory for Mathematiciari@irkhauser, Boston,
nential law: v(t)=vqexp(-t/7), where 7 is the relaxation MA, 1982; Mir, Moscow, 1986

time of the growth rate andOEl/(ZT,Bl’Z). For exponential ﬁK. Sumithra and A. Baumgaertner, J. Chem. PHyi), 2727(1999.
relaxation of the growth rate the limiting distanicé~) cov- J. Kurkijarvi and T. C. Padmore, J. Phys.8A683 (1975.
ered by the potential drop over an infinitely long time is Translated by R. M. Durham
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A theoretical analysis is made of the spin wave spectrum in a tangentially magnetized
metal—ferroelectric—ferrite—ferroelectric—metal layered film structure. An analysis is made of the
dispersion dependences of the transverse spin waves for the technically simplest layered
structure. It is shown that a change in the permittivity of the ferroelectric film by a factor of two
may change the wave number of the spin wave, which can reach Zbanu consequently

changes the phase shift of the wave tor¥@d over a propagation length of 1cm. ©999
American Institute of Physic§S1063-785(19)01511-9

One of the main advantages of spin-wave devices fotion, i.e., neglecting the electromagnetic delay, which means
processing microwave signals is that these can be tuned elegvat these results cannot be used to describe MFFFM
trically. This tuning is accomplished by varying the intensity structures.
of the magnetizing field in which the ferrite film is situated. In the present study the problem of the wave spectrum
This type of magnetic tuning can change the characteristicty an MFFFM structure was solved by jointly integrating
of devices over a wide range. However, it has many disadme equation of motion for the magnetization and the com-
vantages which include the comparatively cumbersome magsiete system of Maxwell equations. For this we used a the-
netic systems, the low tuning speed, and high energy corl;atical approach based on the Green functions of the system

sumption. of Maxwell equations, developed earlier to describe the

Recently .publlshe.d studies have _examlned thg usEroperties of dipole-exchange spin waves in ferromagnetic
of ferroelectric materials for tuning microwave dewces.fiImS 56 An analysis was made of a plane-parallel layered

The renewed interest in this problem, which was earlier StUdétr cture unbounded in théZ plane. consisting of an iSotro
ied intensively in the seventiéss attributable to the signifi- Heture unbou ! b ' ISting !

cant successes recently achieved in the synthesis of higr‘?—ic ferr(_)mqgnetic film of thipkngss having the saturation
quality ferroelectric films. Modern ferroelectric films have n-1agnet|zatl|0nM0 and per.mltt|V|ty €L, separateq on b_Oth
high permittivities which can be varied widely by applying sides from ideally conducting metal screens by dielectric lay-
an external electric field, and they have a low dielectric los€r's having thickness@sandb and permittivitiese, andeg,
tangent at microwave frequenciesNonlinear ferroelectric ~ respectively(Fig. 1). The ferromagnetic film was magnetized
film capacitors have been used to develop various microto saturation by a uniform static magnetic field of intensity
wave devices such as filters, phase shifters, switches, and &ty applied along the axis. In order to solve the problem,
on (see, for example, Ref.)3Studies of the tuning speed of we assumed that inhomogeneous plane waves iexp(
these devices have shown that the characteristic times of(wt—k,{)) having the wave numbek, lying in the YZ
variation of the permittivity of ferroelectric films exposed to plane can propagate in an arbitrary direction to the static
voltage videopulses do not exceed a few tens ofnagnetic field. The direction of wave propagation was de-
nanoseconds. fined by the anglep.

The aim of the present study is to make a theoretical As a result, we obtained a transcendental dispersion
analysis of the spectrum of dipole-exchange spin waves igquation which describes the relationship between the wave

tangentially magnetized metal—ferroelectric—ferrite—frequenCYw and the wave numbek,. For thenth natural
ferroelectric-metalMFFFM) layered film structures and to ;. 2ve this equation has the form:

examine the possibility of using these structures in electri-
cally tunable microwave devices. The physical prerequisite
for this study was that by slowing the electromagnetic waves
in the ferrite medium, the wave number shift accompanying
the change in permittivity may appreciably exceed that for  (Qnk— @MAYI[Qn— wm(AY cos o+ AL*sine)]
fast waves in a pure dielectric waveguide.
The spectrum of dipole-exchange spin waves in
metal—dielectric—ferrite—dielectric-metalMDFDM) lay-
ered structures was analyzed in Ref. 5. However, the theory
in Ref. 5 was constructed in the magnetostatic approximawhere

—(wnt+ oyArZsing) (w,— oyAising)=0, (1)

1063-7850/99/25(11)/4/$15.00 880 © 1999 American Institute of Physics
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FIG. 1. Structure geometry.
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The following notation is introduced above: FIG. 2. Dispersion characteristita and wave number shift as a function of

the absolute value of the wave number whgnvaries between 1000 and
500 for various dielectric layer thicknessgs.

o2l

Yot Ky
y2:k§_kg, ka=w2eomo, 25, and 12 GHz, respective!y. The. corresponding depen-
s o o ) dencesw(k,) are not plotted in the figure. For the calcula-
vi=ki—ki, ki=w’eouoe, tions we took: L=20um, b—x, € =14, eg=14, €a

=1000, My=1750G, Hy=30000e. The figures on the

2_1,2_ 1,2 2_ 2
Ya=ki=ka,  Ka=o eonoen, curves correspond to the thickness of the ferroelectric

2 _1,2_ 12 2_ 2 layera.

Ye=K;—Kg, Kg=ow €ouocr, . . .

¢ Figure 2b gives the wave number shifk as a function
d=a+b+L. of the absolute value of the wave numlbgrwhene, varies

The remaining notation is the same as in Ref. 5. between 1000 and 50@he selected values ef, correspond

This equation is approximate since it was obtained in thdo the characteristics of existing ferroelectric film matejials
first order of perturbation theory. The limits of validity of It ¢@n be seen that this dependence has a maximum. The
this approximation were investigated in Ref. 6. position and magnitude of the maximum depend on the

The expressions for the matrix eIemeAf$ are given for thickness of the ferroelectric layer. Asincreases, the maxi-
the case of exchange boundary conditions corresponding {§um shifts toward lower wave numbers and increases in
free surface spins. This case is the most favorable from the
point of view of the influence of the properties of the ferro-

electric layers on the spin wave spectrum. 30m ' ' ' ’
The dispersion equatiofi) was solved numerically for
various values of the parameters. As a result, it was estab- m

lished that a change in the permittivity of the ferroelectric
layers has the greatest influence on the dispersion of spin ¢, 2%
waves propagating perpendicular to the static magnetizing rad

field (¢=90°). 15m
Figure 2a gives dispersion dependences of the spin wave
in the lowest moden=0 for the technically simplest variant 10m
of a layered structure. This structure is a ferrite film having a
thick substrate of low permittivity on one side and a ferro- sm : ‘ : :
electric film on which a metal control structure is formed, on 1076 1077 1078 1079 1080 1081
the other. The figure only shows the slow branches of the o/2m, GHz

spectrum. For_ thicknessess = 50, 100, and ZOﬂ_m, the  FiG. 3. Frequency dependence of the wave phase shift over a 1 cm propa-
electromagneti¢fast) waves have cutoff frequencies of 50, gation length for various values af, .
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absolute value. Foa=200um the shift Ak has values of on the curves correspond to the valuesegfused in the
around 40 cm™. calculations. It can be seen that when the permittivity of the
This nonmonotonic behavior dfk(k,) can be attributed ferroelectric film decreases from 1000 to 500, a change in the
to “repulsion” of the dispersion branches of the fast andphase shift is observed which reachesrtd in a frequency
slow waves. The thicker the dielectric layer, the closer lie theange of a few tens of megahertz.
branches of the spin and fast electromagnetic waves and the These results show that layered MFFFM structures can
stronger their hybridization. A change &) leads to a pro- be used in practice to fabricate spin-wave devices whose
portional change in the cutoff frequency and this is accomoperating characteristics are effectively controlled by an
panied by a change in the hybridization. The optimum situ-electric field.
ation from the point of view of controlling the spin wave This work was financed by the Russian Foundation for
spectrum is achieved for those valuesHyf, a, and e, for Basic ResearcfiGrant No. 99-02-16370and by the Ministry
which the cutoff frequency of the fast waves is slightly of General and Professional Education of the Russian Fed-
higher than the beginning of the spin wave spectrum. Foeration(Grant No. 97-8.3-18

Ho=30000e ande,=1000 the optimum value of is ) o _ _
around 20Qum. Ferroelectrics in Microwave Technologgdited by O. G. VendikSovet-

. L . . skoe Radio, Moscow, 1979272 pp.
An investigation of the wave number shift as a function 2M. J. Lancaster, J. Powell, and A. Porch, Supercond. Sci. Techidpl.

of the ferrite film thickness showed that an increaseLin  1323(1998.
“amplifies” the tuning. However, for films more than 20m 3A. A. Golovkov, D. A. Kalinikos, A. B. Kosyrev, and T. B. Samoilova,
thick the w(k,) spectrum becomes highly nonmonotonic, ,='eCtron- Lett34, 1389(1998.

. ¢ . . . . 7' 4A. B. Kozyrev, O. |. Soldatenkov, and A. V. Ivanov, Pisma Zh. Tekh.
wh|ch may be inconvenient for constructlng spemﬁc devices. Fiz. 24(19), 19 (1998 [Tech. Phys. Lett24, 755 (1998)].

Figure 3 shows calculated characteristics of a phas€V. F. Dmitriev and B. A. Kalinikos, Izv. Vyssh. Uchebn. Zaved. Fiz.
shifter using a metal—ferroelectric—ferrite structure with theegl(il)kzﬁ (_i988|- Vyssh. Uchebn. Zaved. Fi2®), 42 (1981
parameters described above for the case200um. The - - KRalnikos, fzv. Vyssh. LUehebn. 2aved. Feas), '

wave propagation length was taken to be 1 cm. The numberganslated by R. M. Durham
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Instability of the stressed surface of a highly viscous liquid
D. F. Belonozhko and A. I. Grigor'ev

P. G. Demidov State University, Yaroslavl
(Submitted July 12, 1999
Pis’'ma Zh. Tekh. Fiz25, 1-6 (November 26, 1999

A new type of hydrodynamic instability is observed in a highly viscous liquid whose free surface
is exposed to an external force acting at a certain angle to the normal. The physical reason

for this instability is the redistribution of energy between the tangential and normal components
of the free surface stresses. 99 American Institute of Physid$1063-785(019)01611-7

The formation of a wave-like relief on an initially flat (nJl—0), when the equation for the perturbed free liquid
surface of a highly viscous material exposed to some forcénterface has the fornz=&(x,t), that for the unperturbed
when both normal and tangential stresses are created on thgerface isz=0, and the solid bottom is located &t —d.
surface is well-known and utilized in engineering and tech-Phenomena associated with an influx of material into the
nology. Examples may include shock weldirtgxplosive  |iquid will be neglected. Neglecting small-amplitude waves,

welding or the formation of a wavy relief on a solid silicon the complete mathematical formulation of the problem has
surface exposed to a high-energy atomic bé&rithe ex-  the form:

perimental data forming the basis of these phenomena have

not yet received an adequate theoretical interpretation and in- _—~  (y.v)u=— EVPJFAUJFQ; (1
this context the problem solved below is of some interest. ot p

1. We shall assume that a planar liquid film of dengity divu=0: )
kinematic viscosityv, and thicknessl on a solid substrate in '
a gravitational fieldg is exposed to a continuous force as a P S 3
result of a momentum flow, oblique with respect to the nor- Z=¢; gt % TXgx! )
mal, imparted for example by some material beam, being . )
incident on its free surface. The capillary motion spectrum in IEinf + 1L =Pon;; (4)
the liquid layer needs to be determined. 9E Y-

Let us assume thdll} =p*U¥U¥ is the tensor of the I TR Bat-d B -~
momentum flow density of the external force above the sur- Py=- a2’ ni= L '
face of the liquid, wheréJ; are the components of the beam 1 -1
velocity andp* is its bulk density For simplicity we shall KO)*\2 kR *

. . . X p*(Uy)= p*UjU;
solve the two-dimensional problem usingZ Cartesian Hﬁ = - Sk
coordinates with theZ axis directed vertically upward p*UU;  p*(UQ)
|
U2+p-2 x U, U &UX+aUZ
. pPYx pV&X pXZPV&Z X
v U, U et Wi U2+ P—2pp |
PEXS 2T PV~ X Py TePYT s
z=-d; U,=U,=0. )

Here P, is the Laplace pressure below the distorted liquidlated problem by perturbation theory methods because of the
surface® v is the surface tensiomy; is the column of vector presence of the termi)- V)U in Eq. (1), which generally has
coordinates of the normal external to the liquid surfageijs ~ components of all orders of smallness. However, the prox-
the column vector of the internal normal, and the squaremity of the bottom and the high viscosity of the liquid may
matricesl'[i’j andIl;; are made up of the components of the create conditions when this term can be neglected, at least to
momentum flow density tensors above and below the pera first approximation. An analysis of the probléi—(5) in
turbed surfacé. the zeroth approximation showed that if the following con-
It is difficult to obtain a correct solution of the formu- dition is satisfied

1063-7850/99/25(11)/3/$15.00 884 © 1999 American Institute of Physics
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1) *d
Up=e Us=luiuzl

ReS4

K
, wp= ;(7k2+ pg),

the term (U- V)U has no more than the first order of small-

ness with respect to the perturbation amplitéd@J§ is the
velocity of the steady-state surface flow of liquid induced by
the tangential stress andgl, is the oscillation frequency cor-
responding to the wave numblefor a nonviscous, infinitely
deep liquid. In compact form, the condition for neglecting
the nonlinear term in Eql) has the form:

uzUsld ot

— (6)
vy yklip+glk P

2. We shall assume that conditid®) is satisfied so that i
we can linearize the probleiid)—(5) and can use a classical
method* to investigate its stability with respect to perturba- 4
tions of the typet= &, exp(t—ikx), wheres is the complex

frequency and is the wave number. In dimensionless vari- — 7
ables in whichp=y=g=1, the dispersion equation for the
linearized problem is given by: -y

W] sw? !
k2q| 4s(k2+q?) ~ (3K?+0?)— +
14

FIG. 1. Real Rs=Res(W) and imaginary Ims=Im s(W) parts of the

X[k coshkd)sinl‘(qd) —q sinh(kd) cosr(qd)] complex frequency as a function of the parametérplotted for k=5,

v=0.5, andkd=1.

W
25— —
14

—2k%q [k coshikd)coshqd)

—q sinh(kd)sinh(qd) ]+ (k*+qg?)

W
s(k*+0g?) — kz;} in the figures.

curs. Equation(7) has an infinite number of solutiofgyut
only the roots associated with the unstable branch are shown

_ _ Instability of the small-scale motion can only be excited
X[k coshkd)costqd) —qsinh(kd)sinh(qd)]=0; (7)  when the energy of the external action increases substan-
tially, as can be seen from Fig. 2 which was obtainedkfor

wi=k(k+1); g*=K*+s/v; =100 and the previous values of the other parameters. Insta-
N bility is only observed forW>40 but the oscillatory
p*[plz o, o branches lie outside the range of the calculations.
= a} [(U) = (UZ)7]. Itis easy to calculate that jiJ,/U,| =10, then for those

values of the variables for which Fig. 1 is plotted, the fol-

In formula (7) the quantitiekd, qd, andW are dimension- lowing inequality is satisfied

less by definition and the variabl&ss, and v are dedimen-
sionalized to their typical scales:

. . 711 ReS*
k’: @' S’:g_p4; ’:Fy_ 50'
Y Y gp°
3. A numerical analysis of the dispersion equati@h . .
showed that under the conditions described the surface of the -40 0/10
liquid may become unstablesee Figs. 1 and)2I1t can be

seen from Fig. 1 that by increasing the horizontal velocity

component of the beam incident on the free surface of the -50
liguid (by increasing the paramet®/), we can provoke the
evolution of aperiodic instability which occurs in this case
whenW=2 (positive part of brancl2). In these calculations
the depth of the liquid is finitekd=1) and the liquid itself

is highly viscous [s/vk?|<1). This explains why only ape-

FIG. 2. Part of brancl2 entering the region R&>0 on the dependence of
the real part of the complex frequency &eRes(W) on the parametew

riodic motion occurs foW=0 and in its vicinity. It can be  piotted fork=100, »=0.5, andkd=1. Branchesl and 3 lie outside the

seen from Fig. 1 that fotW<<0O oscillatory motion also oc- given range ofW and Res values.
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x[ % * * stresses at the free surface being transferred to the energy of
jUxUZld p p

—_— — <0.2—. the normal stresses.

vV yklp+glk P P

IA. N. Dermin and A. N. Mikhalov, in Proceedings of the Fourth Inter-
national Symposium on the Explosive Treatment of Métatstwaldov,

. . .. . Czechoslovakia, 197%p. 29-39.
Thus, in accordance with conditidf), these calculations are 25 k_aslanov, inAbstracts of Papers presented at the 18th Conference of

reliable when the mass density of the beam is lower than thecCIs Countries on “Dispersed Systems(Odessa, Russia, 1998
liquid density. pp 16-17.

: ; PR . 3L. D. Landau and E. M. LifshitzFluid Mechanics (2nd ed., Pergamon
4, To conclude, a layer of highly viscous liquid of finite Press, Oxford, 1987: 3rd. ed.. Nauka, Moscow, 1986, 733 pp
depth is unstable with respect to tangential stresses createq,, . Levich, Physicochemical Hydrodynamic&izmatgiz, Moscow,

by a continuous flow of momentum entering the liquid. The 51959, 699 pp. ‘
instability is observed in a linearized hydrodynamic model IA- I rﬁ(rlgozr:\/% i-h OF-_ gg'éyag‘;avlg\g A-TKOJOQKS'% ggg 1Dg~9F~ Be-
and exhibits aperiodic behavior. The physical nature of the '°"°Zko: Zh- Tekh. Fiz67(8), 27 (1997 [Tech. Phys42, 884(1997)

instability is evidently caused by the energy of the tangentialrranslated by R. M. Durham
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Influence of Na *, Ca?*, and D,O ions on the kinetics of heterophase density
fluctuations in a lipid bilayer
D. B. Berg and D. P. Kharakoz

Institute of Industrial Ecology, Urals Branch of the Russian Academy of Sciences, Ekaterinburg Institute of
Theoretical and Experimental Biophysics, Pushchino

(Submitted July 19, 1999

Pis'ma Zh. Tekh. Fiz25, 7-13(November 26, 1999

Experimentally measured temperature dependences of the velocity and absorption of ultrasound
(7 MHz) were used to calculate the temperature dependences of the effective relaxation

time 7o Of the nucleation process near the phase-transition temperBtunephospholipid

bilayers. It is observed that.; is weakly sensitive to the ion composition of the medium and
highly sensitive to the curvature of the bilayer and the replacementOf by D,O.

© 1999 American Institute of Physids$1063-78509)01711-3

Frenkel's theory states that near the phase-transitioposition of the aqueous pha$élo data are available on the
temperature subcritical new-phase nuclei consisting of hetinfluence of these factors on the kinetics of heterophase fluc-
erophase density fluctuations, appear and decay spontarteations.
ously within the dominant phasé. In a bilayer of am- In the present paper we investigate the influence of Na
phiphilic phospholipid molecules having smectic liquid- and C&" ions, how replacing KO with D,O, and the cur-
crystal ordering, “crystallization—melting” of hydrocarbon vature of the bilayer on the effective relaxation time of het-
chains has been observed as a result of a temperaturerophase density fluctuations in bilayer vesicles of 1,2-
induced phase transitichTheir conformational changes in- dipalmitoyl-sn-glycero-3-phosphatidylcholineDPPQ. We
fluence the compressibility of the heterogenous mediumysed synthetic lyophilized DPPC supplied by Sigtu&A),
which can be detected by an ultrasound technfylrethe  better than 99% pure. Large multilamelldmultilayen
liquid phase of a bilayer, heterophase density fluctuations ivesicles 500—1000 nm in diameter were prepared by dissolv-
the form of two-dimensional solid-phase nuclei in the lamel-ing the lipid in an organic solvent, followed by vacuum dry-
lar plane of the lipid bilayer have been observed near théng and dispersion in aqueous mediaving various salt and
phase transition temperatufe (Ref. 5. The kinetics of the isotopic compositions: O (doubly distilled, D,O (99.9%
fluctuations are directly related to the probability of the for- pure), solutions of analytical-grade NaC10 and 100 mM
mation of a critical nucleus and the kinetics of the transitionand CaCJ (11.38 and 113.8 mM This ensured that the com-
to the solid staté.We know that the phase transition tem- position of the aqueous medium was identical inside and
perature is influenced by many factors, such as the ion consutside each vesicle. The lipid concentration in the suspen-

0.08 T T T T T T T T T

-0,02F .

[u], emfg

-0.04 F J FIG. 1. Specific velocity of sound; the phase transition
temperature (41.3°) is determined by linearly extrapolating
_0.06 - N i the low- and high-temperature regions of the curve to the
T ~— midpoint of the phase transitiovertical ling.

-0,08 [u] . e~ N

~0.42F | B

_0.14 1 A i L i L 1 L 1
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FIG. 2. Specific absorption.
04 |

.05+

sion was 1-5mg/ml. Small, single-lamellar vesicles 15-and the aqueous medium without lipid, we determined the
50 nm in diameter were prepared from multilamellar vesiclespecific velocity of sounfiu]=(u—ug)/ugc and the specific
by sonic treatment and centrifuging, using a technique deabsorption of sound per wavelengthvy\ ]=(a\ —alg)/c,
scribed by Mendelsohn and Sunde&ingle-lamellar vesicles whereu andu, are the velocity of sound in the suspension
were converted into large vesicles by a “freezing—thawing” and the aqueous medium, respectively, and o\, are the
method (five cycles. absorption per wavelength in the suspension and the aqueous
Measurements of the velocity and absorption of ultra-medium, andc is the lipid concentration. The value ]
sound were made using a ultrasound differential fixed-patltonsists of two components: an instantaneous component
interferometer, consisting of two identical acoustic cavitfes. [u].. which is determined by the compressibility of the sys-
The frequency range of the resonance peaks was 6.9tem in the absence of heterophase fluctuations and a relax-
7.3MHz. The velocity of sound can be measured with aational componentu],, caused by the growth and decay of
relative error of X 10 3% and the absorption with a 1% heterophase fluctuationgu]=[u]..+[u], .
error. Their temperature dependences were measured simul- The specific absorptiofa\] consists of the classical
taneously for the same sample under heafihg K/min). By  absorption A ], caused by the shear viscosity of the me-
comparing the acoustic characteristics of the lipid suspensiodium and the relaxational absorptipae\],, caused by the
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+ * 3
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+ ©
+ 0
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" +°0 FIG. 3. Effective relaxation timest — T, is the difference
] + between the measurement temperatlir@and the phase
t: 16 - +++ e transition temperaturel,; 1—multilamellar vesicles in
b~ H,0, 2—multilamellar vesicles in HO and CaCl
+ 0o 000000 (11.38 mM, 3—multilamellar vesicles in BO, and
14} Xx Xx +-P‘ 0,000 . 4—single-lamellar vesicles in 0.
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TABLE |. Phase transition temperatures and changes in the effective relaxation time of heterophase density
fluctuations in vesicles of synthetic dipalmitoylphosphatidylcholine in aqueous media having different salt and
isotopic compositions and different membrane curvature.

Composition Value Shift Change

of system of Tf ,°C of Tf* ,°C in 7ag*
Multilamellar vesicle in HO 41.29 - -

The same, in the presence

of:

NaCl, 10 mM 41.42 0.13 None

NaCl, 100 mM 41.49 0.20 None
CaCl, 11.38 mM 41.90 0.61 Decreases slightly
CaCl, 113.8 mM 42.90 1.61 None
Multilamellar vesicle in BO 41.70 0.41 Halved
Single-lamellar vesicle in 5O 38.23 —3.06 Reduced 1.5 times
Multilamellar vesicle from single-lamellar ones 41.36 - None

. —determined with an accuracy better tha®.04 °C.
o —calculated as the difference betweBnin this system and, in large multilamellar vesicles in }O.
—relative to the value of¢ for large multilamellar vesicles in 4O (Fig. 3.

dissipation of ultrasonic oscillation energy in the relaxationsalt concentration, which is consistent with the published
process:[aN]=[a\]y+[aN],. According to Mitakuet data® Within measurement error NaCl does not influence
al.! the measured absorption for dilute lipid suspensions ifre. In @ medium containing 11.38 mM CaGlve identified

the megahertz frequency range is only ascribed to the relaxa negligible decrease in;, whereas at higher salt concen-
ational componentf aX J=~[ a\],. It contains contributions trations(113.8 mM the values ofr. returned to their pre-

of all types of fluctuations including heterophase ones. The&ious values. This probably indicates that the relaxation time
relaxation of the heterophase density fluctuations is a consef the heterophase density fluctuations depends nonlinearly
guence of the variable pressure at ultrasound frequencies. on the CaCJ concentration. Similar nonlinear dependences

The figures give estimates of the kinetics of heterophasare known for the density of phospholipid monolayers at the
density fluctuations in a lipid liquid-crystal bilayer obtained surface of water and the kinetics of formation of liquid-
by an ultrasound technigde. crystal textures in a planar capillal§.

Figures 1 and 2 give temperature dependences of the Replacing HO with D,O leads to a negligible increase
specific velocity and absorption of souigslibsequently re- in T, in large multilamellar vesicles antly is approximately
ferred to as “velocity” and “absorption” respectivelyin halved(Fig. 3). For small single-lamellar vesicles in,8 the
suspensions of multilamellar vesicles of DPPC in pure watervalues ofT, and r; are lower than those for large vesicles in
In the phase transition region the profile of the velocity curveH,O.
differs substantially from the simple sigmoidal curve which After the small vesicles have merged to form large ones,
would be predicted from the ratio of the contributions of theT, and 7o+ have the same values as for large vesiclesi®H
two lipid states. This behavior can be attributed to the relax— the large curvature and stress of the bilayer in small
ation of heterophase density fluctuations which leads to advesicles influence both the value Bf (Ref. 3 andrg for the
ditional compressibility near the transitidriThe relaxation heterophase density fluctuations.
components of the velocity and absorption may be deter- Thus, the kinetics of the heterophase fluctuations are
mined by linearly extrapolating the temperature dependenceseakly sensitive to changes in the ionic composition of the
[u] and[aX] from the high-temperature range where themedium, but the curvature of the bilayer surface and replac-
relaxational contribution is negligible. The relaxational com-ing H,O with D,O has an appreciable influence on the
ponents[u], and[a\], are then defined as the difference kinetics.
between the experimental curve and the extrapolated curve
in Figs. 1 and ZXfor details see Refs. 5 and }12

For a process with a single relaxation time the ratio of *Ya. I. Frenkel',Kinetic Theory of Liquidsedited by N. N. Semenov and
the quantitie$ o\ ], and[u], is related to the relaxation time A. E. Glauberman(Clarendon Press, Oxford, 1946; Nauka, Moscow,
T t_)y the following relation:r=—[a\ ], /(2’77(1)[.[.!],), where 2, g UbellondeMelting and Crystal StructuréClarendon Press, Oxford,
 is the angular frequency of the ultrasouridince the real 1965, 460 pp.
process is described by the spectrum of relaxation times ofﬁ- éielvc V\f;l_lnd DN Ma:(shFi’(hciSQ%holﬂczi Bilayers. Physical Principles and
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Topological phase in a nonparaxial Gaussian beam
A. V. Volyar, T. A. Fadeeva, and V. G. Shvedov

Simferopol State University
(Submitted July 5, 1999
Pis’'ma Zh. Tekh. Fiz25, 14—-20(November 26, 1999

An analysis is made of the structure and evolution of the singularities of a nonparaxial Gaussian
beam. It is shown that a Gaussian beam may be represented by a family of straight lines

lying on the surface of a hyperboloid and that the wavefront of this beam is a function of a point
source situated at a point on thexis with the imaginary coordinaig,. The argument of

this complex function is the topological phase of the beam which characterizes the rotation of the
wavefront. The singularities of a nonparaxial Gaussian beam are located in the focal plane

and are annular edge dislocations. Dislocation processes near the constriction of the Gaussian beam
only occur as a result of aperture diffraction. 99 American Institute of Physics.
[S1063-785(19)01811-X

A generally recognized description of laser beams  The aim of the present paper is to study the structure of
widely used in the literature in the design of laser cavitiesa nonparaxial Gaussian beam and the dislocation reactions
the excitation of optical fibers, and in other fields of lasernear its constriction by means of a strict analytic solution of
physics is based on the so-called paraxial approximation ithe wave equation.
the solution of the wave equation. In order to describe a spatially bounded laser beam, it is

This arises because the wave equation convenient to represent this as a nonuniform spherical wave,

(V24+K2)W =0 0 similar to the_proce(_jur_e us_ed for plane waves haying a non-

uniform amplitude distributiof We can assume for instance,
(k is the wave numberis symmetric along all three spatial that a point source and a spherical wave sink are located at a
coordinates(it is implied that the wave process is steady- point having the imaginary coordinare=iz, (Ref. 7).
state. The distance between the source and some point lying

Quite clearly, the wave function satisfying this equationon the surface of the wavefront then becomes a function of a
should also satisfy these symmetry properties. Hence, if theomplex variable:
wave function depends on three coordinates, it is difficult to
isolate the one along which the light propagates and at the R=\r?+(z—izo)?= \r?+ 2?5+ 2izz, 2
same time to satisfy the wave equati@h). In order to re- 5 o o )
solve this situation, it is necessary to use an approximat¥/nerer“=x“+y®andz, is the wave parameter of the beam.
wave description of the laser beam, assuming that its diver- A particular solution of the wave equatid) may be
gence is low(the radius of the beam constriction is much "epresented in the forfh:
larger than the wavelengthThis means that the second de-
rivative _vvith respect to the selected coordin{;lte can be ne- y(R)=J,, m(kR)PL(cos@)[
glected in the wave equation, thereby destroying the symme-

try in the operator of the wave equation. Although th"e’whereJnﬂ,z(x) is a spherical Bessel function of the first

approach offers extensive possibilities for solving many; . ! . . ) .
PP P g yklnd, P'n is a Jacobi polynomiale is the azimuthal angle,

practical problems in laser and fiber optics, it cannot give aand@) i 2 complex anal
correct description of the field transformations in the beam S @ complex angie.
We shall now analyze the structure of a lowest-order

constriction region. . . ) .
Various mathematical methods of overcoming this diffi- non_paraX|aI Ggusyan beam witk 0. We write the solution
culty with varying degrees of accuracy have now ben devel—(3) in the form:
oped(see, for example, Refs. 134 sinkR
In particular, Berry used an asymptotic estimate of the T(R)=A, R (4)
Fourier integral(an expansion of the field of a Gaussian

beam as a series in terms of plane waves in all possible |, pef 9 volyaret al showed that a paraxial Gaussian

directiong to show that Airy dislocation rings appear near beam can be represented as nested hyperboloids of revolu-
the constriction and that these may be created and annihgl-on.

lated by minuscule perturbations of the beam constriction
profile. These processes involving the creation and annihila-
tion of singularities at the wavefront were described by Berry 5
as dislocation reactiorrs. P Zy

cosl ¢
sinle |’

()

x> +y?  (z+izg)(z—i2)

®

1063-7850/99/25(11)/3/$15.00 891 © 1999 American Institute of Physics



892 Tech. Phys. Lett. 25 (11), November 1999 Volyar et al.

1547 2,71, 130 D(r,z,20)=const N(r,2,24)|=const
12 — N
, ) Z§ z a)
0} %’§ Ve— S\
Zo=1, ¥=2 e P
-0.5 Z,=1,r=15 12
- TRen
a 3
-4 0 = 44 0 1z 4
hr %% 0
3 =N\

1
&~
(=4
IS

kz 0 kz
FIG. 2. Dislocation reactions in a nonparaxial Gaussian beam near the con-
striction for various values of the parametgy: a — kz;=3, b — kz,
=5.884, and ¢ —kz,=8.5.

FIG. 1. Topological phas¢/ of a Gaussian beam as a function of the

longitudinal coordinate for various values of the radial coordinatand the : . :
- . radicand for the complex radiuR=\R?+izyz. For con-
constriction parametez, (a). Surface of the topological phas@r,z,z;) P R 0

=0 in the spatial coordinatesz,z, (b). All the coordinates are given in Stant ray lengthiR, the equation for the wavefront surface
units of 1k, k=2a/\x (A=0.63um). has the form:

r’+ 22+ 273
kR=kz\| ————. 8

2 2
On the surface of each hyperboloid, the current ve@@owyn- etz

ting vecto)p forms two families of straight lines along which In particular, provided thatzy>1 we obtain from Eq(8)
the energy propagates, and these are equivalent to the geo-

: : . kr?z kr?
metric rays described by: KR~ Kz+ —kz+ _ (9)
, 2(22+25) 2R(2)
p=-0 arctanzo—. (6) This expression is exactly the same as the expression for

the dynamic phase of a paraxial Gaussian b&dime imagi-
We then find that during the propagation process each poirﬂary part of the complex lengtl2) is evidently related to the
lying on the wavefront surface is turned through the anglgotation of the beam wavefront. According to Betfyany
(6) in the planez=const. cyclic change in the parameters of the wave functitor
The distance along the current line from the constrictioninstance, rotation of the wavefront or a change in its shape
plane to a certain point on the wavefront having the coordiinduces a topological phase which, in this case, is character-
nates (, z) is then given by ized by the argument of the complex length.
R2=x2+y2+ 22— p?, (7) In _formal terms, the topological phgse of a Gau;sian
beam isk times smaller than the dynamic phase and is the
wherep is the radius of the constriction of the hyperboloid of argument of the complex radius in the denominator of ex-

revolution (5) in the constriction plang=0 (0<p<®). pression(4) J=argR:
If we take a constant ray length fpr=z,, it can be seen
from a comparison of Eq$2) and(7) that the distance along TI= } z 1 z

) A = ~arctan—— — - arctan——. (10
the ray to the selected point is equal to the real part of the 2 r+zo 2 r—2zo
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For large Rayleigh lengthskg,>1) we find from Eq.(10) The result of this addition is manifest in dislocation

z .. chain reactions, the creation and annihilation of phase singu-
that 7~ arctan, , l.e., itls the same as the anomalous Gouyj,rities as described by Ny#,so that the sum topological
phase, as we predicted. A decrease in the paramgtmm-  index of all the phase singularities and saddles, and also the
plicates the behavior of the topological phagenear the total topological charge is conserved during the dislocation
focal plane because, in addition to rotation of the wavefrontreactions.
its buildup process also includes other dynamic processes Thus, if the radius of the beam constriction varies very
such a change in the wavefront curvature. For very smalslightly by fractions of a wavelength for certain valuesgf
values of the parametey, the concept of a wavefront near the wavefront saddle may move with the phase singularity
the focal plane generally becomes physically meaninglesgig. 2). At this moment two phase singularities of the same
since the wave surface becomes unconnected. In this castign and two saddles are created. A further increase in the
the value of 7 clearly plays the role of the coefficient of constriction radius leads to annihilation of the pair of saddles
connectedness. Figure 1 shows curves describing the behaand the pair of singularities, as shown in Figs. 2b and 2c.
ior of the topological phase near the beam constriction.  Attention should be drawn to the subwave scale on which

We shall analyze the structure of the phase singularitiethese dislocation reactions take place.

of a nonparaxial beam near the plame 0. We construct To conclude, the dislocation reactions in a nonparaxial
lines of equal phas€(x,y,z,z;) =const and equal ampli- Gaussian beam should be ascribed not to the beam itself but
tude| W |=const. These families of curves are plotted in Fig.to the diffraction of light observed when this beam propa-
2a using the coordinates,f). It can be seen that near the gates through a nontransparent screen with an aperture.
constriction of an unbounded nonparaxial Gaussian beam,
families of concentric annular dislocations form at the points+ \y pavis, Phys. Rev. A9, 1177(1979.
of intersection of the phase contours. Note that these ring$m. Lax, W. Louisell, and B. McKnight, Phys. Rev. A1, 1365(1975.
are located at distances>z, from the z axis. We did not ~ >G. P. Agrawal and D. N. Pattanayak, J. Opt. Soc. 49).575(1979.

; ; 4C. J. R. Sheppard and S. Saghati, Phys. Re67A2971(1998.
observe that any slight change in the beam paramgjer SM. V.. Berry, J. Mod. Opt45, 1845(1998.

could cause the creation or annihilation of rir(gsslocation ®M. Born and E. Wolf, Principles of Optics(Pergamon Press, Oxford,
reaction$, as was postulated in Ref. 5. We merely observed 1968.

a synchronous change in the position of the dislocation rings;L- B. Felson, J. Opt. Soc. An66, 751(1976. _
accompanying any changes in the radius of the beam con—%a'\r:{b\r?éegzogﬁv;rseif‘;';?egg t[‘snggfo% 4°5f Bessel FunctioBad ed.
striction. Nevertheless, dislocation reactions begin to takesa v. volyar, V. G. Shvedov, and T. A. Fadeeva, Pisma Zh. Tekh. Fiz.
place in the nonparaxial Gaussian beam when the field of 25(5), 87 (1999 [Tech. Phys. Lett25, 203 (1999].

this beam is linearly combined with the field of a spherical ;M- V- Berry, Proc. R. Soc. London A No. 392, 45984.

wave emitted by a point source positioned at the origin > £+ & J- Opt Soc. Am. A5, 1132(1998.

x=y=2z=0. Translated by R. M. Durham
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Infinite anisotropy of the piezoeffect in PbTiO  3-based ferroceramic

E. A. Dul’kin, L. I. Grebenkina, D. I. Makar'ev, A. N. Klevtsov,
and V. G. Gavrilyachenko

Research Institute of Mechanics and Applied Mathematics, Rostov State University
(Submitted June 7, 1999
Pis’'ma Zh. Tekh. Fiz25, 21-25(November 26, 1999

Acoustic emission, dilatometry, and optical microscopy were used to study the polarization of
PKR-70 PbTiQ ferroceramic samples. It was established that in an electric field higher

than 2.5 kV/mm the piezoeffect in the samples acquires an infinite anisotropy, accompanied by
acoustic-emission and dilatometric anomalies. It is shown that this anisotropy of the
piezoeffect is caused by microcracking of the samples in the direction of the polarizing field.

© 1999 American Institute of Physids$1063-785(09)01911-4

Anisotropy of the piezoeffect in ferroceramics is a topi- dilatometry can be used to study the polarization process of
cal problem because of its scientific importance and obviousamples.
technical applications. Theoretical analyses have shown The aim of the present study is to use acoustic-emission
that this anisotropy is mainly attributable to the weak anisot-and dilatometric techniques to examine samples of PHTIiO
ropy of the crystal permittivity which is established in ceramic during polarization which leads to infinite anisot-
PbTiO,-based ferroceramids. ropy of the piezoeffect.

At the Research Institute of Physics at Rostov State Uni- We investigated samples of PKR-70 piezoceramic in the
versity, efficient PbTi@-based piezomaterials, PKR-67 and form of disks 10 mm in diameter and 1 mm thick using a
PKR-70, have been fabricated in which the ratio of the pi-complex method.We measured the acoustic-emission activ-
ezomodulidzs/dy; reached values between five and infinity ity N and the relative dilatatioAL/L when samples placed
(Refs. 5 and B This result was obtained under extreme po-in an oil-filled cell at T=120°C were exposed to a static
larization regimes, in a polarizing field of 4—6kV/mm at electric field increasing at an average rate of 100 V/min.
160° C for at least 30min, after which the mechanical  The results of the measurements are plotted in Fig. 1. It
Q-factor of the radial vibrations of the samples droppedcan be seen that as the intensity increases, the samples
sharply. Studies of the microstructure of the polarizedundergo slight compression and By=2.5kV/mm we ob-
samples revealed substantial rearrangement of the crystallitgrve a dilatation minimum accompanied by an abrupt surge

domain structure as a result of which the 90° domain wallst acoustic emission activiti. As E, increases further, the
were oriented perpendicular to the direction of the polarizingsamples also expand slightly andBy>3.5 kv/mm electri-

field E, . A similar effect was observed by Rastoropeival. cal breakdown occurs.

in PbTiO; ceramic with added Ca. In Ref. 5 Grineeaal. Control samples were polarized as follows: after
established a correlation between the abrupt increase in thgqustic-emission signals were detected, we stopped increas-

anisotropy of the piezomodulut;s/ds; and a reduction in  ing the fieldE,, the level reached was held for 30 min, and
the mechanical strength of the samples. Etched cleaved sec-

tions of these samples revealed microcracks along grain
boundaries and in the bulk of the grains, where in this last
case the cracks were oriented in the directioregf It was AL/L,107°
postulated that these microcracks form as a result of 90° 2

reorientations a&, increases and fdg,>8 kvV/mm the ce- {

ramic spontaneously broke up. 0 A X
It follows from all the reasoning put forward above that, I V
in addition to its piezoproperties acquiring infinite anisot- -2 7t
ropy, PbTiQ ceramic undergoes cracking during the polar-
ization process which may result in premature fracture of - 30
components. The correlation between the observed aniso L 20
ropy of the piezoproperties and microcracking of the samples
has yet to be clarified. " 10
We know that microcracking can be effectively studied _
using an acoustic emission method. Acoustic emission ha
already been used to study crack nucleation and growth in

. 8 . . . .
PbTiO; crystals? The deformab|l|ty Pf a plezoceramiC Fig, 1. Acoustic emission activitN and relative dilatationAL/L of
caused by rearrangement of its domain structure means thekR-70 ferroceramic samples as a function of the polarizing figld

T T T T T T T T

1,2 1,8 2,4 3,0 3,6 E,kv-mmT
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samples as follows. After a specific value Bf has been
reached, intensive twinning is initiated inside grains, which
is responsible for the dilatation minimum. As a result of the
ensuing change in the geometric dimensions of the grains,
cracks appear between them, leading to disintegration of the
ceramic. This mass cracking generates major cracks which
penetrate inside the samples in the directiorEgfand pro-
duce acoustic emission. Samples containing cracks have a
low mechanical Q factor, low strength, and infinitely aniso-
tropic piezoproperties. It can therefore be confirmed that the
infinite anisotropy of the piezoproperties of PbTi@rroce-
ramic, and in particular PKR-70, is caused by cracks in the
bulk of the material which are induced by polarization in
strong fields.

To conclude, we note that these results indicate that
acoustic emission can be effectively used as a method of

FIG. 2. Photomicrograph of a surface layer PKR-70 ferroceramic illustrat-nondestructive quality control during the polarization of
ing the growth of major cracks in the direction of the polarizing fiE|gl. piezoceramics.

the samples were then cooled to room temperature under the
field. Measurements of the electrophysical parameters of thea. v. Turik, V. Yu. Topolov, A. I. Chernobabov, and E. I. Bondarenko,
control samples thus polarized showed infinitely anisotropic_lzv. Ross. Akad. Nauk, Ser. Fi57(6), 82 (1993.

piezoproperties. It should be noted that this anisotropy is Xé:éjigga;p?g\;s fa]|\é§rTuFra”e(bggdsg'sl(i%gzr]mbabov' Kristallografigs,
retained after these samples were heated above the Curig v 1k, v. vu. Topolov, and A. I. Chernobabov, Ferroelectrica0,

temperature and then polarized in fields not exceeding 137(1997.
2.5kV/mm. 4A. V. Turik, E. G. Fesenko, V. G. Gavrilyachenko, and G. I. Khasabova,

; : Kristallografiyal9, 1095(1974 [Sov. Phys. Crystallogi9, 677 (1974].
Figure 2 shows a photomicrograph of a cleaved fragmemSL. D. Grineva, V. P. Zatsarinry V. A. Aleshin, V. A. Servuli, L. V.

of one of the control gamples. In a narrow Surfalce layer WE shilkina, and E. S. Miroshnichenko, Problemy ProchndsB4 (1993.
observe mass cracking along grain boundaries, causingL. D. Grineva, V. A. Aleshin, and O. N. Razumovskaya, Izv. Akad. Nauk
grains to be displaced and thus leading to disintegration oféSngRsetf- Fiz54, 1/722(1%90&_ V. E Vurkevich. E. 1. Exnadiosiant

e . ] . . . B. Rastoropov, V. Z. borodin, V. E. Yurkevich, E. J. naailosiants,
the layer. In addition, this mass d.lsmtegratlon in the surface A E. Panich, A. N. Pinskaya, and A. V. Prikhod'kov, Ferroelecti68
layer promotes the growth of major cracks which penetrate 107 (1994.
into the samples along grain boundaries in the direction®E. A. Dulkin, Kristallografiya39, 738(1994 [Crystallogr. Rep39, 669
of E,. (1994)].

p 9 L . - .
. E. A. Dul’kin, Sverkh dimost: Fiz., Khim., Tekis(1), 103 (1992.

Thus, on the basis of known data and these results, we urkin, Sverkhprovodimost: Fiz., Khim., Tek!s(1) (1992

can describe the polarization process in PiyTi@roceramic  Translated by R. M. Durham
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Frequency doubling of 859.2 nm radiation in a waveguide formed from Nb ,O5 and Ta,Os5
films on a KTIOPO , substrate
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Russian Peoples’ Friendship University, Moscow
(Submitted July 12, 1999
Pis’'ma Zh. Tekh. Fiz25, 26—34(November 26, 1999

It is proposed that second harmonic generation in a waveguide formed fro@sNind TaOg

films on a KTiOPQ crystal substrate can be used to obtain blue coherent radiation. It is

shown that the second harmonic generation efficiency in a thin-film stripe waveguide may reach
1010% W *.cm™2, and the spectral phase-matching width may reach 0.45mm

Generation of the second harmonic of 859.2 nm laser radiation was observed experimentally in a
Ta,05—Nb,O5—KTIOPO, waveguide. ©1999 American Institute of Physics.
[S1063-785(109)02011-X

Intensive studies are now being carried out to increas¢his case, it becomes possible to use the largest component of
the density of information recording on optical-carrier mediathe nonlinear susceptibility tensor of the substrate material
by using short-wavelength light sources for recording andd;;=18.5 pm/V(Ref. 2. When selecting the TE polarization
readout. A miniature, reliable, fairly high-power source inof the pump and second harmonic waves, therystallo-
the 400—500 nm range can be produced by doubling the fregraphic axis should be oriented in the plane of the substrate
quency of semiconductor laser radiation. perpendicular to the direction of propagation of the interact-

The highest frequency conversion efficiency for semi-ing waves(Fig. 1).
conductor laser radiation can be achieved by using nonlinear Of the greatest practical interest is the phase matching of
waveguide devices. The small transverse dimensions of thide lowest waveguide modes in this structure: the pump
field localization region and the diffraction-free propagationwave TE; and the harmonic T§ . The point of intersection
of waves in waveguides ensure that these systems have copi-the dispersion curves of these modes at which their effec-
version efficiencies up to f@imes higher than those of con-  tive refractive indices are equaf;=n3; is situated close to
ventional bulk systems. the cutoff of the second harmonic wave. Hence, the fractions

In order to reduce the transverse dimensions of the nonef the power transferred by these modes in the nonlinear
linear interaction zone, the cross section of the waveguidsubstrate, the overlap integral of their fields, and conse-
structure must have the largest possible refractive index graguently the SHG efficiency are maximized.
dient. At constant pump source power this can maximize the  Figure 2 shows the region of intersection of the disper-
intensities and thereby substantially enhance the nonlineaion curves of the TEand TE” waveguide modes in detail.
conversion efficiency. An interesting feature of this structure is that for a,@a

Most studies of second harmonic generati®HG) in  film of constant thickness the thickness of the,Nb film
optical waveguides have been made using graded-indesan have two values for which phase matching is achieved
structures on nonlinear crystal substrates. However, becauégig. 23. It is possible to select the thickness of the,0a
of the characteristic features of the methods of fabricatindilm so that the dispersion curves of the interacting modes
these waveguides, the refractive index gradient between thaill touch at one pointFig. 2b). In this case, the constraints
surface carrier layer and the substrate generally does not egn the accuracy of fabricating an Mbs film of a particular
ceed 0.1 whereas in thin-film waveguides this gradient mayhickness are reduced substantially.
be greater than 0.5. Hence, thin-film optical waveguides on In the course of the calculations it became clear that
nonlinear crystal substrates appear to be the most promisinghen the lasing wavelengths and refractive indices of the
frequency conversion devices. media forming the waveguide are constant, there is a range

In the present study we consider a waveguide structuref film thicknesses in which the phase-matching condition
formed by NBOs and TaOs films on a KTIOPQ (KTP)  can be satisfied for the FEand TE“ modes. The coordi-
crystal substrate possessing high optical nonlinegfity. 1). nates of each point on the solid curve plotted in Fig. 3 cor-
The film and substrate materials possess high opticalespond to the film thicknesses for whictfy=n22. This
strength, they are transparent in the wavelength ranges of thegion is bounded. The thickness of the g film cannot
pump and second harmonic, and their refractive indices difexceed that corresponding to phase matching in a waveguide
fer substantially. structure with a TgOs film of infinite thickness. However,

Unlike a bulk SHG system, an optical waveguide canfor Nb,Os films of small thickness, no T waveguide
ensure that the phase velocities of the pump and second hanode exists and the second harmonic wave can exist in the
monic waves are equal when they are similarly polarized. Irsubstrate in the form of &enkov radiation. The boundary of

1063-7850/99/25(11)/4/$15.00 896 © 1999 American Institute of Physics
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X 4 The maximum calculated value of the normalized effi-
ciency of conversion to the second harmonic is 1010%
W~ l.cm 2 For a pump wave power of 100mW in the
waveguide and an interaction length of 3nm, the second-
E, harmonic wave power is 9 mW. A comparison between this
ts — result and the published dafareveals that in terms of nor-
v / \ malized conversion efficiency this system is superior to all
\ known designs of KTP crystal frequency doublers.
An important characteristic of an optical frequency dou-
Nb,0s Eyzw bler isA\, the spectral phase-matching width normalized per
. unit nonlinear interaction lengthin order to calculateA\
7 we used values of the refractive indices of the film materials
/ KTP
c

Air

t

measured at several wavelengths and an interpolation tech-
nique described in Ref. 5. At the maximum of the normal-
ized SHG efficiency the calculations give\ =0.06 nm cm.
4 As we move to the left on the solid curve in Fig. 3, the value
of AN increases monotonically and at the point correspond-
FIG. 1. Waveguide formed by }@; and NOs films on a KTP crystal Ing to cutoff Qf the T%.w mOde.' it reaches a m.aXImum of
substrate. The distributions of the fields of theT&hd TE“ modes in the 0.45nmcm (Fig. 4). This behavior oA\ as the thickness of
cross section of the waveguide structure are shown on the right. the Nb,Os film decreases is caused by an increase in the
fraction of the power transferred by the ii"Emode in the
. substrate, as a result of which the dispersionngff falls
the Cerenkov radiation region is the dashed liffég. 3) on  rapidly and approaches;.
which the cutoff condition for the T& mode:n2y=n2%s is The possibility of substantially increasidg in the pro-
satisfied at each point. posed structure becomes important in practice when these are
For each point on the solid curve plotted in Fig. 3 weused as pump sources for pulsed semiconductor lasers. For
calculated the normalized SHG efficiengyin a 3um wide  example, for a nonlinear interaction length of 3 mm the spec-
Ta,O5—Nb,Os—KTP stripe frequency-doubler. The depen- tral phase-matching width reaches 1.5 nm, which means that
dence of this efficiency on the thickness of the,Nbfilmis  the frequency of pump radiation having pulse durations up to
plotted in Fig. 4. It can be seen that the curve of the normald ps can be efficiently doubled. An increased spectral phase-
ized SHG efficiency has a maximum at which the overlapmatching width is also highly desirable for the development
integral of the fields of the T and TEf‘" modes in the of waveguide nonlinear tunable optical parametric oscillators
nonlinear substrate reaches the highest value. The main reiathe communications range of 1300—1600 nm.
son for the abrupt change in this integral is that the field  The nonlinear waveguide film structures were fabricated
distribution of the TI%‘” mode near the cutoff depends by rf cathode sputtering. In this method the films are depos-

strongly on the thickness of the NBs film. ited at a relatively low rate so that their thicknesses can be
Nees neffzm
TElzm
1.948 | a
TE,"
1.046 [ TE,2°
TE,"
1.944
b FIG. 2. Phase matching of the &nd TE“ modes for TaOs
films of different thickness: a —t,=56nm and b —
1.942 | t,=52nm.
1.940
1.938 [
1.936 A 1 . 1 . ] . 1 \ )
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t;, nm the pump wavelength “=859.2 nm andﬁ"’=2.3712 at the
100 ‘\ second-harmonic wavelength. In order to fabricate thgJfa
\ film we selected a regime which gives the refractive indices
‘\ ng=1.8791 anch2®=1.9629.
0T We used these experimental values of the refractive in-
‘\ dices to calculate the film thicknesses for which the phase-
80 [\ matching condition is satisfied for the J&nd TE“ wave-
‘\ guide modes. Knowing the rates of deposition of the films,
70 F we calculated their deposition times and fabricated samples
1 for the SHG experiments. The samples hadOpfilms of
60 k ! ’ different thickness, while the thickness of the,Dg film
1 was kept constant at 55 nm.
5 \\. . ‘ . . . ' Waveguide second harmonic generation was observed

180 182 184 186 188 190 t,, nm experimentally in a sample having an j@ film 183 nm

thick. The pump source was a titanium—sapphire laser, tun-
FIG. 3. Diagram of SHG regimt_as. The_ phase-matc_hing conditior_l for theab|e in the 850—860 nm range. Second harmonic generation
TEg and TE® waveguide modes is satisfied at the points on the solid curve, .
was observed when the laser was operated in the cw and
pulsed modes. The 859.2 nm pump radiation was focused by
monitored over the deposition time with a high degree ofa lens of 10 cm focal length and was coupled into the wave-
accuracy. In order to obtain a high SHG efficiency, duringguide using a prism. The pump and second-harmonic radia-
fabrication of the waveguide structure the error for the filmtion was coupled out of the waveguide using a second prism
thicknesses should not exceed a few angstrom, while theoupler. The values ai% andn2? were measured near the
error for the refractive indices be within the fourth place of coupling-out prism in the cw mode and were found to be
decimals. Our method of measuring the effective refractivel.9408.
indices using a prism coupling elem&rtan measure the The powers transferred by the pump and second-
optical parameters of the waveguide films with the requirecharmonic waves were measured in the pulsed mode. The
degree of accuracy. pulse duration was 0.1ps and the repetition frequency
In order to determine the refractive indices of the,@p 100 MHz. For a nonlinear interaction zone 30t wide, an
and TaOs films, we prepared series of calibration samples.interaction length of 3mm, and an average pump wave
The films were deposited on a KTP substrate by sputteringower of 3mW in the waveguide the average power of the
metal targets in an oxygen—argon mixture. The parameters &econd-harmonic wave was A5V.
the rf plasma discharge were varied from one sample to an-  For samples having thinner MOs films, SHG was al-
other. The films obtained were of high optical quality andways observed in the form ofeBenkov radiation within the
had different rates of deposition and refractive indices. As aaser tuning range. Measurements of the effective refractive
result, we selected a technological deposition regime for thghdex of the pump wave at®=859.2 nm showed that the
Nb,Os films which ensures the highest refractive indices alyalue ofn=1.9107 is lower than the refractive index of the
the working wavelengths. These values wefe=2.1880 at substraten22,=1.9384.

To sum up, we suggest using SHG in a waveguide
N, sWicm AL, nmem formed by NBOs and TgOs films on a KTP crystal sub- _
strate to double the frequency of semiconductor laser radia-
tion. We have selected film thicknesses for which the overlap
integral of the fields of the T€and TE“ modes has a maxi-
mum. We have shown that by using a stripe waveguide de-

1 036 sign based on highly refracting B®s and TaOs films, it is

800 1 possible to achieve extremely high power densities in a non-
linear interaction zone having a cross-sectional area of
600 |- 1027 0.3X3 um and obtain the highest normalized conversion

efficiency reported so far for KTP structures,
1010% W t.cm™2.

1000 L 0.45

400 1 018 We have also shown that the dispersion of the effective
refractive indices of the different-frequency modes can be
effectively controlled by selecting the film thicknesses in a
200 AL 4 0.09

Ta,05—Nb,O;—KTP waveguide structure. We have demon-
strated that the normalized spectral phase-matching width
ol v can be increased from 0.05 to 0.45+om.

180 182 184 186 188 190 ti, nm Second harmonic generation of 859.2 nm laser radiation

FIG. 4. Normalized characteristics of a stripe frequency doubler as a funch@s beep observed experimentally in ®a-Nb,Os—KTP
tion of the NBOs film thickness. waveguide.
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Mixed kinetic—hydrodynamic level of description for dispersed liquids
V. Ya. Rudyak

Novosibirsk State Architectural and Civil Engineering Institute
(Submitted July 19, 1999
Pis’'ma Zh. Tekh. Fiz25, 35—-38(November 26, 1999

It is shown that dispersed liquidgaseous or liquid suspensigrean only be described at the
hydrodynamic level over a limited range of flow parameters. A mixed kinetic—hydrodynamic
model is proposed to describe flows of dispersed liquids.19®9 American Institute of Physics.
[S1063-785(0902111-4

The evolution of dispersed liquids, gaseous suspensionggvel of description in these cases leads to numerous para-
or liquid suspensions is generally described using hydrodydoxes. An example is the prediction of an infinite velocity
namic equationgsee, for example, Refs. 1 angl Plowever, for a solid dispersed particle near a surface.
dispersed liquids can only be described at the hydrodynamic A commonly encountered situation is one where the car-
level if the corresponding characteristic temparabnd spa- rier component can be described hydrodynamically, but the
tial L flow scales differ substantially from the maximum ki- dispersed component canristich a situation is encountered
netic scales. The hydrodynamic level of description will bewhen studying the flow of a coarsely dispersed liquid in a
single-fluid (single-velocity and single-temperaturé the  boundary layer In these cases, a mixed level of description
dispersed liquid is fairly homogeneous. A characteristic in-must be used: the carrier component, i.e., the gas or liquid, is
dicator of the single-velocity flow regime of a gas mixture, described hydrodynamically while the dispersed component,
liquids, or dispersed liquids is that the entire system is dei.e., the particles, is described kinetically. The aim of the
scribed by a single set of mass-averaged macroscopic chasresent study is to construct this type of mixed description.
acteristics. This is possible if some hydrodynamic, physically  Let us assume that the carrier medium is not an ex-
infinitely small, scale |, can be isolated in the system so that tremely low-density gas. Its dynamics will then by described

by hydrodynamics equations, which also contain the inter-
rw>i>rg, 1i=12,..., (1)  phase interaction forcds, andF,

wherer; are the characteristic particle sizes in the dispersed a_p+v - pu=0,
liquid (molecules and particlegandl; is the mean free path at
of particles of theth componentith phase The hydrody-

namic, physically infinitely small volumeh~rﬁ is a pointin p(;—l: +pu-Vu+V-P=F,,
the parameter space of the hydrodynamic variables.
A multifluid hydrodynamic flow regime may be estab- JE
lished if the system is fairly inhomogeneous so that the re- - +V-Eu+P:Vu+V.q=Fe. 3

laxation times in the entire system, and within each compo-
nent, differ substantially. Additionally, in order to ensure that ~ The dynamics of the dispersed component will generally
each componerfphase is described hydrodynamically, the be described by the kinetic equation
following condition must be satisfied JF JF
p P
. 7+V-ﬁzJpp(Fpr)Jerg(Fng) (4)
rhi>|i>r0i, i=12,..., (2)
for the single-particle particle distribution functiét), . Here
wherer,; is the hydrodynamic, physically infinitely small, J,, andJ,q are collision integrals antf andR are the ve-
scale of theith mixture componentith phase Obviously, locity and coordinate of the particle center of mass, respec-
the hydrodynamic, physically infinitely small scales for thetively.
carrier componentr,; and the dispersed componeny, Provided that the gaseous or liquid suspensions are not
should differ fairly significantly. too dense, the particle collision integdg), may be modeled
The conditiong1) and especially2) are fairly stringent. by the Boltzmann collision integral. In extremely low-
The latter will generally only be satisfied in real systems fordensity gaseous and liquid suspensions particle interaction
molecular or finely dispersed systems. For moderately andan be neglected. This simplifies Ed) significantly, and in
coarsely dispersed systems, a multifluid flow regime willthis case, the particle collision integidf, can be dropped.
predominate. At the same time, it is appreciated that if the  For low-density gaseous suspensions, the integral of par-
particles are fairly large, the condition for the existence of éicle collisions with moleculed, can also be modeled by
hydrodynamic description of a dispersed liquid cannot behe collision integral from the Boltzmann equation. When a
satisfied and this cannot be used. Using the hydrodynamimolecule collides with a dispersed particle, the velocity of

1063-7850/99/25(11)/2/$15.00 900 © 1999 American Institute of Physics
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the latter changes only slightly because its melss much The boundary conditions for the carrier component are
greater than the molecular mass u=m/M<1. By ex- the normal conditions of attachme(grovided that the gas
panding the Boltzmann collision integral as a series withdensity is not too lowand those for the distribution function
respect to the small parameter it is easy to establish that E_ gre the conditions at the surface.
this reduces to the Fokker—Planck collision integralor P In general, the system of equations can contain addi-
denser gaseous suspensions, in some cases the collision i3] terms associated with a more accurate description of
tegralJ,y can be modeled by the Enskog collision intedral. ;e interphase forces, allowance for the thermophoretic
However, |_n_th|s_ case it will also reduce to the FOkker_force, and so on. A two-layer scheme for solving the prob-
Planck collision integral. . .

(Jem can be used to describe real flows. For instance, when

In general, the integral of collisions between disperse . .
ng 9 . . ISP studying flow around a plate, the flow outside the boundary
particles and molecules of the carrier medium is not de-

scribed by the Boltzmanror Enskog collision integral, layer can be described hydrgdynamlically while that in the
even for finely dispersed gaseous suspensidfisis is be- Poundary layer can be described using E@s.and (4). At
cause the particle—molecule interaction is essentially collech® interface of the boundary layer these results should be
tive, and over a time of the order of the molecule—particleMatched. The application of the systeB) and (4) will be
interaction time the particle undergoes many collisions withdescribed in a special study.
molecules. However, regardless of the type of collision inte- ~ This work was supported by the RFB®rant No. 98-
gral, since the functiof ;, varies adiabatically in momentum 01-00719.
space, it can also be represented in the form of the Fokker—
Planck collision integral.

The form of the coefficient of friction appearing in the
Fokker—Planck equation will be determined by the relation-
ship between the dispersed particles and the carrier fluid. IfS. L. Soo,Fluid Dynamics of Multiphase SystertBlaisdell Publishing,
the resisting force acting on the particle from the carrier fluid Waltham, MA, 1967; Mir, Moscow, 1975, 536 pp.
is described by the linear laf = — Fp: Ku(up_ u), which 2R. 1. Nigmatulin,Dynamics of Multiphase Medj&Chap. |(Nauka, Mos-
is widely us_ed to solve p_roblems in the mechanics of _mult_i- 300?%5&22}1143;'0&&5. Fluids4, 2088 (1971,
phase media, the dynamics of an extremely low-density diS<s_ chapman and T. G. Cowling, 2nd edathematical Theory of Non-
persed medium will be described by the systénand the Uniform Gases(Cambridge University Press, Cambridge, 1952; Mir,

kinetic equation Moscow, 1960, 510 pjp.
5V. Ya. Rudyak, Pis'ma Zh. Tekh. Fi28(20), 77 (1992 [Sov. Tech. Phys.
aF, v aF, « d (VED+K KT 9°F, © Lett. 18, 681(1992].
— 4V — =K, —. +K, — —=
ot IR YoV P “2M g2 Translated by R. M. Durham
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Coercive force of iron garnet films as a function of maximum external magnetic field
strength

M. V. Logunov and M. G. Gerasimov

N. P. Ogarev Mordovian State University, Saransk
(Submitted November 17, 1998; resubmitted July 13, 1999
Pis’'ma Zh. Tekh. Fiz25, 39—-43(November 26, 1999

Results are presented of measurements of the coercive force of single-crystal iron garnet films
using the half-width of the limiting and particular quasistatic hysteresis loops over a

wide range of variation of the maximum magnetic field which reverses the magnetization of the
film. Reasons for the disagreement between results obtained using various methods of
measuring the coercive force are discussed. 1999 American Institute of Physics.
[S1063-785(10902211-9

The coercive forcéd. is one of the fundamental param- ing regimes of the systefiThe magnetic field was regulated
eters of a magnetic material characterizing its perfection. It isising an ambipolar electromagnet current stabilizer which
particularly interesting to study the coercive force of single-allows measurements to be made with the magnetic field
crystal iron garnet films which are among those magnetivaried quasistatically at a given rate without mechanically
materials having the most perfect crystal structure. Increageversing the current polarity.
ing attention has been addressed to this issue because the The maximum magnetic fielth during recording of the
conditions of formation of ordered domain structures in maghysteresis loops was varied over a wide ramge (0.01—
netic films depend strongly on the coercive force and othelO)Hs, whereHs is the saturation field of the film. The
parameters of the hysteresis lobpSo far, most data on the upper limit of this range was determined by the condition
coercivity of iron garnet films have been obtained fromthatH should be several times higher than the saturation field
studying hysteresis effects in alternating magnetic fi&lds. Hgto record_the limiting hysteresis_loops and the lower I_imit
However, irreversible changes in the magnetization may b¥/@s determined by the fact that it should be 1.5-2 times
accompanied by the appearance of dynamism in the mai‘u_lgher than the coercive fordé, measured for the limiting
netic reversal process, including that at frequencies of tens ¢POP- The rate of variation off was 0.1-1 Oe/s. The hyster-
hertz® In addition, the wide range of methods of studying &5'S loops were typical of low-coercivity iron garnet f_'l'Hs'
coercive propertiésand sample treatmeff, and the range The field for nucleation of the domain structure during de-

and gradient of the acting fieltipresent difficulties when the magnet|zat|on_from the saturat_ed state-l|,$~p.8HS.
experimental results are compared. The coercive force of the iron garnet films depends on

Here we present results of measurements of the coercivtge maximum magnetic fieléi achieved during magnetic

force of (112)-oriented iron garnet films using the half-width reversal of the sampléFig. 1) qnd th? fqrm of t_he depen-
denceH (H) changes substantially with increasing tempera-

of the limiting and particular hysteresis loops recorded by, . : L :
o . o ture and is accompanied by a reduction in the coercive
quasistatically varying the external magnetic figld For

comparison we also measuret] using the method of do-
main wall oscillationd® at 74 GHz. Both methods were used
to study a region of the sample 1.5 mm in diameter. The fielc
H was applied parallel to the easy magnetization axis per 1
pendicular to the plane of the film. The results are given for 161 f"‘”w"m
a film having the compositioY, Lu, Gd, Bi);(Fe, A)50;, '/" A AAMMLA 4 A AAA 2
and the parameters: thickndss 2.9 um, equilibrium period 1.2 k_ri/m‘kk
of stripe domaind,=5.8 um, saturation magnetizatio ¢
=23 G, and uniaxial anisotropy field ,= 1700 Oe. 0.8 |
For iron garnet films there is a large difference betweer
H. and the saturation field of the fildlg (usually Hg/H,
~100) which imposes additional constraints on the experi-
mental apparatus.In this study the measurements were
made using a magnetooptic system based on the Faradi °© & ' '
effect. High sensitivity was achieved by using modulated 0.01 0.1 H/Hs ! 10
radiation from a microwave-pumped helium—neon laser as

the “g.ht S_Ource! incorporating selective amp_lif_iers in the dif'FIG. 1. Coercive forcél as a function of maximum external magnetic field
ferential signal recording system, and stabilizing the operatH at temperatures of 26l), 35 (2), and 45 °C(3).

m N Emy N NN N e o 3

He, Oe
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force? This dependence may be characterized by the criticgbronounced near the kink on the temperature dependence of
field H*; for H<H* the width of the hysteresis loop begins the coercive force.

to decrease. The value &f* varies strongly with tempera- The authors are grateful to A. Yu. Troshin for supplying
ture:H*/H.=3.5 atT=25°C andH*/H_.=15 atT=35°C. the iron garnet films.
Such an appreciable variation &f* occurs in a narrow This work was supported by the RFBR, Grant No. 98-

range of temperature when the main magnetic parameters 62-03325.
the film, M (Fig. 2, curvel) andHg vary by less than 10%.
At the same time we fint*/H,<0.1, hence the reasons for
the variation ofH* are not related to the domain nucleation 1|, g pikshtan, F. V. Lisovski, E. G. Mansvetova, and E. S. Chizhik,
processes. Leaving aside other possible mechanisms for theh. Eksp. Teor. Fiz100, 1606(1991) [Sov. Phys. JETR3, 888(1991)].
.. . . 2 !
variation ofH. with temperatur€ caused by changes in the " (Sl-g*;f‘)”EjTaU'ﬁV% ﬁ”d v t}t<2hc') %Zid(ig‘;%o' Pis'ma Zh. Tekh.Za21),
. . . ech. Phys. Lett20, .
contrlbutlops of various types qf defectshk, we nqtg the 'y Josephs, AIP Conf. Prot0, 286 (1972,
factors which could be responsible for the contradictions be-4g. a. Bazhazhin, E. N. Ilicheva, I. V. Mushenkow al, Zh. Tekh. Fiz.
tween the results of measurements of the coercive force ob-55 396 (1985 [Sov. Phys. Tech. Phy80, 233(1985].
tained by the method of domain wall oscillations and using5mﬁrt?essyéfs'\g-(f;éga‘“'Ho“’ath' L. Bodis, and I. Pinter, J. Magn. Magn.
the half'W|dt.h O_f the hysterg5|s loop. . . 0. V. Ichishin and I. M. Makmak, Deposited Paper No. 27QKrNIITI,
The oscillation method involves recording the amplitude Donetsk, Ukraine, 1986 22. pp.
of the domain wall shift as a function of the alternating mag- "A. Yu. Toropov, V. A. Klyuev, and M. V. Valiko, Pis'ma Zh. Tekh. Fiz.

e : : i 24(1), 73(1998 [Tech. Phys. Lett24, 33 (1998)].
netic field (e.ssentla"y recordlng t.he gnve!ope of th.e particu 8A. N. Grigorenko, S. A. Mishin, and E. G. Rudashevsk?is'ma Zh.
lar hysteresis loops The coercivity field is determined by 1o, Fiz.13, 1147(1987 [Sov. Tech. Phys. Lettl3, 479 (1987].
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Kinetics of predetonation conductivity of silver azide
B. P. Aduev, E. D. Aluker, G. M. Belokurov, A. G. Krechetov, and A. Yu. Mitrofanov

Kemerovo State University
(Submitted June 3, 1999
Pis’'ma Zh. Tekh. Fiz25, 44—48(November 26, 1999

The kinetics of the predetonation conductivity of silver azide have been measured with
nanosecond time resolution. The experimental results are accurately approximated by an equation
which includes multiplication of active particles by a first-order reaction and loss of these

particles by a second-order reaction. 1®99 American Institute of Physics.
[S1063-785(10902311-3

According to existing ideak? the energy characteristics wheren is the hole(electron concentration.
of the explosive decomposition of heavy metal azides are The solution of Eq.1) subject to the initial condition
provided by the exothermic reaction 2NNg—3N,. A n(ty) =ng is given by:
necessary condition for this reaction is that two holes meet
(evidently at a cationic vacangyresulting in the appearance ()= expa(t—to)] )
of two neighboring N radicals which participate in this re- n, Yexd a(t—tg)]—1}+ ngl’
action. However, at present no experimental data are avail- . .
able, especially data on the kinetics of explosive decomposi\{vherenoo is the concentration at the plateau, agcandng
tion, to confirm or refute this point of view.

An interesting possibility arose following the observa-
tion of predetonation conductivity whose kinetics should re- 2 -
flect those of predetonation decompositon.

An investigation of the kinetics of predetonation conduc-
tivity would allow us to determine the order of the decom- 15
position kinetics and thus serve as serious argument in suf
port of (or against] the bimolecular nature of the main
exothermic reaction. This was the aim of the present study. 10

We investigated the kinetics of predetonation conductiv- 4
ity of silver azide whiskers £2x0.1x 0.15 mn), mounted ~
on the entry window of an acoustic detector. Explosive de- <
composition was initiated by a laser pul§E064 nm, 10— 1
20 mJ, 30 ps The onset of deformation of the sample which
subsequently develops into mechanical ruptutetonation 0 : t-to,ns
was determined from the leading edge of the acoustic signal ° 0 40 60 8o
Details of the method are described in Ref. 4.

Typical current signal profiles are shown in Fig. 1la.
These either comprise an asymmetric bell or a curve whick
reaches a plateau. The decay of the current signal correlate
with the acoustic signal and is associated with the onset o.. 7.5
mechanical damage to the sampla. comparison between §
the amplitudes of signals of different profile reveals that the2, |
bell-shaped signal is observed in samples which fracture be
fore the conductivity reaches a plateau.

Hence, even a qualitative analysis of the kinetics of pre- 251
detonation conductivity shows that the rate of the chain re- |
action saturates and the heating and rupture of the sample a 0 : . t—tpns
caused by the rate of heat release in the saturation regim. 0 20 40 60 80

exceed'”g the rate of h_eaF remoéal_. . . FIG. 1. Kinetics of predetonation conductivity of silver azide whiskers: a—
The simplest quantitative description of the observed Ki+ypical profile of conductivity pulses, the arrows indicate the leading edge of

W e
b

netics is given by the following equation: the acoustic signall—bell-shaped puls€@—pulse reaching a plateaty, is
the time at which the conductivity signal reaches a reliably measured value;
dn b—kinetics of the concentration of band electrghsles, the circles show
- =an-— ﬁnZ, ) the experimental conductivity measurements and the solid curve gives the
dt approximation using expressid8g).
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are the time and concentration for which the conductivitytion of cationic vacancies in silver azide whiskdree ob-

reaches the reliably measured vallg. 1b). tain S;~10 4cn?, i.e., a typical cross section for capture at
The value ofn in Fig. 1b is calculated from the relation- an attracting centetThus the evolution of the chain may be
shipo=enu for u~10cnf-V~ 1.5 (Ref. 6. attributed to the capture of holes at cationic vacan¢igs

We stress that the parametégs ng, andn,, in Eq. (2)  tracting centers
are taken directly from the experimental curve and the only = These data therefore contradict the hypothesis that the

fitting parameter isv. main exothermic reaction responsible for the explosive de-
For all the samples studied, lies in the range 10°®~  composition of AgN is bimolecular.
10 °s ! andp in the range 1010 2cm?®.s™ 1. In our opinion, these results suggest and fairly well sub-

The good approximation of the experimental curves bystantiate(at least at this stage of the researttte hypothesis
expression(2) (Fig. 1b casts doubts on the generally ac- that the evolution of the explosive decomposition chain re-
cepted(but not proven) viewpoint that the main exothermic action of heavy metal azides is determined by a unimolecular
decomposition reaction of heavy metal azides is a bimolecuprocess of hole capture by cationic vacancies and chain ter-
lar reactior? In fact, the simplest treatment of E@), whose  mination is determined by bimolecular interband recombina-
solution is given by expressiofR), is that the evolution tion of electrons and holes.

(branching of the chain is determined by a unimolecular This work was supported by the RFB&rant No. 98-
process &n) and the termination is determined by a bimo- 03-32001a
lecular processgn?).

In order to put forward a reasonable hypothesis on the

nature of the corresponding processes, it is advisable to ana+. p. Bowden and A. D. YoffeFast Reactions in SolidgButterworths,

lyze the experimental valuesa~10 8-10°s ! and London, 1958 p. 242.
B~10" 1110 2¢me. s 1, 2Energetic MaterialsVol. 1, edited by H. D. Fair and R. F. WalkéPle-

. imol . ith3 = h is th num Press, New York, 1987p. 501.

It is S|mp.est to begm withB=vS,, w grev Is the 3B. P. Aduev, E. D. Aluker, G. M. Belokurov, and A. G. Krechetov, JETP

thermal velocity of an electrothole) and S, is the cross Lett. 62, 215(1995.
section of the process responsible for terminating the chainf‘B-hP- Aduev, E. '?- A'léker» G. M. Belokurov, and A. G. Krechetov, Russ.

(Y ~m. o1 e~ 10-18_10-19 Phys. J:39, 1135(1996.
Forv~10 cm-s We Obt.am.ST :F'O 10" Fent. The%e 5N. N. SemenovChain ReactiongNauka, Moscow, 1986 534 pp.
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Phase multistability in quasiperiodically driven systems
T. E. Vadivasova, O. N. Sosnhovtseva, and A. G. Balanov

N. G. ChernyshevskBtate University, Saratov
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The influence of quasiperiodic driving on phase multistability in coupled Feigenbaum oscillators
is investigated. Various new effects associated with strange nonchaotic attractors are
observed. ©1999 American Institute of Physid$$1063-785(09)02411-§

A characteristic feature of the interaction of oscillators4. In the presence of weak coupling, these workers observed
having a Feigenbaum mechanism of chaos formation is théhe coexistence of regimes ascribed to several branches gen-
establishment of multistability of periodic and chaotic erated by limit cycles corresponding to different valuesnof
regimes-—° In this case, multistability is associated with the As the parametet increases, chaotic regimes of different
possible mutual synchronization of the oscillators in differentbranches appear and these subsequently combine to form a
phases relative to each other, and can thus be described gi®bal chaotic attractor. As the coupling parameteiin-
phase multistability. For periodic oscillations having under-creases, the noncophasal regimes disappear and a transition
gonek period doublings, the number of possible limit cyclesto so-called complete synchronization is observéd.
in the phase space of the interacting oscillators becorfies 2 Investigations of the systerfil) made in the present
The phase shift between the oscillators may have values &ftudy for ap#0, p=1, and y=0.002, showed that phase
$o+2mm, wherem=0,1,2 ... 2~ 1. In discrete-time sys- multistability is fairly coarse relative to a weak quasiperiodic
tems, $,=0 and it becomes meaningful to talk of the num- action. The main branches of regimes which existed in the
ber of iterations by which the oscillations of the partial sys-autonomous system are conserved. However, instead of pe-
tems are shifted as a function of time. Phase multistability igiodic oscillations, we observe quasiperiodic regimes and re-
conserved on transition to weakly advanced chaos. gimes corresponding to a strange nonchaotic attrdctér.

In the present paper we consider how phase multistabilThe latter occur as a result of fractalization of the invariant
ity is influenced by a quasiperiodic external action. We in-closed curve which is the transform image of the two-
vestigate a system of coupled logistic mappings in each ofrequency quasiperiodic oscillations in a discrete-time sys-
which we introduce a quasiperiodic excitation having thetem. In the systenil) we observe two mechanisms for frac-
same rotation number: talization: 1) a gradual distortion of the curve profile,

resulting in a loss of smoothne¥s?) instantaneous fractal-
ization as a result of a crisis occasioned by contact between
the stable and unstable invariant cufveFor diagnostics of
this strange nonchaotic attractor regime we used the phase
(1) sensitivity criterion proposed in Ref. 10, in addition to cal-
culations of the Lyapunov exponents. For conciseness, we
where x,, andy, are the dynamic variables of the partial shall adopt the following notation for the dynamic regimes:
systemse is the nonlinearity parametety; is the coupling T are quasiperiodic two-frequency oscillations, SNA is a
parameterz, is the phase of the action which is assumed tostrange nonchaotic attractor, SA is a strange attractor, the
be the same for both partial systems, afids the rotation number preceding the letters indicates the number of attrac-
number determined by the external fofeehich corresponds tor ribbons(partg, and the superscript: 0, 1, 2, 3 is equal to
to the ratio of the frequencies of action in the flow system the numbem which determines the phase shift between the
This was fixed as equal to the golden sectiWi=0.5 sequenceg, andy,. The symbol> indicates that limit sets
X (y5—1). The term mod 1 implies that9z,<1. The am-  of different branches combine.
plitudes of the action on the first and second oscillator are:  The sequence of regimes with increasingtypical of
a;=agy anda,=pay, respectively, wherg is the detuning of small amplitudesa,, is shown in Fig. 1ag,=0.01). Three
the amplitudes. We assumed that no detuning occprs (branches of regimed\, B, andC, created by quasiperiodic
=1) and in this case, the systdih) has an invariant mani- attractors for whichm=0,1, and 2, respectively, are indi-
fold U defined by the conditior, =y, . Trajectories starting cated. The cophasal quasiperiodic attractSr (branch A)
from points belonging tdJ never leave the invariant mani- undergoes two doubling bifurcationfor £~0.750 and
fold. The motion in the plan& corresponds to the case  ¢~1.253) after which it becomes fractalized by the first of
=0 and is called cophasal. Regimes for which#0 are the methods specified: &1.376). The formation of an SNA
called noncophasal. The corresponding phase trajectories do the invariant manifoldU is accompanied by a loss of
not lie in U. Multistability in the systen{l) in the absence of coarseness of the cophasal regime. If the initial point is de-
any external actiongy=0) was investigated in Refs. 3 and fined outside the manifoldJ, long-term transient intermit-

Xn+1:8_xﬁ+ 7(Xﬁ—yﬁ)+a1 COS 2z,
_ 2 2 2
Ynr1=€—Ynt+ ¥(yn—X;) +a, cos 2z,

Zh+1=2,tW, modl,
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FIG. 1. Diagram showing regimes of systéfr) without detuning p=1):
a —for varying parametes and constant,=0.1; b—for varyinga, and
constante =1.2: 1—period doubling,2—fractalization of invariant curve,
3—boundary of chaos4—crisis, 5—creation of three-dimensional torus,

and 6—sections of smooth attractor.
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tence is observetf~'® A small detuning of the action ampli- crisis, which is accompanied by parts of the attractor
tudes 1.0001) or weak noise give rise to “bubbling” combining® As a result, the invariant curve becomes fracta-
phenomend®* This behavior suggests that not only a cha-lized and the cophasal strange nonchaotic attractor SNA
otic attractor but also a strange nonchaotic attractor may posyppears. On brandB the curve 2 (a;~0.1182) also frac-
sess the properties of a Milnor attractbrA further increase  talizes but without any crisis and the noncoaphsal attractor
in & leads to a blowout bifurcation at~1.380, which is 2SNA! appears. The projections of SRAnd 2SNA are
diagnosed from a change in the sign of the transversathown in Figs. 2a and 2b. F@y~0.1188 the nonchaotic
Lyapunov exponerft!® However, in all the cases studied, a fractal set of brancl ceases to be attracting. The attractor
transition to chaotic behavior preceded a blowout bifurcaSNA® becomes the only one in the phase space but it is
tion. For a;=0.01 a transition to chaos is observed for coarse. The detuning=1.0001 causes the nonchaotic frac-
£~1.379. After a blowout bifurcation the 2$Aattractor tal sets of branche# and B to combine. The combined
forms, no long lying withinU. This attractor then becomes a attractor(Fig. 23 is also not chaotic. In the absence of de-
chaotic saddlef~1.392) and the mapping point goes over tuning the transition to chaos and the blowout bifurcation are
to the C branch attractor. The noncophasalbranch chaos observed almost simultaneously fay~0.1260, followed by
evolves according to a similar scenario:=BNA—SA (for  the formation of the combined chaotic attractor*SA
£~1.378 ande~1.379, respectively For £~1.394 the This work was partially supported by RFBR Grant No.
parts of the branch C chaotic attractor combine accompanie®8-02-16531. One of the authofE.E.V) is also grateful for

by the simultaneous connection of the branghchaotic  the support of the International Soros Program in the Exact
saddle. The ensuing combined chaos 2%0 ceases to be SciencegGrant No. d99-835, 1999

attractive fore ~1.519 and the mapping point switches to the
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Electroluminescence of lead magnoniobate with heterodyned acoustic-frequency
exciting fields

N. N. Kra nik and S. A. Flerova

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg Dnepropetrovsk State
University, Ukraine

(Submitted August 3, 1999

Pis'ma Zh. Tekh. Fiz25, 57—-60(November 26, 1999

Electroluminescence of the model ferroelectric relaxor, lead magnoniobate, above the freezing
point is studied when the exciting sinusoidal electric fields are heterodyned. An abrupt

rise in the luminescence is observed near the maximum amplitudes of the carrier-frequency field.
© 1999 American Institute of Physids$1063-785(09)02511-3

Ferroelectric relaxors are currently being studied in vari-  Figure 1 shows oscilloscope traces of the electrolumi-
ous contexts since they are an important part of the generalescence, typical of all the samples studied. Before specific
problem of the physics of disordered systems, which primaelectric field strengths were reached, the envelope of the pho-
rily involves identifying the mechanism responsible for thistopulse packet was similar to the envelope of a packet of
disorder. These studies are also particularly relevant becaugesitive or negative half-periods of the sinusoidal exciting
of the potential practical applications of relaxors. field (see Fig. 1, framd). At a specific valueE,,,, abrupt

The present paper is devoted to studying the dynamisurges of electroluminescence intensity suddenly appear
behavior of the model ferroelectric relaxor lead magnonio{frame 2), increasing in an avalanche-like fashion and be-
bate PbMg;sNb,,s05 (PMN) using its electroluminescence coming broader as the exciting field increagémmes 3
in strong, modulated, sinusoidal electric fields above itsand4). The “pedestal” of the photopulse packet also varies
freezing point. The samples are investigated under condiframes4—6; only part of the pulse is shown in frané. The
tions where the fluctuations of the ion displacements in thdield E,,,, at which the first intensity surges appear depends
main part of the crystal bulk are fairly short-lived. on the crystal thickness. For thicknesses of 0.68, 0.425, and

The luminescence observed as a result of switching th@.25 mm the values d&,,, were 6.4, 10.5, and 15.4 kV/cm,
polarization of PMN in strong fields provides additional andrespectively. One reason for this dependence may a differ-
independent information on the dynamics of polarization ancence between the conditions for emission of radiation from
depolarization processes, and also on domain-like and hetrystals of different thickness. However, further studies are
erophase hysteresis phenomefsge, for example, Refs. required to clarify this issue definitively.

1-3. In order to obtain experimental data on the kinetics of  Electroluminescence in ferroelectrics in general, and in
the evolution of PMN electroluminescence in strong electricthe ferroelectric relaxor PMN in particular, is a cooperative
fields, we used a method of heterodyning the exciting fieldseffect in which, depending on the crystal state and the exci-

For the investigations we used PMN single crystalstation conditions, ensembles of domains or domain-like for-
grown by a modified spontaneous-crystallization method.mations of different levels luminesdeuch as isolated polar
An exciting voltage was applied via InGa electrodes toregions, ferroclusters, and so)omhese results show that
single-crystal wafers 0.2—0.7 mm thick, using two sources ofinder the influence of a fairly strong increasing electric field,
sinusoidal electric oscillations at frequencfesandf, inthe  cascade growth and transformation of switchable regions
acoustic range. As a result of heterodyning, an amplitudetake place with changes in the dynamics of the domain and
modulated signal of frequendy; — f,| acted on the crystdl. heterophase boundaries in these regions, accompanied by an
This technique allowed us to increase the amplitude of th@valanche-like rise in the luminescence signal. For example,
exciting field, prevented any heating of the sample, andvhen the fieldg,,,, increased from 15 to 25kV/cm, the lu-
could be used to determine the crystal photoresponse undarinescence intensity at the maximum increased by more
systematically and smoothly increasifdecreasingampli-  than three orders of magnitude. Moreover, the photopulse
tudes of the carrier-frequency field. In each sinusoidal packgbacket acquired a multistepped profile. The different regions
the maximum electric field . reached 25 kV/cm. At this of the packet may correspond to different mechanisms for
stage of the research, particular attention was directed towaslvitching and establishment of the polarization, and also for
the zero-beat regimes whel=f,. The electric field was the subsequent depolarization. The change in the PMN elec-
applied in the[001] pseudocubic direction and the lumines- troluminescence recorded in the present study suggests that
cence was recorded from the lateral surfaces of the sampftow processes take place in this particular range of electric
using an FBEJ-97 photomultiplier and an S8-17 storage os-fields, although insufficient data are available to indicate the
cilloscope. Results of measurements at 300 K are presentefiirmation of an infinite clustet.

The samples were optically homogeneous with no defects We are of the opinion that further studies of the elec-
visible under a microscope. troluminescence of ferroelectric relaxors excited in hetero-

1063-7850/99/25(11)/2/$15.00 909 © 1999 American Institute of Physics
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FIG. 1. Examples of oscilloscope traces of the elec-
troluminescencél1-6) during heterodyning at frequen-
cies f;=f,=985 Hz. Maximum electric field strength
in the sinusoidal packek,,,, kV/cm: 12.9 (1), 15.4
(2), 16.8(3), 18.2(4), 16.5(5), and 17.5(6). Vertical
sensitivity, V/division: 0.021-3), 0.05(5-6), and 0.1
(4). Sweep time, s/division: 1.01-4) and 0.2(5, 6).
Sample thicknesd=0.25 mm. Photomultiplier voltage,
kV: 1.2 (1-4) and 1.5(5, 6).
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An analysis is made of four-wave mixing of laser radiation interacting with an ultracold

degenerate ensemble of boson atoms trapped in a magnetic trap. It is shown that the existence of
long-range order in this type of atomic system leads to a new mechanism for the generation

of the reversed wave whose experimental manifestation should differ from four-wave mixing in a
nondegenerate gas. A similar nonlinear optical effect may be used for diagnostics of an

ultracold gas at temperatures not much lower than the phase transition temperatur899©

American Institute of Physic§S1063-785(19)02611-7

Studies of Bose—Einstein condensates of neutral atomiwhereM is the atomic mass arglis the interatomic interac-
gases have recently become a rapidly developing field ofion constant which, for alkali metals, has typical values of
science on the border between atomic physics and physics tie order of 103%8erg.cm 3. In our case, the external
condensed medidsee reviews presented in Refs. -3 potential
These systems are of interest from the fundamental research M
point of view primarily because the interatomic interaction in U= — w22+ 2V.cod 2ar 2
them, unlike that in liquid helium, is fairly weak which 2" o cod2qr) 2
makes it possible to construct an exact quantitative theorrﬁﬁI _ . . .
and compare the results with precision experiments. From cludes, in adgmo_n :]0 tr?e garp;onlchport]er}tlal °_f thﬁ t(ﬁms
the practical point of view, a Bose condensate is important alrSt term on the right-hand side which, for simplicity, we
the basic element of an atomic beam source with a larg@SSUme to be isotropicthe Stark shift in the field of two
spatial coherence length, i.e., an atom I&<er. ight \;vav;e]s mter_secztlnzg/] ztAthe ?]ng&a |.e.(,jq:ksmh(1‘}/2).

At present, optical methods based on the absorption of/€ 8lS0 have/o=D"E*/(#A), whereE andD are the am-

refraction of laser radiation in a cloud of ultracold atoms arepl,'tu‘j_e of the light wave and thg matrix element of the elec-
widely used for the diagnostics of a neutral atom ¢ dipole moment of the transition, respectively. The detun-

condensaté? Javanainehand Youet al® developed a linear "9 4 Of the laser frequency from resonance is assumed to be

theory in terms of the intensity of the incident wave field. large compared witty, which means that incoherent scatter-

Qualitatively, its conclusions can be put forward as follows:'nlg I_eadlrcljg to escape of atoms from the condensate can be
in a condensate, in addition to incoherent scattering chara&'Minated. ,
We shall seek a steady-state solution of EL.corre-

terized by the radiative half-widtly, coherent scattering of di h q - it h )
incident photons also takes place at the wavelengtﬁpon ing to the ground staté= ¢ exp(—iut/f), wherey is

A =2/K, in resonance with the atomic transition to the firstth? chemlcal potential of the system. If, the maximum Stark
excited state. The scattering takes place predominantly in th%h'ft,IS small compared with the chem|cal potennal, an ap-
forward direction in the small angle ~ (kR) ~2, whereR s proximate solution may be obtained using perturbation
the size of the atomic cloud. The corresponding line half-N€OTY:
width is I'=yNQ, V\{here_N is the number of atoms in the w=o(1—f cod2qr)), 3)
condensate. WheN is fairly large, coherent photon scatter-
ing becomes more probable than incoherent scattering.  where the unperturbed solution is determined from

Similarly, it may be predicted that the specific character-
istics of a Bose condensate should also appear when laser
radiation interacts nonlinearly with this condensate. In the
present study a theoretical analysis is made of the formation . .
of a light-induced grating in a Bose condensate in the field of1d the small correction contains the factor
a standing light wave. _ 2.2 2

As we know!? the macroscopic wave functiolf of an F=Vo/(A%q"IM + gl o[- ©
atomic-gas Bose condensate normalized to the condition Thus, the existence of a spatially modulated potential
J1¥|2d3 =N, is described by the Gross—Pitaevsijuation leads to the formation of a light-induced density grating in
the Bose condensate. For comparison, we note that in a non-
degenerate gas described by a Boltzmann distribution, the
formation of a light-induced grating accounting for 1% of the
total number of atoms, takes place fgp~10 2*erg at a

ﬁz 2 M 2.2 2
Mlﬂo:_mv ‘/’0+§‘”trr o+ 9| ol o, 4

'ﬁa‘lf— e V20 +UW¥ V2w 1
oW == o VAU + U+ g[ W], ()
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temperature of around &K, which is substantially lower ergy#2k?/(2M), the cross section contains a strong depen-
than the standard temperatures of the atoms in magnetooptience on the anglé of intersection of the light beams form-
traps. ing the grating. An estimate shows that four-wave mixing in

However, the main distinguishing feature for a Bosea Bose condensate will take place fairly efficiently for small
condensate is that the soluti¢8) corresponds to findingl O of around a few degrees. The angle of deflection of the
atoms in a coherent superposition of the unperturbed solutiocoherently scattered beam at the grating will also be of the
and the spatially modulated state corresponding to a lightsame order. The cone expansion angle in which the photons
induced density grating. Thus, when a thigorobe light  are coherently scattered is at least an order of magnitude
wave is applied, this being incident on the condensate at Bwer so that the probe and signal beams can be easily dis-
certain angle determined by energy and momentum consetinguished.
vation laws, coherent scattering of photons may take place This characteristic feature of four-wave mixing of laser
accompanied by a change in their wave vectorqofif a  radiation may be used to determine the presence of a con-
light-induced grating having the spatial dependence ¢p3(2 densate in a cloud of atoms in a trap at temperatures slightly
is created in the nondegenerate gas, generation of the rbelow the phase transition temperature when the above-
versed wave will be accompanied by a change in the waveondensate fraction of the ensemble is fairly large, making it
vector of 2y (Ref. 7). difficult to use simple optical methods of diagnostics.

By analogy with the case of coherent forward This work was supported by RFBR Grant No. 99-02-
scattering® the collective widthl", of the coherent scatter- 17076.
ing process in which the wave vector changegyhg calcu-

lated using the Wigner—Weisskopf theory: 1. P. Pitaevski, Usp. Fiz. Nauki68 641(1998.
2 2M. R. Andrews, D. S. Durfee, S. Inouye, D. M. Stamper-Kurn, H.-J.
[y=12yNQ/2. (6) Miesner, and W. Ketterle, J. Low Temp. Phyd.a(1), 153 (1998.

. . . . 3F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari, Rev. Mod. Phys.
The simplest estimate of the cross section for this process,; 463 (1999. ¢ 9 Y
gives'5 “1. Bloch, T. Hansch, and T. Esslinger, Phys. Rev. L&®, 3008(1999.
) 5J. Javanainen, Phys. Rev. LetR, 2375(1994.
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and E. A. Stepantsov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow
(Submitted July 23, 1999
Pis’'ma Zh. Tekh. Fiz25, 65—72(November 26, 1999

Dependences of the amplitudes of the harmonic and subharmonic Shapiro steps on an external
monochromatic signal were used to study the current—phase dependence of high-
temperature superconducting junctions on a bicrystal substrate. It is shown that for a symmetric
definition of the transport current across the junction with an edge transparency of the

order ofD=10* and a mirror-symmetric bicrystal interface, the current—phase dependence is
close to sinusoidal which differs from the theoretical predictions and is most likely caused

by twinning of the high-temperature superconducting films of the electrodes forming the junction.
A departure from symmetry in the definition of the transport current across the junction

causes the current—phase dependence to deviate from sinusoidal, which increases with increasing
degree of asymmetry. This change in the current—phase dependence is accurately described
by a model which takes into account the formation of coupled Andreev states in junctions of
superconductors with d,2_,2 type of superconducting wave function. ®99 American

Institute of Physicg.S1063-785(109)02711-1

When Josephson junctions are used in superconductingigh-temperature superconduct@i$TSC9, most of which
electronic devices, an important parameter is the dependeneee assumed to havedg. 2 type of superconducting wave
of the superconducting currehf on the phase differencg  function (d-superconductgr A change in the sign of the
between the order parameters of the two superconductotsder parameter on going round the “c” axis of a
forming the Josephson junctigourrent—phase dependehce d-superconductor [§) leads to the appearance of bound
This dependencéy(¢) determines the dynamic parameters states at the-superconductor—insulator)(interface, having
of the Josephson junction such as the Josephson inductanegergies substantially lower than the gap, even in the ab-
the microwave impedance, the spectral composition of thgence of a second superconductbAs a result, at low tem-
self-induced Josephson generation, and so on. It followperatured () only retains its sinusoidal dependence in tun-
from general quantum-mechanics relationships that for anye| junctions betweed-superconductors{ID) in a narrow

type of Josephson junction(¢) is 2ar-periodic and is an 4046 of junction transparenciBsand angles of misorienta-

odd function of the phase. Calculations of Josephson devicgg,, of the crystallographic axes of the HTSC electrodes rela-
are usually made assumihg sinusoidal current—phase de- tive to the normal to the interface and 8. For example, for

pendencel (¢)=1.sine (I, is the critical current of the e _ aEo . . . —
Josephson junctignwhich is only observed in tunnel junc- C<(E24k5T/’ A)ﬁZzRe?SS 3 ;:Ij)d.rz?lgo?/v tI:ms:rtz{LTénse?naz)r/n%m
ti bet di duct id - : . . . .
ions between ordinarg-superconductors over a wide range of the dependencky(¢) deviates from sin both in the di-

of temperaturé.However, in Josephson junctions betwesen i i< o< ]2 din the directi & on<m/d

superconductors with direct conduction a nearly sawtootf{ECHON 7= go=mlz, and In the direction (8 po=m )

dependencd,(¢) is observed at low temperatures, which opposite to that in junctions betwestsuperconductors with
irect conductiori®

may be expressed as an expansion in terms of Fourier conﬁt . _
ponents The dependencky(¢) is usually determined from mea-
surements of the amplitude—frequency characteristics of a
microwave resonator coupled with an interferometer in
Is(@)=2 Icdysinng), n=1, (1) which the Josephson junction is shunted by the supercon-
ducting inductancé. The main constraint involved in using
where the even componendy are negative, i.e., the phase this method of determinings(¢) is the magnitude of the
difference ¢, for which the maximum of () is observed critical current which determines the Josephson inductance
lies in the ranger/4< po=< /2 (Ref. 2. One reason for this L;=®q/27l. (where®, is the magnetic flux quantumFor
complex dependendg(¢) is that multiple Andreev reflec- a reliable determination df(¢) the inductance of the inter-
tion contributes to the superconducting current, and bounferometer must satisfy the constraibt<L;. For realistic
states with energies<A (A is the superconductor gapc-  interferometer dimensions of the order of a few tens of mi-
cur in junctions with direct conduction. The situation is con-cron the critical current, should not exceed 10A, which
siderably more complex in Josephson junctions consisting afeverely restricts the choice of samples. In the present study

1063-7850/99/25(11)/4/$15.00 913 © 1999 American Institute of Physics
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_ - - <100> YBCO for which the[001] directions of YBCO are perpendicular to
n I " a. the plane of the substrate and #1900 directions on either
side of the interface form the angte=33°, 8= —33° with
v <110> YBCO the normal to the interface lying in the plane of the substrate.
o At liquid helium temperature, we measured the dependences
- 12° of the Shapiro steps on the millimeter-range microwave cur-
i rent for samples where the YBCO bridge crossed the bicrys-
//&, gégi ‘C(Ego tal interface at right angle@he angle between the normal to
7 90- B B <11§0>A12023 the interface and the direction of the currentyis 0) and at
e various fixed valuey=18°, 36°, 54°, 72°(Fig. 1).
Jrd The appearance of Shapiro steps involves the locking of
’ , Josephson oscillations with harmonics of the external mono-
<100> YBCO <100> YBCO chromatic signal. The absence of any harmonics of the self-

induced Josephson oscillation in the time dependence of the
FIG. 1. Configuration of the crystallographic axes of YBCO films relative to parameter. (Slm)il for the final junction .V0|tag? havmg
the bicrystal interface showing the angles of misorientation of the bicrystal s(¢) = ¢ Sin¢g, has the result that the locking regions of the
(a=33°, B=—33°). The dashed line shows the orientation of the twin harmonics of the self-induced oscillation with the external
(a=33°, B=57°). The direction of dc current flow is shown in the signal are zero (no subharmonic Shapiro steps are
upper left. 1 . . . .
observed™ In a Josephson junction having a uniform current
distribution, these steps appear whe(y) deviates from a
we use a different method of determiniig¢) based on sim_JsQidaI dependence. It is easy to show that in tgrms of the
measuring the critical current and the Shapiro steps as Sistive model wheno=hfc/2el.Ry=1 (where f. is the
function of the amplitude of external monochromatic electro-fequency of the external signathe maximum values of the
magnetic radiation ,(Ar). Changes in the Shapiro steps subharmonic Shaplr'o steps uniquely determlne the ampli-
were first used to estimate(¢) in superconducting thin-film  tudes of the harmonic componentsigfe), &, in Eq. (1) so
tin bridge€ and were then applied to HTSC structures in Ref.that for 6=1-8,, 8,=0 for n>2 we have for the ampli-
7. Here we report measurements of the current—phase depdhdes of the stepky:
dence of HTSC Josephson junctions on bicrystal sapphire | (a)=maxl{[(1— ,)J;(aw)siné
substrates.
The Josephson junctions were fabricated on (&2 + 8,J,(2al w)sin 20]}, ()
plane of sapphire substrates consisting of two crystals for _ .
which the(1120) directions formed an angle of 12° with (@) =maxl o[ 5128/ w)sin 26],
the plane of the interfacésee Fig. 1L The HTSC film was where the maximum is determined from the phase dhift
deposited by first depositing an epitaxial Geluffer layer  between the self-induced oscillation and the external signal,
30 nm thick by rf magnetron sputtering followed by an epi- J, arenth order Bessel functions, ared= Agg/| . is the nor-
taxial YBa,CuzO, (YBCO) film grown by diode sputtering malized amplitude of the external monochromatic signal
in a dc discharge at high oxygen presstiiéhin-film YBCO  Aggsin(2nfd).
bridges 5—1Qu«m wide and 10—2@m long, crossing the bi- The results of calculations using the relatiof® for
crystal interface, were prepared by liquid chemical etching of5,=0, — 0.2, andw>1 are shown by the solid curves in Fig.
YBCO in a 0.5% solution of Brin ethanol. As a result, we 2, which also gives results of experimental investigations of
obtained YBCO Josephson junctions on a bicrystal substrat@nctions withy=0 and 54°. It can be seen that despite the

FIG. 2. Dependences of the amplitudes of the firs&() and
subharmonic = 1/2) Shapiro steps on the microwave current.
The dashed curves give the calculations using the resistive model
Is(p)=I.sin(p) and the solid curves givelg(@)=I.

X (1—68,)sin(e)—1:6, sin(2p), 6,=0.2. The inset shows the
n=1/2 change inl4(¢) as &, increases. The solid curve is plotted for
8,=0, and the dashed curve féy=0.2.

~9
9
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assumed fairly strong deviation bf{ ¢) from sinusoidalsee as a function of the angle of deviation of the direction of
inset to Fig. 2, the first Shapiro step is close to the case junction current flow from the normal. It can be seen that the
=0 (dashed curve in Fig.)2It can be seen that in our case deviation ofl¢(¢) from sinusoidal increases asincreases.
the deviation ofl s(¢) from sin(p) for y=0 is less than 5%, At the same time, the critical current density increases
which generally occurs in tunnel junctions betweenslightly. Assuming that an increase inis equivalent to a
s-superconductors. However, for Josephson junctions withotation of the bicrystal interface relative to the YBCO crys-
¥y>30°, a subharmonic Shapiro step is observed whoseallographic axed? the increase iny is equivalent to a tran-
maximum determines the value o0f5,. Theoretical sition from a symmetric bicrystal Josephson junction to an
calculationd* indicate that for the experimental values of the asymmetric one. Moreover, the critical current depends non-
transparency of the tunnel barrier betweksuperconductors  monotonically on the angle of rotatidaolid curve in Fig. 4.
D=10*, determined using the value &S, atT=4.2K, This nonmonotonicity has been observed experimentdlly.
and angles of misorientation=45°, 8= —45°, the devia- In our case, only a slight increase jig(y) is observed.
tion of I¢{(¢) should be substantiaf,=0.2 for y=0 (see To sum up, experimental investigations have shown that
Fig. 3). A possible reason for the difference between thethe current—phase dependence of symmetric HTSC junctions
experiment and the calculatiotfsmay be twinning of the on a bicrystal substrate is close to sinusoidal and this can
YBCO film. In fact, when twinning is taken into account, the probably be attributed to the twinning of the HTSC films of
Josephson junction may be considered to be a set of paralldlhe electrodes forming the junction. This factor and also in-
connected junctions:)1a=33°, 8=—-33°; 2 «=33°, B8  homogeneities of the interface cause the experimental data to
=57°; 3 a=—57°, B=—33°; and 4 «a=—57°, B=57°.  differ from the predictions of the model which allows for the
We calculated 4(¢) for a Josephson junction withh=45°, appearance of bound Andreev states in superconductor junc-
B=—45° anda=45°, B=45° (see Fig. 3 bearing in mind tions having ad,>_,2 type of superconducting wave func-
that the Andreev levels do not vary substantially for angledion. A departure from symmetry in the definition of the
of misorientation between 20° and 48Refs. 3and % Itcan  transport current across the junction leads to a change in the
be seen from Fig. 3 that the functiohd ¢) for each of the current—phase dependence which increases as the degree of
junctions formed by a twinning complex differ substantially asymmetry increases.
from sinusoidal. However, the total current across two  The authors are grateful to P. B. Mozhaev and F. V.
parallel-connected junctions has a nearly sinusoidal depercomissinski for assistance with the experiment, and to A.
dencel 4(¢), as was observed experimentally. V. Zaitsev, E. Il'ichev, Z. Ivanov, V. Shuniko, and A. Ka-
Figure 4 gives the maximum Shapiro subharmonic steligrobov for useful discussions.

0.30

0.25
2 ]
‘g 0.20 4 Y FIG. 4. Dependences of the maximum amplitude of the Shapiro
=2 ? subharmonic step and the critical current density on the angle of
‘é’ 0.15 deviation of the current direction from the normal. The solid
| curve gives the critical current of the Josephson junction as a
0.104 function of the angle of asymmetry of the bicrystal interface
obtained using the method described in Ref. 10.
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Dispersion of magnetostatic waves in a tangentially magnetized ferrite wafer
with normal uniaxial anisotropy
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A dispersion law is obtained and analyzed for the first time for magnetostatic waves in a
tangentially magnetized ferrite wafer with uniaxial anisotropy where the axis is perpendicular to
the plane of the wafer and the applied static magnetic field is weaker than the anisotropy

field. This model qualitatively describes the dispersion of magnetostatic waves in hexa- and
orthoferrite wafers and also in an unsaturated ferrite wafer.1999 American Institute

of Physics[S1063-785(109)02811-4

Magnetostatic wave$MSWs) in an anisotropic ferrite B= (vﬁ—ué)cos? (P_MHMA+M|23_11 Un= 1+QﬁA‘1,
wafer arbitrarily magnetized to saturation were analyzed in,, =1+ (Q3—-Q2)A "1, wup=—0Qu(Q2—Q2)PA "1 vy
Refs. 1-5. However, these studies either allowed only foi= QQHA—llA:QA[(Qi_Qa)_QZ], Q=w(dmyMg) "%,
cubic anisotropy * or they took uniaxial anisotropy into ac- (), =Hq(47Mg) %, Qu=HA(47Mg) "L, w is the fre-
count but assumed that it was weak compared with the cubigyency,y is the modulus of the electron gyromagnetic ratio,
anisotropy’ Recent experimerftshave shown that uniaxial andk is the wave number.
anisotropy may exceed cubic anisotropy, even in epitaxial |t can be seen from Eq1) that the nature of the solution
yttrium iron garnet films. In hexa- and orthoferrites the js determined by the form of the parameterand that two
uniaxial anisotropy is greater than the saturation magnetizaypes of MSWs are possible. As for the MSWs in an isotro-
tion and determines their microwave properties. pic ferrite wafer® when« is imaginary, the waves are vol-

In this context, it is relevant to Study the disperSion Ofume MSWs and wheny is real, they are surface waves.
MSWs in a tangentially magnetized ferrite plate possessinghese waves are subsequently called anisotropic MGits
uniaxial anisotropy, whose axis is perpendicular to the plangsotropic, anisotropic volume, and anisotropic surface
of the wafer when the magnetizing field,, is weaker than  MSws). Their wavefront is not perpendicular to the plane of
the anisotropy field o . The results of such an investigation the ferrite wafer as in Refs. 7 and 8 but is more strongly
are presented belowneglecting the domain structure, as in inclined to this plane, the closerli, to H, . Unlike in Refs.
Refs. 1-5. _ ~ 7 and 8, the distribution of the rf magnetization over the

Let us set theyz plane of the coordinate system coinci- thickness of the wafer is not a standing but a traveling one
dent with the plane of the wafer and with thexxis perpen-  and is described by a periodic function, either with constant
dicular to it. The axis of uniaxial anisotropy is directed along amp"tude(anisotropic volume MSWSOf whose amp]itude
x and the anisotropy fielt , is greater than the saturation has a maximum at the surfaces of the ferrite wafer and de-
magnetization of the wafer#M,. The fieldH, is applied in  cays exponentially inside the wafémnisotropic surface
the plane of the wafer along theaxis and the magnetization MSws). Anisotropic volume MSWs are multimode while
vectorM of the ferrite wafer invariably lies in thez plane.  the surface MSWs are single-mode. Wher 0° the aniso-
This vector is oriented parallel to theaxis in the fieldHo  tropic MSWs degenerate into surface and volume MSWs as
and as it increases, it turns toward thaxis and lies on this described in Refs. 7 and 8.
axis whenHo=H,, producing an effective anisotropy field Anisotropic MSWs exist in given frequency—field re-
of Hya=2KMy—47M,, i.e., the difference between the gions, in frequency ranggbetween(2(0) and()(=)] and in
uniaxial anisotropy field and the degaussing field of the fer'ranges of wave numbeks(between 0 and-) determined by
rite wafer. A second-order phase transition takes place at theg. (1) and by the characteristics of the components of the
field Hy=H, after which the magnetization vectbdt is in- magnetic permeability tensory, up, my, andu, (zeros,
variably directed along the axis. Magnetostatic waves o |imits) appearing in this equation.
propagate in the plane of the wafer. The angle between the Figure 1 shows the limits of the frequency—field regions
wave vectork of these waves and theaxis will be denoted  for anisotropic MSWs propagating an angles 0° (a) and

by ¢. ¢=90° (b) for 47My=1750 Gs andH = 3.5 kOe.
The dispersion relation for the MSWs, obtained by stan-  For MSWs withe=0° curvel is described by

dard method$? has the form
Q(0)={[Qa(Q3—Q}) +OFI0, (2)
B—2uyacoth(akd)=0, (1)
and volume and surfaces MSWs with this frequency have
where  a={(uamn)[(1—ppuanyt)sin o+cos o} k=0.

1063-7850/99/25(11)/3/$15.00 917 © 1999 American Institute of Physics
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FIG. 1. Limiting frequencies of spectrum as a function of the field when
waves propagaté) perpendicular to the fielth, (¢=0°) and(b) parallel

to the fieldHy (¢=90°).

Curve?2 is described by

Q,(2)=[(Q4— Q%) (Qa+1)Q, Y2

and volume MSWs with this frequency hake «.
Curve 3 only exists in the sectioMN and is described

by the formula

b

Qg()=(QF+07) (20,00 Y,

and surface MSWs with this frequency hake .

Curvesl and 2 intersect at poinS The corresponding
field Hy will subsequently be called critical and will be de-
noted byHg (Hs=2474 Oe in Fig. 1a PointsM andN are
the points of contact of curvelsand2 with curve3. Between
curvesl and 2 volume MSWs exist(in the field Hy<Hg
these are forward waves and fef,>Hg they are return

0
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H,kOe
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FIG. 2. Dispersion curves for waves propagatiay perpendicular to the
field Hy (¢=0°) and (b) parallel to the fieldH, (¢=90°) for various
fields: (a): 1—Hy=0 Oe, 2—2 kOe, 3—3 kOe, 4 and 5—2.474 kOe;(b):
1—H,=0 Oe,2 and 3—2 kOe, 4 and5—3 kOe.

Qo) =(Q5- 052 (6)

for anisotropic volume MSWS at these frequencies we have
k=00,

The anisotropic volume MSWs between cundeand 2
are forward waves and those between curtesnd 3 are
return waves.

Figure 2 shows dispersion curves of MSWs wigh
=0° (@) and ¢=90° (b) for various fieldsH, for ferrite
wafers 15um thick.

In Fig. 2a curvesl—4 describe the first mode of a vol-
ume MSW and curvé describes a surface MSW. Curite

waved. In the region bounded by the curvilinear triangle COrresponds to the fieltl,=0 Oe and describes the disper-
MPN, a forward MSW exists whose spectrum in the triangleSion of forward volume MSWs similar to those in an isotro-
MPS overlaps with that of the surface MSW which also pic ferrite wafer under normal magnetizatibhCurve?2 cor-
occurs for MSWs in a ferrite wafer exhibiting cubic résponds to the fielddo<Hs, it curves upward, and

anisotropy> >

For ¢=90° only anisotropic volume MSWs exi§Fig.
1b). Curvel is described by formul&2). Curves2 and3 are

respectively described by:

Q,1(2)=[(Q43— Q)+ Q]2

describes forward waves in the region between cuvasd

2 (Fig. 139. Curve 3 corresponds to the fieltiy>Hg, it
curves downward, and describes return waves in the region
between curved and2 (in Fig. 19. Curve4 corresponds to

the fieldHy=Hg and describes volume MSWs for which the
frequency range of existence degenerates into a point and the
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dispersion curve degenerates into a horizontal straight line. This work was supported by the RFBSrant No. 96-
Curveb5 also corresponds to the fiektly=Hg but describes a 02-17283a
forward surface MSW for which the frequency range of ex-
istence is finite.

Figure 2b describes the first mode of an anisotropic vol-
ume MSW. Curvel is the same as curein Fig. 2a. Curves .
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Exact solution for the steady-state surface profile of a liquid metal in an external
electric field
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An analysis is made of the equilibrium profile of the free surface of a liquid metal in an external
electric field neglecting gravitational forces. It is shown that a conformal mapping method

can be used to find a wide range of exact solutions corresponding to the case of planar symmetry.
© 1999 American Institute of PhysidsS1063-785(109)02911-7

The problem of the steady-state profile of the free surdn this casef —i 6= In(—dw/dz) will also be an analytic func-
face of a liquid metal in an external electric field plays antion. The value off has the meaning of the slope of the
important role in understanding the main laws governing theslectric field strength vector with respect to the abscissa and
evolution of electrohydrodynamic instability’. A consider-  the value off is related to the absolute value of the field by
able number of studiesee, for example, Refs. 3 anfifave  f=InE. Using the properties of analytic functions, in terms
solved a similar problem using the approximation of smallof coordinates where and will play the role of indepen-
surface perturbation@ liquid of finite permittivity is usually  dent variables, we obtain fas<O0:
considered; the case of a liquid metal corresponds to the
limit e— ). We shall show that in the two-dimensional case foet Tyy=0. ()
when all the quantities depend on the pair of independen,. boundary conditions for the functidhcan easily be
variablesx andy, using a conformal mapping method can yaotarmined from Eqsl) and (2):
remove this constraint.

Let us assume that the vector of the external flejds Ifldp=—eT+e', =0, (4)
directed along thg axis. The distribution of the electric field
potential ¢ (the field strength is given b= —V ) above f—0, ¢——oo. ©)
the surfaces of the liquid metal is described by the Laplace 15 s 1o say, the problem of finding the steady-state surface

equation: profile of a liquid metal in an external electric field allowing

@xxt @yy=0, for capillary forces reduces to an analysis of the nonlinear
boundary-value problen8)—(5) on the half-plane.
which should be supplemented by the equipotential condition |t should be noted that apart from the coefficients, the
at the conductor boundary|s=0, and also by the condition system(3)—(5) agrees with that obtained in Ref. 6 to solve
for uniformity of the field at infinity: the problem of the steady-state profile of a progressive cap-
o——Egy, y—oc. 1) illary wave. The _analogy arises b_ecause, fro_m_the mathemati-
cal point of view, the equations describing the two-
Note that for the radius of curvature of the equipotentialdimensional electric field distribution in the absence of space
surface we hav® = —JE/de, whereE=|E| is the abso- charge are identical to the equations for the two-dimensional
lute value of the field strength. Then, neglecting the gravitapotential flow of an ideal liquid.

tional field, the force balance conditidis written in the By analogy with Ref. 6, we shall seek a solution in the
form: form:
E? JE Z(@)+Y()
+lg=| =a|—— ., 2 fle,)=In| 5————1, 6
P+ 87|~ 7e, @ er= Z v ©

where « is the surface tension, amglis the difference be- whereY and Z are unknown functions of the variables
tween the liquid pressure and the external pressure which wand ¢, respectively. Substituting this expression into Egs.
assume to be equal to the unperturbed electrostatic pressufd)—(5), we observe that the following relations should be
p=—E3/(8w). satisfied:

We takeE, as the unit of electric field strength and B ke 1\ ake
8mwaE, ? as the unit of length. We then introduce the auxil- 2(@)=(k2+ 1)e "+ (kf2—1)e™,
iary function ¢ which is harmonically conjugate with the V() = Jk2—4 cogk
potential ¢ (the curvesyy=const define the field lingsThe (¥) tky),
expressiorw= ¢—i (the so-called complex potentiaé an  in conjunction with Eq(6), which are exact solutions of this
analytic function of the complex variable=x+iy (Ref. 5. boundary-value problem.

1063-7850/99/25(11)/2/$15.00 920 © 1999 American Institute of Physics
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We then require the dependences of the functibrsd ' ' ' ' '
6 on the variable)/ at the surface of the conductor. Substi-

15F _
tuting the expressions fat andY into Eq.(6) and bearing in ,/\

mind thatE=expf, we find that the absolute value of the

electric field strength is given by: 1k .
1+c(k)cog k) y
E|<°=°_1—c(k)coskl//) ’ ™ o5t i

where we have introduced the notatiofk) = 1 — 4/k?. For
the angle 0|<p:0, using the Cauchy—Riemann condition
a0l 9= 9fldp, we obtain from Eq(4) by integrating over

e

X

T ke(k)
9|¢=0=§+2amta'6 2 sin(ky) |. ® FIG. 1. Single period of the steady-state profile of the free surface of a
o ] liguid metal in an external electric field for the critical wave number
We shall now construct equilibrium profiles of the free k=k,~3.042. Equipotential surfaces corresponding to different values of

surface of the liquid metal using the coordinatpsy}.  the parametep are shown ¢;=—0.07, ¢,=—-0.19 , ande;z=—0.42); at
Changing from the variables and ¢ to the variablex and ~ the liquid metal boundary = ¢,=0.

y is accomplished by means of the transformatian:

= —J exp(-f+if)dw. Then substituting expressiofi§) and  of the wave numbek=k. is shown in Fig. 1; also plotted is
(8), separating the real part from the imaginary, and bearinghe family of equipotential surfaces, which gives some idea

in mind that at the boundany = —i4, we finally obtain: of the electric field distribution above the liquid metal
Ak 2 boundary. To conclude, we note that for the configuration of
y=1-c(k)— ————, (9)  conducting liquid shown in the figure the ratio of the ampli-
L+ c(kcodky) tude of the surface perturbation to the wavelength is 0.73 and
T 2c(k)k~sin(ke) the electric field at the tip is almost an order of magnitude,
X= Kk Y+ 1+ c(K)cod k) ’ (10) 7.1 times, higher than the external field.

) ] ) The author is grateful to E. A. Kuznetsov for kindly
wherek=2. Thus, we have obtained parametric equationgjrawing attention to Ref. 6 and also to A. M. Iskol'dskind
for the equilibrium surfaces. It can be seen that the wave- N B. volkov for fruitful discussions.
length is given byx = 2#/k so that the parametérplays the This work was supported financially by the RFBR,

role of the wave number. Project No. 97-02-16177.
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The operation of cold explosive-emission cathodes having a current densitgt @fA/cm?,

fabricated using various materials, was investigated under a large number of switching cycles. The
cathode voltage was 500 kV, the maximum current-5 kA, and the pulse duration

~20ns. It is shown that when the number of switchings is small@ pulses, cathodes having
similar geometry exhibit similar emission properties. For most of the materials studied, as

the number of switching cycles increases10° pulses, the current rise time increaséas far as

the pulse durationand the maximum vacuum diode current decreases. When a graphite

cathode was used, the maximum current remained unchanged up switéhing cycles. The

mass removed from the cathode was determined for various materials. The results were

used to achieve continuous operation of a relativistic 3 cm backward-wave tube having an output
power of 350—400 MW and an almost constant power level durifigolitses at a repetition
frequency of 100-150Hz. €999 American Institute of Physids$1063-785(09)03011-4

INTRODUCTION of erosion of the metal and the dielectric. Studies have

. . .. shown that a metal—dielectric cathode having an emission
One of the main problems encountered when using high= .
P ghig urface area of~200cnf has a lifetime of more than 0

current pulse-periodic accelerators is the development of )
long-lived, explosive-emission cold cathodes. Experiment?mseS at-500kV, ~5 kA, and~20ns pulse duration.
have shown that in most cases, the emission properties of Coaxial vacuum diodes with an external magnetic field
cold cathodes depend on the total number of péilaes as (F19- 1 usually use sharp-edged cold explosive-emission
the number of pulses increases, the current rise time ircathodes, wh_lch can produce tubular electron beams having a
creases, the maximum electron beam current decreases, affrent density of~ 1(_)4 Alem?. These beams are usually
its spatial homogeneity deteriorafé@/hen the emission sur- used in relativistic microwave generators to obtain high-
face of the cathode is a set of separately operating emitterBOWer microwave radiation. Edge cathodes in the form of
the total diode current begins to depend on the number angollow cylinders can achieve fairly high electric fields at
dimensiongexpansion velocityof the emission centefsin  their surface, which may exceed®/cm at a cathode volt-
Ref. 4, Bykovet al. proposed a cathode for planar vacuumage of~500kV. This suggests that these cathodes may con-
diodes having a current density of 10-100 Afcin which ~ serve their emission properties over a fairly large number of
the emission surface is the surface of a metal—dielectric corpulses. However, as a result of the high current density,
tact, described as a metal—dielectric cathode. In this cathodgharp-edged, explosive-emission cathodes are more strongly
the voltage threshold at which the emission surface can forrinfluenced by erosion processes compared with cathodes in
is lower than that of cathodes made of homogeneous matglanar vacuum diode's> The aim of the present study was to
rials, and solves the problem of achieving constant condimake an experimental investigation of changes in the emis-
tions for the appearance of emission centers in the presens#on properties of cathodes in a coaxial vacuum diode over a

FIG. 1. Coaxial diode with tubular electron beain—
insulator,2 — cathode holder3 — cathode4 — sole-
noid, 5 — electron beamp — backward-wave tube
structure, and’7 — cathode voltage and diode current
detectors.

1063-7850/99/25(11)/5/$15.00 922 © 1999 American Institute of Physics
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moved from the cathode, and to search for materials to fab
ricate cathodes having a lifetime longer thar® Xurrent 0
pulses. 04

large number of current pulses, to determine the mass re d/x

b

- T

EXPERIMENTAL SETUP AND METHOD OF MEASUREMENT c

The experiments were carried out using SINUS-500
which is a modified version of SINUS-@Ref. 5 and com- Tn
prises a high-power, nanosecond microwave generator bas@8
on a relativistic backward-wave tube having a high pulse \>=/
repetition frequency. A tubular electron beam was formed in a
a longitudinal magnetic field having an induction-e0.6 T
which was generated by a permanent cooled solenoid havin _ ) 20 40 60 Hs
a power consumption of 20 kW. The beam was transported _ _
through the electrodynamic structure of the backward-wavé: IG. 2. Oscilloscope traces of pulses: a_VOItage_’b_Cl.mem.’ ¢ — diode

. urrent when emission has terminated, and d reactive diode current
tubé® and deposited on a cooled collector. The cathode Vvoltuwithout electron beain
age was~500kV, the beam current5 kA, and the pulse
duration ~20ns. The microwave radiation had an output
power of 350—-400 MW, a wavelength f3 cm, and a pulse divider, the current was recorded using a Rogowski loop, and
duration of 6—-11ns. The pulse repetition frequency wagshe microwave power was recorded using a calibrated detec-
100-150 Hz. In all the experiments the incident-wave amplitor based on a 6D16D vacuum diode. The emission proper-
tude of the diode voltage was kept constant by maintaining &es of the cathodes were determined from the maximum cur-
constant level of actuating voltage at the controlled spark gapent over the pulse duration and the time taken for the current
in the accelerator. to rise to 4KkA (Fig. 2. The consumption of the cathode

For the experiments we used cathodes made of variousiaterial as a result of erosion of the emission surface was
materials: stainless steel p£8.1g/cn?), copper ¢ determined from the total reduction in the cathode mass after
=8.93 g/cni), magnesium g=1.74g/cni), and pyrolytic  10° current pulses had passed through it. The charge passing
graphite p=1.88g/crd), as well as composites of various through the cathode was calculated by integrating the current
materials such as copper—graphite and copper—dielectripulse (Fig. 2b) between 0 and 80ns, and was found to be
The cathodes were fabricated as hollow cylinde'85mm  ~160uC/pulse. The error in determining the charge given
in diameter having wall thicknesses between 0.2 and 2 mmby the displacement current of the vacuum digfey. 20
A copper—graphite cathode having a total wall thickness otlid not exceed 10%.
~0.4mm was fabricated by close fitting of a graphite ring
into a copper one and the copper—dielectric cathode w
made of double-sided foil-covered glass Textolite, 0.2 mﬂEXPERIMENTAL RESULTS AND DISCUSSION
thick. Figure 3 gives the current rise time for cathodes having

The measurements were made using a TDS-754C oscikpproximately the same wall thickness fabricated using dif-
loscope(500 MHz, 2 G/$ which recorded pulse traces of the ferent materials, plotted as a function of the number of
cathode voltage, the vacuum diode current, and the micrgaulses. Figure 4 gives the maximum vacuum diode current as
wave output power. The voltage detector was a capacitiva function of the number of pulses for the same cathodes. It

FIG. 3. Variation of current rise time to 4 kA level: a —
graphite 0.3 mm, b — stainless steel 0.1 mm, ¢ — copper
0.2mm, d — magnesium 0.2mm, and e — copper—
dielectric 0.2 mm.
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FIG. 4. Variation of current amplitude: a — graphite
0.3 mm, b — stainless steel 0.1 mm, ¢ — copper 0.2 mm,
d — magnesium 0.2mm, dne — copper—iglectric
0.2 mm.
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can be seen that for a small number of puldés:(L0°), both  In particular, for a stainless steel cathode we observed com-
the current rise time and the maximum vacuum diode currenplete termination of the emission after“td @ pulses. In
are almost independent of the cathode material. This cathis case, the profiles of the current pulses were similar to the
evidently be attributed to the existence of various dielectriaeactive current profile of the diod€&ig. 2d. Hence, a de-
inclusions, and also adsorbed gas on the cathode surfaterioration in the emission properties of the cathodes may be
which lowers the critical electric fields at which plasma caused by changes in the microrelief and cleaning of the
emission centers may form. In this case, the electrophysicalathode surface by the current flow.
properties of the cathode material have little influence on the Results of experiments to measure the consumption of
processes of formation of the cathode emission surface. cathode material are presented in Table I. Also given are data
As the number of pulses increases, the surface of then the removal of material obtained by other autforsin
cathode becomes cleaned of foreign inclusions and adsorbedrious experiments.
gas. FolN=10? pulses the individual properties of the cath- A comparison of these data shows that the specific mass
ode material begin to appear under these experimental cogensumptions depends on the current flow regimsed or
ditions. For most of the cathodes studied, an increase in th@uasiconstaﬁf”). Nevertheless, we can postulate that in
number of pulses leads to an increase in the current rise timoth cases, the main factor responsible for the removal of
up to the duration of the voltage pulse, and consequentlgathode material is evaporation accompanying heating of the
reduces the maximum vacuum diode current. Experimentsathode material near the emitting cathode spot. The droplet
carried out using cathodes having different wall thicknesdraction of the cathode erosion is clearly small in our case,
d:, show that asd, increases, the current rise time and thewhich does not contradict the results presented in Ref. 12.
maximum beam current vary more rapidly as a function of It has been noted that for all the cathodes studied, the
the number of pulses. For pure metals, the most probablemission properties deteriorated as the number of pulses in-
mechanism for the formation of emission centers is the exereased. This was manifest particularly in an increase in the
plosions of microtips as a result of their rapid heating by thecurrent rise time £,;) which indicates that the number of
field emission current.When these microtips explode, they emission centers decreases as the number of pulses increases.
disintegrate. However, microtips may be created as a resu$tabilization of r,, was only observed for graphite and
of the expulsion of liquid metal from the emission zone un-copper—dielectric cathodes. However, the latter exhibits an
der the action of high pressuré#n increase in the current anomalously high consumption of material, apparently
rise time of the vacuum diode indicates that the number otaused by intense evaporation of the dielectric.
emission centers decreases as the number of pulses increases. A pyrolytic graphite cathode 34.8 mm in diameter hav-

TABLE I.
Average Bulk Mass Mass consumption,
consumption  consumption  consumption “f@/C

Material 10 °%g/pulse  10%cn?/C 10 6g/C Ref. 8 Ref.9 Ref 10 Ref. 11
Copper 9.1 6.7 60 12 130 115 40
Magnesium 4.13 14.4 25 - 36 — 25
Graphite 5.58 18.1 34 142 - 170 -
Copper—graphite 10.1 - 63 - - - -

Copper—dielectric 27 - 170 -
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ing an edge thickness of 0.3 mm was tested aftérsiditch-  ber of pulses corresponds to a change in the cathode length
ing cycles. The initial distancke, . was selected so that the by a value of the order of its wall thicknes%=0.3 mm.
postulated reduction in its length as a result of erosion This suggests that over the fi&-5x 10° pulses the profile
(~9 mm) had no appreciable influence on the impedance obf the cathode edge changes which equalizes the electric
the coaxial vacuum diode. This made it possible for a relafield distribution at its surface, and thus the cathode opera-
tivistic backward-wave tube to operate over the entire experition becomes steady-state.
ment (16 switching cycles Figure 5 shows the relative
change in the power and half-height duration of the micro-
wave pulses. The radiation power fell by no more than 10%.Co'\ICLUS|O'\lS
The duration of the microwave pulses showed a larger varia- These experiments have shown that for a small number
tion, decreasing from 11 to 6ns. The change in the pulsef current pulses (18-10%) the emission properties of the
duration was accompanied by an increase in the current rissathodes are mainly determined by the initial state of the
time of the vacuum diode. A decrease in the duration of thesurface layer and are almost independent of the cathode ma-
microwave pulses was accompanied by an increase in theierial. For a particular choice of geometric parameters of the
instability from one pulse to another. This indirectly indi- coaxial vacuum diode, graphite cathodes can have a lifetime
cates some deterioration in the quality of the electron bearof more than 18 switching cycles(Fig. 7). Under these ex-
caused by a reduction in the number of emission centers. perimental conditions, processes leading to changes in the
The current rise time for the graphite cathode varied rapparameters of the electron beam caused by changes in the
idly over the first 16 pulses but after 510 pulses, it emissivity of the graphite cathode terminate aftex 10°
reached~8.5 ns and remained constdfig. 6). Data on the pulses. These processes are associated with the formation of
bulk consumption of graphitéTable ) show that this num- an edge profile of the emitting cathode which corresponds to

FIG. 6. Current amplitude and rise time for graphite
cathode.
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