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n(p)-InP—-n-In,03—P,05—Pd diode structures as potential sensors for near-infrared
radiation, moisture, and hydrogen

S. V. Slobodchikov and Kh. M. Salikhov
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(Submitted August 26, 1999
Pis’'ma Zh. Tekh. Fiz25, 72—-78(December 26, 1999

Diode structures based ar{p)-InP with intermediata-In,O5 and BO; layers were fabricated
by electrochemical deposition of Pd. It is shown that when exposed to pulses of water
vapor the photo-emf of the structures varies by 60—400% and in the presencgetafan vary
by 1.5-2 orders of magnitude. Thes&)-InP-n-In,O0;—P,0s—Pd structures are potential
sensors for near-infrared radiation, moisture, and hydrogen.19@9 American Institute of
Physics[S1063-785(09)02812-§

The development of gas analyzers using various semi=0.8um. The results of the pulsed action of water vapor and
conductor diode structures is of considerable interest fohydrogen were as follows.
monitoring systems in industry, agriculture, and ecology. In  For n-InP-based structures exposed to 0.5 ppmthe
some of our previous studies we showed that changes in thghoto-emf decreases by 1.5—2 orders of magnitodevesl
photoelectric characteristics of the diode structures, such a@nd2 in Fig. 1). The pulsed action of water vapor increases
the photo-emf, lead to a substantial improvement in the serithe photo-emf by 100-400% when the humidity increases
sitivity of the sensor, particularly for the detection of from 30% to 100%.
hydrogent™3 For the structures havingmlnP substrate the photo-emf

In the present paper we report results of investigations ofncreases by 200-300% under the action of anpdlse
n(p)-InP-based palladium-contact diode structures as poterf{100% whereas water vapor increases the photo-emf by 50—
tial triple-purpose sensors, i.e., for detecting near-infrared raf0% in the short- and long-wavelength parts of the spectrum
diation, moisture, and hydrogen.

The diode structures were fabricated usmimpP crystals
with n=1x10%cm 2 and p-InP with p=5x10%¥cm3.
The preliminary stage involved the well-developed process a Pd ,P,0Os
of cold etching of the substrate surface. First, the surface was ,—4
cleaned systematically with acetone, sulfuric acid, and an
H,SO,+ H,0,+H,0 solution (1 min), it was then polished -n(p)-InP
in Br(5%)+CH3;COOH(95%) etchant, and these cleaning
operations were then repeated. At the second stage the Pd
was deposited electrochemically from an electrolyte contain-
ing PdC}, N&PQO,-12H,0, and GH5sCOOH. The process
was carried out at 5-60° and a current density of 1 mA&/cm
giving a Pd layer~400A thick. The Ohmic contacts were
applied to then-InP by electrochemical deposition of nickel
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and to thep-InP be deposition of Ag/Zn alloy. 106
It follows from the published dafa® that the important 40 I

components of the intermediate layer between Pd and ot 404

n(p)-InP are the oxides of indium and phosphorus: the first

is the highly conducting semiconducto+in,O; having the 20 F

band gafEg~ 3.6 eV, and the second is an insulator with the 102

postulated band gafs;=8eV. A structure containing the 10 |

oxidesn-In,05; and BOs; was also obtained by electrochemi- 2 .

cal etching in Ref. 6 and our previous studies of the electrical 00.5 0.7 0.9 1.1

and photoelectric characteristics of these structures heat for a A, pm

long time in aif identified the important role of these two
oxides in the current transfer mechanism. The spectral phd:_IG. 1. a — Schematic of diode structure;lb:— spectral curve of photo-

L . . P emf, 2 — spectral curve oh-InP-n-In,0;—P,05—Pd structure after admit-
tosensitivity of the structuret-ig. 13 is determined by the ting 0.5 pm H; 3 — increase in photo-eni{®) under pulsed action of water

PhOtocarrier generation in the(p)-InP substrate(Fig. 1b, vapor as a function of the wavelength of the exciting lightnP—n-In,0;—
i.e., embraces the spectral range=0.6—1um with A\,  P,0s—Pd structure.
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and barely changes it at,,, (curve 3, Fig. 1b.

We shall now discuss possible mechanisms for changes
in the current transport which are responsible for this high
sensitivity to moisture and hydrogen.

The photo-emf at low signal levels can be approximately
given by
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wherel ,;, is the short-circuit current anil, is the zero-bias

resistance. The change in the photo-emf must be a conse-

guence of a change in one or other of these parameters or a

preferential change in one of these parameters. We know that

P,0O5 is a strong absorber of water vapor and this should x

change the properties of the oxide and, which is very impor- 5

tant, should change the characteristics of ntHa,0;—P,05

and BOs—Pd heterojunctions. Experience has shown that the ! ! ! L !

forward and return currents change negligibly under the ac- 0 0.2 0.4 0.6 0.8 1.0

tion of a water vapor “pulse.” We therefore assume that the ®, arb. units

increase in the photo-emf is mainly caused by an increase in ) )

| on, i.€., @ change in the characteristics of the nonequilibriurrfr'q 2. Change in photo-eni%6) as a function of the water vapor concen-
. . . . . . . ation, for p-InP—n-In,O;—P,O5—Pd structure.

minority carriers. Taking into account the intermediat}©g

layer, the photocurrent may be expressed in the form
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i.e., the photo-emf should be proportional to the water vapor
wherel y, o is the photocurrent of a Schottky diode without concentration. Figure 2 shows the corresponding linear char-
an intermediate layef) is the density of bound states at the acteristic.
n-In,0;—P,0s5 heterojunctiong, , are the cross sections for It can be seen from Fig. 3 that the relaxation times of the
trapping of minority carriersb,, , are the tunneling coeffi- photo-emf pulse which records the water vapor pulse for
cients, x, , is the semiconductor—insulator barrier height, p-InP-based structures are approximately the same for the
and é is the thickness of the @5 oxide. When water vapor ascending and descending branches at 1-2s. Fon-the
is absorbed, it is unlikely that the transmission coefficientstructures the descending branch may have an elongated re-
bn,pxﬁ{%5 of the oxide BOs will change appreciably. How- laxation tail of 60s. Structures of this type probably have
ever, a radical change is predicted for the pre-exponentigdditional deep trapping centers.
factor Do, s which reflects the recombination characteris- ~ The change in the photo-emf under the pulsed action of
tics of the minority carriers. We can postulate that in theHy, i.e., an increase fop-InP structures and a decrease for
absence of a water vapor pulse, the recombination flux of-InP structures, is similar to the behavior of the photo-emf
minority carriers to bound states of densiy located at the
n-In,O3—P,0O5 heterojunction will be high. In expressiga)
we then havd o, ,f s expn pxmad) > 1. Under the action of
a vapor pulsé decreases substantially, which increases the L5F
lifetime of the minority carriersr, ,. A possible mechanism
for this change is determined by the interaction gfOHmol-
ecules with bound heterojunction states. According to som 1.4k
data® no dissociation of KO molecules is observed when
H,O is adsorbed on an InP surface, although some partizVI','L2
dissociation cannot be eliminated. We know that the absorp_vT
tion of water causes some deterioration in the characteristic
of P,Os as an insulator, in particular, increasing the conduc-
tivity. Bearing in mind these factors, we can postulate tha
the molecular absorption of @ leads to loosening of the 1.2
oxide lattice and the formation of new “defect” states at the
heterojunction and in the,Ps bulk. These new states sup-
press the influence of the initial states, lowering their con- L L L L}
centrationD. Since we can assume that in this process 12 3 4 5 20 40 60
D~ (1/Ng), whereNy is the concentration of absorbed mol- g 3. photo-emf pulses recording water vapor “pulses®- p-InP struc-
ecules at the heterojunction, then ture, 2 — n-InP structure.
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in n(p)-Si structure$and is determined by the change in the The authors are deeply grateful to A. M. Marinova for
height of the Schottky barrier. Experiments to measure thassistance with the fabrication technology for the structures.
relaxation times of the return current and the photo-emf after
an H, pulse inp-InP structure showed an opposite symmetri- , .
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Angular dependence of the signal in nonlinear polarization spectroscopy under
conditions of noncollinear excitation by partially polarized radiation

A. V. Gavrilenko and I. I. Gancherenok

Belarus State University, Minsk
(Submitted June 16, 1999
Pis'ma Zh. Tekh. Fiz25, 79-82(December 26, 1999

The light-induced anisotropy tensor of initially isotropic media is calculated for the case of
partially nominally polarized radiation. An analytic expression is obtained for the first time for the
signal in a noncollinear nonlinear polarization spectroscopy system with a polarization-
incoherent pump wave. €999 American Institute of Physid$S1063-785(09)02912-2

In Ref. 1 we showed that the dependence of the signalon  ~_7 C,d+C,d* (1)
the angle of convergenagof the probe and pump waves can

be studied theoretically in a noncollinear nonlinear polarizawhere{ is the unit tensor, an€; andC, are expressed in
tion spectroscopyNPS system. Although the analytic de- terms of the components of the nonlinear susceptibility
pendence of the signal intensity on the anglderived in this  tensor® Using the expression for the beam tensor in the gen-
study was obtained under various assumptions, it provided @ral case of partially polarized radiatiéme obtain the light-
quantitative interpretation of the experimental data frominduced anisotropy tensor as follows:

Refs. 2 and 3. Moreover, the nhonmonotonicity of the func-
tion 1 () suggests that in addition to diagnostic applications,
a noncollinear NPS system may also be used for effective
spectroscopic investigations.

This angular dependence was derived in Ref. 1 for com- — ﬂc;n
pletely polarized pump and probe radiation, however, this 2
apprc_>>_<|mat|on does not ideally sa_t|sfy all the eXpe”mem.alwherelo=|E0|2, C=C,+C,, p s the degree of polariza-
conditions. Moreover, when studying weak effects, the dif-,. ; . L

o -, tion, g is the normalized electric field strength vector of the
ference between the degree of polarization of the radiation - . .
and its limiting value may be of the same order of smallnes®YMP WaVe.7n=MNo®Mo, No IS the unit vector of the normal

as the effects being studied. At the same time, the degree é)é;gzigupr?g d\:jvgvg% a]ned\;tzitgi/smbﬁl denotes the Kronecker

olarization may serve as an additional experimental param . e .
P Y P P In accordance with the classification of media presented

eter_f_fr(]) ' egampflet,hfor controtl n][egsu_rertnehtst . Vi in Ref. 8, the tensof2) corresponds to an absorbing aniso-
€ aim of the present study 1S 1o obtain an analy ICtropic medium possessing intrinsic gyrotropy.

expression for the NPS signal in the general case of an arbl- /g gha)l subsequently assume that the polarizer and ana-

trary degree of polarization of the pump wave and an arb']yzer are characterized by the real unit vectosand u, .

trary angle of convergence of the interacting waves. . We shall assume that within the cell dimensions the distance
We shall follow a conventional scheme for our investi- , is related to the pump beam width parameteby z

gations: the light-induced anisotropy tenseris a contrac-  =|/sin 4. The final formula for the intensity of the NPS sig-
tion of the light-induced anisotropy tensors with the unit vec-nal then has the form:
torsup andu,, characterizing the action of the polarizer and

k=1+1g Tp)chp(cle()@e;; +C,e5 @ &)

; 2

the analyzer in the NPS system, almﬁjkup is the intensity = NE [( _ E Sin 2 sir? 0

of the transmitted signdl=Kz?|u% kup|2. Here we haveK 4 sirf 0 2 “

= 2(21c?n?) | x1221%|E 10/ ?|Eol*, w1 is the frequency of the _

probe wave,y;s01 is the component of the third-order non- +pCcos 2,]( cosf sin 2¢ cos 2u— W
linear optical susceptibility tensoEq andE, are the ampli- 2

tudes of the probe wavenitial value) and the pump wave, 2

n, andc are the refractive index at frequeney, and the X(1+cog ) || +p?SPsirf27ycos 6|, ©)

velocity of light in vacuumz is the distance covered by the
probe wave in a medium with ||ght.-|ndu.ced anisotropy, a_ndwhere the angular parameterdetermines the orientation of
an asterisk denotes complex conjugation. A more detaileghe polarizer axis relative to the vectag of the orthonor-
description of this procedure can be found in Refs. 5-7.  malized basis,, by, Ny, related to the normat, and the
The tensorx is defined in terms of the beam tensbry phase plane of the pump wave, and the angjeand ¢
introduced by Fedordvas follows?® define the ellipticity and the polarization azimuth of the

1063-7850/99/25(12)/2/$15.00 1004 © 1999 American Institute of Physics
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strong wave in this basis, respectivef§s C,—C,, and we
assume that the paramet&s andC, are real’

For completely unpolarized pump radiatiop=0) the
intensity of the NPS signal is

| ecsir? 6 sin? 2. (4)

In the particular cases of a completely polarized strong wav
with linear or circular polarization, expressi¢®) yields the

corresponding expressions from Ref. 1 which explain the

experimentally observed dependence’€otVe merely note
that in expressior{11) from Ref. 1, the first term in large

A. V. Gavrilenko and I. I. Gancherenok 1005

To sum up, we have derived for the first time an analytic
expression for the NPS signal in a noncollinear geometry.
Explicit dependences of the intensity on the angle of conver-
gence of the interacting waves, the position of the polarizer
and the analyzer relative to the direction of excitation, and
the state and degree of polarization of the pump wave have

%een obtained.

This work was partially supported under the project
INTAS-Belarus 97-0207.

brackets should have the factor 1/4 and the corresponding

changes should be introduced into form{l2).
An analysis of expressiofB) suggests an experimental

geometry which can simplify the interpretation of the experi- :A- V. Lavrinenko and I. I. Gancherenok, Opt. Spektrosk. in p@e9.
mental data under conditions of appreciable depolarization, - Zzak J. Lanauze, and J. D. Winefordner, Appl. Q. 3242(1989.

A convenient geometry has the polarizer axis positioned in,

the direction of the vectaa, (the anglex is 0), or orthogonal
to this direction(the anglea is 7/2). The recording device
then records the signal:

l[C? cog 27 sir? 2¢+ S? sir 2 p]cof 6, (5)

K. Nyholm, R. Fritzon, and M. Alden, Opt. Letl8, 1672(1993.

1. I. GancherenokNonlinear Photoanisotropy of Isotropic Resonant Me-
dia and its Spectroscopic Applicatign®issertation for Doctorate of
Physical-Mathematical Sciencfia Russian, Minsk, (1997, 273 pp.

51. I. Gancheryonok, Jpn. J. Appl. Phys., Par231, 3862(1992.

6]. 1. Gancheryonok, Rev. Laser Eng0, 813(1992.

’I. I. Gancheryonok and A. V. Lavrinenko, Opt. Appli25(2), 93 (1995.

which is determined by the polarization state of the high- 8F. I. Fedorov Theory of Gyrotropyin Russian, Nauka i Tekhnika, Minsk

power wave and the angle of convergence of the probe angd
pump waves. In this case, the degree of polarization is

merely a calibration parameter.

(1976, 456 pp.
1. 1. Gancheryonok, Jpn. J. Appl. Phys., Par81, 3564(1992.

Translated by R. M. Durham
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Analysis of the fundamental absorption edge in amorphous hydrogenated carbon films
A. V. Vasin, L. A. Matveeva, and A. M. Kutsa
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(Submitted June 16, 1999

Pis’'ma Zh. Tekh. Fiz25, 83—87(December 26, 1999

Optical spectroscopy was used to study the high-energy region of the fundamental absorption
edge in films of amorphous hydrogenated carbon obtained for various deposition
parameters. The slope of the absorption edge was analyzed using the slope of the linear Tauc
dependence. The results of the optical spectroscopy were compared with the Raman

light scattering data and the content of bound hydrogen in the films. A correlation is established
between the slope of the absorption edge, the deposition parameters, and the structure of

the films. © 1999 American Institute of Physid$$1063-785(09)03012-9

Films of amorphous hydrogenated carbon are of considdependence oB on the self-bias potential generally shows
erable practical interest because of their broad spectrum dhe same trend for different gas mixture compositions. For
mechanical, electrical, and optical properties, which dependalues ofUg, greater than—-100V, the slope of the absorp-
on the deposition conditions. For instance, it has beetion edge increases steeply. A further increase in the self-bias
showrt—3that because of their transparency in the near infraweakly influences8. The fact that the dependencesBbn
red, high mechanical strength, and chemical inertness, hydg, show the same general behavior for various gas mixture
drogenated carbon films can be used as protective antcompositions suggests that the self-bias potential principally
reflection coatings for infrared radiation detectors anddetermines the slope of the absorption edge.
solar cells. The Raman scattering spectra of the films comprised a

Films of amorphous hydrogenated carbon were depossroad axisymmetric band near 100—1700 ¢ntypical of
ited on glass and silicon substrates from a mixture of methamorphous carbon filnfs> The results of a computer analy-
ane and hydrogen gas activated with an{8.5MH2) dis-  sis of the spectra were used to estimate the intensity ratio of
charge in a planar reactor. The variable depositionthe D andG bandsly/lg. Figure 2 gives the ratiok, /1
parameters were the gas mixture composition and the selfcurve 1, left-hand scaleand also the content of bound hy-
bias potentialVg, of the electrode-susceptor at a constantdrogen in films(Fig. 2, right-hand scajeprepared using vari-
working pressure of 0.8 Torr. ous self-biases and a constant concentration of gas mixture

The spectral dependeneghv) was investigated in the CH,30%+ H,70%.
energy range 1.4-4.5eV using a SPECORD M 400 spectro-  From an analysis of these results we can isolate the fol-
photometer. Raman scattering spectra of the carbon filmgwing main correlations: the tendency of the sldpef the
were excited using the 514nm argon laser line and wergundamental absorption edge to increase with increasigg
analyzed from the point of view of the intensity ratio of the js accompanied by an increase in the relative intensity of the
D andG bands!™® The content of bound hydrogen was esti- D-band and a reduction in the bound hydrogen content in
mated by analyzing the intensities of the hydrocarborhe fiim.
stretching vibration bands in the range 2700-3200tm As has already been establisiétthe optical properties
(Ref. 7). The infrared spectra were recorded using aof hydrogenated carbon films near the fundamental absorp-
SPECORD M80 spectrophotometer. tion edge are determined by the graphite-like fraction. From

Unlike ordered solid graphite, films of amorphous hy- thjs viewpoint we can postulate that the slope of the absorp-
drogenated carbon have semiconducting properties which afgyn edge is determined by the density mfelectron states
found in the presence of a band gap. The band gap is USU&'b’articipating in the optical absorption in this energy
determined by a linear extrapolation of the Taucyange. These experimental results can be explained in terms
dependence of the following concepts. At low discharge powers

‘hv=B-t(hy—E.)2 (Ugpy=—100V), because of the low degree of dissociation of

a-hv (hv—Eg)“, 4

the methane molecules, a large quantity of bound hydrogen
where « is the absorption coefficienhv is the photon en- is incorporated into the film. This bound hydrogen impedes
ergy, Eq is the optical band gap, ar8 is the slope of the the growth of graphite-like nanocrystallites so that the size of
absorption edge. the ordered regions remains sma{<1 nm). The small

The inset to Fig. 1 shows the Tauc dependence for a filnmumber of atoms in the ordered system is responsible for the
obtained for the self-biabl = —300V and the gas mixture low density of electron states and thus the broadened absorp-
composition CH30%+H,70%. Also plotted is the depen- tion edge. At high discharge powers the degree of dissocia-
dence of the coefficier®B on the deposition parameters. The tion of the methane molecules increases which helps to en-

1063-7850/99/25(12)/2/$15.00 1006 © 1999 American Institute of Physics
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the size of the graphite-like nanocrystallites. In this case, the
\4 slope of the absorption edge is determined by the density of

FIG. 1. SlopeB of the absorption edge as a function of the self-bias poten-ﬁ-_eleCtron states.

tial for films deposited using various gas mixture compositiohs—
CH,30%+ H,70%; 2 — CH,50%+ H,50%; 3 — CH,70%+ H,30%; the 1A. H. Lettington, Philos. Trans. R. Soc. London3%2, 193(1993.

inset shows a typical Tauc dependenceddZ:H films. 2J. Robertson, Philos. Trans. R. Soc. Londol42, 277 (1993.
3L. S. Aivazova, N. V. Novicov, S. I. Khandozhlet al, J. Chem. Vapor
) ) ) ) Dep.6(1), 52 (1997.
large the graphite-like nanocrystallites. The associated*r. 0. Dillon, J. A. Woollam, and V. Karkanant, Phys. Rev2B, 3482
increase in the density of electron states accounts for thg&984- hu Tsai and DL B. B 1. Vac, Soi. TechnolS 48287 (1987
. ISa0-chu Isal an . b. bogy, J. Vac. ScCl. echno .
steeper absorption edge. _ M. A. Tamor, J. A. Haire, C. H. Wiet al, Appl. Phys. Lett.54, 123
To sum up, we have established that when amorphous jggg.
hydrogenated carbon films are obtained by plasma-chemicalB. Dischler, A. Bubenzer, and P. Koidi, Solid State Commd#(2), 105

deposition, the main process parameter determining the de8—319TS3- n Gricorovici. and ALV Phys. Status SAR627(196
gree of broadening of the absorption edge is the discharge® '2U¢ R- Grigorovici, and A. Vancu, Phys. Status SAIi627(1966.

power which determines the quantity of bound hydrogen andranslated by R. M. Durham
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Optical method of determining the components of the relative displacement vector
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The theory of a laser interference method of determining in real time the relative displacement of
two scattering objects in space is put forward and an experimental verification is described.
© 1999 American Institute of PhysidsS1063-785(109)03112-3

1. INTRODUCTION Ri+u; and the observer, andLg(R;+uy)| and

We are familiar with the method of determining the ab- |L2(R;+uy)| are similar distances for the second diffuser.

solute displacements of a surface based on a real-time analy; Assuming that the sizes of the regiolig and V, and
sis of thep interference pattern obtained by superposing élso the displacements of the diffusers are small compared
speckle field and a reference fibland also with the method with the distances between the point scatterers and the points

of determining the relative displacements along the normay andg, we gxpand|le(R|+u1)| and |L52(R.J+u2)|
) ) near the pointss, Ry; and s, Ry, respectively, and
to the surface based on an interference comparison of tw .
q(Ri+ug)| and|L g»(R;+uy)| near the points), Ry,

identical speckle field$.In the present study, as a develop- ; . .
; and q, Rg,, respectively, allowing only for the first-order
ment of these metho8 we describe the theory and an ex- & . .. _
. e 7 derivatives. We have:
perimental verification of a method of determining the com-
onents of the relative displacement vector. _
b P ILsa(Ri+uy)|=psi+lsa(ri+uy),

ILqa(Ri+up)|=pqstlqu(ri+uy),

2. THEORY

ILa(Rj+Uz)| = psatlsa(rj+Up),
Let us assume that a source of coherent radiation posi-

tioned at a poins (Fig. 1) illuminates two three-dimensional |Lq2(RJ- +u,)| =pg2tlga(rjtuy), (2

diffusers1 and2 comprising a set of point scatterers distrib-

uted randomly in region¥; andV, near pointRy; andR,,.  Where pg; and ps, are the distances from the poistto

We then assume that waves having random amplitudes arRPints Ro; andRo,, respectivelypq; andpg, are the dis-

phases arrive at poirg in the free field from these point tances from point&o; andRg; to the pointg, respectively,

scatterers. We shall neglect multiple scattering of the wavek: andls, are unit vectors directed from the poirig; and
and the difference in their polarizations. Assuming that Roz to the radiation source, respectivelly, andl,, are unit
andu, are the displacement vectors of diffusarand2, we  Vectors directed from the point,; andRo,, respectively,
express the total complex amplitude of the scattered radid0 the pointg, andr; andr; are the coordinates of the point
tion at pointq as follows: scatterers relative to the poiny; andR,, respectively.
We then find the intensity of the scattered radiaticat

Al@) =As(Q)+Az(q) point g. Subsequently omitting the coordinage we then
N have:

:z lai|exp{i ¢;+iK[|Le(Ri+up)|+|Lga(Ri+uy)|1}
=t I=|AI2=1,+1,+AA5 +ATA,, (3
M

+ 2, laylexpli¢;+ik[|Lso(R;+Up)| +|L o Ry + up) |1}, wherel; andl, are the radiation intensities at poipin the
=1 absence alternately of diffuse?sandl, respectively.

(1) We transform the expressi@n A3 using expressiond)

. and(2) which gives:
whereA;(q) andA,(q) are the total complex amplitudes of

the waves scattered from regiokly and V,, respectively, AAS =explik[ psi+ pgr+ Us(ls1+lg1) — ps2— Pg2
|a;| and ¢; are the modulus and random phase of the com- o
plex amplitude of the wave arriving at poigtfrom theith —Up(lsp+1g2) 1} -N-M-A- AT, (4)

scattererM andN are the number of scatterers in regions

andV,, respectivelyk is the wave numbetL g (R;+u,)| is  where A, and A% are the arithmetical means of
the distance between the radiation source and the point scdg,|expli [, +kr(ls;+ lq1)1} and |am|exp{—i[om—Krm
terer having the coordinat®;+u, for the first diffuser, X (ls,—1g2)]1}, respectively,n=1,... N, m=1,... M.
ILg(Ri+ug)| is the distance between the point Similarly for ATA, we have:
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together with a solid cylinde8, 77 mm long and 30 mm in
diameter between rigid screw clampsPeriodic loading was
achieved by heating the solid cylind@mwith an electric coil
and then allowing it to cool naturally after the voltage had
been switched off. A 20 mm thick ceramic plate was inserted
between the cylinders for thermal insulation.

A laser bean6 was split into two beams by a semitrans-
mitting mirror 7 and a mirror8 directed these beams onto the
surface of the object, parallel to each other and along the
normal to the surfacéarallel to thez axis). The dimensions
of the illuminated sections of the surface were of the order of
0.3mm and the distandg between these illuminated sec-
tions was 12.3mm. A len8 of 61 mm focal length focused
the beams onto the surface. Two matched pairs of scattered
beamsl10, 11 and 12, 13 reflected at angleg,;=138° and
By1=50° to thex axis and at an angle of 90°to tlyeaxis,

* A s o were produced by beams from the mir®rand the semi-
AtAo=expl~ik[pat Pt Uillatle) P~ pe2 transmitting mirror7, and these were directed toward pho-
—Uy(l+1g) 1} -N-M ."A; A (5) totransistorsl4. The signals from the phototransistors were

o fed via an adaptell5 to an IBM PC/AT 16 computer for

Assuming that for fairly largeM and N: AAR=ATAn  digital analysis. We used a\=0.6328um, 1.6mWwW
=l andlg; =ls=Is, Ig1=142=11, which can be achieved in  LGN207A helium—neon laser. The deformation of the cylin-

practice using systems of mirrors, we have instead of 8q. der was also monitored using a standard strain galige

_ incorporated in an SIP-250 system. The distancketween

I=11t1242:1y  cogk[Ap+Aullstly) I}, ©  the strain gauge probes was 50 mm. The signals from the
where |1 ,=N-M 12, Ap=pg+pq1—ps2—pPg2» @nd Au  strain gauge were also fed into the computer.
=u;—U, is the vector of the relative displacements of the  Taking into account the angles of illumination and ob-
diffusers. ForA p=const andAu#0, formula(6) describes a servation, from formuld7) we obtain relationships to deter-
periodic change in intensity as a result of the displacementgiine the components of the relative displacement vector:
of the diffusers. It follows from formul&6) that Auy=)(0.698\N,— 0.738\N,),

(Is+1g) Au=AN-X, ()

whereAN=N-—Ng, Ny andN are the orders of the fringes at
the observation point before and after the relative displacewhere AN; and AN, are the changes in the orders of the
ment of the diffusers byAu and\ is the wavelength. frindges corresponding to the angles of observatigp
an IBXZ-
Figure 3 shows typical time-varying signals from the
phototransistors and the strain gauge. The magnitudes of the
In order to check formul&7), we carried out an experi- signals are given in pixels of the computer monitor screen. A
ment in which the relative displacements of the diffuserschange in the strain gauge signal by 30 pixels corresponded
were produced by periodic loading of a cylinder. to a relative displacememt| of the strain gauge probes by
A hollow cylinder 1 (Fig. 2 made of D16 aluminum 3.5um.
alloy, having inner and outer diameters of 21.7 and 24.8 mm, Figure 4 gives the relative straiag, , determined by the
respectively and a length of 65 mm, was mounted coaxiallyoptical method using the formukg, .= Au,/l, as a function

FIG. 1. System of coordinates and notation.

Au,=\(0.271AN,+0.313AN;), 8

3. EXPERIMENT

FIG. 2. Schematic showing loading of the object and optical
system.
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of the strains determined using the strain gauge readin FIG. 4. Dependence of the strai,, determined by the optical method on
9 gaug gﬁe strain e,,, determined using the strain gaug€® — loading,

from the formulae,,=Al/l;. The values ofAu, were de- 1+ _ ynioading.
termined graphically by smoothing the experimental time de-

pendence of the orders of the fringa®; and AN, taking  The sensitivity of the methods is also the same. Since the
into account the signs of the fringe orders. The values othange in the fringe pattern within the region of overlap of

AN; were assigned a minus sign and thoseA®f, a plus  nonidentical speckles is analyzed in the proposed method,
sign from physical reasoning based on observations of thghe |imiting continuously measurable displacements depend
direction of displacement of the fringes during the on the relative displacement of the speckles and the decorre-
experiment. lation of the speckles caused by the displacement of the

Note that the maximum relative displacemeéni, was  (iffusers.

1.3um. The deviation of the experimental curve from unit Good agreement was obtained between the relative dis-
slope in Fig. 4 was within 9%, and the difference in theplacements measured by the optical method and using a
readings of the optical detector for different parts of the surstrain gauge. At present, the sensitivity of this optical method

face was within 4%. is inferior to that of the most sensitive strain gauges. How-
ever, the method is a noncontact one and can be used to
CONCLUSIONS determine all three component of the relative displacement

The method of determining relative displacements conYector.

Sidere_d i_n the present StUdy ha? some Sim”fmtie_s W?th I’]Olo-lN. G. Vlasov, V. M. Ginzburg, and A. E. Shtan’ko, Author’s Certificate
graphic interferometry. If the directions of illumination of No. 554467[in Russiaf, Byull. Izobret. No. 14,1977.

the scattering sections and the directions of observation ofB. B. Gorbatenko, I. S. Klimenko, V. P. Ryabukho, and L. A. Surmenko,
the scattered radiation are the same, the theoretical relationAuthor's Certificate No. 137404%in Russiaf, Byull. Izobret. No. 6,
ship between the displacement and the order of the fringes 1988.

agrees with the same formula in holographic interferometryTranslated by R. M. Durham
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Separation of germanium and silicon oxides by plasma-chemical deposition of
germanosilicate glass in a moving plasma column

K. M. Golant and I. V. Nikolin

Scientific Center of Fiber Optics, Institute of General Physics, Russian Academy of Sciences, Moscow
(Submitted April 5, 1999
Pis'ma Zh. Tekh. Fiz25, 55—-61(July 12, 1999

The optical transmission spectrum of germanosilicate glass deposited by surface plasma chemical
vapor deposition on the inner surface of a quartz tube revealed interference resonances

typical of multilayer dielectric coatings with alternating refractive indices. It is shown that this
effect can be attributed to the longitudinal inhomogeneity of the plasma composition and
specifically to an axial shift of the concentration maxima of germanium and silicon oxide. As a
plasma having a nonuniform composition moves along the tube, a layer of glass is formed

with a strong transverse germanium concentration gradient. It is established that in surface plasma
chemical vapor deposition the axial separation of the regions of deposition of the silicon

and germanium oxides increases if the glass is synthesized under conditions of oxygen deficiency.
© 1999 American Institute of Physid$S1063-785(09)01107-4

Surface plasma chemical vapor depositi®@PCVD is  mation on the walls of the tube terminates, where the SiO
used to synthesize quartz-glass preforms for fiber-opticahdsorbed from the gas phase is oxidized to give,3Q
waveguides. In this method, layers of pure and doped $iO heterogeneous addition of oxygen. The chlorine released as a
are deposited on the inner surface of a section of quartz glagsesult of the reactions and the excess oxygen are removed by
tube whose volume is periodically filled with a chemically the pumping system.
active plasma. This periodic filling is accomplished by vary- Here we report some characteristic features of the for-
ing the length of a steady-state plasma column which is cremation of germanosilicate glass by this method. In the ex-
ated and sustained in the tube by microwave energy trangeriments we synthesized and investigated glass coatings
ported by surface plasma wave$he length of the column 200u.m thick deposited on the inner surface of a quartz tube
(distance between the point of application of the microwavehaving an outer diameter of 20 mm and a wall thickness of
field and the point of plasma detachmerg regulated by 2mm. An O+ SiCl,+ GeCl, mixture was passed into the
varying the power supplied to the plasma. tube at a total pressure of around 0.2 Torr. Each reagent was

In SPCVD, silicon dioxide is synthesized by passing sili- supplied via a separate RRG-9 gas flow rate regulator which
con tetrachloride mixed with oxygen through a moving measured each component of the gas mixture to within 1%.
plasma column. When the reagents enter the discharge zonEhye coatings were deposited by periodically moving a
gas-phase SiO molecules are formed as a result of thplasma along a 25cm long section of the tube. The velocity
plasma-chemical interaction between Si@hd oxygen mol- and amplitude of the displacement of the plasma column
ecules excited by electron impact. The process of glass fofront was controlled using a feedback system which controls
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TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 12 DECEMBER 1999

%

© FIG. 1. Transmission spectrum of a germanosilicate
glass coating 20@m thick deposited on the inner sur-

o face of a quartz glass tube by SPCVD. The measure-
ments were made using an S2000 Ocean Optics Inc.

{20 spectrometer at 350—940 nm and using a Perkin—Elmer

Fourier spectrometer at 2000—4000 nm.

L . L 0
2000 2500 3000 300 4000

the microwave power supplied to the plasma. The chloriddractive index. The fundamental interference order for which
flow rate and the plasma displacement velocity were suclthe transmission coefficient of this structure has a minimum
that a 20Qum thick coating was obtained after 400 plasmacorresponds to the conditiah= A o/2n wheren is the refrac-
passes. The temperature of the tube walls was stabilized #ve index of the glass in the thick layer. Fog~2.9um and
around 1200 °C by means of an electrical furnace and was~1.45 (undoped quartz glassve obtain the estimate
monitored with an optical pyrometer. During the deposition~0.98um which shows good agreement with the period of
process we observed temperature fluctuations in the range tife layered structure shown in Fig. 2. If the total number of
+50°C about a given value, which were synchronous withstructure periods is 200 and the thickness of the thin
the periodic motion of the plasma column and caused by thgermanium-enriched layers is of the order of @rh, the
internal plasma heating of the tube. The deposition proces®fractive index of the thin layers would have to be 1.55-1.6
was carried out with a flow rate ratio SiZlGeCl,=10:1, to produce a contrast interference spectrum such as that
which corresponds to a Gg@ontent in the resultant glass of shown in Fig. 1. Since the refractive index increment of
around 10 mol.% assuming 100% efficiency of implantingquartz glass caused by introducing 10 mol.% Geldes not
silicon and germanium atoms in the glass. After the end oexceed 0.014, it must be concluded that the,Si@d GeQ

the deposition process, the tube together with the layer ofire substantially stratified at the glass formation stage in
germanosilicate glass deposited on the inside was cut intSPCVD. We note that the observed effect is too great to be a
transverse sections. These transverse sections were usedcassequence of variations in the germanium content caused
samples to obtain transmission spectra and were examindxy the periodic temperature fluctuations of the tube walls
by electron microscopy. noted above.

A characteristic feature of the optical transmission spec-
trum of the deposited glass is its contrast interference struc-
ture (Fig. 1) which indicates that the refractive index distri-
bution exhibits regular variations over the coating thickness.
From the spectral position of the peaks we can readily estab-
lish that these correspond to different interference orders of
the same periodic refractive-index structure with the funda-
mental interference order at the wavelengfr 2.9 um.

Figure 2 shows a photograph of a transverse section of
the deposited layer of germanosilicate glass obtained using a
scanning electron microscope. The light bands correspond to
sections of the glass having an increased germanium content.
It can be seen that the periodic structure responsible for the
observed transmission spectrum of the coating can be attrib-
uted to germanium concentration peaks repeated from one
layer to another, which increase the refractive index of the
glass. Note that, judging by Fig. 2, the thickness of the
germanium-enriched layers is small and is at least an order of
magnitude less than the period of the structutel(um for
the deposition regime described abpw&e used the method
of characteristic matricésto mOdeI_the tr_ansml_ssmn spec- FIG. 2. Electron image of the transverse cross section of a deposited coat-
trum of a structure formed by “thick” dielectric layers of ing which illustrates the periodic spatial variation of the germanium distri-
thicknessd separated by “thin” dielectric layers of high re- bution. The period of the structure isgdm.
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FIG. 3. Intensity distribution of the emission lines of
SiO molecules and Ge atoms along a chemically active
plasma at various oxygen partial pressures. The excess
of oxygen in the gas mixture over that required by sto-
ichiometry to oxidize all the silicon and germanium at-
oms is:1 — a factor of 6.52 — a factor of 4; and —

a factor of 2.6. The abscissa is directed from the exciter
toward the point of plasma quenching.

Direct confirmation of a layering effect at the stage To conclude we note that this layering effect in SPCVD
where the chlorides are converted to the gas phase is pris evidently typical not only of germanosilicate glass but also
vided by the distribution curves of SiO molecules and Geof other SiQ-based systems in which the active radicals
atoms in the plasma, obtained by local emission optical spederming the glass are produced in different parts of the depo-
troscopy(Fig. 3. In the experiments we measured the inten-sition zone. By varying the ratio of the reagent flow rates, we
sity distributions of the 425 nnSiO molecular barfti and  can control the parameters of these layered structures so that
the 327 nm spectral line&e atomic liné) along the plasma this effect can be used to produce quartz-glass optical inter-
column. Apart from variations in the parameters of theference filters.
plasma electron componefdensity and temperaturethe For the optical measurements we used apparatus from
radiation intensities of the bands correspond to the concerthe central pool of spectroscopic equipment of the Russian
trations of emitting particles. It can be seen from Fig. 3 thatAcademy of Sciences and we should like to thank the direc-
the maxima of the axial distributions of SiO and Ge aretor, V. G. Plotnichenko, for making this possible. The au-
shifted relative to each other and the shift increases as thtors would also like to thank S. V. Lavrishchev for the
oxygen partial pressure decreases. As a result of this shifelectron microscopic analyses of the samples and Prof. A. S.
the gaseous medium above the deposition zone is a secti@iryukov for valuable comments.
of plasma having a highly nonuniform composition. On its This work was partially supported by the Russian Fund
right-hand side some distance from the microwave exciterfor Fundamental Resear¢Rroject No. 98-02-16361
predominantly SiQ is deposited whereas on the left-hand
side .It I.S predominantly Gep(F}g. 9. The perIQdIC motion 'D. Pavy, M. Moisan, S. Saada, P. Chollet, P. Leprince, and J. Marrec, in
of this inhomogeneous deposition zone relative to the tube Proceedings of the 12th European Conference on Optical Communica-
results in the formation of a layered structure in the depos- tion, Barcelona, 1986, pp. 19—22.
ited layer. 2M. Moisan, C. Beaudry, and P. Leprince, IEEE Trans. Plasma F&®i.

. . : 3(2), 55 (1975.
NOFe that the th.ermOdyna.mIC CharaCte”StIC_S of _SIO and3M. Born and E. Wolf, Principles of Optics 4th ed.(Pergamon Press,
GeO differ substantially. For instance, the sublimation tem- oyord, 1969: Nauka, Moscow, 1970, 885 Pp.
perature of GeO at normal pressure is only 71qRef. 6), 4K. P. Huber and G. Herzberdjolecular Spectra and Molecular Struc-
i.e., even at high pressure it is far below the characteristic ture, Vol. 4 Constants of Diatomic Molecul¢Russ. transl., Nauka, Mos-

. . . cow, 1984, 365 pp.
temperature maintained during the deposition of quartz glasgc. H. Corliss and W. R. BozemaBExperimental Transition Probabilities

in the SPCVD procesd000-1200 °EC This can explain the  for spectral Lines of Seventy ElemetisS. Government Printing Office,
“pulling” of Ge from the deposition zone into the depth of Washington, D.C., 1962; Mir, Moscow, 1968, 561 pp.

the plasma column. Quite clearly, this effect is intensified °Handbook of Physical Quantitiesdited by I. S. Grigorev and E. Z.
. . Meilikhov [in Russian, Energoatomizdat, Moscowi991), 1232 pp.

when there is an oxygen deficiency because the rate of het-

erogeneous oxidation of GeO to form Ggefd reduced. Translated by R. M. Durham
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Generation of subnanosecond superradiance pulses in the short-wavelength part
of the millimeter range
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Pis'ma Zh. Tekh. Fiz25, 1-7 (December 12, 1999

Results of a simulation are presented and experimental observations of the generation of
superradiance pulses in the 4 and 2 mm wavelength ranges as a result of the rectilinear motion of
a subpicosecond high-current electron beam through a periodic retarding system are

described. In the 4 mm range the microwave pulse power reached 10—-15 MW with a duration

of 150 ps. ©1999 American Institute of Physid$§1063-785(19)00112-3

Theoretical and experimental investigations of the gensuperconducting magnet or a pulsed solenoid of up to 5T.
eration of ultrashort electromagnetic pulses in the 8 mnirhe working space was a section of a corrugated waveguide
range as a result of superradiance effects are described aving seventeen corrugation periods. The depth of the cor-
Refs. 1-4. Various superradiance mechanisms have beengation decreased smoothly over the final periods, ensuring
studied, including cyclotron, undulator, andet€nkov. A  matching with the output electrodynamic channel. At the
maximum radiation power of up to 60 MW in 300 ps pulsescathode end, the interaction space was bounded by a super-
was achieved for the &enkov mechanism when a subnano-critical constriction and after being reflected from this, the
second electron beam formed by a high-current RADANgenerated electromagnetic pulse was emitted in the direction
acceleratot was injected into a periodic retarding structure. of the electron translational motion. For the experiments in
Synchronous interaction took place with the first reciprocathe 4mm range the average waveguide diameter was
harmonic of the wavé&,,;. The direction of the wave group 3.75mm and the corrugation period was selected as 1.7 mm
velocity was the opposite of the translational motion of thewith a depth of 0.37 mm. As in the investigations of rela-
particles. A strongup to 5 T static magnetic field generated tively long-pulse generatofsfor the experiments in the
by a superconducting solenoid was used to achieve puls&mm range these geometric dimensions were halved.
periodic operation at an accelerator cycle frequency up The generation process was first modeled using the
to 25 Hz. KARAT code’ The geometry of the system was selected to

The present paper describes the results of the next stag@rrespond to the real experimental conditidfig. 1). Thus,
of the investigations in which we observed the generation othe modeling included the formation of the electron pulse in
subpicosecond superradiance pulses in the short-wavelendite magnetically insulated coaxial diode. We assumed that
part of the milimeter range at frequencies of 75 andthe cathode has unlimited emissivity and the current in the
150 GHz. In these experiments we used our previous experiorking space was determined self-consistently. For the con-
ence of studying short-wavelength relativistic backward-figuration shown in Fig. 1, which corresponds to the experi-
wave tubes supplied by electron beams of several nanosec-
onds duration which can produce steady-state generation.

As in our previous experiments in the 8 mm rarigan == =
accelerator based on a RADAN 303 high-voltage generator 2
with a subnanosecond slicer was used to inject an electron __A—.
beam having a duration of 0.5-1.5ns, 0.5-1.5kA current,
and electron energy up to 250 kéRef. 5. A tubular cross-
section beam was generated in a magnetically insulated co-
axial vacuum diode having a graphite explosive-emission
cathode. A Tektronix 7250 digitizing oscilloscope and an
S7-19 high-speed oscilloscope having recording bands of 7
and 5 GHz, respectively, were used to record the subnano-
second signals from the voltageapacitive probg beam = ==
current(Faraday cup and microwave power detectofisot- FG. 1. Sehematic of - ode.2 s unita
carrier germanium detector upérc-ondclzjct:irr?ga éf)lgnoei():i(pvsirrllrgi?;@,— vgiutfmec’hambzgo—e chj)?rlu'gated

The high-curre_nt elecno_n beam? were t.ran.sporte‘ietarding systenb — electron beam collecto?, — horn antenna, anél —
through the interaction space in the static magnetic field of &@acuum microwave window.
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mental conditions in the 4 mm range, when a 250kV voltage a b
pulse was fed into the coaxial supply line, the current in the
working space reached 800 A which was in good agreemer
with the experimental data. Figure 2a gives the calculates
time dependence of the radiation power, which indicates the Ans, lns
as an electron bunch passes through the corrugated wav
guide, it emits a short electromagnetic pulse having a half
height duration of less than 150 ps and a peak power up 1BiG. 3. subnanosecond microwave pulse in the 75 GHz rdagend
30 MW (it should be noted that the power averaged over thehange in the profile of microwave pulses in the 150 GHz range as the
high-frequency period is half the instantaneous power showp\uratlon increases and the amplitude of the beam current pulse decreases
in Fig. 2. In this case, the output radiation had the structure®=9
of an Ey; wave with a central frequency of 75 GHz.
Figure 2b shows the results of modeling the radiation in
the 2mm structure. It should be noted that in the calculationg detector which was calibrated using a 4 mm relativistic
the duration of the electron pulse was not reduced propothackward-wave tube having a pulse duration of 3Ref. 8
tionately with the reduction in the wavelength and the lengthand a calorimeter whose design is similar to that described in
of the interaction space. For this reason the output radiatioref, 9. From these measurements the peak power of the ra-
consists of a main pulse having a maximum peak power Ugliation pulses can be estimated as 10—-15 MW. These pulses
to 15MW and a series of subsequent peaks of lower ampliwere generated using a cathode accelerating voltage of
tude. According to the results of the modeling, the duratiorp50 kv, an injection current of 800 A, an electron beam du-
of the electron pulse should be reduced to 0.2-0.3ns to isqation of 0.6—0.7 ns, and a guiding magnetic field of 3.5T. It
late the main pulse. At this stage of the experimental invesshould be noted that because of constraints on the pass band
tigations, the duration of the electron pulse was not reduceds the cable delay line of the oscilloscopes, the fundamental
because a decrease in the duration of the accelerating voltagRaracteristicgrise time, duration, and amplitugef a short
pulse using a clipping spark gap would involve an appre-~150ps pulse were significantly distorted in the experi-
ciable drop in the amplitude of the accelerating voltage.  ments. In this context, this estimate of the peak power should
Figure 3a shows an oscilloscope trace of the microwavge regarded as the lower limit of the real value. The high
pulse in the 4mm range. It can be seen that the pulse risgeak power of the electromagnetic pulses was also confirmed
time does not exceed 120 ps. The angular distribution of they the observation of rf breakdown of air when radiation was
radiation corresponded to the excitation of thg; mode.  concentrated in a circular cross-section, conical receiving
Measurements of the absolute peak power were made Iorn having an exit diameter of 8 mm. However, unlike the
integrating over the angular distribution of the readings fromexperiments in the 8 mm rangehe observation of micro-
wave breakdown in the field of th&y; wave at 75 GHz
prevents us from making any additional estimates of the peak

15 Mw
—

80 power because of the lack of experimental data on the break-
— a down strength of air for- 100 ps pulses.
3 60 In order to generate microwave pulses in the 150 GHz
= 40 range, the electron energy was reduced to 180—200keV.
This was required for a cathode 1.2 mm in diameter to pre-
20 A i vent any loss of current caused by strong collimation of the
N “ulh 1k beam on entry to the retarding structure, whose drift channel
0 had a diameter of only 1.5 mm. A reduction in the accelerat-
20 . i ing voltage reduces the transverse velocities of the electrons
0 0.5 1.0 15 emitted by the cathode. It is important to note that a trans-
porting field of 2.5 T was used in the experiments with pulses
40 in the 150 GHz range. Figure 3b shows a 150 GHz micro-
b ‘ wave pulse obtained under conditions when only the elec-
E 30 - trons emitted at the tip of the accelerating pulse can interact
S synchronously with the wavgy; . The measured rise time of
~ 20 ‘ the microwave pulse was 75 ps which coincided with the
.? \ h' il frequency limit of the S7-19 oscilloscope tube. These data
10 | 1‘ il \r‘ |‘ ’ “l“‘“‘ i were consistent with the numerical calculatiof#sg. 2b),
V‘ i ’ ”l '\VH which for 150 GHz predicted a half-height duration of 70 ps.
0 However, calibrating the oscilloscope, the cable delay line,
[ns] and other components of the channel using a 100 ps test
-10 T T T pulse showed that the amplitude of the signal from the mi-
0 0.25 0.5 0.75 1.0 crowave detector was by a factor of least 2.5. No absolute

FIG. 2. Numerical simulation of the generation of superradiance pulses iFalibration of the microwave detector was ma.de i_n the 2mm
the 75 GHz rangéa) and in the 150 GHz rangg). range. However, assuming that the deterioration in the detec-
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tor sensitivity on transition from the 4 mm to the 2 mm range Phelps, A. W. Cross, and S. J. Cooke, Izv. Vyssh. Uchebn. Zaved, Prikl.
is approximately the same as that on transition from the Nelin. Dinam.6(1), 38 (1998. _ _
8mm to the 4mm range, a lower estimate of the peak powerV' G. Shpak, M. I. Yalandin, S. A. Shunailov, N. S. Ginzburg, _I. V

f th diati b Zotova, A. S. Sergeev, A. D. R. Phelps, A. W. Cross, and S. M. Wiggins,
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In our experiments the duration of the beam currentn. s. Ginzburg, Yu. V. Novozhilova, A. S. Sergeev, M. R. Urmaskulov,
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pulses thus obtained are shown in Figs. 3c and 3d. AS apegel, and V. P. Tarakanov, Proceedings of the 11th Conference on
result, in accordance with the numerical modeling date High Power Particle Beams, BEAMS'9Brague, Czech Republic, 1996
Fig. 2b), the generated radiation is a series of several pulseséﬁlp-hﬁzl?é—ilﬁ- <. D. Korovin. G. A M V.G Shoak and M. |

: : . M. Bykov, S. D. Korovin, G. A. Mesyats, V. G. Shpak, an L
On account of the frequency constraints of the measuring Yalandin, Pis'ma zZh. Tekh. FiA1, 541(1985 [Sov. Tech. Phys. Letfl.1
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Characteristic features of the amplification of short electromagnetic pulses during
propagation along steady-state electron beams

N. S. Ginzburg, I. V. Zotova, and A. S. Sergeev

Institute of Applied Physics, Russian Academy of Sciences, Nitbwgorod
(Submitted July 26, 1999
Pis’'ma Zh. Tekh. Fiz25, 8—15(December 12, 1999

Specific characteristics of the amplification of short electromagnetic pulses propagating along a
steady-state nonequilibrium electron beam whose group velocity differs from the particle
translational velocity are studied. It is shown that as a result of one of the pulse leading edges
being continuously supplied with electrons having no initial modulation, a high level of
amplitude is achieved, substantially exceeding the saturation level for the amplification of
guasisteady-state signals. ©99 American Institute of Physid$$1063-785(09)00212-§

At present serious attention is being paid to the use ofnd the carrier frequency is taken to be the exact phase-
superradiance effe¢ts’ to generate ultrashort electromag- matching frequency. Then, using the following as indepen-
netic pulses. In particular, the generation of pulses having dent variables
peak power of 60 MW and duration of 300 ps in the 8 mm -
range and 10—15MW and 150 ps in the 4mm range using 2~ 2¢/C  {=(@/C)(t=2/V))(INg=1N)) g
this mechanism is described in Refs. 5-7. Similar pulseshe amplification of the electromagnetic pulses by the elec-
were generated as a result of the rectilinear motion of aron beam under the phase-synchronism conditidhsnay
220keV, 1.5kA, 0.8ns electron bunch produced by thebe described using the system of equations:

RADAN high-current accelerator with a subnanosecond
slicer, through a retarding structure in the form of a weakly
corrugated waveguide. In this context it is of considerable
interest to study the possibility of further increasing the peak
power of pulses and reducing their effective duration. It will ‘9_7’ = —Re(ae'’) 3)

be shown subsequently that this possibility can be realized as 92 ’

a result of the propagation and amplification of pulses in a

steady-state active medium formed by a nonequilibrium elec- ‘9_0 _ 1 _ 1

tron beam. A necessary condition is that the pulse group JZ 1—y72 \/1—y62

velocity should differ from the translational velocity of the .

particles to ensure that one of the pulse leading edges 1¥ith the boundary conditions

co_ntinuously supplied wi_th electrons having no initial modu- o |, _ = ay(£)e'%,  6;_0=600[0,27], ¥l2—0= Yo

lation (apart from the noise compongnt ) _ _ _

In the present paper the characteristics of the amplificaHer? the following dimensionless _vanables a_nd parameters
tion of short electromagnetic pulses are studied using &€ introduceda=eAE (Ro)/mcw is the amplitude of the
Cerenkov traveling-wave-tube amplifier with a quasi-cw longitudinal wave component synchronous with the beam

AR P J—Glfzw”’de
gz e TR, & Y

electron beam under phase-synchronism conditions (Ro is the injection radius 6= wt—hz is the phase of the
electrons relative to this wav&=mc?y is the electron en-
w=hV| (1) ergy,Vgy, = Bgy.C is the wave group velocityG is a parameter

proportional to the beam current and the electron—wave cou-
pling impedance, the functioay() defines the initial pro-
file of the electromagnetic pulse, and= w;—w/w

X (Bg —B] ') describes the detuning of the input signal fre-
CquencywS from the carrier frequency.

In order to illustrate characteristic features of the mecha-
nism for the amplification of short electromagnetic pulses
propagating along a steady-state electron beam, Fig. 1 shows

E,= Re{E3(r,)A(z,t)exdiwt—uhz]}, (20 the characteristics of the electrods- const and the wave
{=Z+const on the Z,{) plane(to be specific we assume
whereE(r ) is the transverse field distribution which coin- that the particle translational velocity is higher than the wave
cides with one of the modes of the electrodynamic systemgroup velocity. Let us assume that an electromagnetic pulse
A(z,t) is the complex amplitude of the field which varies of initial durationT is incident on the system. It can be seen
slowly with respect to time and the longitudinal coordinate,from the diagram that over the entire interaction length the

wherew is the frequencyh is the longitudinal wave number
of the synchronous harmonic of the field, avig= g c is the
electron translational velocity.

We express the longitudinal component of the electri
field of the synchronous wave in the form

1063-7850/99/25(12)/3/$15.00 930 © 1999 American Institute of Physics
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FIG. 1. Diagram showing characteristic features of the amplification of

short electromagnetic pulses propagating along a steady-state electron bednhG. 3. Energy transfer efficiency for electrons involved in amplifying the
The straight lines give the characteristics of the electron bgaonst and  electromagnetic pulse.

the electromagnetic pulse=Z+ const.

trailing edge of the electromagnetic pulse-Z+T will in- “fresh” electrons which accelerate its leading edge. As a

tersect the characteristics of electrons which ideally have n{)esult, the mechanisms for saturation of the amplitude

initial modulation, and this should increase the field at thegrOWth of this trgiling edge are cons_iderably We_aker. It can
pulse trailing edge, as will be shown subsequently. be seen from Fig. 2a that the maximum amplitude of the

Figure 2a shows the space—time distribution of the am_central part of the pulse is 0.025 whereas for a normalized

plitude of the rf field obtained by means of a numerical simu-€"9th Of the working spack =200, the maximum ampli-

lation of Eq.(3) when a rectangular electromagnetic pulse istude of the pulse at the trailing edge reaches 0.04 for an input

applied to the system and the frequency of the incident Si(‘:]mfrmplitude of 0.02. This amplitude may be increased further

coincides with the exact phase-synchronism frequency? ncreasing the length of the working space, but this is
accompanied by a reduction in the duration of the main

6=0. It can be seen that at the trailing edge of the electro® | o hat Fi h
magnetic pulse the field amplitude increases considerabl uiSe. Itis |mp0rtan_t to strgsst at Fig. 2a corresponds to the
ituation when the initial signal level, exceeds the satura-

faster than in its central section, for which this amplitude is> level i ; q heofin thi hi
limited by factors characteristic of the amplification of 1N 1€vel in terms of steady-state theafin this case this

steady-state monochromatic signéapture of electrons by €Vel is 0.02. Nevertheless, the peak amplitude gain-ig
the wave, and so onAt the same time, the trailing edge of and the power gain is therefore4. Note that when a weaker

the electromagnetic pulse is continuously supplied withinp“t signal is applied and the amplification process includes
a linear stage, the gain may be considerably higher. Another

possible method of increasing the gain involves detuning the
frequency of the incident electromagnetic pulsefrom the
exact phase-synchronism frequeney A numerical simula-
tion shows that for the optimum detuning parameter
6=—0.1 and a given length of interaction space the peak
amplitude of the output pulse reaches 0.06.

Figure 3 shows the energy transfer efficiency for elec-
trons involved in amplifying the electromagnetic pulse. It
can be seen that for some fractions the efficiency exceeds
40%. Note that for the selected parameters the efficiency for
the amplification of steady-state signals is of the order
of 15%.

This mechanism for the amplification of radiation at the
pulse leading edge may be impeded by the buildup of intrin-
sic noise inevitably present in a beam, which must lead to
modulation of the electron beam with a phase uncorrelated
with that being amplified by the signal. In order to simulate
the influence of noise, the initial phase of the electrons was
defined ag|,_ o= 6,+rcog 6+ ¢(£)], where the modulation
amplituder was assumed to be constant and the plagas
randomized over time. Figure 2b shows the space—time dis-
tribution of the field allowing for the amplification of the
noise. It can be seen that if the initial amplitude of the elec-
FIG. 2. Space—time evolution of the pulse amplitude during propagation intromagnetlc_ pulse being ampllfled is fairly high, then _al_
an ideal electron beam exhibiting no noise modulatign=2.5x104,  though the influence of the noise reduces the peak amplitude
Yo=1.4 (a). The same in the presence of noise modulatier0.03 (b). of the pulse by 10-15%, the amplification process is never-
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theless still fairly efficient. Note that the influence of noise 35 GHz amplifier was described in Ref. 10. It can be deduced

can be reduced by introducing some detuning of the puls&éom an analysis of the dispersion diagrams that in an ampli-

frequency from the carrier frequency. fier using the first positive spatial harmonic, the particle
To conclude, we shall estimate the possibility of ampli- translational velocity is higher than the wave group velocity

fying a_300 ps, 40 MW, 38 GHz pulse in an amplifier basedand, as follows from the preceding analysis, the amplitude of

on the renkov interaction mechanism. Let us assume thathe field should increase appreciably at the leading edge of

the interaction space is a waveguide 1cm in diameter anthe electromagnetic pulse, rather than at the trailing edge.

25cm long, partly filled with a dielectric of permittivity This work was supported by the RFBR, Grant No. 98-

e£~3. The thickness of the dielectric insert is 0.2 cm. For a02-17308.

particle energy of 200 keV, current 200 A, and an injection  The authors are grateful to M. I. Yalandin for stimulat-

radius of 0.15cm, the coupling parameterds-2.5x 104 ing discussions.

(Ref. 7). In terms of dimensionless variables, the initial sig-

nal amplitude isxy=0.02, the pulse duration i~ 100, and

the nor,malized_ length of the interaction spacel_is.Z_OO. 1R. H. Bonifacio, C. Maroli, and N. Piovella, Opt. Commué8, 369

According to Fig. 2a, the peak power can be amplified four (19g3.

times over this length, i.e., the output pulse power may reacHR. H. Bonifacio, N. Piovella, and B. W. J. McNeil, Phys. Rev4A 3441

160 MW. At the same time, the effective pulse duration must (1997 .

be reducedto 50 ps at half-height Note that the peak power D. A. Jaroszynski, R. J. Bakker, A. F. G. van der Meer, D. Oepts, and

P. W. van Amersfoort, Phys. Rev. Le®0, 3412(1993.

of the microwave pulse is higher than the electron beam*N. s. Ginzburg, A. S. Sergeev, I. V. Zotow al, Phys. Rev. Lett78,

power of 40 MW, but this does not contradict the energy 2365(1997. _ .

conservation law because some slippage of the electroma J‘I\'léki'. Ei'z".zzt:“gg;’\;“('l;’éaNFT";:Z}:‘_'"F’,‘a"’)‘;S.ALesn'zie;gg‘(*’;’;;é]F."S ma Zh.

netic pulse relative to the electrons occurs during the ampli-sy, "G shpak, M. I. Yalandin, N. S. Ginzburg, I. V. Zotova, A. D. R.

fication process, so that different fractions of the electron Phelps, A. W. Cross, and S. M. Wiggins, Dokl. Akad. Na&85(1), 50

beam contribute to the increase in the peak pulse amplitude,(1999.

- ; : : : ’N. S. Ginzburg, I. V. Zotova, Yu. V. Novozhilovat al, lzv. Vyssh.
Although the efficiency of each fraction is relatively high Uchebn. Zaved. Prikl. Nelin. Dinan(1), 38 (1998.

(Fig. 3, it is_ still less tha_n unity. _ 8M. I. Yalandin, V. G. Shpak, S. A. Shunailov, and M. R. Ulmaskulov, in
In practical terms this process may be implemented by Proceedings of the XVII-th International Symposium on Discharges and
Synchronizing two RADAN acceleratdrs one forming a 9Elec'[rical Insulation in Vacuum, Berkeley, C2996, Vol. 2, pp. 635.
. . . G. Shpak, S. A. Shurilov, M. R. U'maskulovet al, Pis’'ma zZh. Tekh.
subnanqsecond electron beam by_usmg sl|gers and the othe iz. 22(7), 65 (1996 [Tech. Phys. Lett22, 297 (1996 ].
generating a beam of 4-5ns duration. The first accelerator i8a. s. Eichaninov, S. D. Korovin, G. A. Mesyats, V. V. Rostov, V. G.
used to generate the superradiance pulses and the second thpak, and M. 1. Yalandin, iRroceedings of the Sixth International Con-
amplify them. Naturally, periodic retarding structures in ference on High-Power Particle Beams, BEAMS-86, Kobe, Japan, 1986,
. ! . . . 552-555.
which the electron beam interacts with a slow spatial har- PP

monic may be used as the retarding system. A similafranslated by R. M. Durham
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Observation of anomalous transmission of x-rays in tungsten single crystals

I. K. Bdikin, S. I. Bozhko, V. N. Semenov, I. A. Smirnova, V. G. Glebovski ,
S. N. Ermolov, and V. Sh. Shekhtman

Institute of Solid-State Physics, Russian Academy of Sciences, Chernogolovka
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Results of observations of the anomalous transmission of x-rays in tungsten single crystals are
presented. The dislocation density (2->4)0° cm 2 was determined from an analysis of

the dynamic diffraction characteristics. €99 American Institute of Physics.
[S1063-785(109)00312-2

Studies of the formation of an x-ray wave field in crys- free system using a perfect silicon single crystal as the mono-
tals (effects of dynamic scattering thegrare currently of chromator. Angular scanned topograms were obtained in the
topical interest? although the first observations of anoma- ® —20 scanning regime.
lous transmission were made more than fifty years ago. The Figure 1 gives results of x-ray topographic studies of a
necessary high degree of structural perfection is onlyjtungsten crystal. The image in the forward beam is a shadow
achieved for a limited number of crystals, such as siliconof the sample, which has the same proffiéy. 19. The fine
germanium, and related families; almost no observations ofertical double lines on this shadow are the image of the
dynamic effects have been made in metals. Studies afharacteristic CKa; , radiation transmitted by the crystal.
anomalous transmission in transition metals are of consideiSimilar lines can be seen in thBR diffraction direction
able interest, particularly tungsten which has a simple structFig. 1b). These lines shift along the surface of the samples
ture and high absorption coefficient. as it rotates. A diffractometric analysis of the waves propa-

The growth of perfect single crystals of refractory metalsgating in theR and T directions(Fig. 2a and 2pshows that
presents difficulties because of the low defect formation enthe intensities T) of the diffracted and forward transmitted
ergy and the stringent constraints on the level of temperaturbeam are the same.
gradients. Modern methods of preparing tungsten single Calculations using kinematic theory show that for cop-
crystals can produce samples having a dislocation density qfer radiation and a sample thickness of 0.3 muh~ 98) the
less than 10cm 2, and these were successfully synthesizedabsorption is 1ff. With the available radiation sourcéso
at the Institute of Solid-State Physics of the Russian Acadmore than 10-10° pulse/s) it is impossible to obtain a re-
emy of Sciences. In the present study we obtained expercordable transmission intensity.
mental results which indicate that dynamic diffraction effects A diverging x-ray beam is one where the angles of inci-
are observed in tungsten crystals having a high degree afence of the x-rays on the sample differ for different parts of
structural perfection. the sample. Thus, for a given wavelength the diffraction con-

Tungsten single crystals of 99.95% purity were grownditions are satisfied along a certain line on the surface of the
by electron-beam zone refiniigThe single-crystal ingots sample. In the case of dynamic diffracti¢perfect crystal
underwent plastic deformation followed by recrystallizationat points where the diffraction conditions are satisfied we
annealing at 2500 °C in vacuum. Plates measuring 2D  observe amplification of the intensity in the transmitted
X 3 mn? were then prepared by electric-spark cutting, me-beam, which is the same in tieand T directions. In the
chanical grinding, and electropolishing such that the broadinematic approximatioricrystal containing defecksthe in-
face of the plates coincided with thél10) plane to tensity is suppressed. The fact that the transmitted radiation
within +0.1°. is recorded and the radiation intensity is the same in the

A classical system(Fig. 13 was used to record the diffracted and forward transmitted beams, together with the
anomalous transmission of x-ragBorrmann effedt A fine-  observation of amplification of the characteristic KGu, ,
focus tube having a focus measuring>&80 um? was used radiation intensity in these directions indicate that the dif-
as a source of a diverging x-ray beam. The distance betwedraction is of a dynamic nature. The observation of splitting
the sample and the photographic film was 10cm and thavf these beams into a ®uy, , doublet and the shift as the
between the source and the sample was 18K 19. An sample rotates indicate that these beams are of diffraction
asymmetric extraction geometiyhe distance between the origin and are not a topological characteristic of the sample.
source and the sample is not equal to that between the Effects associated with the dynamic propagation of
sample and the photographic filmvas used to eliminate x-rays can only be observed in crystals for which the dis-
focusing of diffracted rays over the radiation spectrum. Thetance between dislocations does not exceed the extinction
forward transmitted bear (Fig. 109 and the(110) reflection  length L. Calculations for thg110) CuK « reflection for a
of the diffracted beanik were recorded on the photographic defect-free tungsten crystal give=1.7um, i.e., the critical
film (Fig. 1b. Rocking curves were recorded in a dispersion-dislocation density isN=1/L2=3.5x 10" cm™ 2.

1063-7850/99/25(12)/3/$15.00 933 © 1999 American Institute of Physics
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X-ray source a "

FIG. 1. Topograms of a tungsten single crystal0)
reflection, Ci « radiation: a — schematic of experi-
ment, b —R direction, the lineCD gives the image
from the crystal edge in the continuous spectrum, the
line AB corresponds to the characteristickCa , lines;

¢ — T direction.

In order to determine the type of defects which predomi-coefficient for diffracted molybdenum radiation give;
nate in our crystal and their density we recorded rocking=464.4 cm !, while the calculations for a defect-free crystal
curves for the(110 reflection in Bragg and Laue geometries give a value 25% lower, 369.2 cm.
and measured the interference damping fagtor In Laue The difference between the measured values of the rock-
geometry the width of the rocking curve is"34vhereas in  ing curve width and the coefficient of interference absorption
Bragg geometry the rocking curve is narrower and its widthfrom the calculated values for a defect-free crystal can be
is 73'. The calculated values for these widths in a defect-freqised to determine the dislocation density in our crystal. Es-
crystaf are 5.5 and 48.6 in Laue and Bragg geometries, timates of the dislocation density using the width of the rock-
respectively. Hence, the broadening of the rocking curves ifhg curve give N=2x10°cm 2, and using the coefficient
a real crystal compared with a defect-free crystal is aroungf interference absorptinN=4x10°cm 2. These data
28" for both rocking curves. Measurements of the absorptiorshow good agreement with the dislocation density deter-
mined using etch pitdN=5x10° cm™2. Thus, the disloca-
tion density in a real crystal is substantially lower than the
critical density. Note that the dislocation density determined
170 R a from the coefficient of interference absorption is higher than

110

50

9.00 9.10 9.20

170y T b

110

50

9.00 9.10 9.20

CNY)
FIG. 3. Topogram of tungsten single crystdl10) reflection,® —20 scan-
FIG. 2. Diffraction patterns of tungsten single crystél10 reflection, ning, ClKKa radiation a — reflection geometryb — transmission geom-
0O scanning, M& a1 radiation: a —R direction, b —T direction. etry, R direction.
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that obtained from the rocking curve width. This is evidently Science and Technology Center, No. 437 and the Ministry of
attributable to the presence of defects in the cry&ath as  Sciences No. 2.8.9@under the Program “Surface Atomic
point defecty which increase the absorption but make noStructures’).
contribution to the rocking curve width.
The observation of the Borrmann effect allows us to ob-
tain an angular-scanned transmission topogram for our crystv. v. Kvardakov, V. A. Somenkov, V. Paulus, G. Heger, and SoRin
tal (Fig. 33, which reveals blocks larger than 1-2mm. A ZiAE-I;/P kett-ﬁO,h73kl(i934- ‘ o A O UV, Kuarda
; ; ; ; . V. Koval'chuk, A. Ya. Kranes, Yu. A. Osip’yan, V. V. Kvardakov,
comparison with the reflectlo_n_topo_gr_a(rﬁg. 3b _suggests and V. A. Solomenkov, JETP Let5, 734 (1997,
that the block structure exhibits similar reflection but the sy, g Glebovsky, V. N. Semenov, and V. V. Lomeyko, J. Cryst. Growth
transmission topogram has a higher image contrast as a resul$7, 142(1988.
of the dynamic narrowing of the diffracted beam for a thick gé g gr;kkﬁffga% Cé]}{Sta' Opﬂgf\’:‘a\blkf\i/' M0|SC°\|:Vv 1935 Tverd. Tel
. . H .G, et, O. N. Imov, an . V. veselovskaya, Fiz. lverd. lela
crystal (the smaller width of the rocking curve in Laue (Leningrad 18, 272(1972 [Sov. Phys. Solid Stat#8 (1972,
geometry. 6V. I. Kisin and I. V. Stratan, Fiz. Tverd. Teldeningrad 12, 1274(1970
The authors are grateful to V. B. Molodkin and E. V. [Sov. Phys. Solid Stat&2 (1970].
Shulakov for useful discussions and V. V. Loike for M. A. Krivoglaz, Diffraction of X-Rays and Neutrons in Nonideal Crystals
. . (Naukova Dumka, Kiev, 1983
growing the single crystal.
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Characteristics of cleavage fracture during interaction of nonlinear waves with the free
surface of a copper single crystal
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A molecular dynamics method was used to study the interaction of isolated compression pulses
with the (100) and (110 free surface in a copper monocrystallite. It is shown that this

may be accompanied by cleavage fracture. Parameters of compression pulses which lead to
cleavage processes are determined. 1999 American Institute of Physics.
[S1063-785(19)00412-1

Studies of material behavior under high-energy pulsedvere chosen because of the different degrees of compression
action are an important problem in condensed-stat®f the surface atomic plangfor the (100) direction for the
physics!— High-speed mechanical loading, ion beam bom-last two planes the compression is 1.2% whereas for the
bardment, and exposure to high-energy electron beams md$10 direction it is 4.5%. In order to simulate the external
have the result that the energy pumped into the material willoading, sample atoms from the impact region of the selected
propagate in this material in the form of nonlinear isolatedface were assigned a constant velocity in the direction being
waves?*® Interaction of soliton-like waves with the free sur- studied for 9.% 10" *6s, which was~2-3% of the total
face is accompanied by tensile stresses which may lead talculation time. The loading rate was varied between 1600
so-called cleavage fracture. The values of the cleavagand 4300 m/s for thg100] direction and between 1400 and
stresses are always higher than the corresponding values u?200 m/s for thg110] direction.
der static loading:® It should be noted that the nature of the As a result of the loading, one or several isolated com-
fracture under dynamic loading differs substantially frompression pulses form in the materi@dig. 19 having a flat
that in static tests. leading edge and propagating in the material without any

Despite numerous experiments and methods of measuchange in shape or amplitude. The width of the pulses can
ing cleavage processes, the data obtained still exhibits avary between three and eight interplanar spacings and de-
appreciable spread and even, in some cases, contradictorpends on its amplitude and crystallographic direction. For
The difficulties encountered in the experimental investigaexample, as the amplitude increases, the width decreases.
tions primarily arise from the transient nature of the phenomThe present authors have shdfthat the energy of such a
enon. In this context, a molecular dynamic modeling of thepulse is transferred in the direction of loading in a ballistic
material behavior may prove extremely useful. With this aimregime (without scattering
the task for the present study was to investigate the anisot- In order to eliminate background perturbations, we de-
ropy of cleavage phenomena in a copper single crystal whefined the distribution of initial displacements and atomic ve-
isolated nonlinear waves interact with the surface. locities for which a single compression pulse forms.

The calculations were made by a molecular-dynamics As a result of the anisotropy in different directions,
method>’ using the interatomic interaction potentials calcu- pulses of different amplitude form under the same loads in
lated by the embedded atom metHfddThe potential used in  the[100] and[110] directions. For instance, at a loading rate
this study can describe with a high degree of accuracy mangf 1600 m/s a pulse having an amplitude of 1500 m/s forms
properties of free surfaces for various crystallographicin the[100] direction and a 2200 m/s pulse forms in fi4.0]
planes, including the properties of vicinal surfadetomic  direction. We also note that the propagation velocities of the
structure’? formation and migration energies of point pulses differ in the different directionsee Table)l
defects'® and phonon spectty. The calculations showed that cleavage processes begin

We modeled a copper crystallite having an ideal fccat the free surfaces if the amplitude of an isolated compres-
structure and containing more than 12 000 atoms. The cryssion pulse exceeds a threshold of 1500 m/s for [th@Q]
tallite was constructed as a parallelepiped elongated in thdirection and 1700 m/s for tHa.10] direction. As a result of
direction of loading. the planar leading edge of the compression pulse, at above-

The boundary conditions were selected as follows. Athreshold amplitudes one or several atomic surface planes
stringent boundary condition was set on the loading side antlegin to detach from the sample. For {ie.0] direction in
a free surface on the other side. Periodic boundary conditionthe range of loads being studied, the last two atomic planes
were used in directions perpendicular to the direction of apseparated from the free surface as a single entity. For the
plication of the load. [100Q] direction at relatively low load only the last plane be-

We investigated the interaction between a propagatingomes detached, but as the amplitude is increased, another
perturbation and th€100 and (110 free surfaces. These plane is cleavedFig. 1b.
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FIG. 1. Positions of compression pulses initiated by high-speed loading i
copper: a — inside crystallite, b — after cleavageis the number of the

atomic plane and/ is the atomic velocity.
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FIG. 2. Velocity V of cleaved section of crystallite as a function of the
compression pulse amplitudefor the [100] direction.

isotropy is observed primarily in the difference between the
threshold values of the cleaving stresses, the number of
cleaved atomic planes, and the rates of detachment of the
cleaved sections. Since we have sh&rthat high-energy
bombardment of a material surface leads to the formation of
isolated compression pulses, we may predict that the effect
observed here will lead to nanoscopic cleavage from the rear
surface of the sample. Thus, this nanoscopic cleavage may
occur under ion implantation, under bombardment by high-

'tnergy pulsed high-current beams, and also under irradiation.
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Possibility of demonstrating a self-sustained fusion reaction in an ambipolar trap
G. |. Dimov

G. I. Budker Institute of Nuclear Physics, Siberian Branch of the Russian Academy of Sciences, Novosibirsk
(Submitted July 28, 1999
Pis’'ma Zh. Tekh. Fiz25, 28—33(December 12, 1999

A brief description is given of an axisymmetric mirror trap to demonstrate ignition of a D—T
plasma confined by ambipolar barriers. Key problems for this demonstration are ion

pumping and suppression of instabilities in the thermal barriers. It is suggested that the fusion-
fuel ions can be pumped away from the thermal barriers by exciting trapped-ion bounce
oscillations at parametric resonances. 1899 American Institute of Physics.
[S1063-785(19)00512-1

In principle, an ambipolar trap can be used as the basief the plasma may be suppressed by various methods.
for several types of ambipolar fusion reactor. A completely  The electron cyclotron resonan@eCR) heating power
axisymmetric ambipolar tandem-mirror reaétis the most is 2X70MW (38MHz) in the thermal barriers and
promising variant. In order to achieve complete axial sym-2x 16.7 MW (77 MHz) in the ambipolar barriers. The atomic
metry, a high-pressure plasm@+1) must be confined in injection power in the ambipolar barriers 3.8 MW. The
the trap whose magnetohydrodynanidHD) stability can  total power absorbed in the plasma of the tandem mirror
be sustained by the conducting walls of the vacuum vessetaps is 176 MW. The ratio of the power generated in the
and the finite ion Larmor radius effett. solenoid to the power input to the end mirror traps is
In order to demonstrate the feasibility of an ambipolarQ=4. Prolonged testing of the mirror fusion system may be
D-T reactor, it is possible to construct a mirror fusion sys-carried out without requiring any external electrical energy
tem in the form of a reactor with a shortened central soleby using the generated thermonuclear energy. For a given
noid. Figure 1 shows the superconducting magnetic systerspecific neutron load on the wall, the capital cost of the
and the plasma geometry in the mirror fusion system. Thehielding and blanket together with the heat extraction sys-
vacuum magnetic field is 2T in the solenoid, 1.67 T in thetem per unit thermonuclear power will be no greater than
thermal barriers H,” 4.3 T in the ambipolar barriers 8,” that in any other magnetic-confinement fusion facility. The
14T in mirrors “m” and “ h,” and 14.8 T in the exit mirror main power sources for particle heating in mirror traps are
“m*.” The total weight of the superconducting coils with microwave generators in the frequency range 40—80 GHz.
the supporting structures is around 300t, which is less thaifhese generators should not be very expensive.
the corresponding weight of the coils in the LHD stellarator ~ The system can be triggered by ECR heating in the ther-
operating at the NIFS Institutgapa. mal barriers ‘b.” In experiments using various mirror sys-
The parameters of the D—T plasma in the solenoid aretems(ELMO, SM-1, STM macroscopic stability of the elec-
density ng=1.5x10*cm 3, temperatureT,=25keV, B8  tron populations, including disk-shaped, has been observed
=0.85, plasma radius 1rradius of vacuum wall 1.3  when these accumulate as a result of ECR heating to high
neutron load on wall 1.8 MV/f) thermonuclear power, to- B~1. Thus, we can reasonably expect that populations of
gether with that released in blanket 24 MV/m. The depth ofhot electrons will accumulate in the thermal barriers with
the thermal barriers is 112 kV while the depth of the ambi-above-critical@ after MHD stabilization by the walls, with-
polar barriers is 105 kV. The plasma energy confinement pasut any additional methods of stabilization. Then, hot ions
rameter isnr,=1.8x 10 cm 3. s for N7, ~NT,. from the atomic injection build up in the ambipolar barriers
In the thermal barriers B” the plasma density “p” and the electrons undergo ECR heating. At the same
is 103cm 2 and the hot electron temperature is 360 keV.time, ions start to be pumped from the thermal barriers. As a
In the ambipolar barriers §” the plasma density is result, we obtain an MHD-stable plasma with the initial con-
5x10%cm 3, the hot ion temperature 400keV, and thefining barriers in the tandem mirror traps.

electron temperature 77 keV. The values@f are 0.7 and Then, D-T plasma accumulates and is heated in the so-
0.65 in the ‘b and “ p” planes, respectively. The pressure lenoid. This plasma can be heated by supplying a power of
ratiop, /p; is 1.9 and 2.4 in the B” and “ p” planes, re- ~2 MW for ~100s by any suitable method. At the begin-
spectively. An increase i8, andp, /p| improves the stabi- ning of the buildup macroscopic stability of the plasma in the
lization of the plasma by the conducting walls. solenoid is sustained by the MHD-stabilizing end mirror sys-

Several lowest MHD modes are stabilized by the wallstems. After being heated to fusion temperature and reaching
of the vacuum vessel in the solenoid, the thermal barriers3~0.8, the D—T plasma in the solenoid becomes MHD
and the ambipolar barriers. Higher MHD modes may be stastable and steady-state confining barriers are established in
bilized by the finite ion Larmor radius effect in the solenoid the end mirror systems. As the D—T plasma ignites in the
and the ambipolar barriers. The overall slow transverse drifsolenoid, its initiating heating is terminated.
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FIG. 1. Schematic of mirror fusion systefright half): 1 — solenoid and2 — tandem mirror trap.

As the next stage it is proposed to construct a prototyp®pen up the way toward achieving a weakly radioactive D—
with a high-temperature plasma—the PPU device. In order tSHe ambipolar fusion reactor. In order to develop a D-T
reduce the cost of this device, the plasma diameter in theeactor Q~20) the length of the central solenoid must be
solenoid can be reduced to 1 m and its temperature lowereéhcreased to 100—150 fRef. 5.

The total length of PPU will be around 30 m with a central In the assumed tandem mirror systems, most of the
solenoid 12 m long. The total weight of the superconductingpower is dissipated in ECR heating of the electrons in the
coils with the supporting structures will be around 50t. Thethermal barriers. Thermal barriers can be created spontane-
power absorbed in the end mirror systems will be reduced tously by drift ions without ECR heating of the electrons in
~30 MW. the thermal barrier mirror traps. In this case, in thb"*

The main physical problems should be solved experimidplane we have
mentally using PPU, i.e., ion pumpout from the thermal bar- 1
riers and suppression of drift ion instabilities in the end mir-"oeth /i Ms i( 14 it )(1+ bbepas) S
ror systems. The main ions (Dand T* in a reactoy trapped Ns Npeth /7 Npipas Npeth Rimp’

in the thermal barriers should be returned to the solenoigere Ne tn @Nd N, pas are the densities of the thermal and
along the magnetic fieltiOne possible method of achieving passing electronsy,, and n, pas are the densities of the
longitudinal return pumping of trapped ions is to excite |°n'trapped and passing ionB,,;, is the ratio of the magnetic
gitudinal oscillations using parametric resonators. This may;e|d in the entry mirror ‘b” ( B,,)) to the field in the thermal
be accomplished by using coaxial coils with a relatively parrier “p.” For B,~20T it is possible to achieve
small ac current, positioned near the midplarie.™ The g 30 As a result, a very low density,, is established
impurity ions can be removed from the thermal barriers byynq therefore a relatively large thermal barrier depth
resonant low-frequency transverse magnetic fields over th$=Ts|n(ns/nbetrD- Estimates indicate that in this case the ab-
radius into a halo at the plasma surface. The plasma densiggrption of energy in the tandem mirror systems is halved
in the thermal barriers i and in the ambipolar barriers *  ¢ompared with that absorbed in the end mirror traps of the
p” should be reduced to the required value. The technologymirror fusion system described above. Superconducting in-

for fabricating compact superconducting mirror coils generyyt coils exciting the magnetic fields up to 20T may be
ating magnetic fields up to 14 T also needs to be developedspricated. but they are fairly expensive.

Experiments using PPU will be of decisive importance.

The first stage in the PPU project should involve carry- ia E ga'EW;” 3“\1/\/ B.G. Logi”vTPhTYS- Re"/D-hLe‘Bizlﬁélg(zlgg?-lgs
ing out relaively inexpensive experiments, such as: MHD 1\, B .V, Wong i 1. Tsang, P e 20611967,
plasma stabilization with higig~ 1 in axisymmetric geom- (1989,
etry, studies of drift ion stability in a deep mirror trap with “G. I. Dimov, Fiz. Plazmy.23, 883 (1997 [Plasma Phys. Re[23, 813
longitudinal pumping of trapped ions, and ECR heating of _(1997]. _
the plasma electrons in the mirror trap to high G. 1. Dimov, Trans. Fusion TechndB5(1T), 10 (1999.

Successful experiments in the mirror fusion system willTranslated by R. M. Durham
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Measurement of linear velocity using a resonant ring interferometer
with a low-coherence light source

V. V. Ilvanov, M. A. Novikov, and V. M. Gelikonov

Institute of Microstructure Physics, Russian Academy of Sciences, Nikovgorod
Institute of Applied Physics, Russian Academy of Sciences, Nitbwgorod
(Submitted July 19, 1999

Pis'ma Zh. Tekh. Fiz25, 34—42(December 12, 1999

It is demonstrated theoretically and experimentally that linear velocities of reflecting objects may
be measured using a resonant ring interferometer with a low-frequency light source. The
limiting sensitivity of this interferometer is estimated. It is shown that a resonant ring
interferometer can be used to measure extremely low linear velocities corresponding to
subhertz Doppler frequency shifts of light, which cannot be measured by conventional Doppler
techniques based on direct measurements of the frequency difference between the initial

and reflected waves. @999 American Institute of Physid$1063-785(19)00612-6

Optical ring interferometers, which have conventionally Rexpie®)
been used to measure angular velocity, have recently fount™=| RY?— (1—R)(1—-R2expi¢™)) —+)
interesting new applications in science and engineering. For 1+RexpiZe™)
instance, _the possibi_li_ties of u§ing ring intenferome_ters to 1 0‘ RUA(1-Riexgie®)| 1 71
measure linear velocities and displacements, in particular to X + , (1)
detect gravitational waves, to measure liquid flow veloctties, 01 1+Rexpize™) [+1 1

and linear velocities of solidsare currently being actively
pursued. Compared with the interferometers conventionallyvhere “+” and * —" correspond to a resonator round trip in
used to measure linear displacements, ring interferometetie clockwise and counterclockwise directidhis the reflec-
possess better noise stability and a lower level of technicaion coefficient(the fraction of noncoupled powenf the
noise. This is because in ring interferometers, changes in theouplerC, (in a high-Q resonator 1 R<1), and¢ is the
optical length of the ring as a result of reciprocal opticalphase shift of the light wave per round trip. The coefficient
effects, such as thermal expansion or mechanical noise, duf the isotropic matrix contains the terRt2, which carries
not lead to any substantial change in the phase difference afo information on the phase shifts in the resonator. In order
the interfering waves. to eliminate background illumination associated with this
In the present paper it is shown theoretically and experiterm, the second of the two terrfly should be isolated. This
mentally that the linear velocities of objects may be meaimay be achieved by making the section between the polar-
sured using a resonant ring interferometer with a low-izer P and the couplelC, isotropic and the section between
coherence light sourcewhich was earlier proposed and the couplerC, and the return mirroM equivalent to a
demonstrated as an optical gyrosc8i@ompared with a Sa- quarter-wave plate turned through 45° relative to the polar-
gnac interferometer, which was used to measure linear vazer P. In this case, the polarizer only passes the wave cor-
locities in Refs. 1 and 2, this interferometer possesses higheesponding to the second terh) to the photodetectoPD.
sensitivity for the same ring dimensions as a result of theThus, in this polarization scheme the resonator only trans-
multipass interference in the ring resonator. mits light at its resonant frequencies, as if it were operating
From the many possible systems of resonant ring interin the transmission modgig. 2). The required anisotropy in
ferometers with low-coherence light sources for the experithe resonator and between the polarizer and the object is
ments, we selected the simplest system shown in Fig. 1. Thereated by the polarization coupld?<,; andPC,.
fundamental elements of the system are a low-coherence The linear velocity of the objed?l may be measured as
light sourceS, a 3dB couplelCy, a ring resonatoR, a weak follows. The light sourceS emits a broad spectrum whose
coupling closed couple€,, and a photodetectd?D. The  width includes many resonances of the ring resonator. On the
object being measurdd is a return mirror positioned at the path from the source to the object, the resonator cuts bands
exit from the couplelC,. The polarizerP and the polariza- from this spectrum, corresponding to its resonance lines. As
tion controllersPC; and PC, can isolate the photodetector a result, the spectrum of the radiation incident on the object
from the light reflected from the ring resonator. This can beis a set of lines whose central frequencies are equal to the
accomplished as follows. If the polarization of the light is natural frequencies of the ring resonator. If the objktt
rotated throught90° as a result of single round trip in the moves relative to the resonator, the lines in the spectrum of
ring resonatofthe sign depends on the direction of the roundthe light reflected from the object are shifted relative to the
trip), the Jones matrix of this resonator in the syst&ig. 1) lines of the incident light, i.e., relative to the resonant fre-
is: quencies of the resonator. In order to reach the photodetector
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P Cz P02 M where

s »__ O
Pr =7 Q00 —| c_mR 3
_/‘\. N — - ﬁ ( )
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PD = / is the definition of the ring resonator is the reflection
coefficient of the objectPy is the light source powel, is
the length of the ring resonatar,is its refractive indexy is
R the velocity of the objectys is the central frequency of the
source, andp is the phase nonreciprocity in the resonator.
For measurements using the modulation method the lim-

PC, iting sensitivity of the interferometer in the 1 Hz band at the
\ modulation frequencyf,,=c/(2nL) (assuming thafF>1)
is:

FIG. 1. Schematic of resonant ring interfgrometer with Iow—cohere_nce light 302 hy (2/77)1/4
source_:S — light sgurce,Cl — Cf>dB flbgr coupler,P — polarizer, Vo A / S + (5)
C,— flb_er coupler with weak c_oupllng_a— ring resonat(_)rPcl_and PC, min 27Lnvg aPgF F5/2\/A_Vs !
polarization controllersM — object being measure@noving mirrop, and
PD — photodetector. whereA v, is the spectral width of the light source. The first

term in Eq.(5) corresponds to the shot noise while the sec-

ond corresponds to the beat noise of the spectral components
PD, the reflected light must again pass through the resonasf the radiation at the photodetecfoFor the easily attain-
tor, although the shifted lines of the reflected light are transable interferometer parameteks=100m, n=1.5, F=50,
mitted less efficiently by the resonator the larger their fre-a=1, P;=500 mW, v,=2X 10'*Hz (1.5um wavelength
quency shift. Consequently, the optical power reaching thend A v,=10"*Hz (coherence length 30m) the lowest de-
photodetector depends on the Doppler frequency shift of theectable velocity of the object is»610 ’ mm/s, which cor-
light reflected from the object, i.e., on the velocity of the responds to a Doppler frequency shift ok70 * Hz. This is
object relative to the interferometer. approximately,/F times better than a Sagnac interferometer

The phase nonreciprocity in the ring resonator, which iswith the same light source and the same length of sensitive

responsible for different resonant frequencies for the clockring systen? This improvement in sensitivity was achieved
wise and counterclockwise directions, influences the interferby using multipass interference in the ring resonator. These
ometer output power in exactly the same way as the Dopplesstimates show that for very moderate parameters of the light
effect®* Thus, the phase nonreciprocity in the ring resonatosource and the resonator, the interferometer can measure ve-
rather than the frequency of the reflected light can be moduocities corresponding to Doppler frequency shifts of the or-
lated to make modulation measurements of the linear veloader of thousandths of a hertz. Measurements of such slow
ity. This can be accomplished by using phase nonreciprocitisplacements by methods based on detecting the difference
modulators comprising asymmetrically positioned reciprocafrequency would present considerable difficulties.
phase modulators used in Sagnac fiber-optic gyroscbpes. The experimental apparatus to measure the linear veloc-
Modulators based on the Faraday and Kerr magneto-optiy is shown schematically in Fig. 3. For the experiment we
effects and other nonreciprocal optical effects can also based an all-fiber resonant interferometer consisting of an iso-

used. tropic single-mode fiber with a low-Q ring resonator and a
The expression for the optical power at the photodetectolow-coherence superluminescence light source. The wave-
is given by>* length of the sourceSLD was 0.83um, the power was

around 10Q:W, and the coherence length @on. The

P -7 @Po 2) length of the ring resonator was 500 m. The resonator was
OUI(V'¢) 16F L ’ . . . e
1+ (2F/ )2 sir? 477—nx—¢ closed by a polished fiber couplé, having a division co-
C A efficient of 1:10. With this division coefficient, the resonator
0.50 —
- FIG. 2. Transmission spectrum of ring resonator in
|:’ 0.25 — resonant ring interferometer in a polarizing system
where light reflected from the ring resonator is elimi-
] nated.
0.00 T

" eLn’
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FIG. 3. Schematic of apparatus to measure linear veloSityD — super-
luminescence diodez; — 3 dB fiber couplerP — polarizer,C, — fiber
coupler with weak couplingR — ring resonatorP M — phase nonreciproc-
ity modulator, G — modulating voltage generatq200 kH2, PC,; and
PC, — polarization controllersM — return mirror,LS — loud speaker,
G, — sawtooth voltage generatoRD — photodiode,SA — selective
amplifier at 200 kHz, andlIA — lock-in amplifier.

Ivanov et al.

from optimal, since the aim of the experiment was merely to
demonstrate the possibility of this new method of measure-
ment.

The linear velocity of the return mirror was measured
from the amplitude of the first harmonic of the modulation
frequency 200 kHz isolated by a lock-in amplifieftA. The
time constant of this lock-in amplifier was around 0.05s. A
periodic sawtooth voltage from the genera®y was fed to
the loudspeaker. The frequency and amplitude of this voltage
were taken to be sufficiently low to ensure strict proportion-
ality between the voltage at the loudspeaker and the mirror
coordinate. Figure 4 shows a trace of the interferometer out-
put signal(upper tracg for sawtooth modulation of the po-
sition of the return mirroflower trace. When the oscillation
amplitude was 0.4 mm and the period 1.25s, the mirror ve-
locity was = 1.3 mm/s, which corresponds to a Doppler fre-
quency shift of 3.25kHz. It can be seen that the interferom-
eter output signal is proportional to the mirror velocity. The
interferometer sensitivity was determined by the photodetec-
tor noise and was approximately 0.1 nisaHz'?).

This theoretical and experimental investigation of a reso-
nant ring interferometer with a low-coherence light source
has shown that this interferometer may be used to measure
the linear velocities of objects. The main advantage of the
proposed interferometer over conventional optical velocity
meters based on mixing the initial and reflected waves and
measuring the difference frequency is that it is possible to
measure very low velocities, corresponding to subhertz
Doppler frequency shifts. Another attractive feature of low-

definition was determined by the intrinsic losses in the fibelcoherence resonant interferometers is that they can be con-
(2.2dB/km and did not exceed 1.8 so that the resonatostructed using the well-developed technology and basic ele-
operated in an almost single-pass regime. The ring resonatdients of Sagnac fiber-optic gyroscopes. Resonant ring
was equipped W|th a phase nonreciprocity modu|ator WhicHnterferometers W|th |OW—COhel’ence sources can be Used to

consisted of a piezo-optic fiber phase moduld&dd asym-
metrically positioned relative to the closing coup(@s. The
modulation frequency was close to the optimaA{2Ln)
=200kHz. The object being measured was a return mivror
attached to a loudspeakes. The photodetector was a sili-

con photodiodeP D whose load voltage was amplified by a

measure microdisplacements with characteristic times of the
order of or less than the period of the difference frequency,
growth processes, and also processes involving no mechani-
cal motion but which cause a frequency shift when light is
reflected, for example, changes in refractive index.

The authors are grateful to I. A. Andronova for interest

selective amplifierSA tuned to the modulation frequency in this work and to R. V. Kuranov for assistance with the
200 kHz. Note that the interferometer parameters were faexperiment.

N FIG. 4. Interferometer output signal with sawtooth modu-
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Field evaporation of lanthanum hexaboride and estimate of the stability of forming
clusters

. Bustani, R. Byunker, G. Khirsh,*) V. N. Gurin, M. A. Korsukova, M. V. Loginov,
and V. N. Shrednik

Bergische UniversitaGesamthochschule, Wuppertal, Germany

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted July 28, 1999

Pis'ma Zh. Tekh. Fiz25, 43—49(December 12, 1999

In addition to boron and lanthanum ions, mass spectra of the field evaporation of lanthanum
hexaboridgLaBg) reveal various ionized clusters of the type LdB wheren=1,2.. .6,
m=1,2,3,4. The probability of observing specific clusters in an ion flux is compared with the
energy stability of the free clusters calculated theoretically. Clusters possessing low

stability in the free state or completely unstable clusters tending to dissociate leave the surface
more readily. ©1999 American Institute of Physids$$1063-785(19)00712-7

1. INTRODUCTION configurational interaction. We wused a standard
(9s3p/4s2p) Dunning basié, supplemented with allowance
for all the boron electrons using polarizatiahfunctions
with the exponential function 0.3472. In addition to the

An atomic prob&? was used to investigate field
evaporatioh of lanthanum hexaboridé_aBg) single crys-
tals. Thin acicular (LaB) crystals were grown by a flux 5
method® Detailed evaporation mass spectra were obtained %Eree \1aI<Tnt<_:e ele(itrort\s flr(om thel’5;s fsrllellts of Iafn thar;l;r%n 5
room temperatureT) at various electric field strength& ) € carcuiations aiso fook account ot electrons from

and after various sample pretreatments. Numerous peaks ﬁ?}d §° shells which are usually included in the atomic core,
these spectréFig. 1) corresponded to lanthanufha®** which allowed us to make reliable calculations of the binding

La**) and boron iongB**, B **, and so oh and also  "€"9Y:

more complex cluster iondragment$ having the composi- (Ijzor tlhcta. 'm,?mal eIectrotn sff;ellts., of thetlar?hlanu_lr_r;] atom we
tion LaB, (n=1,2,3,4,5,6). The ion charge was mosth? used relativistic, compact effective potentials. The corre-

or + 3 with ions having charges of 1 or +4 appearing less sponding pa5|s for thg gleyen active eIectrgns of Iantthanum
frequently. together with the relativistic compact effective potentials of

The experimental spectra could be used to estimate thtc?e core _electr_ons are given in Ref. 5. .
Configurational interaction was analyzed in terms of the

relative content of a particular LgB" fragment in the ion : . )
P & g geometric forms obtained when searching for the local

flux. e . .
This content is determined theoretically by the values of nima on the potential energy surface using the Hartree—
Fock ground-state energy.

the parameters and T, and also by the energy required to . .

detach this fragment from the solid and ionize it to a specific All the calculations were made using the GAMESS-UK
charge! This should also be influenced by the energy deterProgram packadeon the SGI-CthIenge computer at the
mining the chemical stability of a particular free fragment Computing C_gnter, Wuppertal University. .

cluster. The first two types of energihe heat of evaporation T.he 'stablhty of the 'clus.ters can be expressed in terms of
and the ionization energyare only known for simple, usu- the binding energy, which is the difference between the clus-

ally atomic (nonmolecularions. For multicomponent mate- ter energy and the energies of its cons_titgent indiVidL.Jal at-
rials these values are generally unknown. The stability O]oms(or_ lons. l_:or neutral clusters the binding energy is
. : S determined using the formula:

free clusters, including charged on@ehich is related to the
energy expended to form them from isolated atpoan be
estimated theoretically. It was interesting to compare the ex- Ep(LaB,)=nE(B)+E(La)—E(LaB,), 1)
perimental probability of particular clusters appearing in
field evaporation products with the stability of these clusterssng for charged clusters, allowing for the most convenient
calculated theoretically. Such a comparison for [8Blus-  dissociation channel, it is determined by
ters is made for the first time in the present study.

+my _ +
2. CALCULATIONS OF CLUSTER STABILITY Ep(LaB, ™) =(n—m+1)E(B)+(m—1)E(B)

+_ +m
The total energy of LA™ (n=1...6,m=0 ... 4)clus- +E(La)” —E(LaB, ™). @

ters was calculated using exaatb initio quantum-chemical
methods in the molecular orbital approximation taking intoln order to find the most stable systems, we analyzed various
account the Hartree—Fock bounded self-consistent field anconfigurations of the LaB™ isomer.

1063-7850/99/25(12)/3/$15.00 944 © 1999 American Institute of Physics
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FIG. 1. Field evaporation spectrufmass spectrujpof
LaBg at room temperature. The number of recorded
] ions is plotted on the abscissa. The base voltag4,is

9 10 15 =8 kV and the pulsed voltagé,=4 kV. The number
16
13 — LaB; *; 14 — LaB*; 15 — LaB{ *; and
I | I 16— LaB] " .

15

10+

3—La*"; 4—LaB{"; 5—La*""; 6 — LaBg*;
7 — LaB3""; 8 — LaBj""; 9 — LaB;"";
10 — La‘'"; 11 — LaB*'*; 12 — LaBJ*;

13 of resultative pulses is= 300, the total number of sup-

12 plied pulses isN=534, andm/q is the ratio of the ion
14 mass to its charget — B*, B;*; 2 —B;, B, *;
0 10 20 30 40 50 60 70 80 90 100 110 120
m/q

The binding energien electronvolt$ of stable lantha- ture. In addition to B and La ions and LaBlusters, we also
num boride clusters obtained using self-consistent fieldecorded ions of residual gases. One of the spectra used for
theory are given in Table I. A dash in the table correspondshe analysis is shown in Fig. 1.

to a decaying cluster. The most frequently encountered, highest-intensity, and
most reliably identified peaks of the LaBlusters are given

3. ANALYSIS OF EXPERIMENTAL DATA AND COMPARISON in Table Il together with their rating, i.e., the sum of their

WITH THEORY amplitudes normalized to the largest LAB peak. We en-

+4+ ; :

We obtained eight mass spectra of the field evaporrcltioﬁoume_red Lag lons in four out .Of the five spectra st_uq-
of LaBg and analyzed data from the five most comprehensivéed while the ot_her lons appeargd n th.ree OL.H of five, giving
and reliable ones. These spectra were obtained using the foq_eaks ranked.ﬂrst among the h|ghest_—|ntenS|ty peaks. .
lowing base V, and pulsed V, voltages ¥y+V,): A comparison between the_ experimental and theoretical
(4+3) KV (two spectra, (5+4), (814), and (10-4.8) l?V. data(Table ) reveals that the first four peaks of the Lﬁ?

The number of resultative pulsé$ose which generated the _clusters .correspon.d to the least stable [aB and LaB"
recorded iongn relative to the total number of pulsdbwas: 1ons havmg energiessee Table )l (,)f 0.77 and 1'435\% re-
300/339, 300/375, 300/358, 300/534, and 507/515, reSPECtively, or even to decaying unstable (LaB,
spectively. It can be seen from the ratiwdN that the evapo- aB3++ ) fo.rmatlons. The qnly relatively stgble cluster
ration regime was intensive. This means that sev@na or LaB, ", ha\{lng_the lowest rating, ha§ a formation energy O_f
three rather than ofdons were very frequently recorded in 9:03 €V, which is by no means the highest of the set given in
one resultative pulse, i.e., the total number of ions exceeded1€ t@ble. Thus, the experimental field evaporation spectrum
for example in the first four spectra=300. contains unstable or the least stable clusters. This observa-

At the initial stagegin the chronologically first spectra 10N can be explained in terms of the model of nonequilib-
the highest-intensity peak was some boron p@&ik*, B} * rium field evaporation of a multicomponent material dis-
or B} **). The next peak in terms of height and thze pre_cussed, for example, when analyzing the field evaporation of
dominant peak in the last two spectra was'['4, which ~ Nigh-témperature superconducting materfafs. _
could be conveniently used to calibrate the spectrum. The The complex unit cell of Lararely evaporates as a unit
nonstoichiometry in the total composition of the ion fi@lke by the field mechanism. In reality, some part such as a lan-
difference from its composition Laf can be attributed to hanum atom or one or several boron atoms may leave the
the predominant field evaporation of lanthanum WhichceII in the form of an ion(ions). The rest of the cell evapo-

readily migrates over the surface of LaBt room tempera- rates in subsequent pulses either completely or in parts. If the
fragment is internally unstable at the stage of separation from

the surface and ionization, the chances of it detaching from
TABLE I. the surface, being ionized, and escaping being trapped by the
field, are higher for this type of cluster than for a stable one.

m 0 1 2 3 4
LaB*™ 1.9 2.27 1.43 - -

+m
LaBim 411 4.26 L7 B B TABLE Il. Most frequently occurring ions in order of decreasing “rating”.
LaB; 8.12 8.05 4.38 - -

+m
LaBi 10.22 10.12 9.03 0.77 - lon LaBj{ 4 LaB;’ T4 LaB; 4 LaB™+ LaBI +
LaBs ™ 14.98 15.36 7.33 3.81 -

LaBg™ 18.53 19.63 17.89 11.70 — Rating 2.49 2.32 1.98 1.9 1.81
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Quite clearly, as long as the fragment is tightly bound to thelers and ions having charges efl and +2 (Table | are

solid, its energy characteristic differ from those of a freestable and some of them are only converted to decaying

cluster. However, at some intermediate time when there is aforms as a result of subsequent ionization. lons in clusters

equal probability of the fragment becoming detached fromhaving a low formation energysuch as LaB* ") have

the surface or remaining bound, a stable cluster most proldewer possibilities for binding to the surface compared with

ably will not evaporate, whereas an unstable one, having amore stable ones and are more likely to leave the surface as

inherent tendency to break up, will separate from the surfaca result of field evaporation.

and evaporate. This work was supported by NATO Grant
In order to ensure that the entire unstable fragment iHHTECH.L.G.972010.

recorded by the detector of the atomic probe as a unit, the

fragment only needs to stay together during the short accelpeceased.

eration timer,. As a result of the abrupt nonuniformity of

the field near the tip, this time is less than 1Bs, whereas

the drift time 7; is a few microseconds. Over the timethe YE. W. Mtller and T. T. TsongField lon Microscopy, Field lonization,

fragment can dissociate in principle, although its fragments i\ggoFi;IZdOEvsporatior(Pergamon Press, Oxford, 1973; Nauka, Moscow,

will reach the detector &m_ultangousl_y if the cluster lifetime v Logir‘]’m‘/’ O. G. Savelev, and V. N. Shrednik, Zh. Tekh. Fih

was not less tham,. If this lifetime is less thanr,, but 123(1994 [Tech. Phys39, 811 (1994)].

comparable to it, “strange” masses may be recor@@dce  3M. M. Korsukova and V. N. Gurin, Usp. Khin61, 3 (1987.

the ion mass may vary as it is acceleratbdt this was not ~ ‘T. H. Dunning Jr., J. Chem. PhyS3, 2823(1970.

B . 5 1
observed experimentally. A small mass shift could be de- %‘é‘lgt(el"gegnas’ M. Krauss, H. Bassh, and P. G. Jasien, Can. J. Chem. Eng.

tected for some ions by using a high-resolution mass Specsy r. Guest and J. Kendrick, Daresbury Laboratory Report No.CCP1/ 86.
trometer. Such experiments to estimate the lifetime of un-7v. N. Shrednik, inProceedings of the Sixth International Symposium on
stable clusters could form the subject of a separate study. Diicg;arges and Electrical Insulation in Vacuum, St. Petersburg, 1994
. p. .

To sum up, experiments h?ve shown that_ the most StableYu. A. Vlasov, O. L. Golubev, E. L. Kontorovich, and V. N. Shrednik, Zh.
clusters have a lower probability of evaporating. Less stable tekn, Fiz.65(1), 70 (1995 [Tech. Phys40, 37 (1995].
and unstable clusters remain in the flux of evaporated ions0O. L. Golubev, E. L. Kontorovich, O. G. Saveljev, V. N. Shrednik, and
because of the irreversibility of the processes taking place aSYu.‘A. Vlasov, inAbstracts of the 41st International Field Emission Sym-
they move away from the surface, and a buildup of charge asP°S!™: Rouen. France, 199. GB-2.

a result of so-called post-ionization. Note that neutral clusTranslated by R. M. Durham
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Surface waves at a moving plasma layer
I. L. She nman, A. D. Kanare kin, and E. A. Sizova

St. Petersburg State Electrotechnical University
(Submitted January 29, 1999
Pis’'ma Zh. Tekh. Fiz25, 50-55(December 12, 1999

An analysis is made of stable and unstable surface electromagnetic waves at the boundary of a
planar moving plasma layer. It is shown that unlike an isolated tangential velocity

discontinuity, both slow and fast waves may exist inside the layer. The maximum spatial growth
rate of the oscillations is achieved for directions of wave propagation other than the

direction of motion of the layer. Symmetric and antisymmetric waves relative to the symmetry
plane of the layer have different critical angles from which their growth evolves and the

range of angles where the flux is stable is determined by the smaller of thesE99®American
Institute of Physicg.S1063-785(019)00812-3

The formation of a surface electromagnetic wave neaplasma’ However, the analysis reported in Refs. 6 and 7
the planar interface between two media is related to the exenly referred to the case of a collinear velocity and wave
istence of an imaginary part of the surface impedamddch  vector.
corresponds to the case where one of the media has a com- We shall consider a moving planar plasma layer of
plex refractive indeX.In the absence of losses, this situationthickness & having the permittivity s, and velocity
may arise if the permittivity iz <0, i.e., for a plasma. When V= gc in a stationary medium having the permittivity. In
both fixed boundary media have positive permittivities, it isrectangular coordinates the velocity has the form
impossible for surface waves to be excited near the interfacgg= (0, 8, , 8,), and the wave vectdy, is directed along the
The relativistic motion of one of these media leads to thez axis. From Maxwell’'s equations for a moving medium and
possible excitation of an electromagnetic surface wave evehoundary conditions we obtain:
at a tangential velocity discontinuity in a homogeneous me-
dium with ¢>0. In this case, a necessary condition for the .
existence of surface waves is the formation of anisotropy as  (£2K15+81x2) (k1S "+ k2)

a result qf the appearance of a selected direction of .mot'|on of =(g,—1)(e1—1) 7727’2B§, 1)
the mediunf: Then, the waves can only propagate in direc-
tions forming angles greater than some critical angle with
this direction of motion. where k2=7°—g;, Kki=n’—1—(g,—1)y*(1—7B,)?

In addition to stable waves, growing surface electromagsy=k,/k, k=w/c, k,=|k, |, andy=(1—p?) "2
netic waves also exist at a tangential velocity discontinuity,  Equation(1) is the dispersion equation for surface waves
which leads to hydrodynamic instability of the relativistic in a planar waveguide filled with a moving plasma, and de-
plasma fluxes.For a planar layer, relativistic motion relative scribes waves having symmetiiS= cothkhx,) [and anti-
to a stationary external medium promotes instability as aymmetric[ S=tanhkhk,)] components of the fiel&, rela-
result of waves moving away from the interface being ex-tive to theyz plane. For a tangential velocity discontinuity in
cited in the external dielectric medium(Cerenkov a homogeneous medium i.e;=¢,, the equationgl) for
instability)® or surface waves if the stationary medium is athe symmetric and antisymmetric waves are the same. For

1.0 Kz cm
C.2 . .
FIG. 1. Propagation constak} as a function of the angle
i ¢ betweenk, andV for a planar moving layer foe,
3 =£,=0.5, k=w/c=1cm?}, y=3, B=0.941: mmm = k3
>0 (slow wave$, snm = K§<O (fast waveg h=10cm;
0.8 |- —— =«2>0 (slow wave$, h=1 cm.
0.7

E R
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- Reik>, Imik)

R FIG. 2. Dependences of the real and imaginary parts of
N t- . k=w/c on the anglep betweenk, andV for waves at a

Ay et tangential velocity discontinuity and at a moving plasma
RN layer for B=0.999 (y=22.4), k,=1cm, n;=n,=1.4
WU X101 em, h=1 cM: mmm =Im(k), = = = =Re (k), planar
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A locity discontinuity.
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h— +oo the relative influence of the boundaries becomes Note that in these cases, the maximum spatial growth
negligible and Eq(1) yields the dispersion equation for sur- rate of the oscillations is reached fgy—0, 8,= 8. In this
face waves at the planar interface between two media mowase, we obtain from Eq.(4) Im(7n)=(1+vy ?)
ing relative to each other: X (1+ v) vyl B2.
By finding complex solutions of Eql) in the form of
(eak1te1Ko)(K1+ k) =(e2—1)(e1—1)n?¥?B;. (20 frequency perturbations of the wave whose phase velocity is
, ) ) . equal to the velocity of the layer in its direction of propaga-
Figure 1 gives the propagation constéptas a function 4, k=kotk,, [ki|<ko, ko=pBkK,: Bon=(K/k,)
of the anglee betweenk, andV for surface waves at the _ (ko/k,) = B,, we obtain
moving layer k=1 cm, 8=0.941, y=2.96, ¢1=¢,=0.5).
Surface waves whose amplitude decays exponentially with ) 5 2, o\ 112
increasing distance from the boundaries outside the layer | Kz [ K1+ k1625~ (81— 1) Y By/ B; )

may have two types inside the layer: slow surface waves for * Ty (k1S+e1k0) (k1S T+ ky) ’

k53>0 and fast volume waves far;<0. Unlike an isolated

tangential velocity discontinuity where the surface waveSyherex?=(1—g,8%)/82, k5=(1— B2 B2+ kﬁzlké- Thus,
could not propagate at angles smaller than some criticgbr resonant wave instability the constraints<0 or
angle ey betweenk, andV (Ref. 3, for surface waves ata . >1 must be satisfied, i.e., the external medium must be
layer the critical anglep, corresponds to the transition from diglectric.

S~ \e1&,, Which for e;=¢, givesh— +%. A decrease in  py means of a numerical solution of Eq4) and (2) for a

the layer thickness leads to a reduction in the critical anglgixed real propagation constakj as a function of the angle
and for smallh no fast volume waves appear. ¢ betweenk, andV for surface waves at the tangential

In addition to stable solutions, the equati¢fismay also  velocity discontinuity between two media and a moving
have solutions which increase in time or space and lead tBlasma layer fork,=1cm !, n;=n,=1.4x10"cm™?,

the appearance of absolute and convective instabilities of thlg:o_ggg, y=22.4, anch=1 cm. In the ultrarelativistic case
plasma layer. Analytic expressions for a plasma external mehe tangential velocity discontinuity is stable with respect to
dium may be obtained in limiting cases of high and low syrface waves whose wave vector is parallel to the velocity
frequencies by substituting expressions for the permittivityof the medium but unstable with respect to waves propagat-
of a stationary and moving plasma into EB). For realk we  ing at angles greater than some critical angleFor the
then have plasma layer the symmetric and antisymmetric waves rela-
o ) O P N 21 tive to theyz plane have different critical angles from which
7= Bz T1xikpk™ 2y (K" +kpy By)/ (Kp = 2k%)) 2, they begin to grow. The range of angles where the flux is
(3) stable is determined by the smaller of these.
wherek<kp;, k<<k,, and forkskp;, ks k. This type of surface waves may be used in relativistic
When k,<kp;, k,<kp, andk<kp;, k<kg,, the solu- plasma'mlcrowa\'/e e}ectromcs devices to ggnera}te electro-
magnetic waves in directions other than the direction of mo-
tion of the plasma layer.

tion may be expressed in the form

1=[BA1+v)=i(vB2(1+v)(1— B+ v(1- %))
X(B2+vp?) Y, (4)

1G. T. Markov and A. F. ChaplirExcitation of Electromagnetic Wavfis
_ 2 _ 2 2 _ 2 Russian, Energiya, Moscow(1967), 376 pp.
Wherze v kP2/kpl’ kpl 4me nllmcz, sz Ame r_]Z/ 23, Solimeno, B. Crosignani, and P. DiPortuiding, Diffraction, and
myc<, ny andn, are the electron concentrations outside and confinement of Optical Radiatioficademic Press, Orlando, 1986; Mir,

inside the layerg is the charge, anth is the electron mass.  Moscow, 1989, 664 pp.
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Exact solution of the problem of an equilibrium configuration of a two-dimensional
charged liquid-metal droplet

N. M. Zubarev

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted July 13, 1999
Pis'ma Zh. Tekh. Fiz25, 55—-60(December 12, 1999

A conformal mapping method was used to obtain exact solutions of the problem of the
equilibrium shape of a charged two-dimensional liquid-metal droplet. It was found that when the
perturbation amplitudes reach certain critical values, the regions occupied by the liquid

ceased to be singly connected, which corresponds to the breakup of the droplet into pat899 ©
American Institute of Physic§S1063-785(19)00912-X]

The problem of the equilibrium configuration of a radius of curvature of the surface. Note that the curvature of
charged liquid-metal droplet plays an important role in un-an equipotential surfac& may be expressed in terms Bf
derstanding the conditions for the strict excitation of insta-and ¢ as follows:R™ 1= — (JE/d¢)|s.
bility leading to its breakup:? In view of the nonlinearity of For convenience we now convert to the dimensionless
the corresponding equations, these have been investigatgdantities:
analytically either using the approximation of small surface
perturbations or nonself-consistentgee, for example, Refs.

3 and 4 and the literature citedn the present paper it is e—2qp, p—2ma?q ?p.

shown that for the special case of a two-dimensional droplet ] - ] ]
when all the quantities only depend on the pair of indepenYVe then introduce the auxiliary functiogs for which
dent variables< andy, conformal mapping can be used to E=19¥/dy,—d¢ldx;. The complex expressiow=¢—i4
find a wide range of exact solutions to this problgrom the ~ (the so-called complex potentiak an analytic function of
mathematical point of view a very similar approach was used® complex variable=x+iy. Then

to solve the problem of the capillary wave profile at the  {_jg=|n(—dw/dz)=InE—i arctan( gy / ) 3
surface of an ideal liqurj. _ _ _ o

Thus, we shall assume that a charged conducting quuid‘”” also b_(_a an a_naly_tlc function, this being the analog of the
having a free surfac8occupies a bounded, singly connected Zhukquku functhn in .the. theory of the plane potential flow
region in the plandx,y} (in 3D space the conductor occu- ©f @n incompressible liquid. .
pies a volume bounded by a right cylindrical surfache For the quIOWIng analysis it is gonvement to use a sys-
distribution of the electric field potential (the field strength €M of coordinates wherg and ¢ will play the role of in-
is given by E=—V¢) in the absence of space charge isdependent variables. As a result of the analytic nature of Eq.

E—4maq 'E, r—q?(2ma) 'r,

described by the Laplace equation: (3), the functionf will satisfy the Laplace equation in the
new variables
Pxxt ¢yy=0, _
xxT Pyy fopotTyy=0 4

This must be analyzed in conjunction with the condition foryith the condition at the conductor boundary obtained from
an equipotential conductor surfagés=0, and also the con- condition (2):

dition that at infinity the field of the charged conductor will P
be the same as the field generated by a point charge: flop=pe '+e', ¢=0, ©)

o——2qInx, E=|E|—2q/x, r—=, (1) and also the condition at infinity:

f 1 _w! 6
wherer = \/x2+y2 and q is the electric charge of the con- e e ©
ductor. obtained from Eq(1) by eliminating the spatial variable

The equilibrium relief of the liquid metal boundary is Bearing in mind that in the limi{z| - for the complex

determined by the balance condition for the forces acting ootentiaf we havew— —Inz and hence the closed surface
the surfaceé corresponds to a change ihby 27, we add the condition
) for periodicity of f in terms of the variable):
E 1o
p+go| +R=0. 2 fe.) =1 g+ 2m). (@)
S Thus, the problem of finding the steady-state profile of a
where « is the surface tensiom is the difference between charged 2D liquid-metal droplet reduces to an analysis of the

the liquid pressure and the external pressure, Rrid the  boundary-value problert4)—(7) on the half-planep<0.

1063-7850/99/25(12)/3/$15.00 950 © 1999 American Institute of Physics
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We shall seek a solution of the proble@)—(7) in the T T ]

form I1
f =C+o+l Z‘°_2+Y) 8 1 2 I -
(¢,)=C+ep+In m : (8) 3 v

whereC is a constantY is an unknown function of the vari-
able ¢, and Z is an unknown function of the variable.

Substituting expressio(8) into the equations being studied,
we observe that the following relationships should be satisY O -
fied:

Z(¢p)=sinhke+Ind),
Y ()= Vk*—1cogky),

R -
C=In(1/2—1/2),

wherek=2,3,4 ... is an integer parameter which defines the

number of branches of the corresponding curve in terms @ _0'2 (') 0'2

the coordinatesx and y, |=(1—4p)*¥? (the inequality ' ’

1<I<k is satisfied, and finallyd= (k—1)Y3(k+1) "2, X

Substituting our expressions f@randY into Eq.(8) and  FIG. 1. Equilibrium configurations of charged 2D liquid-metal droplet for
bearing in mind thaE=expf, we obtain for the absolute k=2 for three values of the parametér (I,=1.86, 1,=1.90, and

value of the electric field intensity at the surface of the con-3=1:94)-
ductor:
_ 1+a’d’+2adcogky)
Ele-0= a2+ d?—2ad cog ky) expt, ©) parametel decreases, the amplitudes of the surface pertur-

bations increasécylindrical surfaces corresponding to the
where we have introduced the notatioa=(k—1)"2  |imits | -k are considered to be unperturbed surfacesl
X (k+1)"12 for certaink-dependent critical values of the paramdtehe
We also need the dependence of the funciorwhich  region occupied by the liquid ceases to be singly connected
defines the slope of the electric field intensity to the directionand isolated liquid metal droplets form.

of the x axis, on the variablg at the liquid metal interface. The author is grateful to E. A. Kuznetsov for stimulating
Using the Cauchy—Riemann conditiarg/dy=df/dp, we  discussions and also to A. M. Iskol'dgkind N. B. Volkov
obtain from Eq.(5): for their interest in this work.
. y This work was supported financially by the RFBR,
0 p=0=%* JO (E+p/E)] dy. (100  Project No. 97-02-16177.
¢=0
We can now construct equilibrium profiles of the free
surface of a liquid metal in terms of the coordinaxesndy.
Considering formuld3) to be an ordinary differential equa- ' ' '
tion for the unknown functiorg, we obtain by integrating: B I B
z=— [exp(—f+if)dw. Bearing in mind that at the interface
w=—iy, we find that the unknown surfaces are defined 12
parametrically as follows: I3
0.5 -1
¥ cog 0|,
¢=0 y
:Xo_fl/ wd‘//a (13) 0r 7]
0 E|<p:0

where the parametef covers the range<® <21, and for-
mulas(9) and (10) should be used in the expressions in the
integrand. The constanig andy, can be conveniently se- 0.5 -
lected so that the geometric center of the curve coincides ; 0'5 (') 015 ,

with the origin.
Figures 1 and 2 show characteristic steady-state configu- X

rationS_Of a liquid metal fok=2 andk=3, respectively, Fig. 2. Equilibrium configurations of charged 2D liquid-metal droplet for
determined by formulagd)—(11). It can be seen that as the k=3 (1,=2.53,1,=2.75, and ;=2.97).
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Trajectories of return surface magnetostatic waves in a ferrite—dielectric—metal
structure magnetized by a nonuniform “ridge” field

V. |. Zubkov and V. I. Shcheglov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
(Submitted April 2, 1998
Pis'ma Zh. Tekh. Fiz25, 61-66(December 12, 1999

Calculations are made of the trajectories of return surface magnetostatic (&WESVS in a
ferrite—dielectric—metal structure magnetized by a nonuniform “ridge” field. It is shown

that there are four different types of trajectories. Conditions are determined for which the return
SMSWs propagate in the direction opposite to the forward SMSWSs and in the same

direction as the forward SMSWs. @999 American Institute of Physics.

[S1063-785(10901012-5

Surface magnetostatic wavéSMSWS propagating in tization of 1750 Gsd=15um and p=25um, magnetized
ferrite films and structures based on thiiarrite—dielectric— by the field Hy for H,=437.50e, Hy=4H,, and
metal (semiconductor, superconductor, and s¢]@me used a=128cm 2.
in microwave analog information processing devité3he Figure 1 shows dispersion curves of SMSWSs with
nonuniform magnetic field in these devices allows their di-¢o=0 for various fieldsHy. Curvel corresponds to the top
mensions to be minimized and new principles of informationof the ridge Hy=Hy). The return SMSWs correspond to the
processing to be implementédThis makes it topical to descending sections of the dispersion curves. We shall ana-
study the propagation of return SMSWs in a ferrite—|yze the excitation of SMSWs at the top of the ridge. It can
dielectric—metal(FDM) structure magnetized by a nonuni- pe seen from Fig. 1 that return SMSWs only exist in the
form “ridge” field Hy and results are presented below. range of fields betweehl,=437.50e andH,,;=431.9 Oe

The FDM structure consists of a ferrite film of thickness (curves 1-4). This range defines the boundaries of the
d _separated from the metal layer by_ a layer of di_electric ofspmsw propagation channel on the plane of the ferrite film,
thicknes. Theyz plane of the coordinate system is parallel yarajie| to they axis and positioned symmetrically on either
to the plane of the ferrite film, the origin is located at the gjqe of this axis.
center of the film thickness, and thexis is perpendicular to The SMSW trajectories can be conveniently analyzed

the plane of the film. _ _ . using frequency contours plotted on th@k, plane?*° Fig-

The field Hg 'S directed in ttu_e pla,'?e of .the fgrrlae film re 2 shows a family of SMSW frequusjfcy contours for vari-
parallel to thez axis and hgs a ‘“ridge conflgurr?ltloiﬁ. Its ous fieldsH, in the range betweehl, and Hpy,. Curvel
strength depends quadratically on theoordinate: (heavy ling describes the excitation of SMSWs at the top of
the ridge. We shall analyze the characteristic points on this
curve. The letteM denotes the point through which the tan-
gent to the frequency contol(k,) drawn from the origin

Hy=Ho—Hyz?a™*.

The top of the ridge is elongated in the direction of the ) )
y axis. passes. The letteN denotes the point through which the

The dispersion equation for SMSWs in an FDM struc-{@ngent to the frequency contour parallel to the axis
ture was studied in detail in Refs. 4 and 5. As a result of thd@Sses. The wave vecthrcorresponds to a ray drawn from
gyrotropic properties of the ferrite film, the direction of the the origin to the point of intersection with the contay(k,).
phase velocity vectok of the SMSWs differs from the di- The group velocity vectos is perpendicular to the tangent to
rection of the group velocity vecta The angle between the the frequency contouk,(k,) constructed at this point of in-
vectork and they axis will be denoted by and the angle tersection. The character of the excited SMSWs is deter-
between the vectas and they axis will be denoted byy. By ~ mined by the position of the end point of the wave vedtor
definition}2° forward waves are those for which the projec- on the contouk,(ky). If the end of the wave vectdx lies to
tion of the group velocity vector on the direction of the phasethe left of pointM, the waves are forward and if it lies to the
velocity vector is positive and the return waves are those fofight, they are return waves. If the end of the wave vektor
which this projection is negative. As the SMSW propagatedies between point$1 andN, the return waves propagate in
at a constant frequendy it covers sections of the film lo- the positive direction of they axis (like the forward
cated in different fields . SMSWS™). If the end of the wave vectdr lies to the right

An analysis shows that all possible types of returnof pointN, the return waves propagate in the negative direc-
SMSW trajectories can be explained taking the example ofion of they axis.
an SMSW of frequency = 3650 MHz in an FDM structure By way of example, Fig. 2 shows two wave vectdss;
with an yttrium iron garnet film having a saturation magne-for which ¢=7.4°, andk, for which ¢=7.9°. The corre-

1063-7850/99/25(12)/3/$15.00 953 © 1999 American Institute of Physics



954 Tech. Phys. Lett. 25 (12), December 1999 V. I. Zubkov and V. |. Shcheglov

3700

FIG. 1. Dispersion curves of SMSWs for various fields
Hgy, Oe:1 — 437.5,2 — 436,3 — 434.5,4 — 433,
5—431.5,6 — 430,7 — 428.5, andB — 427.

sponding group velocity vectors are denotedspynds,. It Figure 3 shows trajectories of return SMSWs con-
can be seen from Fig. 2 that the veckgrcorresponds to the structed for various values of the angielt can be seen that
return waves propagating in the negative direction ofyhe four different types of trajectory are possible.

axis and the vectok, corresponds to those propagating in 1. A pseudosinusoidal trajectorgcurve 1) where the
the positive direction. As the SMSWs propagate, the projecSMSW propagates monotonically in the negative direction of
tion of the initial wave vectok on they axis is always they axis.

conserved:® For k; andk, this corresponds to the vertical 2. A pseudomeander nonself-intersectingshaped tra-
dashed lines parallel to thie, axis. As the SMSW propa- jectory(curve2) — the half-periods of the meander are simi-
gates, it passes successively from the axis of the ridge towaldr to the Greek lettef) with no sections parallel to the
its edge, which corresponds to the end of the wave vectoabscissgpositive on the normaf) and negative on the in-
moving along the indicated dashed line toward Kyeaxis  verted (). The tangents to the trajectory at neighboring
after which the SMSW again turns toward the ridge axis,points withz=0 intersect outside the trajectory. The SMSW
which corresponds to the end of the wave vector movingas a whole propagates in the negative direction ofythgis
away from thek, axis. After reaching the ridge axis, the but there are sections on which it propagates in the positive
SMSW crosses it and the process repeats, so that the SMStlitection. The trajectory turns smoothly.

trajectory is described by a periodic function of constant 3. A pseudomeander self-intersectifiyshaped trajec-
amplitude. tory (curve 3). The tangents to the trajectory at neighboring

5 S2 v A FIG. 2. Frequency contours of SMSW wifl+ 3650 MHz for
4 = various fieldsH,, Oe: 1 — 437.5,2 — 436, 3 — 434.5,
L ail ' 9
= 4 — 433, and5 — 431.9.
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AZem

FIG. 3. Trajectories of return SMSWs with= 3650 MHz
for various initial anglegp: 1 —7.4,2—7.6,3— 7.7, and
4—7.9°.

points withz=0 intersect inside the trajectory. The SMSW w. S. Ishak, Proc. IEEE6, 171(1988.
as a whole propagates in the negative direction ofytbais 2A. V. Vashkovski, V. S. Sta'makhov, and Yu. P. Sharaevshilagneto-
although the sections on which it propagates in the positive static Waves in Microwave Electroni¢s1 Russian, Saratov State Uni-

. . . . versity Press, Sarato993, 312 pp.
direction of they axis are so large that the trajectory self- s, ", Vashkovksy, V. |. Zubkov, E. H. Lock, and V. I. Shcheglov, Proc.

intersects. IEEE 26, 1480(1990.
4. Pseudosawtooth trajectofgurve4). The SMSW as a  “A. V. Vashkovski, V. I. Zubkov, and V. I. Shcheglov, Radiotekh. Elek-
whole propagates in the positive direction of thexis al- tron. (Moscow 41, 1413(1996.

. . . . 5 i
though there are sections where it propagates in the negative’: |- Zubkov and V. I. Shcheglov, Radiotekh. Elekirofdoscow 42

e ) . 1114(1997.
direction of they axis. These sections are extremely small (1997
and the trajectory turns sharply. Translated by R. M. Durham
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Investigation of the propagation of microwave beams in an inhomogeneous plasma
in a magnetic field

D. L. Grekov
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An analysis is made of the propagation of microwave beams in an inhomogeneous magnetized
plasma. It is shown that the presence of a plasma increases the astigmatism of the beams,
increases the amplitude of the beam compared with vacuum conditions, and reduces the curvature
of their phase fronts compared with vacuum. 1©99 American Institute of Physics.
[S1063-785(109)01112-X

The propagation of microwave beams in vacuum has iA,
already been studied intensively in connection with problems — Eo(X,Y,2)=— 5=\ = [V 1,(2) ¥ 2,(2)] 12
. ) 27 N wk,(2)
of transmission lines, resonators, and laser beams.
At present microwave beams are widely used for diag- K *
nostics(reflectometry and interferomedrgand for rf (micro- xexgl 0 ka(2)dz . Ea(£,m)

wave plasma heating. The propagation of microwave fields

in a plasma is usually analyzed using a ray trajectory i[(y=9% (x—n)?

method. e FIR PNCTR FY
The present paper is devoted to an analysis of the propa-

gation characteristics of microwave bea(®8—200 GHz in Here we have

an inhomogeneous magnetized plasma. The influence of the ® )

separatrix layer of low-density plasma on the distribution of ~ Ko(2)= Esélz(z), ke(2)= ¢

the fields emitted by the antenna is determined for ITER-

scale facilities and correct initial conditions are constructed c2 rz

for calculations using the ray trajectory method. Vio(2)=—; f
We introduce the Cartesian coordinateX,Y,Z): @

0OZ||An., OX|B (wheren, is the electron concentration and 2 e2(2)) +82(2) d7

B is the external magnetic field The beam propagates ‘1’|e(2)=J ! 5 2 ,

mainly in the direction of theZ axis and the emitter is lo- o e1(Z)  ke(Z")

cated in theXY plane. For the ordinary wave we haig

>_Ey, E,, and for the extraordinary WavEy_>>EZ>EX. q’ze(Z):f _

Since PE;/dz) > (JE;/dx), (JE;/dy), we obtain from the 0 kq(Z')

Maxwell equations for the-wave €,=Eo) For n,=0 the integrals(3) are expressed in terms of
Fresnel functions. For vacuum we ha¥e, (2)=Y,,(2)

2 2 2 2
IEy @ JIEo 7B, -0 1) =zdw,i.e.,z=wWV,,,/c. The influence of the plasma may

]dgdn. 3)

ei(z)—e3(2)| 1"

£1(2)

ko(z')dZ', ‘IfZO(z)zfzdz’/ko(z’),

0 0

z dZ

> +—283E0+—2+83 > - . . .
Jz c ay ax be characterized by the effective change.ifror theX axis,
z becomes zj=wW¥,,(2z)/c, and for the Y axis z,
and for thee-wave E,=E,) =wWV,,(2)/c. Calculations show that the presence of a low-
density plasma does not influence the field distribution of the
PE, w?el—e? PE, &2\ o%E, e-wave in the boundary layer. However, for tbavave, par-
> T e > - > =0, (2 ticularly in the long-wavelength part of this range, the influ-
A ay g1/ Ix ence may be considerable. In this case, the amplitude distri-
bution of theo-wave is not symmetric relative to the toroidal
where direction which is caused by the influence of the low-density
plasma.
w,z; w¢ w,z; wf, In order to make a detailed analysis of the propagation of
e1=1- 02— w2’ 277, PEEpEE e3=1- o2 the o-wave we shall seek a solution of Ed) in the form

A(X,Y,2).

C z
We obtain solutions of Eqgs(1) and (2) using the Eo= VK @ EXI{—i JO ko(z")dZ'
0

parabolic approximation methddThese have the form
(ae=o0,€) For A(x,y,z) we then obtain

1063-7850/99/25(12)/2/$15.00 956 © 1999 American Institute of Physics
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c?k3(2) A PPA ol )aA 0 @ A 0y=0)=Al 14 4 jz dz 7] "
—t ——i z)—=0. z,x=0,y=0)= —
w?>  9x®  gy? o 9z Y ° wiol Joke(2')
4C4 2 2 —-1/4
It is well-known that the solutions of the diffusion equation % { 1+ ﬁ[f ky(z')dZ
(4) may be expressed in the form "Wjg| Jo
i 2 (z dZ
J2x J2y X exp= | arctar{—f 1
= 2 2 ’
A(X!yvz) AOHm(Wl(Z) Hn WJ_(Z) WJ_O Oko(Z)
X2y { 2 f ko(2)d (11)
i AT A +arcta z')dz' | ;.
><exp[ i P(z)+k0(z)(2q+2qi)”, (5 wzwﬁo 0 °

_ _ We shall analyze the differences in the propagation of wave
whereHn_(x) are Hermlt_e polynomials. We shall ane_llyze the beams in vacuum and in a plasma using expressigRg9)
propagation of the dominant mode=n=0. Expressingl, in the low-density plasma approximatiom§(z) < w?).

in the form 1. Compared with a vacuum, the presence of a plasma
causes narrowing of the beam parallel to the magnetic field
1 1 2i and broadening perpendicular to the magnetic field
G RiD k(2Wi(2)’ wj=wjg[ 1+ D2(1- w(2)/w?)]¥?,

_ F D1+ w2(D) w2) Y2
whereR,, are the radii of curvature of the wavefront in tke Wy =W o[ 1+ D1+ wp(2)/ )]

or Y direction, andw, are the beam dimensions in these Here we have

directions, we obtain 5

2,3\ ’
wp(2) 1 [z wy(Z) 21Xz
p—zz‘f —5—dZ, D=—.

0 w Wao

5 2 dz 1A)¥2 ® z
W_z fo K (z’)] ] ' ©) 2. When wave beams propagate in a plasma, the curva-
+0 0 ture of their phase fronts decreases compared with vacuum.
For the direction parallel to the magnetic field the defocusing
2¢? [z o 212 in the “far-field” zone (D>1) is greater than that in the
f Ko(z")dz , () near-field zone D<1) and for the perpendicular direction

WJ_(Z):WJ_O{ 1+

W”(Z) :W|O{ 1+

20,2 0
@ Wio the reverse is true:
’ N w2(2)+w2(?)
P P
RiD=kin) [ 2| 2 [T R|=Rva{1— |, D>l
0 ko(Z') Wig /0 Ko(2Z') @
® w3(2) - ()
R=Ryad 1-——F———|, D<1,
2 2w
R() CkO(Z)ka(/)dl
z)= z')dz —
” w2 Jo° wp(2)— w3(2)
R =Ry 1l-—F7——| D>1,
202 7 2 2w
X4 1+ f ko(z')dZ' , 9 —
A )o o) © A2+ 0D
R =Rya 1_T, D<1,;
w
iP(2)= z 1 dz' 3. The presence of a plasma increases the beam ampli-
IP(z)= 2 Jo w, o dZ ky(Z') tude compared with vacuum and this effect does not depend
'T f p ° on the plasma density profile.
0 ko(Z') It is interesting to note that the presence of a plasma
1 (2 ko(z')dZ leads to astigmatism of the ordinary and extraordinary wave
+ > J — ° (100  beams. Moreover the astigmatism of the ordinary wave does
0w Wi, z/ et not depend on the plasma gyrotropy.
> ” +J0 ko(2")dZ

1H. Kogelnik and T. Li, Appl. Opt5, 1550(1966.
Separatlng the real and Imaglnary parts In the expreSS|on fo?'v A. FOCk, EIeCtrOmagnetiC Diffraction and Propagation Problel(lﬁér-
iP(2), we can find the differences in the phase and ampli- 92m°n Press, New York, 1955320 pp.
tude of a bounded wave beam and a plane wave: Translated by R. M. Durham
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Deep diffusion doping of macroporous silicon
E. V. Astrova, V. B. Voronkov, I. V. Grekhov, A. V. Nashchekin, and A. G. Tkachencko

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted July 16, 1999
Pis’'ma Zh. Tekh. Fiz25, 72—-79(December 12, 1999

An investigation is made of the diffusion of boron and phosphorus impurities in macroporous
silicon with a regular structure of deep cylindrical pores, for which through doping of

the walls was achieved. The 150um layers obtained were quasiuniformly doped and had a
planar diffusion front, and their electric parameters were very similar to those of the

doped single crystal. It is demonstrated that deep diffusion of phosphorus may be used to
fabricaten—n™ structures. ©1999 American Institute of PhysidsS1063-785(19)01212-4

INTRODUCTION T 2

D=Z

d

a

The development of the technology to produce deep cy-
lindrical pores 0.6—2@.m in diameter and up to 5Q0m
deeg~ in n-type silicon opens up extensive prospects forwhich in our case givep=_8.7%.
using this material in various fields? Macroporous aniso-
tropic silicon (ma—Si) is also a promising material for elec-
tronics. UnIiI§e microporous si_Iicon, macroporous silic_:on hasy5pING OF MACROPOROUS SILICON
a low porosity £10%) and in many respects retains the
properties of the single crystal. Thus, macroporous silicon  Previous attempts have been made to use a porous struc-
may be considered as some new material having effectiviure to introduce slowly diffusing impurities into silicon.
values of macroscopic parameters, such as resistivity, peHowever, the method has not been widely used because of
mittivity, and so on. The aim of the present paper is to studythe radical difference between the properties of “ordinary”
various possibilities for using macroporous silicon to fabri-microporous silicon and single-crystal Si. Using

cate semiconductor structures. macroporous silicon can avoid this major disadvantage.
There have already been reports of this being used to form

FABRICATION TECHNOLOGY FOR MACROPOROUS deep verticalp-walls preventing the breakdown of high-

SILICON voltagep—n junctions along their edgés.The regular pore

structure used by us can produce well-controlled porous lay-
ers having the same wall thickness, which ensures uniform
doping of the porous layer when a diffusion source is intro-
duced into the inner surface of the pofégy. 19. In order to
Achieve through doping of the walls with boron acceptor
) , impurities, the diffusion zones must overlap in the horizontal
ameter anda=30um apart. Standard alkali etching formed piane and the diffusion front must be equalized near the
pits in the oxide, in the form of inverted pyramids Wlth_ a |ower part of the pores. If the depth of tie-n junction in
square surface. Deep pores were etched electrochemicaliys gingle-crystal silicon is, the following condition must

using a 2.5% aqueous solution of HF for 4 h with the back ofjys gatisfied for the boundaries of then junctions to close
the wafer illuminated by its self-emitted lighk £800 nn) at around the pores

4V and current density=1.66 mA/cnt, which corresponds
to a currentl ,,=15nA per pore. The shape and size of the 1
pores was monitored using a transverse cleaved section of X = z(\/ﬁ— d),
the sample using a scanning electron microscmee Figs.
la and 1b These pores had a depth 120.m and diameter _
d=10xm, and their density was 1<110° pore/cm. These i.e., for our sample9<jmm=16.2,um. Attention should be
technological parameters correspond to a stable etching rdrawn to the fact that if the scale of the entire structure is
gime when the current density at the bottom of the pore ighanged, for example, by reduciagindd with the ratiod/a
equal to the critical current density for transition to elec-Kept constant, the depty may be reduced but the properties
tropolishing j ,s= 20 mA/cn? (Ref. 2 and the diameter is of the material are conserved, since the porosity remains the
satisfactorily described By same. For example, faa=3 um andd=1 um we obtain
o ap Xj  =1.62um and to obtain g@—n junction of this depth the

d=a(j/jps)""=8.6um. temperature and duration of diffusion may be reduced appre-
The porosity is easy to estimate using the formula ciably.

The starting material wag100)-oriented non-crucible
zone-refinech-type silicon having resistivityy =200 - cm.
After thermal oxidation, the 40@m thick polished wafers
underwent photolithographic treatment which opened up
square network of circular holes in the oxide 4@ in di-

1063-7850/99/25(12)/4/$15.00 958 © 1999 American Institute of Physics
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FIG. 1. Macropores in Si: a @b — SEM imagesc — dagram
showing introduction of dopant.

30um
A — /H3803
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B d=10jum
r-Si
c
DIFFUSION OF BORON of the p—n junction is horizontal in the region where the

. . . rPores enter the plane of the cross section and between rows
In our experiments macroporous silicon was doped witl

boron from a 1% alcohol solution of BO; at T=1250°C (see Fig. 3. . .
for 3h to the depth;=30.m in the single-crystal region, The resistivity was measured using a four-probe method

which is almost tWice(im-n' This allowed us to obtain p—n in the porous and single-crystal regions immediately after
junction 150um deep in the macroporous silicofsee diffusion (Figs. 2a and 2band after grinding the-layer in
Fig. 2). Staining a polished section showed that the boundaryhe single-crystal regiofFig. 29. These values are given in

+

) P
St T T
" T
.. RAAREARSRL
e o . n-Si
- \: c FIG. 2. Schematic of sample structure: tap view; deep pores
+—= \ etched in central region;)bcross section; }ccross section after
a ma-Si grinding a 35um thick layer from above; dstructure to measure
Pt Ni groave Wi ) the parameters of ap-n junction on single-crystal and
\ { e [\ macroporous Si.
LN T8 (oo
= ) I 2 |
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FIG. 3. Optical-microscope image of cross section through
boron-doped macroporous silicon sample after expoging
junction (the p region is a light colox. On the left-hand side of
the photograph the pores do not reach the plane of the polished
section although the formation of a deppn junction can be
seen.
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TABLE I. Parameters of layers obtained by boron diffusion.

R, Q/O0 p,Q-cm NB,cm’S Tps MS
After diffusion Single-crystal Si 0.261 76104 1.8x 10%° 8
After diffusion Macroporous Si 0.168 21073 6x10% 4
After removing 35um Macroporous Si 0.470 %1072 3x10Y

Table | where the average resistivity of the laypr DIFFUSION OF PHOSPHORUS

iRS'XJ" and the corresponding average boron concentration Diffusion of phosphorus into macroporous silicon with a

Ng are taken from published data for uniformly doped pore deptH = 165.m was carried out using a 10% alcohol
single-crystal silicort? In regions with and without pores we solution of HPO, at 1240°C for 5 h ¢, = 25m). Figure 4a
fabricatedp—n junctions with vertical walls, obtained by ghows the depth distribution of the surface resistaRiceb-
mechanical polishing an annular groove, and Ni contact§yineq as a result of layer-by-layer grinding of the sample on
(_Flg_. 2d. These structures were used to_ measure the holg,, pore side. The measurements were made in rediohs
lifetimes 7, by the Lax method. Table | gives values 8f 5,43 shown on the inset. Note that the shunting influence of
measured by switching from the forward currépt 100mA  he |owern-Si layer can be neglected when analyzing the
to the reversel,=50mA in the single-crystal and reqyits of the measurements in regidnand? since its re-
macroporous Si regions, respectively. It can be seenghat sistance is several orders of magnitude higher than the resis-
for doped macroporous silicon is slightly higher than that fortance of the diffusion layer. It can be seen that in the single-
single-crystal silicon although this has a sufficiently low crystal region2, then® layer ceases to have an influence at
value for many applications ang, is slightly lower. x~50um whereas for the macroporous silicon regibthis

is ~200um. The resistivity of phosphorus-doped
macroporous silicon estimated using the formuylas Rg

] 1w masi X (1+x%;—X) =Rg(190-x) X 10" *Q-cm is plotted in Fig.
10000 2 6 Si — .
3 3 x Sifom 4b. It can be seen that remains low as far as values rf
the back side corresponding to the pore depth.

1000 5 The standard substrate for the formation of bipolar de-
] vices is a highly doped thick ™ layer. Its role is to reduce
the thickness of the base and thus the resistance connected in
series with thep—n junction. Thisn—n™ structure is usually
fabricated by epitaxial growth of thin-Si on a highly doped
substrate or a thickn™ layer on single-crystal Si whose
thickness is then reducedinverted” epitaxial structures

By using deep doping of macroporous silicon with donor
impurities, it is possible to replace the existing epitaxial tech-
nology for fabricatingn—n™ structures with diffusion tech-
nology. Measurements d®, in region 3 (Fig. 48 demon-

X, pm strate an effective reduction in the resistance achieved using
this type of layer. Because of the low porosity of
macroporous silicon this substrate should possess good me-
chanical strength and the problem of compatibility between
] this technology and other operations involved in fabricating
0,35 devices may be resolved by masking the inner surface of the
0,30 ‘ pores with thermal oxide. There is reason to assume that
025 replacing the complex and ecologically harmful epitaxy pro-
020 cesses with relatively simple etching and diffusion processes
is economically viable.

100 4
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1 CONCLUSIONS
0,00 +

. — We have therefore confirmed that replacing single-
0 50 100 150 200 250 crystal silicon with macroporous silicon can appreciably in-
X,um crease the thickness of the diffusion layers while negligibly
FIG. 4. Resistivity distribution in various regions of the sample after phos—Ch(r;“j]glng the. properties of t.he ma.te”al afd can be used to
phorus diffusion: a — surface resistivity, b — volume resistivity in region fapricate de\/_'ce structures, in particula-n™ structures to
containing pores. produce a thickn* layer.
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Evolution of the morphological structure of a two-dimensional cluster obtained with a
linear microparticle trajectory in the diffusion-limited aggregation regime

D. B. Berg

Urals State Technical University, Ekaterinburg
Institute of Industrial Ecology, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted May 11, 1999

Pis'ma Zh. Tekh. Fiz25, 80—-85(December 12, 1999

Two-dimensional diffusion-limited aggregation of spherical microparticles was achieved
experimentally as a result of their rectilinear moti¢hallistic aggregation’) at a “water—air”

interface. A percolation cluster was obtained and the evolution of its morphological

parameters was studied under compression. A change in the orientation of the cluster pores and a
nonlinear coalescence and breakup process were observed. A fabrication technology is

proposed for monolayer films similar to the Langmuir method. 1899 American Institute of
Physics[S1063-785(19)01312-9

1. INTRODUCTION general, these regimes are established for different particle

Aqueous suspensions of microparticlesich as latex trajectories, i.e., Browniafrandom walk and ballistic(rec-
q P P tilinear motion.2 As a result of collisions between water

microspheresof the same micrometer dimensions have been . ; . S
o .molecules and microparticles during aggregation in a suspen-
successfully used to study crystallization processes

. . . " . Ir%ion, the particles undergo Brownian motibBallistic ag-
“ideal” systems in which the colloidal particles are atoffs.

. . o . gregation has only been observed experimentally in a low-
Two-dimensional crystallization—melting processes can b . . .
density gas atmosphere or vacuum during the condensation

observed in a planar sandwich cell, whose thickness does no% . .
. . o Of evaporated material vapor when the particle mean free
exceed two or three particle diamefex by positioning

microspheres at a planar “water—air’ interffc®ependin path exceeded the dimensions of the growing cluSter.
P ' P ) p 1ing Y In the present study ballistic diffusion-limited aggrega-
on the type of microsphere and the so-called “anti-ions

. o . . tipn of microparticles was achieved experimentally at a
added to the aqueous medium, it is possible to obtain a broadO microp P y
water—air interface.

spectrum of structures, ranging from a dense crystal lattice
(such as hexagonalto branching dendritic and fractal
forms® Their formation is described in terms of universal > EXPERIMENTAL METHOD OF BALLISTIC DIFFUSION-
. : e L LIMITED AGGREGATION
growth mechanisms, i.e., diffusion- and reaction-limited
aggregatiof’ which have different probabilities of particle Ballistic aggregation of microparticles takes place at the
attachment to the clustéthe analog of surface tensiprin  surface of a water droplet lying freely on a transparent glass

FIG. 1. Microparticle cluster at water—air interface: a —
formation of cluster and its observation using an optical
microscope, side vieschematig: 1 — droplet, 2 — trans-
parent substraf® — objective 4 — growing microparticle
cluster 5 — separate particle, after reaching the droplet
surface this moves in the radial direction indicated by the
arrow; b — cluster in upper part of droplet, viewed from
above ¢ — breakup of large cluster pof@itial position
shown by the contodiinto smaller onegshown black un-

der compression; inset — merging of two pores over time;
d — solid substrate on which various functional micropar-
ticle monolayers are deposited.

1063-7850/99/25(12)/3/$15.00 962 © 1999 American Institute of Physics
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TABLE I. Evolution of morphological parameters of percolation cluster pores under compression.

Eoen%;:sosfion I?pst‘g?"é grfes Orientational dependence Distribution of
o uster,
of cluster,% shown'in black of average Fere form factors Ff
diameter Dy
c 20 o
7
L %%
00 02 04 06 08 10
13.7
37.5
%
44.4 20
10
0

substrate, as shown in Fig. 1a. The volume of the droplet iparameters of its pores: the perimeter, area, form faetor
20-40ul, the diameter of the contact spot with the substrateand the orientation according to the angular dependence of
is 3—4 mm, and the initial height 2—-3 mm. A microparticle the Fere diameteD; (Ref. 10, i.e., the length of the pore
deposited on the surface rolls downward in a radial directiorprojection in a given direction.
under the action of gravity and attaches to a cluster which A quantitative microanalysis was made using the Siams
grows from the edge toward the center. The cluster grows iitmage analysis hardware and softwdEkaterinburg for a
the form of branches elongated radially in the direction op-cluster in the upper part of the droplet where there are no
posite to the moving particles. The pores are also oriented idistortions. The microparticles weleycopodium clavatum
this direction. The length of a branch generally does nomicrospores, spheres of uniform @ diameter, which al-
exceed 6—8 particles since ‘“restructuring” is observed atiowed the aggregation process to be observed directly under
longer length$,i.e., the entire branch rotates about the con-a microscopé! These microparticles have a hydrophobic
tact with the cluster at the base of the branch until a secondurface and on a planar water—air interface form typical frac-
contact forms. The microparticles are added singly, andal clusters consistent with the cluster—cluster diffusion-
gradually fill the entire surface of the droplet, forming a two- limited aggregation of wax microsphePdsaving fractal di-
dimensional percolation cluster, as shown in Fig. 1b, whosenensions of 1.48 0.03.
fractal dimension is 1.950.02 (Ref. 8.

The cluster becomes compressed as the surface area of

: . 3. EVOLUTION OF CLUSTER MORPHOLOGICAL

the droplet decreases as a result of drying and this COMPress o cTURE
sion is determined from the specific area of the pores on the
image or from the shadow of the droplet. The rate of com-  The following laws governing the changes in the mor-
pression is regulated by the rate of drying. The evolution ofphological parameters of the cluster pores were identified
the percolation cluster is determined from the morphologicalTable ):
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— the shape of the pores becomes more rounded and timeental Problems in the Natural Sciences and by the Interna-

form factor distribution becomes narrower; tional Research and Development Program of the Russian
— the pores not only break up but also merge, as showitlniversities “New Organic Materials for Molecular Elec-
in Fig. 1c; tronics” (OMMEL).

— the average areas and perimeters decrease monotoni-
cally;
— the direction of orientation of the pores changes.
1J. Prost and F. Rondelez, Natufieondon 350, No. 6319, Suppl., 11
4. ANALOGY WITH THE LANGMUIR METHOD (1991

. . 2p. N. Pusey, J. PhysParig 48, 709(1987.
Microparticles at the surface of a droplet may be re-s: 5 Murray and D. H. Van Winkle, Phys. Rev. Lefi8, 1200(1987).

placed by amphiphilic molecules which become oriented at*p. pieranski, Phys. Rev. Le#5, 569 (1980.

the water—air interface. Compression of the monolayer as théA. T. Skieltorp and G. Helgesen, iRandom Fluctuations and Pattern
ropl V. r will then corr n he motion of th Growth: Experiments and Modelsedited by H. E. Stanley and

g Op. ete ha.lpt? ates the tﬁo espo d tIO t |e IOt 0 Ot tthe N. Ostrowsky, NATO ASI Series, Series E, Applied Sciences, Vol. 157

arrier which compresses the monomolecular layer at the ywer, Dordrecht, 1989 pp. 56-61.

surface of the aqueous subphase in a Langmuir famkus, 6M. Y. Lin, H. M. Lindsay, D. A. Weitzet al, J. Phys.: Condens. Matt&r

the proposed method can be used to compress microparticlgd093(1990. _ _

monolayers to small aredtess than 0.3cf) and may be m'ggd Lin, H. M. Lindsay, D. A. Weitzet al. Phys. Rev. A41, 2005

used to deposit films for various purposes on a solid sub-<g_ 1. smirnov,Physics of Fractal Clusterin Russiail, Nauka, Moscow

strate(crystal, amorphous, Langmuir films, and so.ofhe (1991, 135 pp.

micropartic]es may be macr0m0|ecu|es' permo|ecu|ar aggregR. Jullien and R. BotetAggregation and Fractal Aggregatég/orld Sci-

. entific, Singapore, 1987120 pp.
gates of macromolecules and their complexssch as 10 jeshi Gotoh, Powder Technol. No. 1,(5984.

enzyme—substratum, antigen—antibpagicrospheregpoly- 1R. I. Mintz and D. B. Berg, inAbstracts of the Seventh International
mer, ceramic, and so gnand other supramolecular objects Conference on Organized Molecular Film&ncona, Italy, 1995, p. 36.
which become oriented at a water—air interface. 2A. W. Adamson;The Physical Chemistry of Surfacdsh ed.(Wiley, New
; " York, 1982; Mir, Moscow, 1979, 540 pp.
This work was partially supported by a grant from the
Ministry of General and Professional Education for Funda-Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 12 DECEMBER 1999

Hyperfine structure of magnetic-resonance electrical conductivity of doped
polydiacetylene

M. K. Kerimov and E. Z. Aliev

Department of Radiation Research, Academy of Sciences of Azerbaijan, Baku
(Submitted March 17, 1997; resubmitted April 10, 1999
Pis'ma Zh. Tekh. Fiz25, 86—90(December 12, 1999

Magnetic resonance with a hyperfine structure which can be detected from the electrical
conductivity has been observed in iodine-doped polydiacetylene films. This resonance is
attributable to transitions between Zeeman levels in the spin-dependent carrier transfer
process in a system of localized paramagnetic centers1989 American Institute of Physics.
[S1063-785(10901412-3

The paramagnetism characteristic of most organic semivalue in the rangeH,=4 kOe. In addition, in the range
conductors together with the electrical conductivity whichH=3.3 kOe we observed a resonant increase in the conduc-
can be varied within twelve orders of magnitude by dopingtivity of the sample in the form of a peak having full width at
create favorable conditions for identifying a correlation be-half-maximumAH,,=12 Oe.
tween the systems of paramagnetic centers and charge Figure 1 shows spectra of the resonant change in the
carriers. conductivity of PDA obtained for a microwave magnetic

This correlation is achieved in particular as a result offield of 0.3 0e and for various values of the electric field at
carrier hopping via localized states, including paramagneti¢he sample. It can be seen that the resonant increase in the
ones, and is observed as a drop in the electrical conductivitgonductivity exhibits a clearly defined hyperfine structure in
under the action of a static magnetic fiéfd.Magnetic reso-  the form of a three-component spectrum, which may be rep-
nance was observed for the first time in Ref. 4, where it wagésented as the superposition of a singlet with gHactor
recorded in polyacetylene from a change in the electricafla=2.0027 and a doublet witg, =2.0035 and the hyperfine
conductivity, which was interpreted as a change in the carriefPlitting constane=12 Oe.

hopping probability in a polaron—soliton pair under the com- In order 'Fo explain th_e_influence of the magnetic fields
bined action of static and alternating magnetic fields. on the electrical conductivity of doped PDA, we shall take

In the present paper we report data on the first observa{—he system for hopping of charge carriers in the spin system

tions of a magnetic resonance hyperfine structure detecte%fOpOSEd in Refs. 1-4

from the conductivity of iodine-doped polydiacetylene. It is . .

shown that the effect is of a general nature, without using ~Lh*+R]—'[h°+R"], (1)
soliton—polariton concepts and can be used to determine _

some quantitative characteristics of charge carrier transportvhereR andR* are a neutral paramagnetic and correspond-

We investigated polydiphenyldiacetylerl®DA) films  ing charged spinless structural defdtt, is a hole formed by
prepared by pouring from a chloroform solution onto quartzcapture of an electron by an acceptirdine), andh? is the
substrates with copper electrodes 10 mm high and 0.1 mmeutral diamagnetic unit of the polymer chain. The magnetic
apart. After drying in vacuum, the films were doped with sensitivity of process$l) is caused by the difference between
iodine at room temperature by diffusion from vapor to athe spins states of the reacting particles on the right- and
concentration of 2.8 10'°g~ . As a result of the doping, the left-hand sides of the reaction, for which the charge hopping
conductivity of the samples increased from 240 ! to  frequency will depend on the magnetic field mixing effi-
6.0x10 40 1cm™L, and the spin concentration after dop- ciency of the singletS and triplet T . states in the pairs
ing was 1.5<10"°g™ 2. (h*...R).

The conductivity of the samples was measured under The action of the microwave magnetic field induces
ESR conditions by detecting the voltage drop at a modularesonant transitions between the mixgd T, level and the
tion frequency of 100 kHz at a load resistor positioned out-T .. levels, which leads to binding of all the levels in the spin
side the magnetic fields. The voltage applied to the sampleystem and ensures an effective yield in the singlet channel
was 1-100V. for the carrier hopping. Thus, under the action of the micro-

The relative change in the conductivity of the PDA film wave field the b . . .R) pair lifetime decreases and conse-
as a function of the magnetic field strength has the form of ajuently the conductivity of the polymer increases resonantly.
saturating curve which was described in detail in Refs. 1-3.  The observed conductivity spectrum corresponds to al-
The only difference from the known curves is that as thelowed transitions between the magnetic spin levels of the
magnetic field increases, the section corresponding to saturparamagnetic partners in the pairs when a spin 1/2 magnetic
tion reveals a slight increase before reaching the limitinghucleus is present in the structure of one of the partners.

1063-7850/99/25(12)/2/$15.00 965 © 1999 American Institute of Physics
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FIG. 1. Spectra of the resonant change in the electrical conductivity of , , ,
doped PDA for various electric field intensities: — E=1X 107 V/cm, 102 103 104 E,V/om

2 — E=6%10°V/cm.

FIG. 2. Dependence of the amplituf® and width(2) of the spectrum of
resonant change in the conductivity of PDA on the electric field intensity.
The nonresonant increase in the conductivity with in-

creasingH is evidently caused by the so-callddy mecha-  length. Taking the typical value for polymets=30A, we
nism when as a result of a difference between the Zeemafind u=3x 10" ° cm?/Vs, which is fairly close to the mobil-
precession frequencies of the spims and R the magnetic ity obtained from independent experiments.
field mixes theS and T, states with the frequencysy, It is interesting that an increase in the electric field in-
=|g,— 04| BH/2% and thereby increases the carrier hoppingt€nsity at the sample caused narrowing of the resonant line
frequencyr ! with increasingH. For effectiveS—T, mix-  and reduced its intensity, which indicates that the duration of
ing the conditionT; *< 7 1< wgy. should be satisfiedT 1 contact between the carrier and the paramagnetic center is
0 reduced(Fig. 2), which may be caused by an increase in the

is the spin relaxation ratewhich determines the magnetic . : P
carrier hopping frequency as the electric field increases.

field at which saturation is achievedg=2//AgBT
(Ref. 5. Substituting the values for PDAg=8x10"*and g | Frankevich I. A. Sokolik, D. I. Kaydroet al, JETP Lett.36, 486
T,=0.8x10 ’s we findHg=4.6X 10° Oe which is close to  (1982.

the experimentally observed value bfy. The maximum  -E. L. Frankevich, Khim. Fiz2, 1642(1983.
effect did not exceed 8104 E. L. Frankevichet al, Phys. Status Solidi321), 283(1985.

ot _ ) 4E. L. Frankevich, A. I. Pristupa, and V. M. KobryanskiETP Lett.40,
The individual spectral line widtibH can be used to  733(1984.

estimate the fixed carrier lifetime,=#%/gB6H=2x10"%s. ®Ya. B. Zel'dovich, A. L. Buchachenko, and E. L. Frankevich, Usp. Fiz.
This value ofr, can be used to estimate the carrier mobility Nauk.155 3 (1988 [Sov. Phys. Usp31, 385(1988].

,u:eTZ/6kT7-0, where 12 is the mean-square hopping Translated by R. M. Durham
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Diffusion of solvent across the surface of a resist film during centrifuging
V. |. Trigub and P. B. Boldyrevski

Nizhni Novgorod State Technical University
(Submitted April 8, 1999
Pis’'ma Zh. Tekh. Fiz25, 91-94(December 12, 1999

The influence of surface stresses induced by an external force on the diffusion of solvent across
the surface of a resist film during centrifuging is investigated. The proposed model can be

used to estimate the formation time of the resist film and the thickness of the protective coating.
The theoretical estimates show fairly good agreement with the experimental results.

© 1999 American Institute of PhysidsS1063-785109)01512-§

When a resist is deposited on a substrate by centrifugingsolvent, m is the mass of the solvent moleculés,is the
solvent is removed from the film which causes the resist—aimolecular concentrationy is the velocity of the solvent mol-
interface to be displaced. The resist drying process is anacules,Sis the area of the film, antlis the time.
lyzed by solving the problem of diffusion of the solvent We write the diffusion equation with initial and bound-
component from the resist film into a vacuum-filled half- ary conditions allowing for displacement of the resist—air
space. An expression for the normal component of the interinterface
face displacement velocity can be obtained by solving the

hydrodynamic problem involving the rotation of a sub- 2

: . . . d<C dC Q(2)
merged disk at constant angular velodilyin a resist having D— —V(Z)==—~+ 2
the kinematic viscosityg, allowing for evaporation of the dz? dz a

solvent during centrifuging
2 subject to the condition€=Cy(Z=0) andC=0 (Z—),
V(&)=— §\/QaR§3, (1)  whereD is diffusion coefficient of the solvent vapadt is
the saturated vapor concentration of the solv@{®) is the
whereé=Q/3,Z is a dimensionless variablé, is the ki-  external force acting on the resist film per unit area,
nematic viscosity of air, and is the coordinate axis perpen- a=Wh, W= \E/[3p(1— u?)], pr is the density of the re-
dicular to the plane of the substrate. We shall consider thsist surface film,E and x are Young's modulus and the
process taking place in the laminar regime. In addition, wePoisson ratio of the surface film material, ands the film
also need to allow for compression of the film in one direc-thickness of the resist surface lay@rot exceeding a few
tion (along theZ axis) with free expansion in the other two nanometers For our estimates we assume that the solvent
directions caused by the presence of the force dénsly molecules can diffuse across the surface Idyer.
= (dnm/dt)u/S, wheredm/dt=mCuSis the mass flow of the The solution of Eq(2) will be the function

o
c<z>:co—M2ﬁjz[expﬁrv@)dq>f”Q(“)exwa’*’%(V(p)’D)dpd"
Q QJo

0 D 0 Da

d7, ()

o

V(Q/da)Co
foc{exm/aA/an(V(®)/D)d¢J’n Q(,u)exp\/&A/Qfﬂ(V(p)/D)dpd,u/Da
0 0 0 0

M?=

The diffusion flux of solvent vapor per unit surface area is given by

. Dps\ QalﬁACOa
=7 ¢ £ “ :
Jl) eXp\/&A/QJO (V(®)/D)dd Jo Q(,u,)eXp\/o'?A/QjO (V(p)/D)dpdudé

4
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It is well known that the relationship between the stress  We shall estimate the time, for fixing the film thick-
and strain for a polymer under tension or compression isiessl,. We shall assume that befotg the resist viscosity
linear. In the present paper, we show that the cubic deperchanges negligibly and then by integrating expresgibn
dence for a resist is very well substantiated experimentally between infinity and, we obtain

1/2..1/2
IR"InX

—= 8
0%DCja ©

wherex=(peRT)/Mg, Ris the gas constant, is the abso-
lute temperature, anil ¢ is the average molecular mass of
the polymer(resis}.

We assume a statistical model of a polymer film in the
definition of y.

On the basis of Eqg4) and(5), the rate of displacement
of the air—photoresist interface caused by evaporation of thé

solvent may be written as

Q& =x &, (5
7'0~ 3(

Using Egs.(6), (7), and (8), we estimate the values of
70, V, andly for an FP-383 photoresist where dioxane is
used as the solvent. In this case we h&g=0.17 kg/n?,
=1JInm?, 9r=5.9¢S, 9,=0.13S,a=1x10 ®*m?/s, and
=7x10"°m?/s. For 0=2.5x10°rpm, we obtainV
=0.3um/min, 1;3=0.6um, and r=2 min, which shows
i DQ%cCqa very good agreement with the experimental valugs
V= e XﬁAZO 3g’ (6)  =0.56um andr=1.5min.
The thickness of the resist should be fixed by equating
the viscous flow velocityl) and the solvent evaporation rate
(6). For a photoresist we need to introduce the correction
factor p./py Which allows for the difference between the 'V. G. Levich, Physicochemical Hydrodynami¢®; Russiaf, Fizmatgiz,

densities of the dry film and the photoresist solution, and aIsoZMOES)COL";r%ﬁQa:SOEPF,’W LifshitzMechanics 2nd ed.(Pergamon Press

the content of dry residue in the photoresgt Oxford, 1969; Nauka, Moscow, 1965, 203 pp.
3y. I. Trigub and G. L. Gol'denberg, Izv. Vyssh. Uchebn. Zaved. Mater.
PR 4DCpadg Elektron. Tekh. No. 4, 411998.
lo=""Br 12102 " ()
Pd Q95 x Translated by R. M. Durham
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Mechanisms for thermal stability of the electrophysical properties of overcompensated
n-Si(B,S)
M. S. Yunusov, M. Karimov, and P. A. Khalikov

Institute of Nuclear Physics, Uzbek Academy of Sciences, Tashkent
(Submitted April 13, 1999
Pis’'ma Zh. Tekh. Fiz25, 1-4 (December 26, 1999

Thermal annealing was used to study silicon samples having different sulfur concentrations. It
was established that the temperature at which the sulfur centers decay depends on the
concentration of sulfur atom in the overcompensated silicon. As the distance between the
impurities (NS ') decreases, the decay temperature increases. The effect can be attributed

to characteristic features of the distribution of the compensating sulfur impurity atoms inside a
region of fluctuation, formed in silicon during doping. €999 American Institute of
Physics[S1063-785(109)01612-3

Numerous studies have been made of the thermal stabi@hmic contacts were prepared by diffusion of phosphorus
ity of impurity centers in doped silicon having deep energyprior to doping the silicon with sulfur. Standard methods of
levels!~8 However, the physical processes taking place inmeasuring the Hall coefficient were used to determine the
these materials have not yet been clarified. Lelnkesed concentration and type of silicon conductivity.

DLTS to study Au, Pt, Ir, and Rh impurity centersnnand Table | gives results of studying the variation of the
p-Si before and after repeated heat treatment, and showexbncentration of sulfur centers in overcompensated silicon
that the observed concentrations of impurity centers in siliwith the temperaturd , for the transition frorm- to p-type

con decrease, or are converted into other centers at tempei@nductivity. It can be seen that as the sulfur atomic concen-
tures below 400 °Gin this case the concentrations of impu- tration increasesJ, shifts toward higher temperatures. We
rity centers areN;,=10"-10"cm 3). In Refs. 4-8 the take the view that this is caused by a nonuniform distribution
decay of impurity centergAu, Pt, Ir, Rh, and $having of sulfur atoms in the bulk of the overcompensated silicon,
concentrationsN;,=10"°~10*cm™2 was observed at tem- i.e., these samples have different degrees of impurity
peratures above 600 °C. fluctuation.

The aim of the present study is to identify the influence = Repeated heat treatmefresulting in the formation of
of the concentration of sulfur centers on the thermal stabilityvacancies V and interstitial sulfur impurity atomgSup to
of the conductivity of overcompensateeSi(B,S). the total decay temperaturBye. (Tp=Tge) leads to addi-

Sulfur was chosen as the silicon impurity because firstfional lattice strength: after a sulfur atom has migrated from
sulfur impurities form donor centers in the upper half of thea lattice site to an interstitial site, a previously elongated
silicon band gap and second, sulfur has a high solubility region (the radius of the sulfur atom is smaller than the ra-
(~3x10%cm ™2 at 1320 °Q. These two factors allow us to dius of the silicon atom? in this case the lattice situated in
obtain n-type silicon (overcompensatea-Si(B,S)) from  the region of fluctuation is elongatebiecomes even more
p-type over a wide range of resistivitthetween 1 and elongated. Then, the lattice strength is compensated by the
10° Q-cm). In this case, sulfur atoms are the principal dop-interstitial atom $and becomes concentrated inside the fluc-
ant in n-Si(B,S). By establishing the temperatufg, at tuation region, i.e., the released V and &igrating within
which the transition fromn- to p-type conductivity takes the region have a fairly high probability of encountering each
place under heat treatment, we can determine the dependenather. As a result, an; &nters a lattice site configuration or a
of the concentration of sulfur centers on the stabilizationnew [V +S] forms. Thus, in our view, abls increasesT,
temperature Ts=T,) for the material conductivity. shifts toward higher temperatures. The higher the impurity

The starting material was Czochralski-growntype  concentration in the region of fluctuation, the shorter the dis-
silicon with resistivity ~450-cm and dislocation density tance between the sulfur atomsl {*3) and the larger the
~2x10tcm™2, radius of action of the elastic forces, and as a result the

The silicon was doped with sulfur impurities by thermal thermal stability of the conductivity of the compensated sili-
diffusion in the range 1000-1300 °C fer20h in an open con is enhancefin this caseN ™ *= (0.94— 2x10 ®cm].
quartz ampoule followed by cooling at a rate of The proposed mechanism to explain the thermal stability of
~250deg/min, when conversion from to n-type conduc- compensated silicon also confirms the results reported in
tivity was observed. Refs. 1-3. In these studies the distance between the impurity

We investigated isochronous annealingi®i (B,S) i atoms isN~*3<4x 10" *cm.
the temperature range 300-900 °C for which the holding The condition for efficiency of this mechanism is that
time at a particular annealing temperature wag@0min. the distance between impuritids  should be smaller than
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TABLE |. Dependence of the conductivity stabilization temperature in A-centeru) depends on the degree of order of the semicon-
n-Si(B.S) on the concentration of sulfur centers. ductor(i.e., as the radiation dose accumulatétowever, the
Concentration of rgdlatlon condltlons in the experiment are such that alterna-
sulfur centers I{g), cm™3 6x 10" 1x10° 6x10%° 2x10'%° tive mechanisms may appear.

Conversion temperaturel ), °C 680 700 730 780 Yseveral types of impurity fluctuations occur in the bulk of the doped ma-
terial. It was assumed that the sulfur centers begin to decay in a fluctuation
where the distance between the sulfur atoms is greater than in other fluc-
tuations.

the distance of action of the elastic forcRg,, i.e., N~ 3
<Rg. As the temperature increases, all the sulfur atoms aréH. Lemka, Phys. Status Solidi 82, K139 (1985.

. . .2 idi
simultaneously released from vacancies and the mechanisnf! Lemke, Phys. Status Solidi 81, 143 (1985.
t t H. Lemke, Phys. Status Solidi 201, 193(1987.
ceases 1o operate. . . 4A. Z. Badalov, Fiz. Tekh. Poluprovod®, 789 (1972 [Sov. Phys. Semi-
It should be noted that when analyzing the shift of the cond.s, 685(1972].
total decay temperature as a function of the impurity atom®M. S. Yunusov and M. Karimov, Dokl. Akad. Nauk Uz. SSR. No. 8, 19

concentration, we allowed for dilatational charges, i.e., wee(lg?-Yunusov W Katimou. A. A. Karimov. R. K. Kochkarou. and
assumed that in the bulk of the material the compressed ancg_ L. Oksengendle, Dokl. Akad. Nauk Uz. SSR. No. 3,(2997.

elongated regiondormed as a result of heat treatment to the 7A. Lebedev, N. A. Sobolev, and B. M. Urunbaev, Fiz. Tekh. Poluprovodn.
total decay temperaturénave opposite dilatational charges. 15 1519(1981) [Sov. Phys. Semicond5, 880(1981)].

. . 8 1 i
To sumup, as a result of this analy5|s we have proposedv' E. Kustov and N. A. TripachkoPecay of a Supersaturated Solid

. . Solution of Platinum in Silicon in: Properties of Doped Semiconductor
a mechanism to explain the depend_ence of the jtotal de_cayMateriaB[in Russiafl, Nauka, Moscow(1990.
temperature of sulfur centers on their concentration, which®T. M. Baleshta and J. D. Keys, Am. J. Phy&, 23 (1968.
we attribute to the different degrees of fluctuation of thelo[S_- S- B?t;ag%v,E_lectéonegﬁtinityh OfA ElzmentSff;nd Chemifcarl‘ BSQgSR
. : _ In Russian, Siberian Branch of the Academy of Sciences of the
sglfur atoms: th_e larger the number of sulfgr atoms in are Press, Novosibirsk1962, 196 pp.
gion of fluctuation, the higher the probability of the decay 11, tanaka and J. Inuishi, J. Phys. Soc. J#(2), 167 (1964.
product becoming fixed inside this region in the bulkneSi L. S. Smimov, S. P. Solovev, V. F. Stas’, and V. A. KharcherRoping
B.S of Semiconductors Using Nuclear ReactigpimsRussian, Nauka, Novosi-
< ! > . . birsk (1981), 181 pp
It is quite interesting to note that the temperature depen- ’ '

dence of the annealing of the same cerfterthis case an Translated by R. M. Durham
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Probing of a random phase object by a focused spatially modulated laser beam.
Integral scanning method

V. P. Ryabukho, A. A. Chausski , and A. E. Grinevich

Institute of Problems in Precision Mechanics and Control, Russian Academy of Sciences, Saratov
Saratov State University
(Submitted April 16, 1999

Pis'ma Zh. Tekh. Fiz25, 5—-10(December 26, 1999

A telescope system incorporating an illuminating spatially modulated laser beam, a diffuser in
the entry plane, and a random phase screen in the spatial frequency plane was used to
analyze the formation of average-intensity interference fringes in the image plane of the diffuser.
It is shown that the system can operate as a shift interferometer where the contrast of the
fringes is independent of the diffuser characteristics. Analytic expressions are obtained for the
contrast of the fringes as a function of the parameters of the screen and the illuminating

beam and it is established that the statistical anisotropy of the screen influences the contrast of
the fringes. ©1999 American Institute of Physids$1063-785(99)01712-1

In Refs. 1-3 Ryabukho and Chauds&stablished that trast of the fringes should be determined by the modulus of
the parameters of the phase inhomogeneities of an objethie normalized correlation functid®y»(£,po) of the interfer-
satisfying the “random phase screen” motfétan be deter- ing fieldsU;(&) andU,(&) in the image plane:
mined using a spatially modulated laser probe beam focused
onto the surface of the screen. In order to observe average-

intensity interference fringes which carry information on the B1s(& po)
inhomogeneity parameters, these authiorsuggested mov- V=V, BiAZpo=0) B1A&po) =(U1(DU3 (D),
ing the object or the inhomogeneities relative to the probe 12570 (1)

beam. Equivalent averaging is performed by scanning the
laser beam over the object. In the present paper we consider
an alternative method of obtaining average-intensity fringe
with both the object and the probe beam fixed. This metho%i
involves simultaneously probing the object with numerou
identical focused spatially modulated laser bed®sILBs)
obtained using a primary auxiliary diffuser which functions
as an irregular diffraction grating.

The optical system is shown schematically in Fig. 1. In
the absence of the diffusey #he object $is illuminated by
a focused SMLB and the object must be displaced in th
transverse direction to observe the interference fridges.
The diffuser $ multiplies the SMLB, i.e., the diffraction
field behind it is a set of SMLBs propagating in different (- Jw J'w Ug(rexplikynty(py)
directions and simultaneously probing the objest &8s a o)
result of uncorrelated addition in the image of the diffuser
S,, the diffraction patterns from these beams form average- ><ex;{ i Erp)tz(p)exp( i Egp)dzrdzp, @)
intensity fringes. f f

The formation of the interference fringes in the imade S
can have another interpretation which is more convenient for
a formal analysis. Since the diffusef 8 illuminated by two  whereU(r) is the complex amplitude of one of the waves
waves whose directions of propagation differ by the amgle in the SMLB andk; is the wave vector of this wave. The
two identical speckle fields form behind it, propagating at theexpression fold,(¢) is similar, with the vectok, replaced
angled relative to each othérin the rear focal plane of the by k,, where|Ak,| = |k;—k,|=k2sin(0/2).
lens L, the fields acquire the transverse shpg= 6f Substituting Eq.(2) for U,(&) and U,(&) into Eq. (1),
=\f/A, whereA is the period of the fringes in the SMLB. changing the order in which integration and averaging are
As a result of this shift the speckle fields beyond the objectarried out, and taking into account the independence of the
S, also become partially decorrelated, and in the image planeandom functiong;(r) andt,(p) yields the following ex-
where the shift of the fields again becomes zero, the contragiression for the correlation function of the complex ampli-
of the average-intensity fringes is reduced. Hence, the cortudes of the fields in the image plane:

hereV, is the contrast of the fringes in the illuminating
ffuser § of the SMLB; the angular brackets denote a sta-
Stistical averaging operation.

Let us assume that the diffuse; 8nd the object Sare
random phase screens having the transmission functions
t,(r) andt,(p). Then, using two successive Fourier transfor-
mations and assuming that the entire scattered field falls
é/vithin the aperture of the len&l;({) may be written as

1063-7850/99/25(12)/3/$15.00 971 © 1999 American Institute of Physics
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FIG. 1. Telescope measuring system with illuminating spa-
tially modulated laser beam, diffuser in entry plane, and
object being monitored in spatial frequency plane: SMLB
— illuminating spatially modulated laser beam with paral-
lel interference fringes, { and L, — collimating lenses,

S, — diffuser in front focal plane of the lens,;l. S, —
object being monitored in rear focal plane of lens &nd

S| — image of diffuser $

MLB

_ -2 12

(" > (7 p.=l4[—In{o, In[exp(—l)(exp@fﬁ)—l)+ 1]}17< is the cor-

BiAL Ak = j,oc“f(p»d pﬁxBf relation length of the field beyond the object(®, ~1 4, for
O'qﬁsl, pj_mlqﬁ/(rq; for 0'¢>1)

Using these approximations in expressi@y gives the

f
Ap+ EAklZ) Hi2(Ap)

X following expression for the fringe contragil) in the
K paraxial region of the imagé&=0:
xexr{ —iz ¢ Ap)dzAp, (3) _
f vy ot (1= po)pt (i +pi) "exid—py/ (i +p7)]
o0 o) . - 0 — !
where(1:(p)) =" .S . (Ar)exp( (K/f) Arp)d?Ar is the wot (1= po)p? (p2+p3) 1
average intensity in the rear focal plane of the leps(the 5)

spatial spectrum of the diffuser;§5 the functionB;(A p) . .
=[" J7 lo(r)exp (kf) Apr)d?r is the autocorrelation whereﬂozexp('—of/,)' and p;= \/E)\flww is the correlation
function of the field illuminating the object ,$ Io(r)  length of the field illuminating the object,SNote that a
—|Uo(r)|? is the average intensity in the SMLB, and s!m|lar expression for the fringe contrast is obtaln_ed using a
wiu(Ar) and uo(Ap) are the normalized autocorrelation smgle SMLB focus_e_d onto the surface of a moving object
functions of the transmission coefficierttgr) andt,(p) of ~ Subjectto the conditiop;= V2w, wherew, is the radius of
the diffuser $ and the object S the constriction of the focused Gaussian beam. If the period

Substituting expressiofi3) into expression(1l) shows
that the contrast of the fringes does not dependlo(p))
and u1(Ar), i.e., it does not depend on the properties of the
diffuser S.

For a fairly large-aperture illuminating SMLB for which
the width of the functionB;(Ap) is substantially less than
the width of the function,utz(Ap) so thatB;(Ap) may be

replaced by as-function, the expression for the contrast of
the fringes has the extremely simple form

1,0

V= VoMt2

f
Po= EAklz) . (4)

The contrast is determined by the normalized correlation
function of the boundary field beyond the object as a func-
tion of the magnitude and direction of the relative shift

i.e., the periodA and the orientation of the fringes in the
SMLB. Thus, this system operates as a shift interferometer
where the contrast of the fringes depends on the statistical

VN, 1.

anisotropy of the object. 021

For an arbitrary apertureV¥ of the illuminating SMLB, b
an analytic expression for the fringe contrast can be obtained oos 2 4 6 8 10 12
under the following assumptions: the intensity distribution 2W, mm

. . _ 2 2 . .
.I(.)(r) IS Gaus§|anl,o(r) = loexp(=2r ./V\.I ); the lnhqmogene-' FIG. 2. Contrast of average-intensity interference fringes in image of dif-
ities of the object obey normal statistics, and their Correlatlor}user: a — as a function of the fringe periddin the illuminating beam for
coefficient K 4(Ap) is Gaussian,K¢(Ap)=exp(—Ap2/|2¢), an object witho,=1.15 andl ,=17 um for various values of the beam
where | p is the correlation Iength of the inhomogeneities_ aperture 2V and thus various correlation lengths of the object-probing field

For u.. (Ap) we can then use the approximation, (Ap)  pr for f=110mm.1 — 2W=3 mm, p;=20.8um; 2 — 2W=5mm,

2 2 2, 2 2 25 . pi=12.5um; 3 — 2W=12mm, p;=5.2um; b — as a function of the
~(1- e?(p(— ¢))eXp(_AP 1p7) +exp(=a%), Wher.e‘ oy IS beam aperture for various fringe periodsi— A=8 mm,2 — A=5.5 mm,
the dispersion of the phase fluctuations, andand3 — A=3mm.
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A of the fringes is fairly small, whep§>pf+pf2 the depen- This work was supported by RFBR Grant No. 96-15-
dence of the fringe contrast on the statistical anisotropy 006389, under the Program “Leading Scientific Schools in the
the object disappears. Russian Federation.”

The theoretical results agree fairly accurately with the
experimental ones. Figure 2 gives the experimental points
and theoretical curves obtained using expresg®rfor the 1v. P. Ryabukho and A. A. ChausskPis'ma Zh. Tekh. Fiz21(16), 57

fringe contrasi/V, as a function of the fringe periodl and (1999 [Tech. Phys. Lett21, 658 (1995)].

. . . 2 ) .

the aperture &/ of the |IIum|nat|ng SMLB. V. P. Ryabukho and A. A. ChausskPis’'ma Zh. Tekh. Fiz23(19), 47
. : . , . (1997 [Tech. Phys. Lett23, 755(1997)].

The formation of an image of the interference fringes in sy, p Ryabukho and A. A. ChausskiPisma zh. Tekh. Fiz25(1), 56

the system shown in Fig. 1 can also be considered from the (1999 [Tech. Phys. Lett25, 23 (1999].

point of view of the classical analysis of linear optical *S- M. Rytov, Yu. A. Kravtsov, and B. |. Tatarskintroduction to Statis-
systems. However, the approach used here is clearer from t('lcg;gag&mys'cs’ Part 2, Random Fielis Russiar), Nauka, Moscow
the physical point of view and allows us to establish an anal-s3 w. GoodmanStatistical OpticsWiley, New York, 1985; Mir, Mos-
ogy with the processes of formation of interference patterns cow, 1988, 528 pp.

in Systems US|ng a Slngle probe SMEB?’ It should also be Sv. P. Ryabukho, Yu. A. Avetisyan, and A. B. Sumanova, Opt. Spektrosk
noted that these results can be applied to optical imaging "> 299 (1999 [OPt. Spectroscrs, 275(1995]

systems of a more general nature. Translated by R. M. Durham
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Integrated-optics semiconductor detector using a prism coupling device
A. V. Khomchenko, E. V. Glazunov, I. U. Primak, V. P. Red’ko, and A. B. Sotski

Institute of Applied Optics, Academy of Sciences of Belarus, Mogilev
(Submitted January 12, 1999
Pis’'ma Zh. Tekh. Fiz25, 11-17(December 26, 1999

A room-temperature integrated-optics semiconductor detector is proposed. The sensitive element
of the detector is a thin film of antimony-activated tin dioxide deposited on a prism

coupling element. The sensitivity of the structure to ammonia, alcohol vapor, and acetone
impurities is investigated. The range of detectable ammonia concentrations 1s- 111 %%.

© 1999 American Institute of PhysidsS1063-785(109)01812-1

Ceramic or thin-film sensors for gases and gas mixtureshange(Fig. 18, from which we determined the rehl and
utilize the change in the electrical resistance of semiconduamaginary h” parts of the mode propagation constant. The
tor materials caused by chemisorption and reverse catalysehanges in the values 6f andh” were used as the measur-
or physical adsorption of the gas being detectétlorder to  able parameters of the detector sensitivity.
achieve efficiency together with the required sensitivity and  We investigated the properties of this structure as a func-
selectivity, the operating temperatures of these devices vatjon of the concentration of ammonia, alcohol vapor, and
between 100 and 500 °@efs. 2 and Band one of the main acetone in the ambient medium. The temperat®6C) and
problems in the fabrication of these detectors is to obtairrelative humidity(80%) in the volume being analyzed were
semiconducting layers whose properties exhibit good temkept constant in all cases. The results of investigating the
perature stability. sensitivity of the detector to impurities in a gas are plotted in

In the present paper we propose an integrated-opticBigs. 1a and 1b whergh”/hg=(h"—h{)/hg, andh” andhg
semiconductor detector using antimony-activated tin dioxideare the imaginary parts of the propagation constant of the
and we investigate its properties. All the measurements wer@aveguide mode in the presence of impurities and in air,
made at room temperature. respectively. Whereas the value bf changed negligibly

The sensitive element of the detector was a thin semiever the entire range of concentrations, the valuedlof
conducting film deposited on a prism coupling element. Aallow this to be used as a sensitivity parameter, so that this
schematic of this detector is shown as an inset to Fig. 1la. Atructure can be considered to be a gas impurity sensor.
prism coupling element comprising an isosceles glass prism The proposed structure exhibited the highest sensitivity
serves as the substrate and is used to excite a waveguitie ammonia impurities, being able to record concentrations
mode in the semiconducting film. This film is separated fromtwo or three orders of magnitude lower than other gases, i.e.,
the prism by a buffer layer consisting of a silicon dioxide this type of sensor has fairly high selectivity. The range of
film. The buffer layer is used both to achieve the waveguideletectable concentrations was 1810 ¢ vol%. The sensi-
regime in the semiconducting film and to optimize the detectivity of the sensor and the range of detectable concentrations
tor parameters. The sensitive element was fabricated by sputan be varied by varying the physical parameters of the thin-
tering a ceramic target made from a mixture of tin oxide andilm structure. For instance, a reduction in the waveguide
between 2 and 15wt.% antimony oxide. The films were defosses of the semiconductor film, i.e., in the valuehgf,
posited by rf sputtering in an argon and oxygen atmospherdeads to an improvement in the sensor sensitiViig. 2).

The thickness of the glass film varied in the range 0.2—1.0Naturally, the range of detectable concentrations is then re-
pum and that of the sensitive element between 0.07 anduced. Similar results may be obtained by varying the pa-
0.5um. rameters of the buffer layér.

Light from a radiation source NM=0.6328um) is The time parameters of the sensor, i.e., the actuation and
coupled into the semiconducting film using the prism ele-relaxation times, were investigated with a time resolution of
ment and excites a waveguide mode whose complex prop#&-1s. The actuation time was 6-9s, and the initial param-
gation constanh depends on the optical and geometric pa-eters of the film were recovered completely over 15-20s.
rameters of the buffer layer, the semiconducting film, and the  For comparison, we made similar electrical measure-
properties of the ambient medium. When impurities of thements where the measured parameter was the change in the
gas being detected are present in the air, this changes tlspecific conductivity of the filmsr, measured by a four-
optical parameters of the semiconducting filrefractive in-  probe method. Figure Zurve 4) gives the dependence of
dex and absorption coefficignwvhich in turn changes the Acd/og=(0—0g)/0og Oon the ammonia concentration in air,
mode propagation constant. We used an optoelectronic ravhere o is the conductivity of the film in the presence of
cording unit consisting of an array of photodetectors and aimpurities, ando is the conductivity in air. These measure-
analog-to-digital converter to record the spatial distributionments were again made at room temperature. In view of the
of the reflected optical signal intensity and measure itdower sensitivity of the electrical parameters, the values of
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FIG. 2. Change in the detector sensitivity with decreasing waveguide losses
¢, my/L in the semiconducting filmhj=1.82x10"* (1), h{=3.2x10"* (2), hg
=4.87x10"* (3); and conductivity(4) for this particular structure in am-
04Cg mg/ls monia.

» film. When the semiconducting film is exposed to light, the
concentration of free charge carriers increases and the unsat-
urated molecular bonds become unblocked. The appearance
of excess carriers shifts the equilibrium between the charges

N 7 . in the surface states into the surface charge region, reducing

% the size of the latter. Under cw illumination, as in our case, a
1- new quasiequilibrium carrier distribution is established in the
space charge region. Charge exchange between surface states
created by adsorbed gas molecules at unsaturated molecular
bonds, and allowed energy levels is observed as a change in
the absorption coefficient of the waveguiding semiconduct-
I b ing layer and causes a change in the imaginary part of the
0.0 1 I | : : . propagation constant of the waveguide mddewhich was
0.0 400 80.0 120.0 recorded experimentally.

In addition, the nonmonotonic dependence of the propa-
gation constant on the impurity concentration indicates that
FIG. 1. Dependences of the re@) and imaginary(b) parts of the propa- there is another mechanism for the processes taking place in
gation constant on the concentrqtion of detected gas for a_mmlsmiethyl this structure. In our view, at low concentrations of gas im-
alcohol (2), and acetond3); the inset shows the change in the detected ) iias - adsorption taking place via a coordination mecha-
signal and a schematic of the integrated-optics dete¢tor— prism, . . ;i .
2 — buffer layer, and3 — semiconducting film. nism plays a major role.As a result of coordination-

unsaturated centers being filled in the surface lay#gr,
increases antl’ decreases. At high concentrations, a wave-
uide coupling mechanism predominataghen the value of

” reaches saturatioffFig. 1b and h’ begins to increase

40.0

20.0

Comy/l

the measured concentrations were slightly higher: betweeﬁ
0.02 and 6 mg/L. In this case, we also obtained a similar
dependence of the sensitivity parameter on the gas impurity
concentration.

This suggests an operating mechanism for thelABLE I. Results of estimating the thickness of the adsorbed layers and
integrated-optics detector. In our opinion, this mechanismiheir influence on the parameters of the waveguide structure.
involves charge transfer from the energy levels of surfacé
states created by adsorbed molecules to allowed energy
bands. Under equilibrium conditions, because of the electrigmed 1.836033 1.84498 1.833386
cal neutrality of the entire structure, the electrical charge,’,, . 103'170_4 1_3§<‘i’0,4 3.9><2'1%)*5
trapped by the surface states of the film is neutralized by the_">" :

opposite charge in the surface region of the semiconductingrhe values ofAhy,,, are given for interval Il in Fig. 1a.

Ammonia Alcohol Acetone
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(Fig. 18 which is most probably attributable to adsorption of as air and waterg,=1.00 ande,,= 1.69, respectively The
a layer of gas molecules on the surface of the semiconducpermittivity of the prism iss,=3.74813. Values of the per-
ing film. mittivity of bulk materials were used as values for the ad-
We can estimate the thickness of the adsorbed layers osorbed layers. The results of these estimates are presented in
the waveguide surface for the given dependend® ain the  Table | and agree with the experimental défé&y. 19.
gas impurity concentratichlt should be borne in mind that Thus, these results show that this structure may be used
the change in the mode propagation constant is influenced ks a room-temperature gas impurity sensor.
the two mechanisms for variation in the permittivity of the This work was supported by the Belarus Republic Foun-
waveguide structure indicated above. The influence of eactation for Basic Research.
mechanism can be separated by utilizing the fact that from a
certain conpentration of the gas impu_rities being ar_1alyzed,1v M. Arttyunyan, Mikiodekironika20, 337 (1993
any further I,ncrease causes no ap_premable Ch?‘ngé(s, and 2G.. V.igleb,yDe)t/ect’ors: Device and Applications\}lir, Moscow, 1989,
the change in the mode propagation constant is mainly influ- 199 pp).
enced by the formation of the adsorbed layer. 3V. A. Loginov, S. I. Rembeza, T. V. Svistova, and D. Yu. Shcherbakov,
In order to estimate the thickness of the adsorbed Iayersfia'mpiiﬁqukTeAkhé Féﬁf@;ﬁg (A1938)K[;§;2-h22£- 'E)?;?r;‘rézgho(%;?r?]'-:iz
we reconstructed the parame_ters of the wavegl_uqle_ structun%@’ 46 (1997 [fech. Pl’hys. Lett23, 515 (1997)].' ' o
used as the detector. The thickness and permittivity of thesy. r. kiselev and 0. V. KrylovElectronic Phenomena in Adsorption and
waveguide and buffer layerd;=0.1um, dg,,;=0.71um, Catalysis on Semiconductors and Dielectri¢®m Russiaf, Nauka,
£1=3.64086-1x4.23x 103, and £4,,;=2.17976 were de-  Moscow(1979, 232 pp.
termined from the measured values of the mode propagation Tuefenthaler and W. Lukosz, J. Opt. Soc. Am6&B209 (1996.
constant when the detector was placed in various media sudhanslated by R. M. Durham
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Beam model of waveguide regimes in a multilayer graded-index waveguide
D. G. Sannikov, D. I. Sementsov, A. M. Shuty , and A. V. Kazakevich

Ulyanovsk State University
(Submitted September 24, 1998
Pis’'ma Zh. Tekh. Fiz25, 18—23(December 26, 1999

Beam and wave approaches were used to obtain mode dispersion equations and to perform an
analysis for a planar structure consisting of two waveguiding layers of which one is a
graded-index layer. €1999 American Institute of Physid$S1063-785(109)01912-6

Guided propagation of light in dielectric waveguides isin the cover layer and the substrate at depthx.. The
frequently analyzed using a beam approach, which can bgecond regime corresponds to a zigzag mode propagating
used to find a relationship between the propagation constawnly in the cover layer and undergoing damping in the cov-
and the parameters of the waveguide structure and the radiaring medium and the graded-index layer.
tion on the basis of clear concepts of geometric optiEsr In the beam approach, the mode dispersion equation is
waveguides having a stepped permittivity profile, the modeobtained from the transverse phase resonance condition
dispersion equations obtained by the beam and wave methwhich for this particular structure may be given as follows:
ods are the same for ohand several waveguide layérs.

The beam approach is also applied to graded-index 2hsl g+ Gagt d3p=2vm, 3
waveguides having one guiding layer, but the dispersioR,here 1 is the number of the waveguide mods; is the
equations obtgined do not agree analytically with those obg,ickness of the cover layes, is the phase shift of the
tained by solving the boundary-value problem because of thg,,,e undergoing total internal reflection at the cover layer—
approximate nature of the beam approach. In the preseplyering medium interface, angh, is the phase shift in the
study we use both the beam and wave approaches to Obtaﬂj?aded-index layer—covering medium systéfinst regime

dispersion equations, and make a comparative analysis for & at the cover layer—graded-index layer interfdsecond
waveguide structure having two guiding layers, of which ON€egimg. The value 0f644 is given by

has a graded permittivity profile.

We shall consider a planar structure consisting of a  §3,= —2arctarth,/h;7), 4
semi-infinite covering medium of permittivity,, a guiding
cover layer of permittivityes, and a guiding graded-index
layer formed in the surface layer of the substrate and havin
the following permittivity profile:

£x(X) =61+ (80— 81)eXp(—x/a). (1) hi =B~ Kiera, h3s=Kies s B2 (5)

wherer=1 ande,/e5 for the TE and TM modes, respec-
g’:/ely. Here and subsequently, the transverse components of
e wave vector in each layer are given by:

Here e, is the permittivity of the graded-index layer at the For the first channeling regime in accordance with Ref.
interface with the cover layex&0), ¢4 is the permittivity 4, we have
of the substratex®a), anda is the characteristic thickness .
of the graded-index layer. All the values of are taken to be 0= —2arctaf(1—rg)(1+rg) tan($/2)], (6)
real, WhiCh_ presupposes that no absorption tal_<es place Where the phase shift of the wave as it propagates in the
these media. We postulate tha{<e,<e,<e3, which cor- graded-index layer is
responds to real waveguide structures with a highly refract-
ing coating. _ Xe o\ 142

Waveguide regimes in this structure are achieved as a ¢_5c+2f0 (kog2(x) = B9) 7 dx, )
result of total internal reflection of the wave at the boundary
of the waveguiding layers. In the graded-index layer thisand 6,= /2 is the phase shift at the caustic in the graded-
reflection occurs at its interface with the cover layer, and at andex layert
caustic having the coordinaie determined from the condi- 4
tion B2=kZe,(x.), where 3 is the mode propagation con- r3o=(ohz—hy)(ohz+hy) (8

stant,ko=2m/\, and\ is the wavelength in vacuum. Two s the amplitude reflection coefficient at the interface be-
possible radiation channeling regimes in this structure arg,cen semi-infinite media having the parameteysand

determined by the inequalities ando=1 ands, /e, for the TE and TM modes, respectively.
Verko<B=<\e, ko, esko=<B=<\esko. 2) Using the expression for the caustic coordinatg

] ) . _=2aln(v/w) and integrating in expressidi), we obtain:
The first regime corresponds to a zigzag mode propagating in

the cover and graded-index layers and undergoing damping ¢=4v(yJ1—b— Jbarccos/1—b) + /2, 9

1063-7850/99/25(12)/3/$15.00 977 © 1999 American Institute of Physics
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B ,10%n"! between the dispersions equatidd$) and (11) on the one
1.528 L1508F hand and12) on the other, we need to make a comparative
analysis of their results.

For this purpose we take the parameters corresponding
to a real waveguide structure consisting of an ion-exchanged
Ag® waveguide with a semiconducting coating of chalco-
genide glassy semiconductore;=2.04, £,=2.31, &3
=6.15, ande,=1.00 (at A =0.6328um). An analysis of
these dispersion equations shows that their solutions are gen-
erally determined by a set of mode numbers v,+ vs,
where v, corresponds to an integer number of energy
maxima of the mode field in the graded-index layer, agd
corresponds to that in the cover layer. Thus, the mode num-
bersv, and v5 determine the distribution of the mode field
FIG. 1. Dispersion dependences for the first waveguide regime. with a given numbew which Corresponds to the total num-

ber of energy minima in the waveguide structure. The phase
shift of the mode in the cover layer in conveniently ex-
where we introduce the notationv=aky(e,—£1)"’,  pressed in the formhs=(v+ ), where the parameter
w=ah;, andb=(w/v)?. Substituting these expressions into has values between zero and one. We introduce the thickness
Eq. (3), we write the dispersion equation for the first wave-| , = 7/h;, which is generally a function of the propagation
guide regime: constantB. If e,—e1<<eq, and g3 is considerably greater
tan( ¢/2) = (oha/h,)tar Lshs— arctarth,/7hs)].  (10) thane,; and &2 (highly refracting coating th(_e value oflL,,
N ) ~can be considered to be constant. In this case we have

Under the conditions of the second waveguide regimey .— (y+ @)L, andL, is the characteristic period for the
h, becomes imaginary and the wave is damped in thghickness of the cover layer.
graded-index layer at deptt=\/27 (Ref. 4. Total internal Figure 1 gives dependences of the propagation constant
reflection takes place at the interface between the grade(/g on the normalized thickness of the graded-index la/ar
index layer and the cover layer and this is responsible for thgptained for the first radiation channeling regime using Egs.
absence of a caustic so that=0. As a result, the dispersion (10) and(12) for the first fourv,=0,. . .,3; v3=1) TE and
equation for this case has the form: TM modes and the parametets;=L,=0.158um and

~ oy _ e _ a=0. To within graphical error, both dispersion equations
tant(¢/2)=(ohs/hy)tarl L3h3+arctamh4/rh3)],(ll) give the same dependencg&/\). The inset shows part of
_ _ the dispersion curves for the,=0 mode on a larger scale,
where h,=(B2—kje)"® and $=4v(yb—1-Vb  obtained using the beam and wave approadsetid and

1.508

1.488

Xarctan/(b—1)/b). dashed curvésThe largest difference between the solutions
We also obtained the dispersion equation for this waveof the dispersion equationl0) and (12) AB/B, where
guide structure using the wave approach, which gives: AB=|Bwave— Brean), for the selected parameters does not
3o (2v)aha(ho7— hatanhal <)+ 35 (2v)v exceed X 10™". The dispersion dependences for the second

2u(2v)ahs(hz 7= hatanhsla) + 15 (2v)ve waveguide regime are higher thang=2me,/\
X (h,7—tanhgLs+hz)=0, (12 =1.55x10°cm ! and are not shown in the figure.

Figure 2 gives dependences of the propagation constant
B on the normalized thickness of the cover laygrL,, for
three ¢#=2,6,10) TE and TM modes for the parameter
a=3.87um. The lower steps on each curve correspond to
v3=0. On transition from one step to the next step up,
increases andv, decreases by one. These dependences
B(a/\) are plotted for the beam and wave approaches and
10 agree to within graphical error.

To conclude, we note that this method of obtaining the
dispersion equation in the beam approximation is valid not
only for an exponential profile but for any graded-index pro-
file e,(x) in this particular waveguide structure.

whereJ,,, andJ,, are the 2vth order Bessel function and its
derivative® In order to obtain an explicit analytic difference

B, 10%em!
1.548

1.518

IM. Adams, An Introduction to Optical WaveguidegdViley, New York,

1981; Mir, Moscow, 1984, 512 pp.

Ls/Ly 2Yu. P. Udoev, Opt. Spektrosie5, 1327(1988 [Opt. Spectroscé5, 784
(1988)].

FIG. 2. Dependences of the propagation constant on the thickness of théP. V. Adamson, Opt. Spektrosk0(1), 211 (1991 [Opt. Spectrosc70,

cover layer. 121(1999)].
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Influence of acoustic treatment on the photoconductivity of zinc selenide crystals
I. A. Klimenko and V. P. Migal’

N. E. Zhulovsky State Aerospace University, Kharkov
(Submitted February 3, 1999
Pis’'ma Zh. Tekh. Fiz25, 24—-29(December 26, 1999

It is shown that acoustic treatment of piezoelectric zinc selenide crystals by exciting strong
natural elastic vibrations can specifically alter their photoelectric and other properties. Irreversible
changes in the stressed-strained state of the crystals under this treatment are responsible for
characteristic features in the spectral dependences of the permittigity and the dielectric loss
coefficiente”(\). These dependences plotted in the formed{\) diagrams on the

complex plane and also the spectrum of natural elastic vibrations can be used to monitor the
treatment process. @999 American Institute of Physid$$1063-785(19)02012-1

Bulk piezoelectric crystals of zinc selenide grown from atric parameters were determined using an ac bridge at 1 kHz.
flux are characterized by a wide range of structural defects, For the investigations we selected two groups of
i.e., strain carriers and growth inhomogeneities, which formsamples. The first group was formed by optically more per-
a complex stressed-strained state in these crystals. This stdeet crystals whose absorption coefficient at 106 is bet-
strongly influences their optical, photoelectric, and otherter than 3.% 10 3cm 1. The permittivity of the samples
properties. In particular, it is responsible for the individual measured at 1kHz is in the range 9.1-9.4 and is almost
nature of the low-frequency spectrum of elastic naturalindependent of the crystallographic direction. Their spectrum
vibrationg'? and also for the difference between the spectrabf natural elastic vibrations contains various strong vibra-
and temperature dependences of the permittizityand the  tions whose number predominates over the secondary vibra-
dielectric loss coefficient”. Thus, a representation of these tions. In the second group of samples we identified numerous
dependences in the form ef (\) ande*(T) diagrams on optical inhomogeneities created by two-dimensional struc-
the complex plane reflects the self-consistent changes in thearal defectgrotation twins, glide bands, twinning lamellae,
electric and elastic fields of the crystal under externaland so ol These create bands of alternating birefringence
influences>* Note that the irreversible changes in these spawhich are randomly distributed in t§&11] direction. In this
tially nonuniform fields in zinc selenide are difficult to re- direction the permittivity has the lowest valu€s0.4-11.4
duce substantially by heat treatment. In the present paper wehereas in other directions its values are in the range 12-18.
show that an effective method of changing the complexn addition, the method of etch figures revealed layers con-
stressed-strained state of piezoelectric crystals involves treaining a substructure in these samples. The spectrum of
ing these with a strong alternating electric field at frequen-atural elastic vibrations has a complex structure of second-
cies of specific natural elastic vibrations which can specifi-ary resonances whose number and distribution over the spec-
cally alter the photoelectric, dielectric, and other propertiestrum are individual characteristics of the sampl@haracter-

We investigated oriented samples in the form of rectanistic features of the three-dimensional image of the shadow
gular parallelepipedghaving sides of 188xX8 mm and pattern of the sampleghe “deformation” of the image of
12x12x 11 mm), fabricated from crystal ingots up to 50 mm the sample surfaces, and so) @are shown in the insets to
in diameter. These were grown from a flux by the BridgmanFigs. 1 and 2. These indicate the complexity of the processes
method under argon pressure. After chemical-mechanicalccompanying the growth of plastic deformation. Note that
polishing, indium—gallium Ohmic contacts were depositedin the shadow pattern of the more deformed samples in the
on opposite faces. The acoustic treatment was carried out Isecond group we can seen “traces” of plastic rotations. A
exciting natural elastic vibrations in the samples using arblurred image of the sample surfaces indicates macroscopic
alternating electric field of strength 100-800 V/cm. Thefluctuations of the refractive indefsee inset to Fig. 2
treatment involved systematically exciting between one and For the first group of samples, the most effective treat-
five low-frequency natural elastic vibrations. The duration ofment involved systematically exciting between three and five
the acoustic treatment was determined from the rate of desf the strongest low-frequency natural vibrations using a
crease in the intensity of the light during the treatment prostrong alternating electric field. Figure 1 shows typical
cess after this had been passed through a polarizer—crystaé* (\) diagrams for this group of samples before and after
analyzer system. Torsional vibrations were excited usingcoustic treatmentsolid and dashed curvegplotted using
four electrodes, for which a quadrupole electric field wasthe spectral dependence$(\) ande”(\). We can see that
created in the sample. Topograms of the vibrations were viafter treatment, the permittivity increment to light decreases,
sualized by an optical-polarization method. The presence ofthich reduces the area enclosed by the curt’é\). Note
optical inhomogeneities in the samples was identified by dhat similar changes in the diagrams were also identified for
direct shadow methoduminous point method The dielec-  other directions of the external field.
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comparison between the*(\) diagrams obtained before
and after acoustic treatmefsolid and dashed curves in Fig.

2) shows that after treatment the range of variatios ‘oind

&" under photoexcitation from the 0.47-0,6&n range was
almost doubled and the area enclosed by the curve on the
£*(\) diagram was almost quadrupled. The photosensitivity
in the infrared also dropped significantly. The change in the
diagrams after acoustic treatment indicates that the relaxation
processes undergo rearrangement. Under strong torsional vi-
brations the internal elastic and electric fields created mainly
by two-dimensional structural defects undergo self-
consistent changes in the crystals. This is confirmed pg a
reduction in the local birefringence in some birefingence
bands, b a reduction in the dielectric loss coefficient, and c
the increased symmetry of the optical-polarization topo-
grams and equalization of the contrast of the nodal lines on
these topograms which indicates that the homogeneity of the
samples is improved. Note also that after treatment the num-
ber of secondary resonances in the natural vibration spectrum
decreased. The high efficiency of the acoustic treatment of
cubic zinc selenide crystals in a quadrupole electric field may

” i .,
10 1 8 be explained by the fact that thi#11] direction perpendicu-
lar to the twinning and glide planes is selected.
FIG. 1. Diagrams ofe*(\) for zinc selenide E parallel to [111], The strong influence of the acoustic treatment of the

T=293K): 1 — 0.450,2 — 0.475,3 — 0.480,4 — 0.490,5 — 0.500,

6 0.510,7 — 0.525.8 — 0.550.9 — 0.580, andL0— 0.600m. crystals on nonequilibrium carrier transfer processes and

charge transfer between complex centers confirms the impor-
tant role played by the elastic fields of structural defects in

The efficiency of the acoustic treatment of samples i the formation of photoelectric, dielectric, and other proper-

the second group depends strongly on the crystallographf€S: We aiso note that unlike the treatment of crystals in a
orientation of the sample, the type of elastic vibrations ex{raveling ultrasonic wave flela,the.possmmty of exciting
cited, and the external electric field strength. The efficiency/a@rious types of natural vibrations in samples means that the
may decrease or increase the dielectric parameters, the afffessed-strained state of the crystal can be specifically and
sorption coefficient at 10,6m and other parameters, which Selectively altered. The*(\) diagrams and the optical po-
confirms its close correlation with the stressed-strained stat@rization topograms as well as the spectrum of natural elas-
of the crystal. The most significant irreversible changes irfic vibrations can be used to effectively monitor the treat-
the spectra’(\) ande”(\) were identified after treating the ment process. This method of treatment is particularly
samples using a quadrupole alternating electric field at thgromising for materials grown under extreme conditions
frequency of the torsional natural vibrations when the extersince other methods of treatment are ineffective for these.
nal electric field is perpendicular to tH&11] direction. A The authors thank the Fund for Basic Research of the

)
& e
AY

FIG. 2. Diagrams ofe*(\) for zinc selenide E parallel to
[111], T=293K): 1 — 0.450,2 — 0.475,3 — 0.480,4 —
0.490,5 — 0.500,6 — 0.510,7 — 0.525,8 — 0.550,9 —
0.580,10 — 0.600,11 — 0.650,12 — 0.700, 13 — 0.800,
14 — 0.900,15 — 1.000, andl6 — 1.200xm.
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Hysteresis and metastability of the transition from evaporative to droplet flow
of a liquid through a capillary

A. V. Melkikh and V. D. Seleznev

Urals State Technical University, Ekaterinburg
(Submitted December 10, 1998; resubmitted April 22, 2999
Pis'ma Zh. Tekh. Fiz25, 30—36(December 26, 1999

A model is constructed for the transition from evaporative to droplet flow of a liquid through a
capillary in a gravitational field allowing for the mutual influence of the dropletsSAn

shaped dependence of the flow on the pressure drop at the capillary is obtained which for certain
(critical) values of the control parameter gives a monotonic curve. Values of the pressure

drop are determined for which the droplet flow regime and the droplet-free regime become
unstable. It is shown that in a certain range of pressure drops in the presence of noise
transitions may take place from evaporative to droplet flow and batgrmittence. © 1999
American Institute of Physic§S1063-785(19)02112-9

The phenomenon of the transition to droplet flow of awhere z is the dynamic viscosity. An estimate of these val-
liquid in a capillary is used in various devices and techno-ues using the formula&) shows that for water for example
logical processes, including inkjet printing, liquid dosing in (r’ ~0.25 mmn) at room temperature, conditidg) is reliably
chemical technology, in medical technology, and so on. Theatisfied.
transition to droplet flow has been studied experimentaily The third characteristic time for this problem is the re-
and theoretically. Equations describing capillary surfaces fociprocal dripping frequency 1.
different types of droplet in a gravitational field have been If the perturbation relaxation time becomes compa-
examined in the literature and a linear analysis has also begable with the dripping period !, the stability conditions
made of the stability of a suspended droflgtHowever,  will differ for the first and subsequent droplets.
when the droplet has already formed, the droplets may influ- We shall make a more detailed study of the case when
ence each other, which may lead to nonlinear effects. Théhe liquid surface undergoes oscillations. The amplitude of
present paper is devoted to modeling the transition fronmthese oscillations decays exponentially:
evaporative to droplet flow allowing for the mutual influence
of the droplets. t

We shall consider a thin-walled vertical capillary con- Ax=AXxq exp{ -
taining a liquid. We shall denote b¥pg, the pressure drop
of the liquid in the capillary for which a suspended droplet

becomes unstable with respect to detachment from the captn€reAxo is the initial perturbation.
illary. The value ofApg, can be approximately obtained At the instant when the droplet has become detached, the

liquid surface is elongated by the force mg where m is the
droplet mass. The amplitude of the residual prespyr@s a

20 result of the deformation of the surface after detachment of
ApSO_T’ @ the droplet will then decay with time as given by

using the formula

whereo is the surface tension arrds the capillary radius.
Quite clearly, after the droplet has fallen, the liquid sur- 1= Epgr ex;{ _ E)
face at the end of the capillary does not immediately become T
equilibrium. We shall taker to denote the pressure relax-
ation time at the free surface aag to denote the frequency wherep is the liquid density and is a dimensionless coef-

of the ensuing surface oscillations. ficient of the order of unity.
Clearly defined oscillations of the liquid surface at the  Quite clearly, the next droplet will occur under condi-
end of the capillary will occur if tions different from the first. This difference will be that the
1 residual pressure will allow the droplet to fall whexip
T=wg . (2 <Aps,.
For 7<wg * the initial perturbation decays monotoni- In this case, the stability conditiofi) is transformed to

cally. The values ofr and w, may be calculated similarly: ~ give:

=V & gy ps=——Epgrext| — 5| @)

1063-7850/99/25(12)/3/$15.00 983 © 1999 American Institute of Physics
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When the pressure difference at the capillary exceedforces andM = (325yL/3r?épgr) is some dimensionless
Aps (4), this causes hydrodynamic transport of the liquidparameter which characterizes the ratio of the viscosity
through the channel. The resulting flow velocity can then bdorces to the gravitational forces.

estimated using the Poiseuille formula: Graphs ofJ as a function ofA p are plotted in Fig. 1 for
2 various values oM.
77' - . .
u=— = (Ap—Apy), (5) The curve isSshaped. At pointsA and B the regime

changes. FoM > M. the curve is monotonic and the hyster-

where » is the dynamic viscosity of the liquid andis the esis disappears. From E() by differentiatingA p(J):

length of the capillary. JAp 1 1
By averaging formula5) over time over the period of L —zeXF{ — _) =0 (8)
droplet occurrence, we can easily derive an expression for J

the dripping frequency: we can easily find the coordinates of poidtandB. These

3r coordinates will correspond to a loss of stability by the sys-
(Ap=Apg)= 55 - (Ap—Apy), ©®  tem.
Equation(8) can either have two solutions or none at all.
wherem=4mpyr®3 is the droplet mass, andis a coeffi-  The stability boundary of the dropl¢tondition (1)] is as-
cient which allows for the difference between the droplet andsumed to be given. Both solutions correspond to the stability

pﬂ'r4

J 8nLm

capillary diameters. boundaries of the droplet regimes, i.e., “fast” and “slow.”
Expressiong6) and(4) then yield the expression for the In fact, if the droplets influence each other and can fall when
dripping frequency: Ap<B~1, the flux cannot be infinitely small since the mu-
tual influence of the droplets disappears in this case. That is
32npyL 20 1 o .
J=Ap— —+¢pgrexpg — —|. to say, the transition from the droplet regime to the absence
3r r J7 of droplets in the regiol pg;<Ap<B~1! should take place

It is convenient to introduce the dimensionless pressur@ruptly. o
difference and dripping frequency: Equating the second derivative to zero

A Ap . P*Ap p( 1) 2 1
'=—— and J=J7 =exp — 7/l 3~ I
p gpgr T (9\]2 J J3 J4
and omitting the primes we then obtain: and using equality7), we obtain the parameters of the sys-
tem at the critical point:
32npyL 20 1
. J=Ap-— 5o Tex 3/ 1
3ricegr Pgree J=3, Mc=4e 2, Ap=e 2+B
1
MJ=Ap—B~*+ exp( - 3), (7) If M>4e~2 (for example, if the viscosity is high or the

channel is long hysteresis cannot occur in the system and
whereB= (pgr?&/20) is the Bond number which character- the transition from droplet to evaporative fldm Fig. 1 the
izes the ratio of the gravitational forces to the surface tensiotine J=0 for Ap<B~!) and back will take place continu-



Tech. Phys. Lett. 25 (12), December 1999

4 02
Ap-B

0.1

-0.2
-0.3

-0.4

FIG. 2.

A. V. Melkikh and V. D. Seleznev 985

natesJ and Ap, we expressM from Eq. (8) and substitute
into Eq. (7):

Ap=B '-ex . 1—E
J J

This equation describes a curve, i.e., a set of all the
spinodal pointgFig. 2).

In the presence of noise, the behavior of the system
changes. Quite clearly, in the regidpg;<Ap<Apg, the
system is metastable, i.e., both possible states, being stable
with respect to small perturbations, are unstable with respect
to finite perturbations. In the presence of noise a transition
will therefore take place from the lower cunde=0 to the
upper curve and back. This behavior of the system is called
intermittence.

Clearly, the specified interval must include a valup
= Apg for which both types of flow are equally probable. A
parallel can be drawn between the two types of flow and the
equilibrium phasegfor example, for a vapor—Iliquid transi-
tion). The numbers\pg; and Apg, correspond to the spin-

. (€)

ously (without a jump. In this case, the droplets have little odals of both phases antjpg corresponds to the binodal.

influence on each othdsee, for example, Ref.)1
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Growth of perfect-crystal Si-Si ;_,Ge,—(Ge,);_,(InP), structures from the liquid phase
A. S. Saidov, E. A Koshchanov, A. Sh. Razzakov, and Sh. K. Ismailov

Physicotechnical Institute, Scientific Industrial Association“Solar Physics,” Uzbek Academy of Sciences,
Tashkent

(Submitted February 12, 1999
Pis’'ma Zh. Tekh. Fiz25, 37—-40(December 26, 1999

Structures comprising Si—Si,Ge—(G&)1_,(InP), with an intermediate $i,Ge, buffer layer

were grown on silicon substrates. Morphological examinations, scanning patterns and

diffraction spectra, and also the electrophysical and luminescence properties of the heterostructures
were used to show that the crystal perfection of these structures depends on the choice of
liquid-phase epitaxy conditions. @999 American Institute of Physid$1063-785(09)02212-0

It is well known that IlI-V semiconductors and solid also the rate of forced cooling. Morphological examinations
solutions based on them and possessing their unique propesf a cleaved section of the structure and the surface of the
ties are among the most interesting materials for optoelecepitaxial layers, carried out using an MIM-8M metallo-
tronics. Consequently, studies of the possibilities of obtaingraphic microscope, showed that other conditions being
ing these materials on relatively cheap substrates such a&sgual, mirror-smooth epitaxial layers grow on the silicon
silicon are among the topical issues in semiconductor matesubstrates having the smallest misorientatioflg0).
rials technology. The structural perfection of the as-grown layers also de-

In Ref. 1 we showed that (Gp _,(InP), solid solutions pended on the gapd] between the horizontal substrates
can be obtained on silicon substrates and we described resich could be varied in the rangé = 0.25-2.5mm by
sults of some preliminary investigations. In the present papeusing special graphite supports. The structurally most perfect
we report results of investigations to study the possibility oflayers of solid solutions were obtained on the upper and
obtaining layers of semiconducting perfect-crystallower substrates fo6 = 0.25—0.6 mm. Foi>0.6 mm the
(G&)1_,(InP), substitutional solid solutions on silicon sub- quality of the layers grown on the upper substrates deterio-
strates with an intermediate;SiGe, buffer layer by epitax- rated significantly. An investigation of the component distri-
ial growth from an indium flux in a single growth cycle. bution over the thickness of the epitaxial layer determined

The layers are grown from a flux bounded by two hori- using a CAMECA microanalyzer showed that when a par-
zontal substrates using the forced cooling method. Beforéicular growth regime is maintained, an, SjGe, layer crys-
growing the epitaxial layers of solid solutions, we searchedallizes initially on the silicon substrate, beginning with the
the published data on the solubility of Si, Ge, and InP insilicon.
various metal solvents and in various temperature ranges in The intermediate 3$i,Ge, layer then gradually gives
order to select a suitable solvent. Since our flux is a multiway to a variable-gap layer of (&g _4(InP), solid solution
component one, when selecting the composition we had twhose InP content increases in the direction of growth. The
take into account the influence of intercomponent interactiomatios of the Sj_,Ge, and (Gg),_(InP), layer thicknesses
on their solubility in the liquid phase. Since no such data arenay be varied depending on the growth conditions.
available in the literature, we carried out preliminary experi-  An x-ray diffraction analysis of the structural perfection
ments to study the indium corner of the phase diagram of af the layers using a DRON-UM1 device showed that the
multicomponent In-Si—Ge-InP system in order to refine theas-grown epitaxial layers of 8i,Ge—(G&)1_(InP), solid

composition of the flux. solutions possess extremely good single-crystal properties
Thus, we selected a suitable In—Si—Ge—InP flux compoand extremely low stresses, as is evidenced by the absence of
sition and temperature range to grow an; SGe—  peaks corresponding to phases other than the initial ones on

(G&)1_,(InP), epitaxial structure on silicon substrates in athe diffraction pattern. The diffraction spectra were obtained
single growth cycle. The structure was grown in the temperaby continuous recording using copper-anode radiatinn (
ture range 700—850 °C and the rate of forced cooling was=1.5418 A, A =1.3922 A. The anode voltage and current
1.0-1.5deg/min. i were 30kV and 10 mA, respectively. The exposure time was
The substrates were KEgrade (=5x10cm %) and  varied between 1 and 3h. We estimated the crystal lattice
KDB-grade (=1.1x10"cm 3) single-crystal silicon wa- constants of the substrate and the, $Ge, and
fers (d = 25-30 mm having misorientations of between (Ge);_.(InP), epitaxial layers, which were 5.420, 5.653,
0°15 and 3° relative to thgl11] crystallographic direction. and 5.743 A, respectivelfFig. 1).
The thickness of the epitaxial layers varied between 15 and We investigated the spectral dependence of the photolu-
25um depending on the crystallization initiation tempera-minescence at 77 K obtained from the surface of the epitaxial
ture and the growth interval, the composition of the liquid Si—Si,_,Ge—(G&)1_(InP), structures. The edge emission
phase, the position of the substrates relative to the flux, andand corresponded to the band gap of indium phosphide,

1063-7850/99/25(12)/2/$15.00 986 © 1999 American Institute of Physics
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FIG. 1. Diffraction pattern of Si-$i,Ge—(Ge,); «(InP), heterostruc-  tjon at 300 K (=0.1-1Q-cm,n=2.8-5% 1017cm—3)_ The

res. films posses®-type conductivity.
To sum up, we have shown that perfect-crystal epitaxial
layers of (Gg);_,(InP), solid solutions can be grown from
1.34eV, which indicates that the surface of the epitaxialthe liquid phase on silicon substrates by suitably selecting
layer has an InP compositidifrig. 2). the growth conditions.
We studied some electrophysical properties of films
grown on high-resistivity substrates. We determined the re-
sistivity, the type of conductivity, and the carrier concentra-Translated by R. M. Durham

IA. S. Saidov, Dokl. Akad. Nauk Uz. SSR. No. 1, 17091).
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Inversion of acoustic emission asymmetry accompanying martensitic transformations
in titanium nickelide alloys

V. A. Plotnikov

Altai State University, Barnaul
(Submitted April 16, 1999
Pis'ma Zh. Tekh. Fiz25, 41-49(December 26, 1999

Asymmetry of the acoustic emission indicates that the processes of nonchemical energy
scattering differ in the direct and reverse martensitic transformations. An analysis of the inversion
of the emission asymmetry with increasing nickel concentration in binary Ti—Ni alloys and

in the course of multiple transformation cycles suggests that in a direct transformation nonchemical
energy is dissipated by plastic relaxation whereas in a reverse transformation it is dissipated

by dynamic relaxation. Significantly plastic relaxation degrades to saturation and dynamic
relaxation begins to appear exclusively. 1®99 American Institute of Physics.
[S1063-785(109)02312-5

It has been reliably established experimentally that the  Figure 2 gives the emission energy as a function of the
acoustic emission produced in the course of martensitiotumber of martensitic transformation cycles for these alloys.
transformations in alloys has various characteristic featuredt can be seen that the acoustic emission energy for the direct
1) the acoustic emission recorded for the direct and reverse

martensitic transformations is highly asymmetrigf@& mul- U,166V
tiple martensitic transformations the parameters of the acous- 1.5 t%
tic emission are unstabfe. 2 r\ a '

Figure 1 shows fragments of acoustic curiibe depen- 11 \ 100
dence of the mean-square acoustic-emission voltage recorded 1_\
at the exit of a piezotransdugesbtained for a cycle of mar-

.. . . . - . . 0.7 50
tensitic transformations in binary Ti—Ni alloys, which in- \
volves heating and cooling in a temperature range which J \
includes the ranges for direct and reverse transformations. 0.3 0
The direct transformatioriunder cooling is a cooperative 0 200 400 600 ¥,
process involving rearrangement of the high-temperadre 0.9 o
phase(CsCl-ordered body-centered cubic strucjuige form /—\ n b (b€
the low-temperaturd819' phase. The transformation takes 0.7 /3 ¥ 100
place directly aB2—B19' in alloys having a low nickel
concentration below 50.0 at.% or B8 —R—B19’ in alloys 0.5 / \{ \ 50
having a nickel concentration higher than 50.0 atRéfs. 2 1
and 3. Here R is a rhombohedral phase amil9’ is an _ﬁ
orthorhombic phase with additional monoclinic distortion of 0.3 - 0

. 0 200 400 600 t ,s
the crystal structure. The reverse transformatiamder heat- %
ing) is also a cooperative process in the reverse order, i.e., 0.9 w +’20
B19' —B2 or B19 —R—B2. d .

A characteristic feature of the curves plotted in Fig. 1 is y \
the clear existence of two types of emission asymmetry for 0.7 20
the direct and reverse martensitic transformations. The first 2]/ \1 \
type of asymmetrythe emission energy for the direct trans- 0.5 -60
formation is substantially higher than that for the revgise ’ N\ \
typical of alloys containing less than 51.0 at.% nickel. The \_/
second type of asymmetighe emission energy for the re- 0'30 200 300 200 400'100

verse transformation is substantially higher than that for the
direct ong is typical of alloys containing 51.0 at.% nickel.
Thus, as the nickel concentration in binary Ti—Ni alloys in- FIG. 1. Acoustic emission asymmetry during martensitic transformations in
’ h f f th . .. binary Ti—Ni alloys:1 — fragments of acoustic curveg,— temperature
creases, the type of asymmetry of the acoustic emissiOfhe. "3 _ Ti_49.8at%Ni alloy b — Ti-50.3at% Ni alloy, and

changes, i.e., an asymmetry inversion occurs. ¢ — Ti-51.0 at.% Ni alloy.

t,s

1063-7850/99/25(12)/4/$15.00 988 © 1999 American Institute of Physics
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12 2 TABLE I. Values of regression coefficienf§Xi) =A+BXi and the coef-
J,10v's ficient a (alloys initially annealed at 850 9C
300 ©®
a No. Alloy A B R a
200 1 Ti-49.8at.%Ni 16.940.03 —0.14-0.04 0.976 0.140.04
° 2 Ti-50.3at.%Ni 14.£0.2 —0.40-0.04 0.988 0.4f0.04
3 Ti-50.6at.%Ni 15.20.2 —0.48-0.02 0.974 0.480.02
et » 4 Ti-51.0at%Ni - - - -
100 2
e ’.‘I
] ® . .
0 SPeecpesne cycle number, at least for the direct martensitic transforma-
0 4 8 12 16 tion, can be fairly accurately approximated by the exponen-
60 9 tial dependende
b ‘]k:‘]O eX[X—ak), (1)
40 ’ whereJ, andJ, are the emission energy of théh and some
o 00 o zeroth cycle, respectively, aralis a parameter characteriz-
b2 ing the rate of decrease in the emission energy to the satura-
20 s Py tion level. Reducing Eq(l) to the linear form
0
. " : . InJ,=InJo—ak, 2
e ag o . . - .
g ol0°pPo r epce we can determine the exponential coefficiardnd estimate
0 4 8 12 16 the accuracy of approximating the experimental points by the
linear dependencé(Xi) =A+BXi. Table | gives values of
o o c
40} o2 0
0 4] % Oq o 000 o
InNK
20 18
1 n
....oo.o. o %O a0 o 17 -
il ;
0 10 20 30 40 . }
FIG. 2. Influence of cycling of martensitic transformations on the produc- 16 s P
tion of acoustic emission in Ti—Ni alloysa — alloy containing ol | N
49.8 at.% Ni, b — alloy containing 50.6 at.% Ni, and ¢ — alloy containing m B s n
51.0 at.% Ni;1 — direct transformation2 — reverse transformation. 15 By
18
transformation decreases substantiglly approximately an 17 ]
order of magnitudeas the cycle number increases. For the
reverse transformation, the acoustic energy increases during i
cycling (except for the alloy containing 49.8 at.% )NAfter 16 Mg
an appreciable number of cycles the drop in the emission -
energy for the direct transformation and the increase in the m
emission energy for the reverse transformation reach satura- 15 TRLLE LY
tion, i.e. cycling also leads to inversion of the acoustic emis- 18 =
sion asymmetry. For the alloy containing 51.0at.% Ni, cy-
cling barely influences the emission energy for the direct and 17 =
reverse transformations, i.e., the initial asymmetry of the
acoustic emission is conserved. i
. . . . [
Thus, in experiments to record the acoustic emission we 16
identified the following behavior: )1two types of acoustic l.
emission asymmetry appear) tversion of the acoustic ]
emission asymmetry occurs as the nickel concentration in the 15 * Sgm + Spuy
alloys increases and also in the course of multiple transfor- 0 4 8 12 16 Kk

mation cycles in alloys containing more than 50.0 at.% but
less than 51.0 at.% nickel;) 3he initial asymmetry of the
acoustic emission is conserved.

FIG. 3. Influence of multiple cycles of martensitic transformations and in-
termediate annealing on the production of acoustic emission in a single-
crystal sample whose composition is similar to that of the alloy containing

The relationship between the emission energy and theg.8 at.% Ni:1, 2, and3 — number of series of transformation cycles.
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TABLE Il. Comparison between acoustic emission parameters for a direct martensitic transformation and
mechanical characteristics of the allojgloys initially quenched

. o, MPa
Alloy, J;, 10722 Saturation o, Os—Om,
No. Ni at.% a B2 s/mol cycle MPa MPa 1cycle 11 cycles
1 49.8 0.14-0.04 266065000 20 180 90 270 380
2 50.3 0.36:0.01 5600- 800 12 100 250 350 450
3 50.6 0.630.03 3400770 8 50 500 520 570
4 51.0 - 840+80 0 30 930 960 960

the coefficientsA and B, the exponential coefficiers, and  nomenon is called phase hardentBuring cycling, phase
the correlation coefficien®. hardening builds up and saturates. At the same time the
It can be seen from the data presented in Table | that thacoustic emission energy produced by the direct transforma-
experimental points can be approximated by the linear detion also saturates exponentially, i.e., the coefficeeirt the
pendence?) with a high degree of accuracy and a correla-argument of the exponential function can characterize the
tion coefficientR close to one. The value of the coefficient alloy both in terms of its tendency to harden and in terms of
increases with increasing nickel content in the alloys, fromthe possibility of producing acoustic emission by plastic re-
0.14 in alloy No. 1 to 0.48 in alloy No. 3. The higher the laxation. Thus, the first type of acoustic emission asymmetry
coefficienta, the faster the curvd,=f(k) reaches satura- is strongly related to the plastic relaxation of the stresses
tion. It follows from this formal definition that the rate of which degrades as far as saturation during cycling.
saturation of the emission parameters in alloy No. 3 is ap- This is confirmed by the fact that the initial acoustic
proximately 3.5 times higher than that in alloy No. 1. emission asymmetry is restored by annealing. During heating
Heating the binary alloys to 600—-850 °C after repeatedhe phase hardening is also annedkb@ dislocation density
cycles of martensitic transformations strongly influences thend the stress fields are redugede., the structure of the
emission parameters in the following cycles. Figure 3 givesalloy is transformed to its initial state. However, the increase
the integral acoustic emission parametgras a function of in the coefficienta during the series of transformation and
the numbek of transformation cycles, plotted in terms of the annealing cycles indicates that the structure does not fully
coordinates IN,—k for successive series of cycles and inter-return to its initial state. The simultaneous aging protess
mediate annealing using single-crystal samples whose conchanges the tendency of the alloys to plastic relaxation.
position is similar to that of alloy No. {Ti—-49.8 at.% NJ). The inversion of the acoustic emission symmetry as the
First, the initial acoustic emission asymmetry is restorednickel concentration in the alloys increases to 51.0 at.% and
second the initial level of emission energy is restored, andluring repeated transformation cycles indicates that two
third, after annealing the value of the coefficiemin the  types of processes are responsible for producing the acoustic
argument of the exponential functigh) increases, which in  emission.
turn reduces the number of transformation cycles required In the alloy containing 51.0 at.% Ni, the relationship be-
for the acoustic emission energy to reach saturation. A simitween the martensitic shear stress and the yield point is such
lar tendency was identified in polycrystalline samples of al-that plastic relaxation is impossible and no phase hardening
loys Nos. 1, 2, and 3. In alloy No. 4, annealing does notwas observed experimentally. Thus, the second type of
change the type of acoustic emission asymmetry. acoustic emission asymmetry corresponding to asymmetry
These dependences in the production of acoustic emisaversion predominates. It has been shown that a dyrfamic
sion during a cycle of martensitic transformations are esseracoustic emission mechanism strongly related to the growth—
tially related to the mechanical characteristics of the alloyscontraction microkinetics of a martensitic crystal is respon-
and particularly to the martensitic shear stress and the  sible for the second type of emission asymmetry. Unlike
yield point o (the dislocation yield point Table Il com-  plastic relaxation which tends to degrade to saturation, dy-
pares the mechanical characteristics of the alloys and theamic relaxation is always present during a martensitic trans-
acoustic emission parameters. formation. However, in the presence of plastic relaxation its
It can be seen from the data presented in Table Il that theole in the scattering of nonchemical energy during a direct
higher the martensitic shear stress and the lower the yielthartensitic transformation is only a minor one. During a re-
point of the alloy, the higher is the probability of plastic verse transformation no plastic relaxation occurs and dy-
relaxation(the local internal stresses reach the plastic flownamic relaxation is maximized.
stres$ and the higher is the acoustic emission energy pro-
duced by a direct martensitic transformation in the first
cycle. This may indicate some relationship between plastic
relaxation and the production of acoustic energy in the direct
martensitic transformation. 1v. A. Plotnikov and Yu. |. Paskal’, Fiz. Met. Metallove®4(3), 142

it i _ (1997, .
In the course of a martensitic transformation cycle, com 2D, B. Cherov, Yu. I. Paskal’, V. EGyunter, L. A. Monasevich, and

plete dislocations are generated and accumulate in the StruCE, . savitski, Dokl. Akad. Nauk SSSR247, 854 (1979 [Sov. Phys.
ture and an increase in the yield point is observed. This phe-Dokl. 24, 664 (1979].
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Influence of nitrogen on the tendency to packing defect formation and the temperature
dependence of the thermoelectromotive force in Fe—Cr alloys

L. M. Kaputkina, V. V. Sumin, and K. O. Bazaleeva

Moscow Institute of Steel and Alloys
(Submitted April 13, 1999
Pis'ma Zh. Tekh. Fiz25, 50-54(December 26, 1999

The influence of nitrogen on the absolute coefficient of thermoelectromotive force in steel and
the tendency of the material to form packing defects is studied. The absolute coefficient

of the thermo-emf increases monotonically with increasing nitrogen concentration. The tendency
to form packing defects increases monotonically with increasing nitrogen concentration in

the range where the austenite solid solution is stable. Near the phase transition
(austenite—martensjté¢his tendency increases sharply. The experiments described indicate that
nitrogen influences the electron subsystem of the metal1989 American Institute of
Physics[S1063-785(109)02412-X

The introduction of nitrogen is an extremely promising measurements were made in the range 50—200 °C by an in-
method of modifying various properties of steel. The influ-tegral method where the hot junction acted as the contact
ence of nitrogen on the properties of iron alloys is in manybetween the tungsten tip contained within a microfurnace
respects comparable to the widely studied influence of carand the surface of the sample. It can be seen that the slope of
bon. However, many authors have noted substantial differE(T) increases monotonically with increasing nitrogen
ences in the behavior of nitrogen and carbon in solid soluconcentration. The absolute coefficient of the thermo-emf
tions of bcc and fcc iron and, specifically, different (S=—dE/dT) calculated using these data is plotted in Fig.
influences on the packing defect enérgnd the nature of 2b. The coefficien also increases with increasing nitrogen
the interatomic bond%.At the same time, specific data to content and for pure austenitic alloy8.94—-1.68% the de-
estimate the structure and properties of ir@ubstitutional ~Pendence&s=f(N) is less steep and close to linear. We know
dopanj—nitrogen solid solutions are clearly inadequate andhat this coefficient is a function of the density of electron
frequently often contradictory. states at the Fermi surfaceS€ 772k2T/(3|e|Nd(3))

In the present study we report an experimental assess<(Na(£)/de),—, whereNg(e) is the density of states as a
ment of the influence of the nitrogen concentration on propfunction of energy and is the Fermi en_ergr? so that we are
erties closely related to the electron subsystem, i.e., the te __onfldent that this result qualitatively indicates that nitrogen
perature dependence of the thermo-emf and thénfluencgs the state of'the metal electron ;ubsystem.
concentration of packing defects. The.mfluen(.:e pf nitrogen on the pgcklng defect energy

We investigated Fe—18%Cr—N alloys with nitrogen con-vas e_s'umated indirectly fro_m the_packlng def_ect concentra-
tent varying between 0.42 and 1.68 wt.%. tion v in these alloys _under intensive defqrmaﬂon. The pack-

After being quenched from 1100 °C the alloys were inng defect concentration was determined in austenite by mea-

. . . : suring the shift of the x-ray peaksResults of numerous
various phase-structural states. Since nitrogen fairly Stronglgxperiments show that, although this method does not give
stabilizes austenite, the steel having the lowest nitrogen co '

. . r%ﬁe correct absolute value of the packing defect energy in
tent, 0.42%, was in a two-phase stateartensite plus auste- P 9 %Yy

nite) at room temperature. According to x-ray diffraction

data, the sample containing 0.68% nitrogen possibly had a 3 ¢

small quantity £2%) of martensitic phase and then, as the

nitrogen content increas€d.96—1.68% N, the steel became

completely single-phase and the austenite was more stable. 3.631 ]
In order to determine the position of the nitrogen atoms

in the alloy we measured the lattice period; the results are 3,61

plotted in Fig. 1. It can be seen that the lattice period of the o

austenite increases monotonically with concentration and the

slope of the curve agrees fairly accurately with the experi-

mental dat&:* 1
This behavior is evidence that almost all the nitrogen is 3.57

present in solid solution after quenching the steel.

Results of measuring the temperature d.epepdence of thﬁr'G. 1. Lattice period of austenitic solid solution as a function of nitrogen
thermo-emfE(T) of the alloys are plotted in Fig. 2. The concentration.

0.2 0.6 N, ol 1.4 1.8

1063-7850/99/25(12)/2/$15.00 992 © 1999 American Institute of Physics
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~3000 o o 00 150 200 phase transition. Thus, in this case for two-phase alloys
7,°0 where the austenite solid solution is unstalfe42 and
17 T T 0.677% N the values ofx are exaggerated and they decrease
on approaching the stable solid soluti@964% N. The
16 — second ascending branch of the curve in Fig. 3 clearly re-
$=-dEdT, flects the influence of nitrogen on the electronic structure of
uVideg . . . . .
15 ] the fcc solid solution and the increasedrhere is caused by
a reduction in the packing defect energy accompanying the
| : b nitrogen doping.
14
0.5 1 L5 2

'R. M. Banov and G. Z. Zlateva, Izv. AN SSSR. Metall. No. 2, 17877).

2H. Ino, K. Umezu, S. Kajiwara, and S. Uchawa, Rmoceedings of the
International Conference on Martensite Transformations, Nara, Japan,
1986 pp. 313-318.

3M. Hansen and K. AnderkoConstitution of Binary Alloys2nd ed.
(McGraw-Hill, New York, 1958; Metallurgizdat, Moscow, 1962, 163)pp.
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certain cases, it provides a qualitatively true reflection of the and Alloys(Pergamon Press, Oxford, 195258 pp.

tendency to form packing defects. We assume that the packs-':- J. Blattet al, Thermoelectric Power of Metal@lenum Press, New

. . . York, 1976; Metallurgiya, Moscow 1980, 248 pp.

!ng defeCt_energy ,and the Inversely propornonal param_Eter 5Ya. D. Umanski, Yu. A. Skakov, A. N. Ivanov, and L. N. Rastorguev,
in the solid solution are closely relat.ed to the de_n5|ty of crystallography, X-Ray Diffraction Analysis, and Electron Microscfipy
electron statésso that we could predict a correlation be- Russiai, Metallurgiya, Moscow(1982, 632 pp. . .
tween the values ddanda. However, the tendency to pack- "Ya. D. Vishnyakov,Packing Defects in Crystal Structufén Russian,
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ing defect formation is also influenced by another factor, i.e.,

the packing defect energy decreasesificreasesnear the  Translated by R. M. Durham

FIG. 2. Temperature dependence of the thermo-emf for alloys containing
0.677% N(1), 0.964% N(2), and 1.68% N(3) (a); absolute coefficient of
thermo-emf(50—200 °Q for these alloygb).
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Influence of defect diffusion on the radiation resistance of the heterogeneous
photoconductor CdS—PbS

V. E. Bukharov and A. G. Rokakh

N. G. ChernyshevskBtate University, Saratov
(Submitted February 16, 1999
Pis'ma Zh. Tekh. Fiz25, 55—-60(December 26, 1999

It is shown that the well-known fact that the radiation resistance of CdS improves considerably
when PbS is addeldA. G. Rokakh, E. V. Elagina, L. P. Matasova, and N. A. Novikova,

Composition to Fabricate Film Photoresistorsuthor’s Certificate No. 1110351, publ.

March 17, 1983 accompanied by the formation of the heterogeneous photoconductor CdS—PbS
may be attributed to the gettering of radiation defects by narrow-gap phase inclusions.

This gettering occurs because the radiation-stimulated diffusion is considerably more pronounced
in the wide-gap CdS—PbS component compared with the narrow-gap component. A model

is proposed to explain the radiation resistance of a CdS—PbS system and this is used to determine
the steady-state defect concentration profile. 1899 American Institute of Physics.
[S1063-785(109)02512-4

As we are well aware, degradation of the photoelectridntroduced the factor exp-U—AU/KT], wherek is the Bolt-
and luminescence properties of [I-VI compounds is causegmann constant anfl is the temperature.
by the formation of defects which lead to additional doplng Stepano?[ considered a mechanism for radiation-
of the sampl&and/or the establishment of new effective re- stimulated diffusion based on the transfer of energy to dif-
combination channef$lt has been shown that the radiation fusing atoms as a result of particles in the radiation flux
resistance of CdS may be improved considerably by addingeing scattered at these atoms. Since we are considering dif-
lead salts to the photoconductor, particularly P a re-  fysion of recombination centers rather than the diffusion of
sult of the limited mutual solubility of CdS and PbS, a het- iy ms of the dominant material, in formula7) from Ref. 5
erogeneous material forms, conventionally designated CdSgq introduced the probability factd? that a center will par-

PbS,.Which cons'ists of a wide-gap matrix comprising asonqicipate in a diffusion jump, which may be expressed as

solution of PbS in CdSPK,Cd,_,S) and narrow-gap, low- P=N/N,, whereN is the concentration of centers aNg is

resistivity CdPb, S inclusions. The presence of these IN-1he atomic concentration

clusions is evidenced by a plasma resonance analysis of a Vinetskii and Chika® éxamined the diffusion of recom-

CdS_P.bS. §ysteﬁ%.5|.nce these nqrrow—band |nc_:Iu3|or_15 ha.vebination centers stimulated when the energy of free carriers

low resistivity, the wide-gap matrix connected in series with. =7 )
is transferred to them as a result of recombination. Numerical

the narrow-gap phase is the working material from the pho- . .
v-gap p : 9 P calculations based on our own experimental data and the data
toconductivity point of view.

Explanations for the radiation resistance of Cds—ppg!ven in Refs. 8-12 showed that this last mechanism of

have been forward using the idea that the recombination aégdiation-stimulated diffusion plays a dominant role in the

tivity is extracted from the wide-gap to the narrow—gap\"’id_'e"gaIO phase Of_Cd_S_PbS’ and the _coefficient_ of
phasée’ The aim of the present study is to construct a modefadlatlon-stlmulated diffusion calculated for this mechanism

o i Bam - 2e 1
of the resistance of a CdS—PbS system from a slightly difunder electrgn begtm iradiation of @m s * (current
density 10°A/cm?, dose rate 10rad/9 is D*=2

ferent point of view, based on the assumption that the diffu-"=" =’ ’ ) g
sion of radiation defects is intensified by radiation to differ- X 10" ° ¢M/s. This value seems fairly realistic since the ex-
ent degrees in the narrow-gap and wide-gap components. perimentally determined coefficient of radiation-stimulated

The main mechanisms for radiation-stimulated diffusiondiffusion of the radiolysis products for x-ray irradiation of
were examined in Refs. 5-7. When applying these studies tgdS at a dose rate of 250 rad/s vias=10"*?-10"**cnt/s
CdS—PbS, we must take into account the characteristics ¢Ref. 13 and our radiation power was three orders of mag-
the material and the diffusants. nitude higher.

Mak’ considered diffusion stimulated by recombination ~ In the narrow-gap phase of CdS—PbS, none of these
charge transfer between centers. However, forni@lgpro-  mechanisms gives any significant stimulation of diffusion.
posed by Mak only holds if each charge transfer event leadgor instance, the recombination mechanism is ineffective
to a diffusion jump, i.e., after charge transfer the center is irhere because of the low recombination energy which cannot
an unstable position. In fact, charge transfer generally onlgxceed the band gap. This means that the field of the diffu-
reduces the energy barriér for defect migration byAU sion coefficientD(r) in CdS—PbS can be considered to un-
~0.5-1eV(Ref. 8 so that in formula(2) from Ref. 7 we dergo a jump at the phase boundary.

1063-7850/99/25(12)/3/$15.00 994 © 1999 American Institute of Physics
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FIG. 1. Calculated profile of the steady-state concentratimi defects in the heterogeneous photoconductor CdS—PbS for various rates of diffusion in the
narrow-gap phaseG=4x10%cm 3.s7%, xk=2x10"2cm?.s7%, 1=3x10"%cm, r=3%x10"%cm, D;=10"°cm/s. 1 — D,=10"tcn¥/s; 2 — D,
=10 2cmfls; 3 — D,=10 Scn/s; 4 — D,=10 cnf/s; 5 — D,=10 ®cn?/s; andé — D,=10 8cné/s.

As our model problem we analyzed the generation, ananalogy with the kinetic theory of gases, we can obthin
nihilation (recombinatiol, and one-dimensional diffusion of =N;(1)v;/6, where the rates of displacement of the defects in
defects in an infinite region whei@ varies periodically as the crystal ares;=a;/7; (a; is the lattice constant ang is
given by the average residence time of a defect in one of the equilib-

Dy, —l+(21+2r)k<x<l+(2l+2r), rium positions. Expressingvi' in terms ofD; [see formula
= (1) (I, 6) from Ref. g, we obtainJ;=D;N;(l)/a;. The result-
Do, I+(21+2r)<x<r+2l+(2l+2r), ant flux —D;(JN1/9x)|,—,, passing across the boundary of
wherek is an integer and I2and 2 are the thicknesses of the regions is determined by the difference betwegn
regions 1 and 2 with the diffusion coefficien; and D, andJy:
(D1>Dy). This corresponds to the ¢y, ,S-PRCd, S
periodic superlattice under irradiation. Although strict peri-
odicity is not always satisfied experimentally, this apprecia- N,
bly simplifies the analysis since on account of the symmetry  — DlW
we only need to analyze the region<@<I+r, and the
boundary conditions are simplified.
We analyzed the equation of continuity for the defects

N,

72 ox
x=I

D,
ai

D,
N1(|)—a—2Nz(|)- ®)

x=1

N 2N If Ni(I)~=N(l), a;~a,, andD>D,, the right-hand side of
—=D——R+G, 2) Eq. (5) is positive and a flux of defects appears from region
Jt ax? 1 to region 2, i.e., they are gettered by a narrow-gap inclu-
sion. For a more accurate analysis we need to allow for the
surface annihilation of defects which modifies conditi&n
5 Figure 1 gives the dependenddéx) (N; andN,) ob-
G=mn, R=«xN% 3 tained by solving the probler®)—(5) numerically for vari-
where 7 and k are proportionality factors, analis the con-  0us values oD,. It can be seen that the defect concentration
centration of free electrons. The last expression in @y. N the working region(region 1 is 1.5-2.5 orders of magni-
implies that the concentrations of vacancies and interstitialude lower than that in the gettering region and the higher the
atoms are equal. ratioD, /D5, the lower the steady-state defect concentrations
The symmetry oD(x) yields the boundary conditions in the working region, i.e., the more effective the gettering.
Thus, the radiation resistance of the heterogeneous pho-
N1 10X x=0=0,  INa/9X|x=1+=0, 4) toconductor CdS—PbS may be attributed to the gettering of
where the subscripts 1 and 2 refer to the correspondingadiation defects which function as fast recombination cen-
regions. ters, by narrow-gap, low-resistivity inclusions. This gettering
In order to obtain “matching” conditions for the solu- occurs because the diffusion of defects in the narrow-gap and
tions at the boundary of the regions we shall analyze thevide-gap phases of CdS—PbS is intensified by irradiation to
defect fluxesJ; and J, from the appropriate regions. By different degrees.

whereN is the defect concentratio andR are their rates
of generation and annihilation, which are given‘by
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Superhardness of cast iron induced by copper under laser treatment
G. I. Kozlov

Institute of Problems in Mechanics, Russian Academy of Sciences, Moscow
(Submitted June 29, 1999
Pis’'ma Zh. Tekh. Fiz25, 61-65(December 26, 1999

A new phenomenon has been observed, i.e., the copper-induced formation of superhard cast iron
having a microhardness up to 22 000 MPa as a result of cw laser treatment of the surface

of gray iron covered with a thin copper inductor layer. The induction phenomenon involves the
inductor in close contact with the crystal structure specifically influencing the phase

transition processes which take place in the surface layers of metals and alloys during cooling
after laser treatment. €999 American Institute of Physid$§1063-785(19)02612-9

Laser thermal hardening is one of the most effective“seed—inductor” on the kinetics and mechanism of the
methods of hardening the surface of metals and alloys. Ahase transitions which take place during cooling of the cast
distinguishing feature of laser quenching compared with coniron after laser treatment. It is advisable to use copper as the
ventional methods is the highly nonequilibrium nature of theinducing “seed.”
process, since the characteristic times for structural rear- In the experiments a thin copper layer was deposited on
rangement in metals and alloys under laser treatment condihe surface of the gray iron immediately before the laser
tions become comparable with the heating and cooling timedreatment. The layer thickness was 100—450. The laser
From the physical point of view, the process of hardeningradiation power was kept constant at 5.5 kW during the treat-
alloys involves obtaining structures which impede the develment and the radiation intensity was selected so that the
opment of plastic deformation processes, i.e., creating okthickness of the molten layer on the surface was small and
stacles to the migration of dislocations. In principle, this canthus negligible mixing of the cast iron and copper took place
be achieved by forming inhomogeneities in the crystal latticdn the melt. At this beam power this was achieved with a
of the alloys by means of impurity atoms or new-phase infocusing spot of approximately 8 mm and a beam sweep rate
clusions, and also by reducing the grain sizes. over the surface of 40 cm/min.

In the present paper we report the first observation of an  After the laser treatment, the surface layer of copper was
exceedingly interesting phenomenon, i.e., the copperremoved by milling to a depth of 0.5 mifirst stageé and
induced formation of a superhard structure in the surfacd.0 mm(second stageThen, in order to reduce the influence
layer of gray iron as a result of laser treatment of the surfacef the deformed zone produced by the milling, a layer of
on which a thin copper inductor layer had been preliminarilyaround 1Qum was removed by chemical etching. The mill-
deposited. ing revealed a specular matrix which had an extremely high

For the laser treatment we used a system consisting of lBardness, as was shown by the measurements. The phase
6 kW cw gas-discharge laskg focusing system, and a spe- composition, microstructure, and microhardness of the ma-
cial device to scan the beam over the surface being treatettix were investigated.

The intensity distribution over the beam cross section was The microhardness was measured over the width of the
fairly uniform in the central part of the beam with a slightly specular matrix zone using a PMT-3 tester. The values of the
lower intensity toward the edge. A salt lens of 100 cm focalmicrohardness at the first stage reached record levels of
length was used to focus the laser radiation onto the surfac22 000 MPa, although the microhardness distribution over

At the first stage of the investigations we carried outthe width of the zone was slightly nonuniform and fluctuated
experiments to study laser thermal hardening of gray irorin the range 22 000-19 000 MPa. In the deeper layer at the
samples in order to determine the optimum treatment condisecond stage the values of the microhardness were slightly
tions and obtain the maximum microhardness for this profower but still remained high in the range 18000—
cess. These data were important for a subsequent comparist 000 MPa which is almost unattainable for cw laser ther-
with the results obtained using the new method of laser treatmal hardening of cast iron.
ment developed in the present study. The optimum laser ra- These high values of the microhardness are undoubtedly
diation intensity was X 10* W/cn? which for an exposure related to the inducing influence of copper on the mechanism
time of 0.4s, gives a hardened layer at least 0.8 mm deeg@nd kinetics of the phase transitions which take place during
with a microhardness in the range 8000—11 000 MPa. the cooling of cast iron after laser treatment. The structural

The maximum microhardness of 11 000 MPa obtaineccomponents responsible for these high levels of microhard-
for laser thermal hardening of the surface of gray iron showsiess need to be determined. With this aim in view, we ana-
good agreement with published datklowever, it appears lyzed the phase composition.
that this is not the limit and superhard cast itgrmay be In order to study the phase composition, we compared
obtained by using the idea of the induced action of a specifithe diffraction pattern of the treated zone with that of an

1063-7850/99/25(12)/2/$15.00 997 © 1999 American Institute of Physics



998 Tech. Phys. Lett. 25 (12), December 1999 G. I. Kozlov

FIG. 1. Photograph of the microstructure of the specular
matrix zone:1 — boundary of molten region.

untreated zone which consisted predominantly @fFe, sample. Figure 1 shows a photograph of the microstructure
Fe;C, and carbon. The diffraction pattern obtained at the firsbf the specular matrix zone which fairly clearly reveals the
stage from the specular matrix zone indicates that the phassundary of the molten region in which considerable release
composition corresponds to a mixture of ferrite, austenitepf globular-shaped carbon can be observed. In addition to the
cementite, and carbon. Compared with the untreated zone, dlack inclusions associated with the carbon, we can also
the diffraction reflections are strongly broadened which indi-identify dark-gray regions having an acicular struct{meb-
cates that the structure of these phase components exhibibly bainite and light ferrite regions containing rounded dis-
appreciable dispersion. No distinct splitting of the diffraction perse cementite inclusions. However, no new structural com-
reflection in the range of angles corresponding to the marponent responsible for these high microhardness values
tensite doublet is observed. In the deeper layatshe sec- could be detected on the basis of this analytical data.
ond stagg the reflection intensity of the martensite doublet To sum up, the formation of superhard cast iron with a
increases and the broadening of the diffraction reflectionsecord microhardness of 22 000 MPa as a result of laser treat-
decreases slightly. The measurements yield the importamhent of the surface of gray iron on which a thin layer of
conclusion that the hardening of gray iron under laser treateopper had been previously deposited is undoubtedly related
ment with an inducing seed is unrelated to the formation oto the phenomenon of copper induction established in the
martensite. However, the inducing influence of copperpresent study, which influences the kinetics and mechanism
which like v Fe has a face-centered cubic lattice, probablyof the phase transformations which take place during cooling
involves the copper acting as an austenite-stabilizing factof the cast iron after laser treatment.
lowering the austenite conversion temperature and thus ap-
prec,iably reducing the size of the perli'te fqrmed durir]g t,helG. I. Kozlov and V. A. Kuznetsov, KvantovayéleEktron.(Moscov@ 16,
cooling process. However, the reduction in the grain size 1360(1989 [Sov. J. Quantum Electron9, 878 (1989)].
may be just one of the factors responsible for the formation®ya. B. Zel'dovich, G. I. Barenblatt, V. B. Librovich, and N. M.
of superhard cast iron in these experiments. Makhvilgdze, Mathematical Theory of Combustion and Explosion

A second important conclusion follows from a study of [in Russiad, Nauka, Moscow(1980.
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the microstructure which was made for the end surface of th&ranslated by R. M. Durham
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Scanning tunneling spectroscopy of amorphous carbon: tunneling model
V. I. lIvanov—Omski , A. B. Lodygin, and S. G. Yastrebov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted August 26, 1999
Pis’'ma Zh. Tekh. Fiz25, 66—71(December 26, 1999

An analysis is made of a model of tunnel current flow through amorphous diamond-like carbon.
It is shown that single-electron phenomena may occur in this medium which result in the
appearance of specific features on the current—voltage characteristics of thin amorphous carbon
films. The model is used to explain the tunnel spectra of diamond-like carbon and the

size of a graphite-like cluster is estimated. 1®99 American Institute of Physics.
[S1063-785(109)02712-3

Amorphous carbon films initially attracted the attention al
of researchers because of their high mechanical strength, WOCPSTM(EF st Psanf V),
chemical resistance, hardness, and transparency over a broad

spectral range. It has recently become apparent that the¥derepstm(Er) is the density of states in the STM tip at the
films are also promising as a material for cold cathodes peEermi level(itis assumed that the tip is metal and the density
of states in it near the Fermi level is close to constaad

san( V) is the density of states in the sample at the distance
from the Fermi level. Having studied the functipg,(V),

cause of their low field emission threshdldfhe unique
properties of amorphous carbon are associated with the ch

acteristics of its mesoscopic structsee, for example, Ref. we can use this to reconstruct the energy diagram of the

2). Amorphous carbon films consist of two mutually embed'density of states of the material. This approach to the study

ded phases, a diamond-like phase characterized béff the energy spectrum of amorphous carbon was applied in

sp’-hybridization of carbon atoms, a tetrahedral structureges 4.

and large (up to 4eV HOMO-LUMO spacing, and a However, because of the characteristic features of the
graphite-like phase consisting of fragments of graphitenesoscopic structure of amorphous carbon, another interpre-
planes and curved fullerene-like fragments. This graphitetation of the tunnel current—voltage characteristics is also
like phase is characterized Isp*-hybridization of carbon, possible. This is because the graphite-like clusters contained
comparatively high electrical conductivity, and a band gapin the material are potential wells for the electrons and have
which is either small or non-existent, depending on the clussizes so small that their charging by a single electron leads to
ter size. The diamond-like phase is usually called tetrahedrah substantial change in the electrostatic energy. Even at room
to avoid confusion with diamond-like carbon which is the temperature this change may substantially exck&d A
general term for solid carbon films. The phases are interstructure consisting of a low-capacitance cluster and two tun-
mixed in fragments having characteristic dimensions of benél junctions is called a single-electron transi§®ET).”

tween a few and hundreds of angstrom. The cluster sizes in The charge at the base of this transistor can only vary in
this structure have been determined in several studies, sudPS With increments of the elementary chamgéin an
as Ref. 3. Another important factor is that the properties offrdinary transistor this effect is suppressed by thermal noise

the graphite-like clusters depend very strongly on the fragfr’mq ?ISO byft?he ‘;Jspreadlrllg” tOf Ch%r%e becausg Of. th;t'low
ment sizes of this component. resistance of the base—collector and base—emitter jungtions

. . . Thus, the conductivity of a single-electron transistor also
The most important method of directly studying mesos- _ - " . "
: X . . . ~ varies abruptly(a so-called “Coulomb staircas¢’The step
copic structures is scanning tunneling spectroscopy, in Wh'CQ/idth of the staircase

the tip of the tunneling microscope is fixed at a specific point

above the surface of the film and the current—voltage char- A¢@=€%2C (1)

actgrlstlc of this tunn_el structure is re_corded. F(_)r materlalsCorresponds to a change in the base chargeebyMhen the
having no mesoscopic structure the interpretation of thes

- o ase is a graphite-like cluster having characteristic dimen-
characteristics generally presents no difficulty. At moderatgjs of 2_3 nm(Ref. 3, its potential as a result of charging

temperatures and voltages the differential conductivity of theby a single electron can reach tenths of an electronvolt. An
tunnel contact is simply proportional to the product of theeffect of this magnitude is quite noticeable even at room

density of states at the Fermi level in the scanning tunnelingemperature. In particular, if the current flow path through

microscope(STM) tip and the density of frees stater for  the film contains a low-capacitance cluster separated by two
reversed polarity, filled statgsn the material at a level tunnel junctions, the differential current—voltage characteris-
shifted relative to the Fermi level according to the appliedtic will have regular steps unrelated to the overall modulation

voltage: of the density of states of the material.

1063-7850/99/25(12)/2/$15.00 999 © 1999 American Institute of Physics
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Consequently, the classical approach and an approaatumber of six-membered graphite rings, this spacing varies
associated with single-electron phenomena can be used #bruptly in accordance with the following empirical
explain the current—voltage characteristics of amorphouformula;’
carbon films. In the present paper we attempt to combine
these two approaches to produce a combined model of tunnel Eg (eV)~45IL, (4
effects in amorphous carbon.

The basic assumption of this model is that Coulomb rewhereL is the number of rings in the cluster and this formula
pulsion forces in a nanosize cluster generate a correction taolds for L<100. However, no quantitative explanation of
the electron energy at the lower edge of the conduction banthe differential conductivity structure is given in Ref. 4.
in graphite-like carbon. A theoretical analysis of this possi-  The clearly defined periodic structure of the conductivity
bility as applied to quantum dots was made by Averin incharacteristics observed in Ref. 4 shows that the theory de-
1991 (Ref. 6. scribed above can be used to explain the curve profile. Nu-

Amorphous carbon films as a whole, i.e., including thosemerical estimates for data given by Robertson give
containing graphite clusters, possess the band Egfor ~ Eg=0.8eV and thus. =30, cluster diameter 3.6 mn ¢
which their dimensions must not exceedtn) (Ref. 7.  =0.4eV, andC=2x 10" "°F which gives an estimate of the
Assuming that in the absence of an external voltage, théluster radius of the order of 2nm. Hence, the proposed
Fermi level in the collector and emitter junctions, and also inmodel provides a satisfactory and noncontradictory explana-
the cluster is equalized, and in the cluster the Fermi level lie§on for the positions of the differential conductivity peaks on
at the center of the band gdmwhich approximately corre- the tunnel spectra of amorphous carbon.

sponds to the real situatirwe find that the following volt- It should be noted that the real experimental picture dif-
age must be applied to the transistor for the cluster to béers from that assumed in the model. An STM tip has a much
charged by a single electron larger cross section than the characteristic spacing between
) the graphite-like carbon clusters so that several tunnel junc-

UFE I e_' ) tions could appear simultaneously beneath the tip. However,

2 2C this is offset by the fact that tunneling in a disordered me-

At the same time, when a photon is absorbed by the clustdfii™ takes place initially along a single, more favorable,

in the fundamental absorption region, an electron—hole paiP@th(known as a puncturevhose resistance is much lower

forms with zero total charge and in the optical absorptionthan the ambient resistance. This characteristic of tunneling

spectrum its edge will be located alongsiflg. The band in an inhomogeneous medium, of which amorphous carbon

gap is generally a macroscopic parameter so Eyafor a is one on the mesoscopic scale, was first considered by

o 8 . .
cluster has the meaning of the HOMO—LUMO spacing. TheRakh. Along the length of this channel for low flowing

capacitance of the cluster is determined using the formula currents the highest voltage reaches the junctions surround-

ing the lowest-capacitance clustéhis, like a switch, breaks
C=gper/2 (3)  the circuit when the applied voltage becomes less thgn

(a graphite-like cluster can be approximately assumed to peAll the other clusters presumably create an additional Ohmic
flat disk of radiusr). correction to the resistance of the main “working” cluster

Charging a cluster by an electron shifts its potential byand do n<_)t _influence_the_form of the tur_mel c_urre_nt—voltage
Ae=€?/2C, and when the external voltage varies by thischargcterlstlc. Thus, in this pr_oblem_a fairly thick film can be
amount, the next differential conductivity peak appears, angonsidered to be a system with a single cluster.
so on. Thus, the first conductivity peak appears at the voltage 1 1iS Work was supported by the RFBRrant No. 97-
given by formula(2) and the following peaks appear at in- 02-18110.
tervals of Ap. Taking into account formulagl) and (3),
which can independently determine the cluster size from
these data, we can directly check the model for self-
consistency.

We shall now consider the experimental tunnel spectralf't't"e;r:{ ?'5;'1 Slgg’a”araya”a' W. 1. Milne, and J. Robertson, Appl. Phys.
of amorphous carbon given in the literature. The first seriOUSzMe__L'_ Theye, (v. Pgéret’ and A. Sadki, Condens. Matter N&W&), 4
study of the tunnel spectra of amorphous carbon films was (1998.
reported in Ref. 4. The graphs of the normalized differential °V- I. Ivanov—Omskii, A. B. Lodygin, S. G. Yastrebov, and V. E. Chel-
conductivity plotted there contain clearly defined regularA?:o‘fr"éni CBhelgl‘e'ix:é)r‘;reDJeﬁ’Réggr(éganw | Mine. and M. E. Welland
characteristics which begin around 1.2V and follow at inter- 3 appl. phys8s, 1609(1999. L ’ o '
vals of 0.4V. The authors of Ref. 4 ascribe the characteris-°D. V. Averin and K. K. Likharev, inSingle-electron Tunneling and Me-
tics visible on the differential conductivity graph to fluctua- Soscopic Devicesedited by H. Koch and H. LubbigSpringer-Verlag,
tions of the density of states in the band gap and Valenceg(.eilllh}-\\%zgr?’ﬁ. 13 Korotkov, and K. K. Likharev, Phys. Rev. 44, 6199
band of amorphous carbon. These fluctuations are possible1ggy). B ' o ' o
because at low bias voltages the main contribution to the’J. Robertson and E. P. O'Reilly, Phys. Rev3B 2946 (1987).
density of states is made by graphite-like clusters and their: E- Rakh and I. M. Ruzin, Fiz. Tekh. Poluprovodas, 1217 (1985
HOMO-LUMO spacing depends strongly on their size. [SCV:Phys: Semiconds, 745(1985].

Moreover, since these clusters generally consist of an integ@ranslated by R. M. Durham
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