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Abstract—The possibility is demonstrated of using the STM for recording spectra of photoconductivity of
quantum-dimensional semiconductor structures with a high spatial resolution. Studies are made into the local
photoconductivity of GaAs/InxGa1 – xAs based quantum wells and quantum points as a function of the depth of
location of the quantum-dimensional structure relative to the surface space charge region. For quantum points
in the vicinity of the sample surface, spectra are obtained which are characterized by features associated with
the individual energy spectrum of those points. © 2000 MAIK “Nauka/Interperiodica”.
The standard methods of investigation of the photo-
conductivity and photoluminescence of semiconductor
structures with quantum wells and quantum points
enable one to derive information averaged over the
observation region which exceeds considerably the
characteristic lateral scale in the structure such as the
size of quantum points, the scale of irregularities of
alloying of quantum wells, etc. [1–3]. The use of prob-
ing microscopy makes for considerably higher spatial
resolution owing to a reduction of the beam aperture of
exciting or received radiation. The main progress made
in this field is associated with the use of a near-field
optical microscope to investigate the photoconductivity
[4, 5] and photoluminescence [6–8] of quantum-dimen-
sional structures. In our opinion, however, it appears
especially promising to study the local photoconductiv-
ity of such structures by photoresponse in the tunneling
current of a scanning tunneling microscope, because
the use of a tunneling contact as photocurrent sensor
enables one to localize the probing region within a sin-
gle quantum point.

This paper deals with the results of investigations of
the local photoconductivity of GaAs/InxGa1 – xAs quan-
tum wells and quantum points using an STM in combi-
nation with an optical system [9]. The experiment was
staged for the purpose of observing the dependence of
the current of tunneling contact between the STM
probe and a semiconductor structure on the exciting
radiation wavelength. Optical pumping was provided
by the radiation of a halogen lamp passed through an
MDR-23 monochromator and a KS-19 passive filter
serving to cut off the visible spectral region. A multifi-
ber light guide was used to deliver the monochromatic
radiation to the semiconductor structure on the side of
the substrate that served as a filter to cut off light quanta
with an energy greater than the width of the forbidden
band of GaAs. Owing to this, the photocarriers were gen-
1063-7850/00/2601- $20.00 © 20001
erated only in InxGa1 – xAs. Epitaxial GaAs/InxGa1 – xAs
structures characterized by the n-type conductivity and
having a current-voltage characteristic of tunneling
contact typical of the Schottky barrier were investi-
gated [3]. The probe was held above the surface with
the aid of the STM feedback system in the jt = const
mode at a voltage corresponding to the forward branch
of the current-voltage characteristic. The photocurrent
was measured as a difference between the current in the
reverse branch of the current-voltage characteristic
upon illumination of contact and the dark current.

The spatial resolution of the suggested procedure
depends substantially on the depth of location of the
quantum-dimensional structure relative to the surface
space charge region (SCR). If a quantum well or a layer
of quantum points are outside of the SCR, the lateral
size of the region from which the photocarriers are col-
lected to the STM probe is of the order of the diffusion
length of carriers in GaAs (~1 µm). If a quantum well
is in the SCR, the spatial resolution is subjected to a
determining effect of the factors such as diffusion of
carriers along the well until the moment of departure
due to thermal activation or tunneling, the transit of
photocarriers in a strong surface field (it amounts to
approximately 105 V/cm), and the process of their cap-
ture on deep-lying surface states. For quantum points in
the vicinity of the surface, the role of diffusion pro-
cesses becomes unimportant, and the spatial resolution
may, in principle, be brought up to the size of the wave
function of minority carriers on a single quantum point.

Experiments revealed a fairly strong dependence of
the value of photocurrent of STM on the intensity and
wavelength of exciting light. Figure 1 gives the spectra
of photoexcitation of an InxGa1 – xAs/GaAs heterostruc-
ture with a quantum well located at a depth of ~250 nm
and of a heterostructure containing a layer of quantum
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The spectra of photoconductivity of structures containing (a) GaAs/InxGa1 – xAs quantum well and (b) a layer of GaAs/InAs
quantum points. The thickness of the coating layer of GaAs is 250 and 320 nm, respectively. Curves 1 were obtained using the stan-
dard procedure of measuring the photocurrent on macrocontacts. Curves 2 were obtained by registering local photoresponse in the
STM.
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Fig. 2. (a) STM spectra of the photoconductivity of structures with InAs/GaAs quantum points in the surface region. The coating
layer thickness for E438 sample is 2 nm, and that for E430 sample is 1.5 nm. (b) The distribution of photoresponse over the surface
of a sample containing a quantum well at a depth of 250 nm. The frame size, 1 × 1 µm.
points of InAs in GaAs at a depth of ~320 nm. The
STM spectra were compared with the spectra obtained
using the standard procedure of measuring the photo-
current on macrocontacts ~500 µm in diameter depos-
ited onto the sample [3]. As demonstrated by the exper-
imental results, the photoconductivity spectra obtained
in STM have a sharper long-wave edge responsible for
absorption on dimensional quantization levels. This
may be attributed to the fact that the region from which
the photocarriers are collected on the STM probe is
much less than the size of macrocontacts and, there-
fore, the degree of smearing of spectrum due to fluctu-
ations in the thickness and composition of the
InxGa1 − xAs level is lower.

Figure 2a gives the photoconductivity spectra of
layers of quantum points grown in the vicinity of the
sample surface. In order to preclude oxidation, such
TE
structures were immersed in vacuum oil immediately
after growth, so that the spectra were taken from the
tunneling contact realized via an oil interlayer. In this
case, the diffusion processes were unimportant, and a
thin structure of the long-wave edge of photoexcitation
was observed (shown by arrows in the figure), which is
associated with the dimensional quantization levels at
quantum points and in the thin wetting layer of InAs.

Along with the spectral measurements, investiga-
tions were performed on the nonuniformity of distribu-
tion of photoresponse over the sample surface. For this
purpose, the feedback loop was broken when scanning
a sample at every point of the frame, and the value of
current in the reverse branch of semiconductor charac-
teristic was recorded. Figure 2b shows a typical distri-
bution of photoresponse over the surface of a structure
with a quantum well located at a depth of 250 nm. The
CHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000
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dark regions in the figure correspond to the regions of
the structure where no photoresponse is observed. The
image contrast may be determined both by the nonuni-
formity of the quantum well and by the local electrical
properties of the coating layer; therefore, additional
investigations of the morphology and properties of the
coating layers are required.

We have demonstrated the possibility of using STM
for registering the local photoconductivity of quantum-
dimensional structures with a high spatial resolution.
For structures with quantum points on the sample sur-
face, the probing region may be localized within a sin-
gle quantum point, which enables one to study its indi-
vidual energy spectrum.
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The Resonance and Nonresonance Coefficients 
of Stimulated Transitions for a System with Relaxation

M. G. Noppe
Novosibirsk State Technical University, Novosibirsk, Russia 
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Abstract—Temperature-dependent resonance and nonresonance stimulated transition coefficients are deter-
mined for a system with relaxation. The resonance coefficient was used for simulation of the output parameters
of lasers. The nonresonance coefficients were used for interpretation of the observed multimode emission spec-
trum of long lasers. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION 

The coefficients of stimulated transitions are neces-
sary for calculation of the amplification and the output
radiation intensity of semiconductor injection lasers.
Casey and Panish [1] calculated these quantities using
a golden rule introduced for the idealized model of a
system without relaxation. An expression for the stim-
ulated transition coefficient derived in [1] had some
limitations with respect to time (see formula (3.5.18)
in [2]). In this paper, we will determine the resonance
(used for simulation of the output laser parameters [3, 4])
and nonresonance temperature-dependent constant
coefficients of stimulated transitions for a system with
relaxation. The constant nonresonance coefficients of
stimulated transitions are used for interpretation of the
multimode emission spectra of long lasers.

2. THEORY

Consider a system in a multifrequency field, for
which the Hamiltonian of interaction with the field has
the following form:

In this work, we consider a semiconductor laser as a
multilevel system in a multifrequency field. An equa-
tion for the density matrix of a certain pair of levels 2
and 1 in the multilevel system with vertical transitions
can be presented in the following way [2, 6]:

(1)

where "ω0 = E2 – E1, H21 is a matrix element of the
Hamiltonian of interaction with the field; Γ = 1/T2; and
T2 is the electron scattering time. The latter quantity is
estimated according to the formula T2 = 1.27 ×
10−11/T (sK) (where T is the temperature), obtained
in [7] on the basis of experimental data. Assuming that
(ρ22 – ρ11) = const and using the rotating wave approx-

H t( ) H m( ) ωmt ϕm+( ).cos
m

∑=

dρ21 dt⁄ iω0 Γ+( )ρ21+ 1 i"⁄( )H21 ρ11 ρ22–( ),=
1063-7850/00/2601- $20.00 © 20010
imation, we find a solution of equation (2) for the sta-
tionary regime. The rate of the overall stimulated tran-
sition 2  1 is given by the formula:

(2)

Using formula (2), we may write the time-independent

component of the overall stimulated transition rate 
as follows:

(3)

where Pm is the energy density at the frequency ωm , and 

(4)

(5)

(6)

3. CALCULATION

The overall stimulated transition rate is proportional
to the sum of the resonance term B21P0 and the nonres-

onance terms Pm (see equation (3)). The coeffi-
cient at P0 is denoted as B21 because this value virtually
coincides with the Einstein coefficient for a stimulated

transition [8]. The terms Pm determine the interac-
tion of laser modes related to a nonresonance mecha-
nism of stimulated transitions: a mode with the fre-
quency ωm leads to stimulated transitions at the fre-
quency ω0. This nonresonance mechanism of
stimulated transitions generalizes the concept of the
stimulated transition. In particular, the Einstein rela-
tionship for the stimulated transition coefficients B21
and B12 follows from formula (4): B21 = B12. In the same

r21
s i "⁄( ) H t( )21ρ t( )12 ρ t( )21H t( )12–( ).=

r21
s 0,

r21
s 0, B21P0 C21

m( )Pm

m 0≠
∑+

 
 
 

ρ22 ρ11–( ),=

B21 H21 "⁄( )2
1 2Γ⁄( ),=

C21
m( ) H21 "⁄( )2 Γ ω0 ωm–( )2 Γ2+( )⁄[ ] 2⁄ ,=

m 0,≠

H21 H21
0( ) P0.⁄=

C21
m( )

C21
m( )
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way, it follows from formula (5) that  = . Let
us estimate the parameters of a laser for which a non-
resonance mechanism of stimulated transitions would

appear to be significant. Assuming that /B21 > ε,
where ε is the criterion of an essentially nonresonance
mechanism and ω1 is the frequency of the mode that is
most close to the mode with the frequency ω0, we

obtain the following inequality: L > πc /n,
where n is the index of refraction, L is the length of the
laser, and T2 is the time construct estimated according
to the formula T2 = 1.27 × 10–11/T (sK) [7]. For
T = 300 K, ε = 0.25, and n = 3.4, this yields L > 68 µm.
It follows from this estimate that the nonresonance
mechanism of stimulated transitions is quite important
for maintaining a multimode spectrum of radiation
in  sufficiently long lasers. Eliseev and Sverdlov [5,
pp. 88–90] analyzed experimental works and con-
cluded that “lasers with short cavities are preferable for
obtaining a single-mode regime.” Therefore, the non-
resonance mechanism of stimulated transitions helps to
account for the observed multimode spectrum of radia-
tion of rather long lasers.

ACKNOWLEDGMENTS
The author is grateful to Ya. S. Grinberg for fruitful

discussion.

C21
m( ) C12

m( )

C21
l( )

T2
pε 1 ε–( )⁄
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      200
REFERENCES

1. H. Casey and M. Panish, Heterostructure Lasers (Aca-
demic Press, New York, 1978; Mir, Moscow, 1981),
Part A.

2. A. Yariv, Quantum Electronics (Wiley, New York, 1989;
Sov. Radio, Moscow, 1980).

3. M. G. Noppe, Pis’ma Zh. Tekh. Fiz. 25 (3), 33 (1999)
[Tech. Phys. Lett. 25 (2), 97 (1999)].

4. M. G. Noppe, Proceedings of the IV International Scien-
tific–Technical Conference APIE-98, Novosibirsk, Rus-
sia (1998), Vol. 1, p. 93.

5. P. G. Eliseev and B. N. Sverdlov, Achievements in Sci-
ence and Technology, Ser. Electronics (VINITI, Mos-
cow, 1988), Vol. 21.

6. M. G. Noppe, Physical Principles of Nonlinear Theory
of Injection Semiconductor Lasers [in Russian] (Novosi-
birsk, 1995).

7. Zh. I. Alferov, A. T. Gorelenok, V. V. Mamutin, et al.,
Fiz. Tekh. Poluprovodn., No. 11, 1999 (1984) [Sov.
Phys. Semicond. 18 (11), 1247 (1984)].

8. A. Eœnsteœn, Zur Quanten Theorie der Strahlung, Mitt.
Phyz. Ges. (Zurich), No. 18, 47 (1916); A Collection of
Scientific Works (Nauka, Moscow, 1966), Vol. 3,
pp. 386–392.

Translated by A. Chikishev
0



  

Technical Physics Letters, Vol. 26, No. 1, 2000, pp. 12–14. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 1, 2000, pp. 24–29.
Original Russian Text Copyright © 2000 by S. Zimin, Preobrazhenski

 

œ

 

, D. Zimin.

                         
Formation of a Two-Sided Porous Structure 
during Electrochemical Silicon Etching 

by the Unno–Imai Method
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Abstract—It is shown that the formation of porous silicon on the anode side of a silicon wafer by the liquid-con-
tact method is accompanied by the appearance of a modified layer on the cathode side of the wafer. The thin mod-
ified layer has a porous structure and can attain the thickness of up to several microns. Unlike the main porous
silicon layer, the modified porous layer on the cathode side is characterized by high electric conductivity. It is
established that this layer also contains platinum and rhodium distributed over the whole layer thickness. Possible
practical applications of the modified layer are considered. © 2000 MAIK “Nauka/Interperiodica”.
Porous silicon is a promising material for opto-,
micro-, and nanoelectronics. The unique properties of
porous layers allow one to use them in the design of
various devices such as emitters, photodetectors, mem-
branes, chemical and biological sensors, photon crys-
tals, etc. [1]. Each of such devices has a porous layer
with certain structural parameters. Therefore, the
development of technological processes for obtaining
porous silicon layers with the necessary properties is a
rather important problem. Usually, porous silicon lay-
ers are obtained upon the anode electrochemical treat-
ment of silicon in various hydrofluoric acid-based elec-
trolytes, in particular, by using the Unno–Imai liquid-
contact method [2] in which a silicon wafer is placed
between two platinum electrodes. The schematic of the
method is shown in Fig. 1. A twin fluoroplastic cell
with two platinum electrodes is used. The voltage sup-
plied to the electrodes gives rise to the formation of a
porous layer on the anode side of the wafer, whose
properties depend on the electrolyte composition,
anodization mode, the dopant type, etc. However, the
processes occurring on the back side of the wafer are
almost unstudied. Foll [3] described the anode and the
cathode sides of the wafer and found that silicon on the
cathode side is inert and, therefore, shows no interest-
ing phenomena. However, our experiments showed that
this statement is not always correct and that, under cer-
tain conditions, the cathode mode results in essential
changes in the subsurface silicon layer.

In our experiments, the initial substrates were
(111)-oriented silicon wafers heavily doped with boron
or antimony (0.03 and 0.01 Ω cm, respectively). The
electrodes were made of the Pt–Rh alloy, the anodiz-
ing-current density (j) in the HF-based electrolytes var-
ied within 5–50 mA/cm2, the time t of the specimen
treatment varied within 5–60 min. During the experi-
1063-7850/00/2601- $20.00 © 20012
ment, a conventional 10–150 µm-thick porous silicon
layer was formed on the working (anode) side of the
wafer; whereas, on the cathode side, only a thin modi-
fied silicon layer was formed. At high current densities
and large times of the specimen treatment, this modi-
fied layer attained the thickness ranging from 1 to 7 µm
and was well observed on the wafer cleavage in an opti-
cal microscope (Fig. 2).

The crystal structure of the modified layer was stud-
ied on a DRON-2 X-ray diffractometer (Co-radiation).
The X-ray diffractograms had only silicon reflections
corresponding to the (111)-orientation and showed no
reflections of any other phases. This indicates that the
modified layer preserves the single-crystal silicon
matrix. The chemical composition of the modified layer
on the cathode side of the wafer was studied on a
PHI-660 Auger spectrometer and a CAMECA IMS4F
mass-spectrometer. The measured profiles showed that

Cathode Anode

Anode side
(porous silicon)

Cathode side
(modified layer)

Pt PtSi

HF HF

Fig. 1. Electrolytic cell used in the Unno–Imai method.
000 MAIK “Nauka/Interperiodica”
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the silicon distribution is uniform over the whole thick-
ness of the modified layer and undergoes no changes in
the wafer bulk. The modified layer is enriched with
oxygen and carbon, which are also uniformly distrib-
uted over the whole layer thickness. The characteristic
feature of the modified layer is the presence of consid-
erable amounts of platinum and rhodium, attaining on
the surface the total amount of 3 at. %. This value
slightly decreases along the direction toward the sub-
strate. It should be emphasized that the porous silicon
layer formed on the anode side of the wafer contained
no noble metals in its bulk, but showed negligible
amounts of noble metals on the surface. Our experi-
ments led to the assumption that the modified layer had
a porous structure as well. This assumption is favored
by the following facts: first, the layer preserves the sin-
gle-crystal structure typical of low-density porous sili-
con. Second, the amounts of oxygen and carbon in the
modified layer and the profiles of their distributions
were almost the same as in the porous silicon layer
formed on the anode side of the wafer. Third, the pene-
tration of Pt and Rh ions into a depth of several microns
into silicon during its electrochemical treatment can be
explained only by the presence of a well-developed
system of micropores.

To confirm our hypothesis on the porous structure of
the modified layer, we measured the V(z) curves on an
ELSAM acoustic microscope. It is well known that the
velocity of the Rayleigh surface wave determined from
the V(z) curves is strongly dependent on the material
porosity [4]. Figure 3 shows the V(z) curves obtained
for the initial silicon wafer, porous silicon layer on the
anode side, and the modified layer measured on the
same structure at a radiation frequency of 1 GHz. The
coordinate z was measured from the surface and corre-
sponded to the displacement of the acoustic lens along
the direction toward the specimen. The velocity of a
surface wave in silicon calculated from these curves by
formula from [5] equals 4750 m/s and is in good accord
with the known data. The velocity of a surface wave in
the porous layer on the anode side of the wafer equals
3180 m/s, which, in accordance with [4], corresponds
to the silicon porosity equal to 35% and is consistent
with the results of the independent determination of
porosity by the gravimetric method. The velocity of a
surface wave in the modified layer equals 3880 m/s,
which indicates that this layer has a porous structure
with the porosity equal to 20%. Thus, the modified
layer formed on the cathode side of the silicon wafer
can be nothing else but a thin layer of porous silicon
with new structural characteristics.

The formation of a modified porous layer on the
cathode side of the silicon wafer can be interpreted in
the following way. Using electrolytic cells for silicon
wafers with aluminum contacts on the nonworking
sides, Lehmann showed [6] that pores can be formed
not only in the anode mode, but also in the case of small
bias voltages in the cathode mode. The voltage supplied
to the electrodes in the Unno–Imai liquid-contact
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      20
method is redistributed among all the elements of the
electrolytic cell. The attainment of the modes, such as
were described in [6], on the cathode side of the wafer
can provide the conditions favoring pore formation. It
should be remembered that formation of a porous layer
on the cathode side of the wafer is rather intense only
for heavily-doped wafers and is almost absent for high-
resistance silicon.

Thus, the results obtained in this study prove that the
Unno–Imai method can be used for obtaining a two-
sided porous structure using heavily-doped silicon
wafers. Along with the formation of porous silicon on
the anode side of the wafer, a thin porous layer is also
formed on its cathode side. The main feature of the
porous layer on the cathode side is the presence of
noble metal in the layer bulk. As a result, if the resistiv-
ity of the main porous silicon layer is high enough, the
resistivity of the modified layer on the cathode side is
almost equal to the resistivity of the initial silicon

5 µm

Fig. 2. Typical micrograph of the modified layer formed on
the cathode side of the silicon wafer.

–10 0 10 20 30 Z, µm

(a)

(b)

(c)

V, arb. units

Fig. 3. V(z) curves for (a) the initial silicon, (b) the porous
silicon layer on the anode side of the wafer, and (c) the mod-
ified layer formed on its cathode side. Antimony-doped sil-
icon, j = 50 mA/cm2, t = 60 min.
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wafers. This fact allows one to fabricate ohmic contacts
with low transient resistivities for both porous layers
and the structure as a whole. The transient resistivities
of aluminum contacts for the modified layer were
lower, by almost an order of magnitude, than the resis-
tivity of the aluminum–silicon contact. Moreover, the
study of aluminum metallization [7] also showed that
the conditions for growth of metal films on the surface
of the modified layer are essentially different from the
conventional conditions.
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Identification of Self-Organized Vortexlike Structures
in Numerically Simulated Turbulent Flow

of a Viscous Incompressible Liquid Streaming 
around a Well on a Plane

S. A. Isaev, A. I. Leont’ev, and P. A. Baranov
Academy of Civil Aviation, St. Petersburg, Russia 
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Abstract—A system of Reynolds equations closed by adding a low-Reynolds-number Menter’s dissipative
model of turbulence are solved with the use of a factorized finite-volume method. The generation of vortexlike
structures in the case of stalled turbulent flow streaming around a deep well on a plane is analyzed. The effect
of vortex intensification due to asymmetry of the well is discussed. © 2000 MAIK “Nauka/Interperiodica”.
In recent years, the phenomenon of vortex intensifi-
cation of heat and mass exchange processes, deter-
mined by the generation of self-organized vortex struc-
tures in a low-velocity flow streaming around curvilin-
ear reliefs, in particular, spherical wells, has been
extensively studied. There is certain progress in these
studies, which is related to the development and appli-
cation of the numerical simulation methods. Recently,
we have [1] proposed a simplified approach to the
numerical simulation of the stationary spatial vortex
structures formed within a spherical well streamlined
by a laminar flow of viscous incompressible liquid.
This approach is characterized by the use of cylindrical
grids with high mesh density inside the well and by
analytical representation of the metric coefficients,
which allows one to avoid their interpolation and
increase the accuracy of the solution. Within the frame-
work of this approach, developed in [1–5], flow–vortex
structures responsible for the mass transfer in a stalled
flow were identified including the closed vortex rings.
Lin et al. [6] made an attempt at calculating the turbu-
lent flow in a channel with rows of spherical wells on
one of the walls with the use of the CFL3D computer
codes.

In this numerical study, we have concentrated on a
detailed analysis of the mechanism of controlled vortex
generation in a turbulent boundary flow of an incom-
pressible viscous liquid in the vicinity of an isolated
concave well on a smooth wall with an allowance of the
well shape asymmetry. Like in [1], we have used com-
puter visualization of the flow by monitoring the tracks
of labeled liquid particles for identification of the spa-
tial flow–vortex structures. We consider a spherical
well with a rounded edge (the well depth is 0.22 and the
edge radius is 0.1) for which the regime of steady tur-
bulent streamlining with the formation of a developed
zone of stalled flow is realized.
1063-7850/00/2601- $20.00 © 20015
For numerical simulation of the turbulent flow in the
vicinity of the curvilinear relief, we have used an
approach different from that employed in [1–5]. This
method, previously used for the solution of 2D prob-
lems involving flows streamlining the bodies with vor-
tex cells (see, e.g., [7]), is based on the application of
multiblock grids. The constructed factorized algorithm
is based on an implicit finite-volume method of solu-
tion of the Navier–Stokes equations averaged accord-
ing to Reynolds. The set of equations is closed by add-
ing a two-parameter low-Reynolds-number Menter’s
dissipative model of turbulence [8] within the frame-
work of the concept of decomposition of the calculation
area and the generation of oblique grids of the H and O
types with overlap in the selected subareas of substan-
tially different scales. The system of initial equations is
presented in the divergence form for increments of the
dependent variables, in particular, the Cartesian veloc-
ity components. For approximation of the source terms,
the convection flows are calculated with the aid of a 1D
counterflow UMIST scheme that is a variant of the
TVD scheme [9]. In general, the methodology of this
study is the same as that described in [10].

In order to solve the problem of turbulent flow
streaming around a deep well and to provide for a better
resolution of different-scaled structural elements of the
flow, such as the shear layer and the reverse flow zone,
it is expedient to consider separately a boundary area of
a cylindrical ring shape circumscribed around the well.
The external radius of the cylinder is 1 (all linear
dimensions are related to the diameter of the well), the
inner radius is 0.1, and the height is 0.175. An oblique
curvilinear grid matched to the streamlined surface is
imposed on the area considered (Fig. 1). Sixty cells are
uniformly distributed over the circumference, from 30
to 45 cells are selected in the vertical direction in such
000 MAIK “Nauka/Interperiodica”
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a way that the grid nodes concentrate near the wall
(a minimum step near the wall was varied from 0.0008
to 0.005). In the radial direction, the cells (from 30 to
45) concentrate near the boundary of the well (the min-
imum step is 0.015).

A large-scale rectangular area, with the base partly
coinciding with the streamlined flat wall covers the area
of the well under consideration. The origin of the Car-
tesian coordinates coincides with the projection of the
center of the well onto the plane. The length of the area
is 17, its height is 5, and the width is 10. The area is
divided by a Cartesian grid (55 × 35 × 40 cells). The
nodes of the grid concentrate in the vicinity of the well
(the minimum step in the longitudinal and transverse
directions is 0.15) and near the wall (the step near the
boundary varies from 0.001 to 0.005).

Y
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X
Z

(a)
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0
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Fig. 1. Schematic diagrams showing (a) a fragment of the
multiblock spatial grid in the vicinity of a spherical well
with the depth 0.22, and the streamline patterns of liquid
flowing over the surface of (b) spherical and (c) asymmetric
wells. Dashed lines correspond to isobars plotted with a step
of 0.02. Zero level of the excessive pressure is marked with
the symbol 0.
T

For better resolution of the boundary flow in the
vicinity of the axis of the cylindrical subarea, we intro-
duce a patch that intersects this area (Fig. 1a) and has a
shape of the curvilinear parallelepiped. Within the
boundaries of this patch, we construct a grid with uni-
form distribution of the nodes in the longitudinal and
transverse directions. The steps of this grid are matched
to the boundary step of the grid in the neighboring
cylindrical area. Also matched are the positions of the
grid nodes in the vertical direction.

We have analyzed the streamline patterns around the
wells of two types—of the spherical shape and of an
asymmetric geometry comprising a combination of the
spherical and elliptical (with the semiaxes ratio 0.3 to
0.5) shapes (Figs. 1b, 1c).

A profile of the flow velocity set at the input bound-
ary corresponds to the 1/7 profile for a turbulent bound-
ary layer with the thickness close to the depth of the
well (0.175). Soft boundary conditions are set at the
output boundaries (the conditions of continuability of
the solution). At the wall, the condition of sticking is
assumed to be valid. To introduce dimensionless quan-
tities, we use the normalizing parameters representing
the velocity of the oncoming flow outside the boundary
layer and the diameter of the well. The Reynolds num-
ber is taken equal to 2.35 × 104.

Figures 1 and 2 we present some of the numerical
results obtained using the TECPLOT system of com-
puter visualization of the spatial fields.

Figure 1b shows a pattern of the boundary turbulent
flow spreading on the surface of a deep symmetrical
well. Here, as well as in the case of a laminar flow [1],
we observe singularities of the focus type in the periph-
eral parts of the well. However, in contrast to the lami-
nar flow, case, a zone of the stalled flow formed in the
turbulent regime appears to be open. The oncoming
flow gets inside the well through these open side win-
dows, which results in substantial intensification of the
vortex motion in the liquid. Note that the maximum
velocity of the reverse flow inside the well, equal to
0.24 for the adopted value of Re = 2.35 × 104, appears
to be four times as large as that for Re = 2500.

For the asymmetric well (Fig. 1c), the pattern of
streamlining becomes substantially asymmetric with
the flow bending toward the deformed part and the
pressure maximum shifting in the opposite direction.
The pattern of the flow in the spherical part of this well
is nearly the same as that for the symmetric case. How-
ever, the flow structure in the elliptical part is abso-
lutely different. A singularity on this slope of the well
is a sink, rather than a source (as in the case of the sym-
metric flow). On the whole, the structure of the large-
scale vortex flow inside the asymmetric well has a spi-
ral shape. This pattern is clearly revealed by analysis of
the trajectories of labeled particles introduced at differ-
ent points of the flow.

A symmetric vortexlike structure formed in the
spherical well possesses a high ejection ability and has
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000
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Fig. 2. Computer visualization of the flow–vortex structures realized in (a) spherical and (b) asymmetric wells. Patterns of the flow
velocity vectors and isolines of the transverse flow velocity component in the median cross section (x = 0) of (c, e) spherical and
(d, f) asymmetrical wells. Isolines of the transverse component of the velocity (g) in the longitudinal (z = 0) plane for asymmetrical
well. Isolines are plotted with a step of 0.02 starting from zero level.
a lamellar structure. The vortex attracts particles from
the oncoming flow, as depicted in Fig. 2a for a trajec-
tory passing through a point with the coordinates
x = −0.1, y = –0.1, z = 0.2. In particular, large-scale vor-
tex rings, inside which the particles perform reciprocat-
ing motions (see the trajectory of a liquid particle
coming through a point with the coordinates x = –0.1,
y = –0.1, z = –0.1), are incorporated into the spiral flows
outgoing from singularities at the surface of the well.

Only one flow–vortex structure is realized in the
asymmetric well (Fig. 2b). A vortex ring formed by the
trajectory of a labeled particle passing through the
point (x = –0.1, y = –0.1, z = 0.1) is streamlined by a
streamed flow consisting, in particular, of liquid parti-
cles of the oncoming flow (see, e.g., the trajectory of a
particle passing through a point with the coordinates
x = –0.25, y = –0.1, z = 0.25). 

Integral characteristics of forces acting upon a circular ele-
ment of the wall (of a unity radius) with a well

Well shape Cx Cy Cz

Spherical 0.2012 –0.007475 0.00013

Asymmetric 0.1575 –0.001167 0.00091

Note: Cx, Cy , and Cz are the head, vertical, and transverse forces
acting upon a circular element with a well.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      200
A change of the secondary flow from the structure
with two large scale vortex cells (realized in the spher-
ical well) to a one-vortex structure (in the asymmetrical
well) is most clearly a comparison between the velocity
vector patterns in the transverse median cross section of
the well (Figs. 2c, 2d). This change is quantitatively
manifested by intensification of the secondary flow,
that is, by a substantial increase (more than twofold) of
the transverse flow velocity (Figs. 2e, 2f, and 2g) in the
asymmetric vortex structure. This fact is in agreement
with the phenomenon of vortex amplification upon the
asymmetric flow injection into a turbulent boundary
layer [11]. Note also (see table) a decrease of the head
resistance of the circular part of the wall with a well and
the appearance of a transverse force for the well of
asymmetric geometry.
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A New Approach to the Creation of Nanoelectronic Systems
Using a Dimensionally-Quantized Potential Relief 

of Charges Built into Insulating Layers 
on a Semiconductor Surface
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Abstract—A new approach to obtaining rearrangeable nanoscale low-dimensional electronic systems is ana-
lyzed. The method consists in creating a regular local charge density distribution in an insulator layer contacting
with a semiconductor so as to induce a two-dimensional potential relief in the near-surface region of the semi-
conductor. A desired built-in charge density distribution profile can be created, for example, by scanning over
the insulator surface with a probing point of a tunneling microscope. This profiling allows, in principle, various
dimensionally-quantized structures to be obtained including quantum wells, dots, wires, superlattices, etc. The
prospects for realization of the proposed approach are considered in application to the silicon–silicon oxide sys-
tem. © 2000 MAIK “Nauka/Interperiodica”.
Modern approaches to the organization of nanoelec-
tronic systems are based on the conventional methods
of epitaxial growth, local doping, lithography, etc. [1]
and on some new methods of surface modification,
such as the electric force action of the probing point of
a scanning tunneling microscope [2]. Below we will
consider a principally new approach to creating surface
elements and structures on a nanometer scale, based on
a regular variation of the charged state in a layer of
insulator contacting with a semiconductor. The forma-
tion of certain local charge density distribution in the
insulator, inducing the corresponding two- dimensional
potential relief in a near-surface layer of the semicon-
ductor, would allow us to obtain various low-dimen-
sional structures in the system, including quantum
wells, dots, wires, superlattices, etc.

We will analyze the prospects for realization of the
proposed principle in application to the silicon–silicon
oxide system, which allows us to combine the unique
physicochemical properties with highly developed
technologies available. There is a number of methods
providing for the creation of built-in charges in the
oxide layer, of which we will consider two techniques:
(1) the injection and trapping of electrons (holes) in the
SiO2 bulk or at a SiO2–Si3N4 interface and (2) the
migration of ions over the oxide and their interaction
with electrons in the near-surface layer of silicon. On
the dimensional quantization scale (δ ≅  100 Å), a
potential relief amplitude of the order of ∆U ≅  1 eV is
provided by the amplitude of modulation of the built-in
charge density ∆Ns = 5 × 1013 cm–2 (∆U ~ q2∆Nsδ/ξ,
where q is the elementary charge and ξ is the average
1063-7850/00/2601- $20.00 © 20019
dielectric permittivity at the interface). The built-in
electron (or hole) densities on this level are quite
readily obtained by the tunneling or avalanche carrier
injection into the oxide during exposure to non-damag-
ing electric fields (≤5 × 106 V/cm) [3, 4]. The injected
charge is characterized by a prolonged (up to 108 s) life-
time, for example, in the storage devices based on the
electron states localized at the tunneling oxide–silicon
nitride contact [5]. Sufficiently high surface charge
densities Ns ≈ 3 × 1013 cm–2 are also created by alkali
metal ions migrating in the oxide at elevated tempera-
tures (≥100°C) in polarizing electric fields of the order
of ≈1 × 105 V/cm [7].1 The duration of storage of the
charge created by these methods in the oxide layer con-
tacting with the silicon surface exceeds 108 s at room
temperature (and is even longer at lower temperatures,
where the quantum effects are most clearly pro-
nounced) and the migration activation energies typi-
cally reach 0.8–1.5 eV [8, 9].

Thus, the task of creating nanoelectronic systems
reduces to a variation of the built-in charge density over
the insulator–semiconductor interface.

A well-known property of the electron and ion
charges built into an insulator is the ability of inducing
the formation of spontaneous submicron structures
affecting the electron characteristics of silicon at the
silicon–oxide interface [10, 11]. For example, the drift
of mobile positive ions in SiO2 toward the interface is
accompanied by the formation of stable built-in charge

1 According to some data [6], the migration of ions in silicon oxide
is observed at or even below room temperature.
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spots with a number density of ≥1013 cm–2 and a size of
the order of ~100 Å. The edge fields of these spots were
reported to generate minor charge carriers due to the
Franz–Keldysh effect [11]. Although the charge spots
seem to be randomly distributed over the surface, elec-
trons in the potential wells created by these spots must
possess properties typical of the zero-dimensional sys-
tems.2 

Creation of a regular built-in charge distribution
with a certain scale at the insulator–semiconductor
interface is possible, for example, with the aid of a
modern scanning tunneling microscopy technique. The
local density of the built-in charge is determined by the
point–semiconductor potential difference and the dura-
tion of exposure in a given site, while the size of the
charged region depends on the gap between the point
and the semiconductor surface (i.e., by the insulating
layer thickness). The last circumstance does not restrict
the possibility of creating the dimensionally-quantized
structures by this method, since high-quality insulating
layers in the Si–SiO2 system can be obtained beginning
with thicknesses of the order of ~10 Å.

Although the proposed approach to creation of the
dimensionally-quantized systems is evidently quite
realistic, there are virtually no investigations in this
direction. A work which is close to our approach in
methodological aspect was performed at the Stanford
University (USA) [12], where a local recharge of
boundary states was studied in a Si3N4–SiO2–Si struc-
ture. Experiments performed under non-optimum
conditions (using an insulating layer with a total thick-
ness of 500 Å) allowed a spatial resolution of 1500 Å to
be obtained at a data storage time (for a 128 × 128 dot
matrix) of about 7 days [12].3 

In conclusion, we would like to indicate some inter-
esting ways to expand the functional abilities of quan-
tum elements and nanoelectronic systems by using a
layer of oxide saturated with ferromagnetic ions. As is
known, for example, positive iron ions exhibit mobility
in SiO2. The electron levels related to these ions are
localized at the Si/SiO2 interface and characterized by
energies below the conduction band of silicon [14],

2 Mechanisms involved in the formation of these charged spots
admit, in principle, the appearance of self-organized ordered low-
dimensional structures.

3 It is a remarkable fact that a physically analogous search for non-
traditional technologies is conducted in the field of macroelec-
tronics. By freezing an ion relief created using a thermal–field
treatment of a system possessing a mixed ion–electron conductiv-
ity, it is possible to obtain effective rectifying and light-emitting
elements based on the p–i–n transitions induced by a localized
space charge of ions [13].
TE
which allows their charged state to be modified by
means of the field effect. A change in the arrangement
of these ions would allow us to create, in addition to the
potential relief, a magnetic relief that can be controlled
by applying a comparatively small external magnetic
field and changing the degree of electron enrichment in
the surface layer. This provides additional degrees of
freedom for controlling the related nanoelectronic sys-
tems. Some particular effects of this type observed in
systems with homogeneous properties along the inter-
phase boundary were studied in [15]. It should be also
noted that the proposed approach is also characterized
by inherent possibility of producing rearrangements
(erasing, rewriting) in the low-dimensional systems
under consideration.
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Abstract—A new version of the monopole mass spectrometer with improved characteristics, which advances
the idea of the quadrupole analyzer, is described. © 2000 MAIK “Nauka/Interperiodica”.
The monopole mass analyzer proposed by Ulf von
Zahn [1] comprises a rodlike electrode of a circular (1)
or a hyperbolic (2) section and an angle electrode (3)
formed by two perpendicular planes (Fig. 1). A serious
drawback of such a monopole is the insufficience of a
good shape of the mass peak due to the presence of tails
on the heavy-mass side of the peak, which restricts res-
olution, relative sensitivity, and the possibility of ana-
lyzing small components.

Theoretical calculations, which we carried out ear-
lier [2], showed that replacing an angle electrode 3 by a
hyperbolic one 4 (Fig. 1) substantially improves the
shape of the mass peak and the resolution of the mono-
pole, but does not affect the analyzer sensitivity. The
geometry of the rodlike electrode and the radius R0 of
the electrode system remain unchanged, as well as the
quadratic distribution of the potential in this system.
The improvement in parameters is achieved due to the
absence in the new monopole of the near-axial region
with an electric field of zero strength, and to the fact
that ions are injected into the analyzer with the initial
coordinates y0 ≥ r0, where r0 is the geometric parameter
of the hyperbolic angle electrode, whose shape is

described by the equation y2 – x2 =  (the case r0 = 0
corresponds to the angle electrode of the known Zahn
monopole). For example, an increase in the geometric
parameter r0 of the angle electrode from 0 to 0.05R0
allows the relative sensitivity to be increased by at least
a factor of 102–103. The resolution at a level of 0.01
then increases by about 2.5–3 times.

The new geometry of the monopole is implemented
in practice only with the use of the unique technology
of producing electrode systems of a complex shape,
which has been developed by us within the Interna-
tional Space Project Venus–Comet Halley [3].

The monopole with the new geometry of electrodes
has an electrode system 200 mm long, a field radius
R0 = 6 mm, and a geometric parameter of the angle
electrode r0 = 0.1R0. Thin-walled electrodes are made
of 1-mm-thick copper and are covered by a protective

r0
2

1063-7850/00/2601- $20.00 © 20021
gold layer. The mass of the assembled analyzer is
180 g.

Ions with an energy of 2 eV or higher are injected
from the ion source into the mass analyzer parallel to
the rodlike electrode near the axis through a 1-mm cir-
cular opening in the 6-mm-thick diaphragm. The exit
diaphragm has a triangular opening with an area of
36 mm2. The electrode system is fed from a specially
designed HF oscillator with a harmonic signal, variable
amplitude (up to 450 V), and frequency scanning of the
mass spectrum. The scanning is accomplished by vary-
ing the radio frequency in the range from 900 to
4500 kHz.

Figure 2a shows a typical fragment of the mass
spectrum of a residual gas in the metallic sputter-ion
pumped-out vacuum system. The mass spectrum is
obtained with the new monopole for the ion input
energy of 8 eV with the slope of the operating curve
λ = a/q = 0.144 (Fig. 2a). Experimental resolution for
the mass peak 28 amu and λ = 0.173 (Fig. 2b) is 825 at
a level of 0.5; 410 at a level of 0.1; and 200 at a level of
0.01, which is much better than the values known from
literature [1, 4].

y

x

R0

r0

1

2

3

4

0

Fig. 1. Geometry of monopole mass analyzers: (1, 3 or
2, 3) Zahn’s monopole; (2, 4) new monopole based on the
hyperboloid electrode system.
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We compared the shape of the experimental mass
peak obtained with the new monopole with the peak
recorded in the analyzer fitted with the monopole of tra-
ditional geometry, produced in our laboratory by the
same technology. The latter has a length of 200 mm and
a field radius of 6 mm. The results of comparison are as
follows. For the same operating modes and input ion
energies, the resolution achieved with the new mono-
pole at different levels of determination (0.5, 0.1, 0.01,
and 0.001) is higher by a factor of 3–4 than the resolu-

(a)

amu
26 28 30 32 38 40 42 4434 36

27 28

(b)

Fig. 2. Fragments of mass spectra obtained with the new
monopole for the input ion energy 8 eV, and a /q = (a) 0.144
and (b) 0.173.
TE
tion of the conventional monopole, while the relative
sensitivity obtained is higher by a factor of 102, attain-
ing 10–5.

This opens up wide opportunities for using such
instruments for microanalysis, while the combination
of high analytical characteristics with a small size and
mass, provided by the new technology for their fabrica-
tion, makes them especially attractive for use in condi-
tions of mobile laboratories.
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Raman Lidar for Remote Sensing 
of Sulfur-Containing Hydrocarbons in the Atmosphere
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Abstract—It is demonstrated that remote detection of the maximum permissible concentrations of danger-
ous substances (hydrogen sulfide, mercaptan, ethylmercaptan) is possible only at inadmissibly short dis-
tances. © 2000 MAIK “Nauka/Interperiodica”.
The monitoring of sulfur-containing hydrocarbons
in the atmosphere is an important problem because of
their very low maximum permissible concentration
(MPC) (up to 10–5 mg/m3 [1]) and high toxicity. This
work aimed at obtaining a numerical solution of the
lidar equation for a 180° vibrational Raman scattering
from hydrogen sulfide, mercaptan, and ethylmercaptan
molecules under the conditions of daytime probing,
which is necessary for selecting the laser wavelength
and obtaining a maximum power of the Raman scatter-
ing signal at the lidar photodetector.

Similarly to the previous works [2–5], we consider
the following possible variants: copper vapor laser
(578.2, 510.6, 289.1, 255.3 nm and a sum frequency
corresponding to 271.2 nm) with peak powers up to
100 kW [6], XeCl2 excimer laser (308 nm) [7], and
1063-7850/00/2601- $20.00 © 20023
Nd-YAG laser (532, 355, 266 nm harmonics) with the
same peak powers [7].

The frequencies of the SH stretching vibrations ν of
the molecules under study were taken from [7, 8] for
H2S and from [9] for CH3SH and C2H5SH. The CH
stretching frequencies of the latter two molecules were
taken from [9]. All these frequencies are listed in the
table. Using these values, we calculated the wave-
lengths of the Raman bands λ for the selected laser
wavelengths λ0 [3]. These results are also presented in
the table.

The differential cross sections (dσ/dΩ) of Raman
scattering of the molecules under study for the selected
laser wavelengths were determined, as in [3], on the
basis of cross sections experimentally measured for the
excitation wavelength λ0 = 337.1 nm (nitrogen laser) [7]
(see table). The cross sections for ethylmercaptan were
Frequencies of SH and CH stretching vibrations, wavelengths of Raman bands, and differential Raman cross sections of the
hydrocarbon molecules under study for various laser wavelengths

Molecule H2S CH3SH C2H5SH

, –”–1 2611 2572 2931 2570 2930

λ0, nm λ, nm  × 1030 λ, nm  × 1030 λ, nm  × 1030 λ, nm  × 1030 λ, nm  × 1030

266 285.9 49.0 285.5 49.0 288.5 19.3 285.5 49.0 288.5 177.0

355 391.3 15.4 390.7 15.4 396.2 6.1 390.6 15.4 396.2 55.8

532 617.8 3.1 616.3 3.1 630.3 1.2 616.3 3.1 630.2 11.1

308 334.9 27.2 334.5 27.3 338.6 10.8 334.5 27.2 338.6 98.5

578 680.7 2.2 678.9 2.2 695.9 0.9 678.8 2.2 695.8 7.9

510 588.3 3.6 587.0 3.6 599.6 1.4 586.9 3.6 599.6 13.1

289 312.6 35.1 312.2 35.2 315.7 13.9 312.2 35.1 315.7 127.0

271 291.6 45.4 291.3 45.5 294.4 18.0 291.3 45.4 294.4 164.3

255 273.2 58.0 272.9 58.0 275.6 22.9 272.9 58.0 275.6 209.6

337.1 19.0

ṽ

dσ
dΩ
------- 

  dσ
dΩ
------- 

  dσ
dΩ
------- 

  dσ
dΩ
------- 

  dσ
dΩ
------- 

 
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estimated using the known values for methane and
butane [7].

The lidar equation for Raman scattering can be con-
sidered in the same form as in [2] with the values of
parameters from [4, 5]. Numerical calculations of the
Raman signal power were performed for a molecule
concentration of 1019 cm–3 and the probing distances
R = 0.1, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0 km.

As in [4, 5], we determined the values of the back-
ground power at the detector Pb(λ, R) and minimum
detectable power Pm under the conditions of daytime
probing using the values of the spectral brightness of
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Fig. 1. Logarithmic plots of the power of Raman signal for
ethylmercaptan at a concentration of 1019 cm–3 vs. probing
distance for several selected wavelengths. For comparison,
horizontal lines show the levels of minimum power detected
by the lidar Pb calculated for the given experimental condi-
tions.
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Fig. 2. Logarithmic plots of the power of Raman signal for
hydrogen sulfide, mercaptan, and ethylmercaptan molecules
at a concentration of 1019 cm–3 for the laser wavelength
255 nm vs. the probing distance. For comparison, horizontal
lines show the levels of minimum power detected by the
lidar Pb at the same wavelength under the given experimen-
tal conditions.
TE
sunlight for the Raman scattering wavelengths of the
molecules under study Sb(λ) summarized in the table.

The results of calculations for ethylmercaptan mol-
ecules (SH bands, laser wavelengths 255, 308, and
578 nm) are presented in Fig. 1. The same figure shows
the levels of the minimum power Pb detect by lidar cal-
culated for our experimental conditions at each of the
wavelengths employed [4, 5]. For the laser wavelengths
255 and 578 nm, the calculated power is higher than the
background level for all the probing distances and the
substance concentration of 1019 cm–3. For the wave-
length 308 nm, the minimum detected power is above
the background level only for the distances not exceed-
ing 5 km.

Figure 2 shows the results of calculations for both
bands of the molecules under study with a concentra-
tion of 1019 cm–3 for the laser wavelength 255 nm and a
probing distance of 6 km. For comparison, we also
present the background levels for both Raman bands at
this wavelength. The calculated values of detected
power for ethylmercaptan are greater than those for the
SH band of hydrogen sulfide, mercaptan, and ethylmer-
captan, which were virtually identical and higher than
the powers calculated for the CH band of mercaptan.
This distribution reflects a relationship between the dif-
ferential cross sections of the molecules studied. No
one of the curves crosses the background level within
the entire range of the probing distances.

Using the data from [1], according to which the
MPC values are 0.008 mg/m3 (1.42 × 1011 cm–3) for
hydrogen sulfide, 9 × 10–6 mg/m3 (1.13 × 108 cm–3) for
mercaptan, and 3.0 × 10–5 mg/m3 (2.9 × 108 cm–3) for
ethylmercaptan, we estimated the maximum probing
distances at which the detection of these molecules is
possible at the MPC levels. An analysis of these data
shows that detection of the MPC of hydrogen sulfide is
possible at a distance of up to 200 m for the laser wave-
lengths 266 and 271 nm, 150 m for the wavelength
289 nm, 100 m for the wavelength 255 nm, and 50 m
for the wavelength 308 nm. Detection of the MPC of
mercaptan is possible only using the SH band at a dis-
tance of up to 10 m for the laser wavelengths 266 and
271 nm, and up to 5 m for the wavelength 255 nm. The
maximum distances for ethylmercaptan probed at the
same wavelengths are 30 and 10 m, respectively. The
maximum probing distances for the CH band are 40 m
(271 nm), 20 m (266 nm), and 10 m (255 nm).

Therefore, optimum results in the given lidar system
are obtained using the radiation of a copper vapor laser
(271.2 nm) and the fourth harmonic of an Nd-YAG
laser (266 nm), which allow one to reach the maximum
distances of probing for concentrations of the mole-
cules studied at the MPC level in atmosphere under the
daytime conditions.
CHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000
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Stabilization of Luminous Properties of Porous Silicon
by Vacuum Annealing at High Temperatures

B. M. Kostishko, I. P. Puzov, and Yu. S. Nagornov
Ul’yanovsk State University, Ul’yanovsk, Russia

Received February 5, 1999

Abstract—The degradation properties of porous silicon caused by vacuum annealing at high-temperatures
have been measured. Vacuum annealing within the temperature range of 150–300°C provided the complete
removal of water molecules from the pore surface and partial destruction of hydrogen complexes. Our studies
showed that vacuum annealing at 150°C considerably stabilizes the luminous properties of porous silicon: the
subsequent UV-irradiation of silicon specimens changed the photoluminescence intensity only by 8–10% of its
initial value. © 2000 MAIK “Nauka/Interperiodica”.
Despite a large number of research groups studying
porous silicon, all the attempts to create reliable and
stable light-emitting devices on its basis have failed.
Therefore, interest in various applications of porous sil-
icon has been considerably reduced. However, the fun-
damental studies of this unique material have not
ceased. Moreover, the number of related studies
steadily increases. This is associated with the fact that
porous silicon, which can be obtained by extremely
simple technology, possesses the properties that can be
interpreted within different models and approaches. It
should be mentioned that there exists more than five
mechanisms of visible photoluminescence [1]. Each of
the corresponding five models has its ardent supporters
and is confirmed by numerous experimental data.

To all appearances, the studies of porous silicon
become ever more concentrated on the search for ways
and technologies stabilizing its luminous properties.
The most promising results in this field were obtained
using fast high-temperature oxidation [2, 3], laser modi-
fication of the initial substrates [4], and carbonization [5].
Moreover, some studies make use of vacuum annealing
of porous silicon at high temperatures [6, 7]. However,
all these studies take into account surface stabilization
caused by the removal of water molecules, but ignore
the changes in the luminous properties of porous sili-
con caused by such a treatment. In this connection, we
present here the results of our studies of changes in the
photostimulated evolution of photoluminescence of
porous silicon upon vacuum annealing in the tempera-
ture range of 150–300°C.

Porous silicon was obtained using the standard tech-
nology of electrochemical etching in the HF/C2H5OH
(1 : 1) solution. The starting material was a (100)-ori-
ented phosphorus-doped single crystal silicon wafer
with the resistivity ρ = 32 Ω cm. The as-prepared
porous silicon specimens were placed into a vacuum
chamber of an 09IOS-10-005 Auger spectrometer and
1063-7850/00/2601- $20.00 © 20026
were heated there by a wide electron beam directed
toward the back side of the holder. A 2-h annealing was
performed at various temperatures in the range of
150−300°C. The residual pressure in the chamber did
not exceed 10–5 Pa. The fluorescence spectra were
obtained on a DFS-52 spectrometer at room tempera-
ture. Excitation was attained with the aid of the
DKsSh-150 lamp at the wavelength of 360 nm. In order
to avoid possible thermal effects at the specimen sur-
face, the specimens were irradiated with an intensity
not exceeding P = 50 mW/cm2.

Figure 1 shows the experimental data on the varia-
tions of the intensity and the position of the spectral
maximum for specimens annealed in vacuum at 150
and 300°C (series A and B, respectively). The fluores-
cence spectra were recorded in air immediately upon
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Fig. 1. (1 and 3) Intensity and (2 and 4) wavelength of the
spectral maximum of photoluminescence as functions of the
exposure to UV radiation. Annealing temperature:
(1 and 2) 150°C, (3 and 4) 300°C.
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the specimen removal from the vacuum chamber. As is
seen, the spectra and the kinetics of their variation
under the UV-irradiation are essentially dependent on
the annealing temperature used. An increase in the tem-
perature from 150 to 300°C resulted in luminescence
quenching by more than twice. The subsequent 5.5-h
illumination with the UV-light of the specimens of
series A led to slight fluorescence quenching and the
shift of the spectral maximum to the short-wave range
by 8 nm. The specimens of series B showed similar
changes in the position of the intensity maximum, but,
instead of fluorescence quenching, they showed a sev-
enfold rise of the photoluminescence emission.

The difference in the degradation characteristics is
attributed to the fact that at the temperatures used, dif-
ferent components are desorbed from the surface.
Annealing at 150°C results in the maximum possible
rate of water-molecules desorption [8]. An increase of
the annealing temperature up to 250°C gives rise to a
drastic increase in the desorption rate of hydrogen mol-
ecules H2 [8], although the efficient destruction of
SiH2-groups on the surface of quantum wires and the
subsequent desorption of molecular hydrogen can
occur only at temperatures higher than 300°C (the
IR-data [9]).

The UV-irradiation of the specimens provides the
occurrence of several photo-stimulated reactions on the
pore surfaces [10, 11]. Two of these reactions reduce to
the reversible destruction of the hydrogen- and carbon-
containing groups remaining on the surface. Both reac-
tions are associated with the formation of dangling
bonds, and centers of radiationless recombination, and,
as a consequence, with fluorescence quenching. Along
with these reactions, one also observes healing of the
centers of radiationless recombination during surface
oxidation.

The above experimental data lead to a conclusion
that vacuum annealing at temperatures lower than the
critical one (300°C) is accompanied by partial destruc-
tion of hydrogen groups. Exposure of such specimens
to light results in an accelerated formation of SiOx

groups and the rise of the photoluminescence emission.
The shift of the spectral maximum to the short-wave-
length range is also associated with surface oxidation
[2, 3]. The fact that for specimens of series B, this shift
is observed at 17 nm and not at 8 nm (as for specimens
of series A) also confirms the oxidation hypothesis. The
rise of photoluminescence emission up to values
exceeding those observed for as-prepared specimens
and specimens of the series A is explained by the fact
that the complete substitution of hydrogen groups by
oxygen ones increases the luminescence by almost five
times [12].

In most of the studies, the use is made not of the as-
prepared specimens but of the specimens stored for
weeks and even months in air. During such storage, the
composition of the specimens surface is stabilized, thus
preventing the effect of aging. Therefore, of special
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      200
interest is the stability of luminous characteristics of
porous silicon, which upon its vacuum annealing at
high temperatures, was stored in an oxygen-containing
atmosphere. Figure 2 shows the curves of the integrated
intensity of photoluminescence for an as-prepared
specimen and a specimen of the A series as functions of
the time of irradiation with the light from an LGN-409
He–Cd laser (λ = 325 nm, P = 40 mW/cm2). Prior to
irradiation, the specimens were stored for two weeks in
darkness in the air atmosphere. The continuous lines
were calculated according to the kinetic model of pho-
tostimulated evolution of photoluminescence from
porous silicon [10, 11]. The analysis of these lines leads
to the following conclusions. On the decreasing
segment of photoluminescence, the specimens of the
series A almost do not have the component caused by
photostimulated cleaning of the pore surface from car-
bon-containing molecules. The fluorescence intensity
decreases only by 8.5%; whereas, in the control speci-
men, it attains the value of 75%. The rate of photolumi-
nescence quenching upon annealing increases by
almost a factor of two, and the intensity starts increas-
ing already upon four minutes of specimen irradiation.
The rise in the fluorescence emission for the initial
specimens of porous silicon at the laser power indicated
above was observed only upon one hour specimen irra-
diation.

Thus, annealing in vacuum at the temperature corre-
sponding to the maximum rate of H2O thermodesorp-
tion (150°C) results in the removal of volatile carbon-
containing molecules from the surface of porous silicon

1.0

0.8

0.6

0.4

5000 1000 1500 2000 2500
t, s

I/I0

1

2

Fig. 2. Integrated photoluminescence intensity of porous
silicon specimens stored for two weeks in air as a function
of exposure to laser radiation. The data are normalized to the
initial intensity I0; (1) as-prepared specimen, (2) specimen
upon annealing in vacuum at 150°C.
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and an essential stabilization of its photoluminescence.
An increase of the annealing temperature up to 300°C
gives rise to partial destruction of hydrogen groups and
formation of the centers of radiationless recombination.
A further UV-irradiation of the specimen results in
intense additional oxidation of the surfaces of quantum
wires, healing of the quenching centers, and an increase
of the photoluminescence intensity.
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Abstract—The pattern of luminance waves in thin-film electroluminescent structures was modeled and the
duration of transient lighting processes in these systems was determined. A principle of the indicator display
control is formulated which provides for a maximum luminance of the light-emitting devices. © 2000 MAIK
“Nauka/Interperiodica”.
At present, thin-film electroluminescent (TFEL)
structures of the metal–insulator–luminophor–insula-
tor–transparent electrode type controlled by ac voltages
offer the most promising flat light-emitting devices.
Mathematical modeling of the TFEL structures helps to
elucidate the laws of electron processes occurring in
these systems, establish optimum regimes of lumines-
cence excitation, and develop TFEL based devices
capable of displaying images (including matrix sys-
tems). The approach to modeling the parameters of
TFEL devices can be divided into two stages: (1) deter-
mination of the electric characteristics of thin-film
light-emitting elements [1] and (2) calculation of the
lighting parameters of display devices based on the
results of the first stage.

A special feature of analysis of the optical and elec-
tric properties of the electroluminescent devices in
which the emission is excited by ac voltages is the peri-
odic character of variation of the main characteristics.
In the steady-state excitation regime, the charge, cur-
rent, dissipated power, and emission luminance (photo-
metric brightness) of an electroluminescent device vary
in a consistent manner within every period of operation,
so that the characteristics can be considered as inter-
related and expressed by values averaged over the
period [2]. At the same time, study of the transient pro-
cesses in TFEL structures, which is of primary impor-
tance for development of the optimum regimes and
schemes of excitation of the display devices, allows us
to determine the time characteristics of luminance of
these light-emitting systems.

Dependence of the electroluminescence parameters
on the applied voltage is determined by the field-
induced process of electron tunneling, that is, by the
rate of carrier production, rather than by the electron
acceleration in the luminophor film. The impact excita-
tion kinetics is determined by the rate of variation of the
1063-7850/00/2601- $20.00 © 20029
density of excited emission centers in the luminophor
[3, 4]:

(1)

where N* is the concentration of excited centers; N is
the concentration of emitting centers, σ is the impact
ionization cross-section; e is the electron charge; τ is
the time constant of relaxation related to radiative tran-
sitions to the ground state; and j(t) is the active current
density in the active layer.

The instantaneous luminance of emission from an
electroluminescent structure depends on the rate of
transition of the emitting centers from excited to
ground state:

(2)

where dph is the luminophore thickness and ηc is the
efficiency of the light yield. The latter quantity is deter-
mined by optical constants of the materials used:

(3)

where Kλ is the visibility factor determining conversion
of the energy characteristics of emission into the values
characterizing the light perception properties of the
human eye; hν is the emitted photon energy; ηs is a
coefficient determined as the ratio of the number of
photons emitted from the surface of the electrolumines-
cent capacitor to the total number of photons generated
within the luminescent layer volume.

Substituting formula (2) into equation (1), we obtain
an ordinary differential equation of the first order:

(4)

A solution to this equation determined a time varia-
tion of the instantaneous emission luminance of the
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TFEL structure studied (i.e., the luminance wave).
Equation (4) is nonlinear and can be solved by numer-
ical techniques. The character of the luminance waves
B(t) is related to the time variation of the active current
density j(t) in the luminophor layer. The function j(t)
was determined by mathematical modeling of electric
characteristics of the electroluminescent devices stud-
ied. The modeling was based on a system of equations
describing an equivalent nonlinear scheme of a TFEL
device in terms of the main laws of the electric circuit
theory [1]. In order to check for the adequacy of the
model, the function j(t) was also determined experi-
mentally as a time derivative of the charge accumulated
at the luminophor–insulator interface of a thin-film
structure.

The solution to equation (4) was obtained by the
fourth-order Runge–Kutta method. The initial condi-
tions were taken in the form t0 = 0 s, B0 = B(t0) =
0 kd/m2. The calculation was performed for the follow-
ing values of parameters [2]: N = (1–2) × 1018 cm–3;
σ = 2 × 10–16 cm2; τ = 1.3 ms; Kλ = 520 lm/W; hν =
2.1 eV; ηs = 0.09; dph = 0.5–2 µm. The time variation of
luminance for the TFEL structures excited by ac volt-
ages of various shapes at a frequency of 1 kHz and an
amplitude of 200 V is presented in the figure.

The experimental investigations were performed
using structures based on the ZnS:Mn films with
ZrO2−Y2O3 insulating layers. The structures were
obtained by electron-beam deposition onto glass sub-
strates with transparent electrode (ITO). The experi-
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mental and calculated voltage–luminance characteris-
tics showed good coincidence and agreed with the pub-
lished data [5].

The results allowed us to make the following con-
clusion of considerable practical importance for the
creation of TFEL based display devices. An analysis of
our previous results obtained by mathematical model-
ing and experimental measurements, as well as the pub-
lished data of other researchers, suggested that the
duration of transient electric processes occurring in
thin-film structures amounts to 1–3 periods of the
applied ac voltage. At the same time, study of the light-
ing characteristics (luminance waves) in this work
showed that the duration of transient processes deter-
mined from the time variation of luminance of thin-
film electroluminescent devices may reach up to ten
periods of the ac voltage. Thus, for the average (effec-
tive) luminance of emission from a TFEL element
excited by a periodic alternating-sign voltage, the value
determined by the Talbot law for one or even a few peri-
ods is markedly lower than the level of luminance
obtained from this element with the same voltage
applied for a time corresponding to a greater number of
periods.

From the standpoint of development of the schemes
controlling the operation of TFEL systems involving
large numbers of elements, the above results imply that
high luminance levels can be reached only by applying
the trains of ac pulses sufficiently long to ensure attain-
ing of the regime of steady-state operation of the emit-
ting elements. This principle was realized in an original
device controlling the formation of images on a lumi-
nescent matrix display composed of two-directional
semiconductor elements with negative differential
resistance.
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Formation of Charged Particle Tracks
in Glass-Fiber Microstructures
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Abstract—Glass-fiber disks intended for the image transfer in electrooptical transducers can be used as targets
in microchannel Cerenkov track detectors. Calculated values of the coefficient of Cerenkov radiation trapping
in the glass-fiber discs well agree with experiment, which confirms the hypothesis concerning a Cerenkov-type
mechanism of the charged particle track formation in non-scintillating microfiber structures. © 2000 MAIK
“Nauka/Interperiodica”.
Glass-fiber disks are used in electrooptical transduc-
ers (EOTs)—the main elements of microchannel track
detectors (MCDs). An MCD structure typically com-
prises a three-stage EOT array operated in the regime of
single photoelectron detection. A target mounted at the
entrance of the first EOT stage represents either a
microcapillary unit filled with a liquid scintillator or a
an assembly of thin scintillating plastic or glass fibers
(see, e.g., [1]). A part of the generated light flux (typi-
cally 4–6%) is trapped by the capillary (or fiber), trans-
ported by means of the total internal reflectance effect
toward a photocathode, amplified, and detected by a
TV camera (vidicon). Then the image is converted into
a digital form and recorded into computer memory for
processing and storage. The main disadvantage of the
scintillating MCDs is a poor optical insulation of the
capillaries (fibers), which leads to spreading of the light
pulse and decrease in the spatial resolution of the detec-
tor. This effect is especially manifested in the study of
interactions accompanied by the ejection of particles
with a high ionization density. High energy deposition
in the vicinity of the interaction peak results in flaring
of this region, which hinders analysis of the signal.

Recently we have studied scintillating MCDs and
noted that tracks of rapid charged particles were
observed even in the absence of a scintillating target,
when the particles passed via the entrance disk at the
first EOT stage [2, 3]. Moreover, the density of dots on
the particle tracks n = 2–3 mm–1 registered in this mode
has unexpectedly proved to be comparable with the
level obtained with a scintillating target. A similar
effect was observed when a scintillating target was
replaced by non-scintillating glass-fiber disks intended
for the image transfer. The results of our measurements
showed that the light yield coefficient of the glass
employed in the core of the latter glass-fiber disks does
not exceed 0.01% of the analogous value for a plastic
1063-7850/00/2601- $20.00 © 20031
scintillator, and it was suggested that the tracks regis-
tered in this mode are formed by the Cerenkov radia-
tion. Indeed, despite the Cerenkov radiation intensity
being low compared to that of the scintillations, the
directed character of the former radiation results in that
the coefficient of its trapping in the glass-fiber disk may
reach up to about unity which markedly exceeds the
coefficient of trapping of the isotropic radiation.

Since the radiation trapping coefficient and, hence,
the track density for the Cerenkov radiation must
depend on the angle θ between the fiber axis and a par-
ticle trajectory, we have performed preliminary calcu-
lation of this dependence for the following values of a
real glass-fiber disks: the fiber core diameter d = 5 µm;
the fiber core index of refraction n1 = 1.812; the fiber
shell index of refraction n2 = 1.49. The radiation trap-
ping coefficient k for each fixed value of θ was calcu-
lated by averaging over all possible distances R
between the fiber axis and the particle trajectory (0 ≤
R ≤ d/2). It was assumed that particles move toward the
cathode for 0° ≤ θ < 90° and away from the cathode for
90° < θ < 180°. As seen from Fig. 1, the k versus θ plot
exhibits a maximum at θ = 30°–50° and lies above the
abscissa axis (k > 0) at all angles up to θ = 147°.

In practice, a value of importance is the dot number
density n on the particle track rather than the radiation
trapping coefficient proper. Since a detector registers
the projection of a particle track onto the photocathode
plane, rather than the real track, we obtain n ~ k/sinθ.
This implies that the dot number density as a function
of the angle θ (see Fig. 2) would have a character some-
what different from that of the k(θ) function. In calcu-
lating the dot number density on the track projection,
we took into account the spectral composition of the
Cerenkov radiation and a spectral characteristic of the
quantum yield of a bialkali-metal-oxide photocathode
used in the first EOT stage. Then, we studied an MCD
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Plot of the Cerenkov radiation trapping coefficient of
a glass microfiber versus the angle between the fiber axis
and a charged particle trajectory.
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Fig. 2. Plot of the dot number density on a charged particle
trajectory registered in the entrance glass-fiber disk of MCD
versus the angle between the fiber axis and a charged parti-
cle trajectory. Solid curve shows the results of calculation
based on the data presented in Fig. 1; black symbols with
error bars present the experimental data obtained in a proton
beam.
T

during operation in a 70-GeV proton beam at various
angles relative to the beam axis. It was established that
the measured dot number density on the proton tracks
registered on the entrance disk of the first EOT stage
agrees well with the results of preliminary calculations
(Fig. 2). As seen, the best conditions of exposure of a
Cerenkov MCD are provided by orientation at an angle
of 25°–45° relative to the particle beam axis. On
increasing the angle above this interval, the dot number
density on the track exhibits a sharp drop, while the
measurements at angles below the interval are difficult
because of a short length of the track projection onto
the photocathode plane. Further analysis of the interac-
tions registered with this detector showed that the opti-
mum angle is θ ≈ 40°–45°.

Thus, the results of our calculations and measure-
ments conformed the assumption that the tracks of
charged particles in glass-fiber structures are formed
due to the Cerenkov radiation. This fact opens the pos-
sibility of creating a track detector of the new type, the
Cerenkov MCD, possessing a spatial resolution of
10−100 µm. This device is insensitive to strongly ion-
izing particles. Other important advantages of the Cer-
enkov MCD based on the standard glass-fiber disks (of
the type intended for the image transfer) is a good opti-
cal insulation of the fiber core due to the presence of the
third nontransparent shell and the absence of principal
restrictions on the detector size. The latter circumstance
allows the new detectors to be effectively used in inves-
tigations involving the neutrino beams.
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Numerical Simulation of the Dynamics 
of a Liquid Conducting Surface in a Strong Electric Field
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Abstract—Two-dimensional numerical simulation is performed on the instability of a liquid conducting
surface with axial symmetry in a strong electric field. The method of splitting with respect to physical factors
with transformation of the calculation region to the canonical form [1] is used to investigate the flow of liquid
with a free surface. This approach enables one to study the time dependence of the basic physical quantities in
the nonlinear mode when the emitting point is formed. It is demonstrated that this dependence exhibits a
collapse behavior: a critical time tc exists, in the vicinity of which a physical quantity either diverges or goes to
zero as ~(tc – t)γ. The values of the critical exponent γ are found for the electric field, curvature radius, and the
axial velocity at the point tip, and the correlation between them demonstrated. © 2000 MAIK “Nauka/Interpe-
riodica”.
The study of phenomena associated with the motion
of conducting liquid in electric field (operation of ion
sources, explosive electron emission, functioning of the
cathode spot of vacuum arc) requires models describ-
ing the regularities of development of the nonlinear
stage of the process. Numerical simulation could con-
siderably promote the study of these regularities. A spe-
cific feature of this problem is the presence of strong
feedback between the surface shape and the electric
field on this surface, which calls for a fairly exact defi-
nition of the surface, especially, at the moment when
the emitting point is formed. The traditional method of
markers on the net (MN), employed previously to solve
such problems [2], inadequately accurately simulates
the flow in the vicinity of free surface, as a result of
which the surface shape is not smooth, and its rapid
randomization occurs because of the above-mentioned
feedback. Zheng and Linsu [2] traced the evolution of
surface in electric field; however, no investigation was
made of the time dependence of physical quantities; in
so doing, the randomization problem was overcome by
artificial smoothing out of the surface.

In this paper, I present the results of numerical simu-
lation of a liquid conducting surface in electric field
using the method suggested by Belotserkovskiœ et al. [1];
the simulation was performed in axisymmetric geome-
try. The difference between this method and the MN
method lies in the transformation of the calculation
region to the canonical form. Using the change of vari-
ables

the contour bounding the calculation region (r = 0, axis
of symmetry of the problem; r = xr , right-hand bound-
ary; z = η(r, t), free surface; z = –B, bottom) is, at every

r r, ξ r t,( ) z B+
η r t,( ) B+
-------------------------= =
1063-7850/00/2601- $20.00 © 20033
moment of time, mapped onto a rectangle (r = 0, r = xr,
ξ = 0, ξ = 1) in the (r, ξ) system. The set of Navier–
Stokes equations is written in the (r, ξ) variables and
solved by the standard methods on a distributed net [3].

I traced the evolution of small disturbance of the liq-
uid surface of mercury in a uniform electric field with
an intensity somewhat exceeding the critical value, in
cylindrical coordinates (Fig. 1). In so doing, the right-
hand edge and bottom shifted to a fairly long distance
and did not affect the calculation results. The electric
field on the surface was also determined by the method
of [1]; the surface curvature and the pressure of surface
tension were determined directly by means of finite-
difference approximation, and no artificial smoothing
out was introduced. The last surface in Fig. 1 is sub-
stantially a typical autoelectronic (or ionic) emitter.
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Fig. 1. The evolution of the liquid surface of mercury in a
uniform external field, E0 = 2.4 × 108 V/m. The surfaces are
given successively at the moments of time (in ns); 0, 695,
783, 810, 822, 826; tc = 829.
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The calculation results indicate that one can fairly
clearly identify in the liquid surface dynamics the non-
linear phase in which the variation of physical quanti-
ties exhibits a collapse behavior, i.e., a development
during which the quantities in a finite time (tc) go either

to zero or to infinity. The dependences of Ln{ (t),
E(t), ν(t)} on –Ln(tc – t) have the form of straight lines

at t  tc (Fig. 2). Here, (t), E(t), and ν(t) respec-
tively denote the dimensionless curvature, electric
field, and axial velocity at the point tip. Note that no
appreciable indeterminacy exists in the choice of tc .
Therefore, one can write the following relations for
dimensional quantities:

(1)

(2)

(3)

where t0 is the time characterizing the beginning of the

Rc
1–

Rc
1–

E t( ) E0 1
t t0–
tc t0–
-------------– 

  γE–

,=

Rc t( ) R0 1
t t0–
tc t0–
-------------– 

  γR

,=

ν t( ) ν0 1
t t0–
tc t0–
-------------– 

  γV–

,=

1
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3

Fig. 2. The time dependence of f: (1) f = , (2) f = E,

(3) f = ν, for the surface evolution given in Fig. 1. 

Rc
1–
TE
nonlinear stage; and E0, R0, and ν0 are physical quanti-
ties at the moment of time t = t0. The following expo-
nents were derived in (1)–(3): γE = 1.01, γR = 1.05, and
γV = 1.1. The close coincidence of the values of γE and
γR is a consequence of the well-known law according to
which the electric field on an autoemission cathode is

~ . The value of γV may be explained by simple esti-
mates. Indeed, the momentum transferred by the liquid

in the vicinity of the point is ~ρλ ν (ρ is the liquid
density and λ is the scale of disturbance), and the force

acting on it is ~ E2; then, Newton’s second law yields
γV + 1 ≈ 2γE . One can see that the derived exponents sat-
isfy this equality fairly well.

Needless to say that by using the numerical approach,
one cannot rigorously prove relations (1)–(3); however,
in trying to approximate the time dependences of phys-
ical quantities, I have arrived at the conclusion that
these relations are the best. In this case, the analytic
approach is more rigorous, for example, on the lines
of [4]; as to relations (1)–(3), they could serve some
reference point for nonlinear analysis.
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of Superelastic Porous Titanium Nickelide-Based Alloys
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Abstract—The results are given investigations of the structural and physicomechanical properties in porous
titanium nickelide, and these results are compared with analogous properties in cast alloys. © 2000 MAIK
“Nauka/Interperiodica”.
In recent years, new materials used as continuously
functioning implants in the human organism, such as
porous permeable titanium nickelide-based alloys,
have found extensive application in medicine [1]. The
alloys exhibit high elastic properties, are capable of
changing their shape with temperature, and do not dete-
riorate under conditions of sign-variable load. The
complex behavior of martensite phase transformations
occurring in titanium nickelide-based alloys shows up
clearly in porous structures. Phase transitions in porous
titanium nickelide-based alloys are characterized by
hysteresis and extended temperature interval in which
the material exhibits the effects of plastic memory of
shape and superelasticity.

The investigation results given in this paper estab-
lish the correlation between the physicomechanical
properties and structural transformations in porous
alloys and their difference from those in nonporous tita-
nium nickelide-based alloys. The inclusion of the sin-
gularities of the behavior of porous titanium nickelide-
based alloys makes for their more efficient utilization in
practical medicine [1].

X-ray diffraction studies were performed in a
DRON-3 diffractometer using low- and high-tempera-
ture chambers KRN-190 and GPVT-1500, respectively.
Pictures were taken in CuKα radiation. A Tesla-BS-540
electron microscope was used for electron-microscopic
investigations. The curves of the temperature depen-
dence of electrical resistance were determined by the
standard four-point potentiometer technique [2]. Plas-
tic deformation was accomplished by tension. The
alloys were prepared by the process described in [1].
Charge materials were provided by Grade PNK1 VL7
nickel powder and Grade PTÉM-1 titanium powder.
The material under investigation had a porosity of
approximately 40–45%.

The X-ray diffraction studies of porous titanium
nickelide-based alloys (whose composition was close
to stoichiometric), performed at different temperatures,
revealed the presence of several phases, namely, B2,
1063-7850/00/2601- $20.00 © 20035
B19, and Ti2Ni (Fig. 1). The content of the Ti2Ni phase
is approximately 5–8% for all temperatures. The elec-
tron microscopy of massive regions of porous alloys
reveals numerous large spherical formations of Ti2Ni
with an average size of ~300 nm and finely divided par-
ticles (~20 nm). In the bridges dividing the pores, acic-
ular crystals of martensite of phase B19' are observed,
while almost no particles of the TixNiy phase are
present. Figure 1d gives fragments of X-ray photo-
graphs of porous titanium nickelide at different temper-
atures, which demonstrate clearly the presence of the
high-temperature B2 phase at low temperatures and a
wide temperature range of existence of a two-phase
mixture of B2 + B19'. The presence of a wide tempera-
ture range of martensite transformation in porous tita-
nium nickelide compared with cast alloy is reflected in
the temperature curves of electrical resistance (Fig. 2a).
Based on the data of X-ray analysis, the variation of the
phase composition in porous and cast alloys was stud-
ied and the variation of the volume fraction of phase
B19' calculated (Fig. 2b). It is demonstrated that the
martensite transition (MT) B2  B19' is incomplete
in porous alloys (only about 60% of the B2 phase goes
to the martensite phase) and proceeds in a wider tem-
perature interval than in the case of cast alloys.

Therefore, an important singularity of porous tita-
nium nickelide compared to nonporous (cast) alloy of
the same composition consists in a wide temperature
interval of phase transformations (Fig. 2). It is approx-
imately 250°C, i.e., it exceeds considerably the range
(30–40°C) of transformations of cast alloy. The
increase of the temperature range of phase transforma-
tions is caused by the structure of porous titanium nick-
elide prepared from powders. The characteristic trans-
formation temperature titanium nickelide is sensitive to
the chemical composition. The variation of the content
of components in the homogeneity region leads to a
shift of the temperature of the beginning of phase trans-
formations by several tens of degrees [1]. The phase
formations arising in the alloy (for example, Ti2Ni,
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Fragments of X-ray photographs of porous TiNi at different temperatures: (a) T = 200°C, (b) T = 0°C, (c) T = −190°C.
TiNi3, Ti4Ni2O(N, H, C)) develop an elevated level of
voltage in martensite crystals and in the matrix phase
B2, including the bridges dividing the pores, and lead to
a shift of the characteristic temperatures of martensite
transformations and of the temperatures at which the
plastic memory effects show up [1]. The dimensional
factor is also of importance, because the manifestation
of martensite transformation in thin bridges differs
from that in massive regions. The effect of these factors
results in that phase transformations in titanium nick-
elide-based porous materials begin in different regions
at different temperatures, with the hysteresis being
extended along the temperature axis, while the temper-
ature ranges of transformations and the ranges of man-
ifestations of the effects of plastic memory and super-
elasticity in porous titanium nickelide-based alloys are
extended accordingly.

Figure 2c illustrates the effect of plastic memory in
porous and cast alloys. In the porous alloy, the plastic
memory effect shows up in a wider temperature range
than in the cast one, and the residual plastic deforma-
tion in the porous material is much greater in magni-
tude (ε in Fig. 2c) than in the case of the cast one. An
almost complete (up to 100%) recovery of shape is
observed in cast titanium nickelide after deformation
by 6–8% and subsequent heating above the temperature
range of MT (Fig. 2c). When the degree of deformation
of cast titanium nickelide increases, dislocation defects
TE
are formed which are irreversible as distinct from mar-
tensite transformations. The stage of reversible defor-
mation by the martensite mechanism is replaced by that
of irreversible plastic deformation. Even at small loads,
regions emerge, in which the elastic deformation
exceeds the limiting value. On the contrary, in porous
alloys, the degree of recovery of shape does not exceed
85% even for minimum deformation. The degree of
recovery of shape depends on the porosity, size distri-
bution of pores, and level of stresses of martensite shift,
i.e., is associated with the singularities of deformation
of porous bodies.

An analysis of the deformation dependences of tita-
nium nickelide of different porosities reveals that the
yield point of the alloy decreases as the porosity
increases. In the σ–ε diagrams, the curves of loading
and subsequent release do not coincide and form a hys-
teresis loop (Fig. 3) whose width is defined by the mag-
nitude of dissipation of energy. The hysteresis increases
with porosity. In so doing, the reversible deformation
may amount to over 7%, which exceeds appreciably the
elastic Hookean deformation. As compared with cast
titanium nickelide, an extension is observed of the tem-
perature range of manifestation of the elastic properties
of porous samples (Fig. 3). The process of destruction
of pore walls is nonuniform, this leading to an exten-
sion of the range of manifestation of the elastic proper-
ties of porous materials of titanium nickelide and alloys
CHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000
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on its basis. Note that the complex behavior of the
deformation processes in porous titanium nickelide-
based alloys and the complex behavior of martensite
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Fig. 2. The temperature dependences of various characteris-
tics in (1) porous and (2) cast titanium nickelide-based
alloys: (a) curves of electrical resistance, (b) curves of the
volume fraction of phase B19′, (c) curves of reversible
memory effect, (d) curve of the dependence of the yield
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Fig. 3. The deformation dependence of manifestation of
superelastic properties in (1) cast and (2) porous titanium
nickelide-based alloys (∆H is the hysteresis width). 
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transformations in those alloys extends both the tem-
perature ranges of superelasticity (Fig. 2) and the
ranges of manifestation of plastic memory effects.

More important from the standpoint of practical
uses of titanium nickelide-based alloys are both the
characteristic temperatures of martensite transforma-
tions and the parameters of the effects of plastic mem-
ory and superelasticity. Figure 2d gives the temperature
dependence of critical stresses of martensite shift and
of the yield point of porous and cast alloys. The charac-
teristics such as the minimum stress of martensite shift

( ), maximum stress of martensite shift correspond-

ing to the yield point at the temperature Md( ), and
the temperature range of manifestation of superelastic-
ity ∆T = TB – TA (the difference between the maximum
TB and minimum TA temperatures at which the super-
elastic properties show up) are given in Fig. 2d for
porous and cast alloys. The martensite shift in the
porous material is much less than in the cast one; how-
ever, the temperature range of manifestation of super-
elasticity in the porous material is much wider than in
the cast one.

Under real conditions, the substantial shift of the
range of transformations in both cast and porous alloys
to the low-temperature region (Fig. 3, curve 1) is
caused by significant plastic deformation.

The experimental results lead one to draw an impor-
tant conclusion. The superelastic properties, the plastic
memory effects, and the thermal-force singularities
show up in porous titanium nickelide-based alloys in a
wider temperature range than in cast alloys of analo-
gous composition.
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Abstract—The problem of scattering of E- and H-polarized plane electromagnetic waves by a metal cylinder
covered with a chiral layer is solved by the method of partial regions. The scattering field is studied in the near
and far zones. The correlation between the type of polarization of the incident electromagnetic wave and the
magnitude of the depolarized component of the scattered field is considered. © 2000 MAIK “Nauka/Interperi-
odica”.
Recently, particular interest has been attracted to the
interaction of electromagnetic radiation of the micro-
wave and extremely-high-frequency ranges with the so-
called chiral media. The phenomenon of chirality is
related to the violation of the mirror symmetry of the
particles forming a medium [1]. A chiral medium usu-
ally consists of a single type of elements that are uni-
formly distributed throughout an isotropic medium and
chaotically oriented [2]. The constitutive relations for
such media relate the electric and magnetic field
strengths to the electric D and magnetic B inductions.
The interaction of an electromagnetic wave with a
chiral medium is accompanied by a number of specific
effects. First, in such a medium, the propagation of two
waves with the clockwise and anticlockwise polariza-
tions and different propagation constants is observed
[2, 3]. Second, the reflection of an electromagnetic
wave from a chiral medium leads to the appearance of
the so-called depolarized component (the reflected
wave contains components that are absent in the inci-
dent wave). This effect is observed at any polarization
of the incident wave. The formation of such a depolar-
ized field is a consequence of the fact that, for example,
in the case of an E-polarized incident wave, the normal
electric component excites both electric and magnetic
dipole moments in the medium.

Below, we present the solution of the problem of the
plane electromagnetic wave scattering by a chiral circu-
lar cylinder with a thin metal (infinite-conductance) rod
positioned inside it along its geometric axis. The prob-
lem is solved by the method of partial regions. The scat-
tering of plane electromagnetic waves by a homogeneous
chiral cylinder is considered as a limiting case [4, 5]. For
a chiral medium, the constitutive relations represented
in one of the forms (with the time dependence eiωt) are
as follows:

(1)D εcE iξµH, B– µH iξµE,+= =
1063-7850/00/2601- $20.00 © 0038
where εc = ε + µξ2 is the chiral permittivity, ε and µ are
the dielectric permittivity and the magnetic permeabil-
ity, and ξ is the chirality parameter (the case ξ = 0 cor-
responds to an ordinary dielectric medium). We note
that, besides expressions (1), there exist other represen-
tations of constitutive relations for a chiral medium
(see, e.g., [6, 7]).

The Maxwell equations for the field in a chiral
medium can be written in the form

(2)

where k is the wave number for free space, H is normal-

ized to i , and η0 =  is the wave resistance
for vacuum.

We consider the incidence of a plane electromag-
netic wave of a given polarization on an isotropic chiral
cylinder of radius R with a thin conducting rod of radius
R0 inside it; the cylinder is infinite along the z-axis, and
the rod axis is coincident with the geometric cylinder
axis (Fig. 1a). Assuming that the field does not vary
along the 0z-axis (∂/∂z = 0), we set the field of the inci-
dent wave of unit amplitude in the form

(3a)

for the case of an E-polarized incident wave and

(3b)

for the case of an H-polarized incident wave, where r0,
j0, and z0 are the unit vectors of the cylindrical coordi-
nate system.

— H× k εcE ξµH+( ),=

— E× k µH ξµE+( ),=

η0
1– µ0 ε0⁄

E' r ϕ,( ) z0e ikr ϕcos– ,=

H' r ϕ,( ) ϕ0 ϕe ikr ϕcos–cos– r0 ϕe ikr ϕcos–sin+=

H' r ϕ,( ) z0e ikr ϕcos– ,=

E' r ϕ,( ) iϕ0 ϕe ikr ϕcos–cos– ir0 ϕe ikr ϕcos–sin+=
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It is well known that the wave propagation in a
chiral medium obeys two coupled differential equa-
tions [3]:

(4)

where  = k2εµ and ∆ is a Laplacian with respect to the
variables r and ϕ.

The system of equations (4) can be solved by apply-
ing the substitution [4]:

Then, using equations (4) for the electromagnetic field
components represented in the form of Fourier series
expansions in the coordinate ϕ, we obtain the following
expressions (R0 < r < R):

(5)

where Jn(χ) is a Bessel function; Yn(χ) is a Neumann

function; and , , , and  are some unknown
coefficients.

For the case of a homogeneous chiral cylinder

(Fig. 1b), in expressions (5) we have to set  =  =
0 (∀ n).

Expressions (5) testify to the fact that, at any polar-
ization of the incident wave, both Ez and Hz compo-
nents occur in the chiral medium.

For the wave reflected from a chiral cylinder, other
equations are valid (r > R):

(6)

These equations allow for the fact that a depolarization
of the electromagnetic field occurs in the outer region,
and both normal components, Ez and Hz , are always

∆ kc
2+{ } Ez ξµ εc⁄( ) ∆ kc

2–{ } Hz– 0,=

∆ kc
2+{ } Hz ξ ∆ kc

2–{ } Ez– 0,=

kc
2

Ez ER EL, Hz+ εc µ⁄ ER EL–( ).= =

Ez An
RJn kRr( ) Bn

RYn kRr( )+(
n ∞–=

+∞

∑=

+ An
LJn kLr( ) Bn

LYn kLr( ) )einϕ ,+

Hz εc µ⁄ An
RJn kRr( ) Bn

RYn kRr( )+(
n ∞–=

+∞

∑=

– An
LJn kLr( ) Bn

LYn kLr( ) )einϕ ,–

Hϕ
1

kεµ
--------- εc

dEz

dr
-------- ξµ

dHz

dr
---------–

 
 
 

,–=

Eϕ
1
kε
-----

dHz

dr
--------- ξ

dEz

dr
--------–

 
 
 

,–=

An
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L Bn
R Bn

L

Bn
R Bn

L
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Ez''
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 
 
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 

0.=
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present. Thus, in the outer region (r > R), we can repre-
sent the solution to equations (6) in the form

(7)

where (v) is a Hankel function of the second kind

and (v) is its derivative with respect to the entire
argument v.

Using the boundary conditions at r = R0

(8a)

and at r = R

(8b)

we can easily obtain a system of six algebraic equations

for the determination of the coefficients , ,
Cn, and Dn . Here, it is necessary to substitute expres-
sions (3a) or (3b) for the incident field, depending on
the type of its polarization. For the case of a homoge-
neous chiral cylinder (without a metal rod), the expres-
sions for the aforementioned coefficients can be written

in an explicit form (  =  = 0).

From formulas (7), we can derive the expressions
for the reflected field in the far zone (kr  ∞) by

Ez'' CnHn
2( ) kr( )einϕ ,

n ∞–=

+∞

∑=

Hz'' DnHn
2( ) kr( )einϕ ,

n ∞–=

+∞

∑=

Hϕ'' CnHn
2( )' kr( )einϕ ,

n ∞–=

+∞

∑–=

Eϕ'' DnHn
2( )' kr( )einϕ ,

n ∞–=

+∞

∑–=

Hn
2( )

Hn
2( )'

Ez 0, Eϕ 0= =

Ez Ez' Ez'', Hz+ Hz' Hz'',+= =

Eϕ Eϕ' Eϕ'' , Hϕ+ Hϕ' Hϕ'' ,+= =

An
R L, Bn

R L,

Bn
R Bn

L

y

x
R

Sc

Vc

Vm
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Vb
R0

ε, µ, ξ

ε = µ = 1

ϕ = 0

P(r, ϕ )

exp(–ikr cosϕ )

ϕ

Fig. 1. Geometry of the problem: a metal rod covered by a
chiral layer.
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using the analytical representation of the Hankel func-
tion of the second kind [8]:

(9)

For the far zone, it is common practice to introduce a
new parameter, namely, the scattering field cross-sec-
tion, which in our case is determined as follows:

(10)

where the superscripts E and H refer to the cases of E-
and H-polarized incident waves, respectively.

Figure 2 shows the dependences of the scattering
field on the angle ϕ for E- and H-polarized plane elec-
tromagnetic incident waves, for different geometric
dimensions of the metal rod and the chiral cylinder. The
numerical analysis was performed for a chiral medium
with the parameters ε = 3.5 – i × 0.2, µ = 2.2 – i × 0.2,

Ez''

Hz'' 
 
 
 
 

2 πkr⁄ e i kr π 4⁄–( )– Cn

Dn 
 
 

ein ϕ π 2⁄+( ).
n ∞–=

+∞

∑≈
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Fig. 2. Dependences of the scattering field cross-section on
the angle of the wave incidence for (a) an E-polarized
incident wave and (b) an H-polarized incident wave:
(1) a homogeneous dielectric cylinder with losses; (2) a homo-
geneous chiral cylinder; (3 and 4), metal cylinders covered
by chiral layers.
T

and ξ = 0.3. In such a medium, the effect of chirality on
the wave processes is substantial. Figure 2a presents for
comparison the scattering field diagrams for a homoge-
neous chiral cylinder (kR0 = 0) and a homogeneous
dielectric cylinder (kR0 = 0, ξ = 0) in the case of an
E-polarized incident wave. As one can see from Fig. 2a,
for a polarized plane electromagnetic wave, the maxi-
mum reflection is observed at ϕ = 0 from both chiral
and dielectric homogeneous cylinders. The introduc-
tion of a conducting rod smoothes out the scattering
diagram, i.e., the scattering diagram ceases exhibiting
sharp maxima or minima. An increase in the radius of
the conducting rod kR0 up to 0.7 does not affect the
shape of the scattering pattern characterizing the wave
scattering from the structure under consideration.

Figure 2b presents similar dependences for the case of
an H-polarized electromagnetic incident wave. One can
see that, for homogeneous cylinders, a maximum of the
scattering field is observed at ϕ = 0, while for a chiral–
metal scatterer, the scattering fields at ϕ = 0 and ϕ = π are
virtually equal. An increase in the radius kR0 produces no
changes in the shape of the scattering diagram.

The study of the field in the near zone (the calcula-
tion by formulas (7)) led us to an interesting conclusion
about the depolarized component of the reflected field.
In the case of an E-polarized plane electromagnetic
incident wave, the introduction of a conducting rod into
the chiral cylinder reduces the magnitude of this com-
ponent, while in the case of an H-polarized plane elec-
tromagnetic wave, the introduction of a rod leads to its
increase. It was also found that the presence of losses in
the chiral medium (imaginary parts of ε and µ)
increases the depolarized field for both types of the
polarization of the incident wave.
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Abstract—Transverse propagation of the normal zone in superconducting windings of a conductor with a cop-
per-aluminum stabilizing matrix was measured in compounded and uncompounded model coils. The special
coil design enables one to simulate the one-dimensional propagation of normal zone in the winding in the radial
direction. © 2000 MAIK “Nauka/Interperiodica”.
A distinction is usually made between two basic
mechanisms of the normal zone propagation in immer-
sion-type superconducting magnets, namely, the prop-
agation along the conductor and the propagation due to
diffusion of heat through interturn insulation [1].
Despite the fact that the characteristic ratio of the nor-
mal zone propagation rates for the longitudinal and
transverse directions is of the order of 100, the mecha-
nism of interturn propagation plays a major part in the
process of normal zone growth in the majority of cases
of practical importance [2].

This paper deals with the results of measurements of
the rate of interturn propagation of the normal zone in
the radial direction in model windings of a supercon-
ductor with a stabilizing matrix of aluminum plated
with a thin layer of copper [3, 4]. The conductor mea-
sured 3.5 × 2 mm, with the copper coating thickness of
about 50 µm. A niobium/titanium alloy-based compos-
ite superconducting wire, 0.7 mm in diameter, was
sealed in the matrix groove. The conductor was insu-
lated with a polyimide film, with the total insulation
thickness of 0.12 mm. The measurements were made
for conductors of two types differing by the matrix
material, namely, Grade A5E technically pure alumi-
num and Grade A995 aluminum of relatively high
purity. The values of residual resistivity of the conduc-
tors were 1.0 × 10–9 and 1.3 × 10–10 Ω m, respectively.
The results of measurements of the rate of longitudinal
propagation of the normal zone in these conductors,
along with some other parameters, are given in [5].

The experiments were performed in small model
coils of special design, which enabled one to simulate
the process of one-dimensional propagation of the nor-
mal zone in the radial direction. In order to investigate
the effect of liquid helium that might be present in the
winding, the experiments were performed with both
compounded and uncompounded coils. The coils were
impregnated with ED20 epoxy compound by the wet
winding technique. According to our estimates, in view
of the density of winding, voids in the uncompounded
1063-7850/00/2601- $20.00 © 20004
winding accounted for not more than 3% of the overall
volume.

The coils were wound onto textolite (resin-impreg-
nated fabric laminate) frames and had an inside diame-
ter of 58 mm, outside diameter of 110 mm, and length
of 80 mm. The working layers to which the current was
applied were the layers from the fourth to tenth, reck-
oning from the inside diameter. Three inner layers
served to provide for the thermal boundary conditions.
Each layer was wound using a separate piece of wire
whose ends were led out to the frame ends where they
were soldered to thick copper segments. The latter seg-
ments were thoroughly cooled with liquid helium,
which ruled out the possibility of the normal zone tran-
sition from layer to layer due to propagation along the
conductor. The layers were interconnected such that the
direction of current in each subsequent layer was oppo-
site to that in the preceding layer. Therefore, the self-
magnetic field of the coil was low. A heater element in
the form of a stainless foil strip 0.1 mm thick and two
bandage layers were provided on top of the tenth layer
of winding. The heater covered almost the entire exter-
nal surface of winding in order to provide for an almost
simultaneous transition of the layer to a normal state.

During measurements, the current of preassigned
magnitude was delivered to the coil being investigated,
the normal zone was initiated with the aid of the heater,
and the voltage on the internal layers was recorded. The
transport current in the coil and the external magnetic
field were time-constant.

The figure gives the propagation rate values deter-
mined by the time of normal zone transit through three
internal layers (from the eighth to fifth). The error of
determining the propagation rate was approximately
10%. As is seen from the figure, the values of propaga-
tion rate for a conductor stabilized with Grade A5E alu-
minum proved to be much higher (by a factor of three
to five) than the respective values for a conductor with
the matrix on the basis of a higher purity A995 alu-
minum.
000 MAIK “Nauka/Interperiodica”
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The measurement results demonstrated a consider-
able decrease of the normal zone propagation rate (by a
factor of two–three) in uncompounded windings as
compared with compounded ones. This result may pos-
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sibly be attributed to a higher transverse thermal con-
ductivity of insulation in sized winding and to the effect
of liquid helium contained in the voids of uncom-
pounded winding. As great a difference between the val-
ues of propagation rate in compounded and uncom-
pounded coils was also observed in the case of longitudi-
nal propagation of the normal zone in such windings [5],
which may only be explained by the effect of liquid
helium and not by the difference in the thermal conduc-
tivity of insulation. Indeed, the contribution of insula-
tion to the effective longitudinal thermal conductivity
of the winding is negligibly small, and the effect of
transverse diffusion of heat, in this case, is quite the
opposite, that is, an increase in transverse heat transfer
leads to a decrease in the rate of longitudinal propaga-
tion of normal zone. We believe that the effect of liquid
helium present in the interturn space of uncompounded
coils was the most important factor causing a decrease
of the propagation rate in the case of transverse propa-
gation of normal zone as well.

The experimentally obtained values of the propaga-
tion rate of the normal zone in aluminum-stabilized
superconductors are essential to designing the shield-
ing of large superconducting magnets manufactured
from conductors of this type.
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Abstract—The preparation of light-emitting rare-earth-doped (Er) silicon structures has been considered. A
new technique of erbium doping of silicon layer during its growth by the molecular beam epitaxy method is
suggested. © 2000 MAIK “Nauka/Interperiodica”.
In the recent decade, we evidence an increase of the
interest in erbium-doped silicon as a possible material
for designing emitters operating at the wavelength of
1.54 µm, i.e., in the range of the minimum losses in
quartz-fiber light-guides [1]. According to the well-
known estimates, highly efficient devices can be
designed only if the concentration of the optically
active erbium-containing centers is not lower than
1 × 1018 cm–3. At the same time, the introduction of a
large amount of erbium should not deteriorate the crys-
tal structure of doped silicon.

There are various methods providing the introduc-
tion of erbium into the silicon matrix such as the ion
implantation [2], the plasma-enhanced chemical
deposition from the gas phase [3], and the molecular-
beam epitaxy (MBE) [4, 5]. However, ion implantation
of erbium requires the use of high-energy ions
(0.5−5.0 MeV), which gives rise to considerable deteri-
oration of the silicon crystal lattice, which cannot be
completely removed by the subsequent prolonged
annealing of the specimens. In the method of plasma-
enhanced chemical deposition from the gas phase, the
epitaxial erbium-doped silicon layers contain carbon at
high concentrations, which has a negative effect on the
photoluminescence. The coevaporation of erbium and
silicon in the MBE process allows one to grow thick
erbium-doped silicon layers without the recrystalliza-
tion stage essential in the method of ion implantation.
In the conventional MBE method, erbium and most of
other dopants are evaporated with the use of an effusion
cell. A perfect effusion cell is an important and compli-
cated unit of am MBE setup. Moreover, one cannot
exclude the formation of clusters in the vapors of the
material evaporated from the cell, which can also affect
the quality of the epitaxial layers grown and the process
of impurity incorporation into the material [6].

We had the aim to study the possibilities of doping
of an epitaxial silicon layer with erbium during its
growth using a flow of molecular erbium from the resis-
tively heated strip of Er (as far as we know, it was the
1063-7850/00/2601- $20.00 © 20041
first attempt of this kind) and the structure, composi-
tion, electrical, and optical characteristics of the thus
grown Er-doped epitaxial silicon layer.

The epitaxial silicon layers were grown by the
method of sublimation MBE [5]. The source of Si
atoms was a rectangular bar cut out from a high-resis-
tance silicon ingot heated by a transmitted current to
the temperature up to 1380°C. The flow of erbium
atoms was created by its sublimation from an erbium
strip resistively heated up to 800–950°C. The substrates
were (100)-oriented (within ~0.15°) p-Si wafers with
the resistivities of 12 and 0.005 Ω cm.

To remove a native silicon-oxide layer from the sur-
face, the substrate was annealed for 10 min at 1250°C.
Then, upon the decrease of the temperature down to
1000°C, a 0.2 µm-thick buffer Si layer was grown on
the substrate. Growth of the erbium-doped layer was
started at the moment, when the substrate temperature
was decreased down to 550–500°C. The thus grown
layers had the thicknesses ranging within 4–6 µm.

The defects in the epitaxially grown silicon layers
were studied in an optical microscope on the layers
subjected to preliminary selective etching. The struc-
ture perfection of the layers was checked by the reflec-
tion electron diffraction method. Erbium concentration
was determined by the Rutherford back-scattering
method with the use of 600 keV 4He-ions. The concen-
tration and distribution of the charge carriers in the lay-
ers were determined from the data on the Hall effect
and the C–V characteristics measured at room temper-
ature, respectively. The photoluminescence spectra
were recorded at a resolution not lower than 1 cm–1 in a
Bomem DA3 vacuum Fourier-spectrometer in the range
3000–12000 cm–1.

We have established that in the layers grown at the
erbium-source temperatures 850 and 950°C, the
erbium concentration in the layer attained the values of
5 × 1018 and ~1 × 1021 cm–3, respectively (Rutherford
back-scattering data). A typical Rutherford-back scat-
000 MAIK “Nauka/Interperiodica”
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tering spectrum from the epitaxial layer of erbium-
doped (5 × 1018 cm–3) silicon is shown in Fig. 1. Usu-
ally, the epitaxial layers had a sufficiently high degree
of perfection: the minimum surface yield of helium
ions was equal to 0.033, which corresponds to the the-
oretical estimates for the defect-free silicon. The only
exception was a layer with the erbium concentration
about 1 × 1021 cm–3, showing a much worse crystallin-
ity (the minimum yield of helium ions 0.33). These data
were also confirmed by the electron-diffraction study:
the first specimen provided the formation of a Kikuchi
pattern, whereas the second one, the mosaics-block
pattern.

A more detailed study of the real structure of the
epitaxial layers showed that the surface of perfect sin-
gle-crystal films (NEr ≤ 5 × 1018 cm–3) is characterized
by a low density of point defects, 102 cm–2. In the layers
with the Er concentration exceeding 5 × 1018 cm–3, the
dislocation density attains the value ranging within
102–103 cm–2; whereas, the stacking-fault density
attains the value ranging within 103–104 cm–2.

According to the electric measurements, the struc-
tures grown had the n-type conductivity (see table). An

O
C
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N
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Fig. 1. Rutherford back-scattering spectra of 4He-ions inci-
dent onto Er-doped Si-layers obtained at the erbium-source
temperature 850°C (solid line indicated the 〈100〉  orienta-
tion and dashed line indicates an arbitrary orientation), N is
the number of the recording channels.

Table

TEr, °C
Electron concentration (in cm–3) obtained from

C–V curves Hall measurements

800 – (2.5–5) × 1015

850 2 × 1016 1.5 × 1016

900 2 × 1017 4 × 1017
T

increase of the temperature of the Er-source in the
range 800–900°C increased the electron concentration
in the epitaxially grown layer from 2 × 1015 up to 4 ×
1017 cm–3.

A further increase of TEr up to 920–950°C changed
the carrier concentration and the conductivity type:
p > 4 × 1016 cm–3. Similar changes in the concentration
of Er-doped epitaxial silicon layers were also observed
with the variation of other growth parameters used in
this technology, e.g., with a deliberate increase of the
pressure in the working chamber. It should also be
noted that the measured charge-carrier concentration
was lower, from one to three orders of magnitude, than
the concentration of erbium atoms in the layer.

As an example, Fig. 2 shows the photoluminescence
spectrum of the erbium-doped epitaxial silicon struc-
ture obtained at the erbium-source temperature 850°C.
An intense photoluminescence was also observed in the
vicinity of 1.54 µm (6400–6550 cm–1) at low tempera-
ture (42 K), which was associated with the I13/2 
115/2 transitions in the 4f-shell of an Er3+ ion. An intense
low-temperature photoluminescence was also observed
in the layer with the maximum erbium concentration
(~1 × 1021 cm–3) attained in our experiments upon spec-
imen annealing in the nitrogen atmosphere at 800°C.

Thus, we have suggested a new method for doping
Si-layers with erbium from a metal source during the
sublimation process, which provides the formation of
epitaxial Si layers with a rather high degree of structural
perfection emitting in the vicinity of 1.54 µm. At the
erbium-source temperature ranging within 800–950°C,

3000
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0

6350 6400 6450 6500 6550 6600
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Er–1
4000
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Fig. 2. Photoluminescence spectrum from the erbium-doped
epitaxial silicon layer with the Er concentration up to
5 × 1018 cm–3 (k is the wave number).
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the erbium concentration in silicon layers can be con-
trolled within 1018–1021 cm–3.
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Orientation Effects under the Conditions 
of a Fröhlich Breakdown in Silicon Carbide Crystals
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Abstract—The paper presents the results of an experimental study of brittle fracture of SiC crystals under the
conditions of electric breakdown. © 2000 MAIK “Nauka/Interperiodica”.
(1) For some technical applications of silicon car-
bide, it is necessary to obtain single crystals with a
given shape, a given degree of doping, and a low con-
centration of extended defects [1, 2]. Among the known
methods of dimension profiling of SiC, the electric ero-
sion in liquid dielectrics is the one that makes it possi-
ble to satisfy the aforementioned requirements. The
electric erosion is accompanied by different physical
effects including the electrical breakdown of SiC [3–5].

Two types of breakdown, namely, the surface break-
down and the volume one, lead to the fracture of a SiC
crystal through the formation of special types of defects
(breakdown patterns), which can be inherited. In addi-
tion, the effect of pulsed electric discharges on SiC
crystals, which are fairly brittle at temperatures below
600–500°C, may lead to the formation of cracks [6]. It
is well known that the cracking of many organic crys-
tals leads to the so-called Fröhlich breakdown, which is
characterized by rapid development and arbitrary ori-
entations of the breakdown directions [7].

This paper presents the results of an experimental
study of brittle fracture of SiC crystals under the condi-
tions of electrical breakdown.

(2) The electrical breakdown of SiC crystals was
studied in a laboratory setup containing a single-pulse
generator and a system of electrodes of the needle–
plane type. The pulse energy could be measured within
the interval Epuls = 1.1 × 10–2–0.9 J, and the voltage was
within the interval U = 0–300 V.

In the experiments, we used steel electrodes, and the
medium was transformer oil at room temperature.
1063-7850/00/2601- $20.00 © 20044
The initial materials for the studies were SiC single
crystals of 6H polytype in the form of thin plates and
bulk crystals with both natural faces and surfaces sub-
jected to polishing and etching in KOH melt. The sam-
ple thickness was 450–4000 µm, the uncompensated
donor concentration was Nd–Na ≈ 5 × 1018 cm–3, and the
dislocation density was Nd = 1 × 104–5 × 105 cm–2.

The morphological features of the breakdown pat-
terns obtained in SiC were studied by optical and chem-
ical methods (a metallographic microscope and etching
in KOH melt), as well as by scanning electron micros-
copy (BS-340).

According to the data of the scanning electron
microscopy, the fracture zone formed by a partial
breakdown of SiC was in some parameters similar to an
indentation pattern produced by a sharp mechanical
indenter [8]. The structure of the fracture zone con-
tained a main pit and a system of radial and circular
cracks. In addition, secondary cracks oriented parallel
to the crystal surface and causing chips of material
were present. The fracture occurred mainly along the
cleavage planes, although some breaks along the slip
planes were also observed [9].

The optical studies of the fracture zone were per-
formed in both ordinary and polarized light. These
studies revealed stressed regions and regions of SiC
foliation the boundaries of which were visible owing to
the interference of light [10]. Two dominant factors,
namely, the face orientation and the dislocation struc-
ture of SiC, determined the evolution of the fracture
zone. The table presents the experimental values of the
threshold energy of the electric pulse that causes brittle
Table

Single crystals Pulse energy, J 
(without a contact between the needle electrode and the face)

Face (0001)C (0001)Si (11 0) (10 0)

Thin plates (the Lely method) 0.7 0.7 0.4 0.08–0.09

Bulk crystals (the LÉTI method, argon, Tp = 2400 K) 0.6 0.6 0.3 0.08

2 1
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fracture of 6H-SiC. The effect of the dislocation struc-
ture manifested itself in the form of groove patterns and
cleavage (the (0001) plane).

(3) In the experiments with a needle electrode
brought into contact with the (0001)Si face, star-shaped
breakdown patterns (see figure), which resembled dis-
location rosettes, were observed. However, by etching
the crystals with such breakdown patterns in KOH
melt, no traces of slip could be revealed. The etch pat-
terns contained isolated groups of hexagonal etch pits
(which presumably were related to the growth disloca-
tions) and etch grooves oriented along the cracks.

As seen from the figure, the structure of the break-
down patterns contains radial erosion pits, breakdown
channels, and cracks. The pits are filled with the prod-
ucts of SiC destruction and intersect at the point where
the needle electrode touches the crystal surface. The
tips of the pits are closed by fragments of a border
formed by a circular crack. Within the border, chips of
material with smooth surfaces were observed. By corre-
lating the crystallographic indices of the fracture traces
forming a star (pits, cracks, and chips) with the known
elements of brittle fracture of 6H-SiC (of wurtzite type),

we reveal two main fracture systems: along the { }
cleavage planes and along the (0001) cleavage plane.

The experiments showed that the radial erosion pits
are formed by the channels of the partial breakdown of
SiC. Their formation is related to oriented electron ava-

lanches that have maximum energy in the 〈 〉
direction [11]. The thermal destruction of SiC, which
occurs over the entire channel length, destroys the face

1010

1120

30 µm

1

2

3

[1
12

0]
–

Breakdown pattern obtained with the needle electrode touch-
ing the surface of a thin single-crystal plate (photograph,
scanning electron microscopy, the (0001)Si face, Epuls =
0.36 J, and τ = 120 µs): (1) the region of contact between the
electrode and the face; (2) radial erosion pits; (3) border with
a chip of material; and (4) breakdown channels.
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surface and leads to the formation of a radial pit. The

electron avalanches that occur in the 〈 〉  directions
possess lower energies, their trajectories directed into
the crystal bulk make greater angles with the surface,
and they cause no breaks. The effects of orientation of
the electric breakdown and, hence, the formation of the
corresponding shock waves are the main mechanisms
governing the formation of the system of cracks and
chips in the star [12].

(4) In closing, we formulate the main results of the
study:

(a) In a SiC crystal, a partial breakdown may be
accompanied by a brittle fracture of the crystal through
the formation of breakdown patterns whose morphol-
ogy and structure depend on the face orientation and
the specific features of the dislocation structure.

(b) The threshold values of the electric pulse energy
sufficient for producing brittle fracture of the faces of a
SiC crystal are determined.

(c) In the case of a needle electrode brought into
contact with the crystal surface, the effect of the orien-
tation of the electric breakdown forms a star-shaped
breakdown pattern.
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Abstract—Recent experimental data on the sputtering of coarse-grained metals by high-energy heavy ions are
reviewed. It is pointed out that inelastic energy losses of ions have rather insignificant effect on the sputtering
yield of metals. Experimental data on the sputtering of nickel by 86Kr+ ions are presented. The accumulation of
radiation defects in the crystal lattice of nickel in the course of irradiation leads to an increase in the metal sput-
tering yield from the surface of grains, making it comparable with the sputtering yield from the intergranular
region. The results of such experiments are important for development of the heavy ion acceleration facilities
and for the high-energy heavy-ion doping of deep layers in semiconductors. © 2000 MAIK “Nauka/Interperi-
odica”.
INTRODUCTION

The sputtering of metals by ions in the low-energy
range, where the elastic energy losses are dominating,
is studied in sufficient detail. It has been established
that the sputtering process in this energy range is well
described by the cascade mechanism [1].

The interest of researchers toward investigations of
the sputtering of coarse-grained metals by heavy ions in
the range of inelastic energy losses has grown only in
the past decade in connection with the task of accelera-
tion and storage of high-intensity heavy-ion beams in
the storage ring facilities such as heavy-ion drivers [2].
In particular, the sputtering yields of gold from coarse-
grained targets bombarded by high-energy 238U and
84Kr ions were experimentally studied in [3, 4].
Recently, experimental data on the sputtering of Au, Zr,
and Ti by fast Au ions were reported in [5], where it was
also pointed out that the growing interest toward sput-
tering in the range of inelastic energy losses is related
to the use of fast ion bombardment for the implantation
of deep layers.

The experimental results reported in [3–5] are sum-
marized in the table. All these experiments were per-
formed with crystalline targets. In most cases (see
table), the sputtering yields exceed, albeit rather insig-
nificantly, the values calculated according to the cas-
cade model. Comparatively small absolute values of
the sputtering yield indicate that high-energy heavy
ions travelling in a metal target do not form hot tracks
that would lead to evaporation of the metal. A possible
mechanism responsible for the energy transfer from the
electron subsystem, excited as a result of the high-
energy heavy-ion penetration, to the surface atoms and
for their sputtering was considered in [6].
1063-7850/00/2601- $20.00 © 20046
In the course of operation of a heavy-ion driver, the
structural metal elements both in the linear accelerator
and in the side walls of storage rings are exposed to
considerable fluences of ions escaped from the acceler-
ation process. In this case, the physics of metal sputter-
ing from these elements may be quite different. The
high-energy heavy-ion bombardment will result in the
accumulation of radiation-induced defects in the metal
crystal structure. In the sites of defect accumulation,
the electron subsystem occurring in the hot state as a
result of the heavy-ion penetration will effectively
transfer energy to atoms of the substance. This may
give rise to significant local heating of these atoms and
result in the formation of high-temperature tracks [7].
Moreover, as noted in [8], this may switch on the evap-
oration sputtering mechanism, whereby the metal sput-
tering yield would increase to a considerable level.

Experimental sputtering yields Sexp of crystalline metals bom-
barded by heavy ions in the range of inelastic energy losses

Projectile/target
Ion 

energy, 
MeV

Sputtering yield
Ion energy 

losses, 
keV/Å

experi-
ment 
(Sexp)

cascade 
theory 
(Sth)

238U/196Au 1400 12 ± 2 ~1 9.9
196Au/48Ti 230 3.3 ± 0.5 ~0.2 2.7
196Au/196Au 230 9.3 ± 0.9 ~3 5.4
196Au/91Zr 230 1.7 ± 0.2 1.07 2.9
84Kr/196Au 200 1.0 ± 0.2 ≤1 3.0
000 MAIK “Nauka/Interperiodica”
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EXPERIMENTAL

We have experimentally studied the sputtering of
nickel by 86Kr+ ions with an energy of E = 245 or
305 MeV at a high fluence of Ft > 1015 cm–2, where F
is the ion beam current density and t is the irradiation
time. In the course of irradiation, the ion beam current
density was about F ≈ (1–2) × 1011 cm–2 s–1. The ion flu-
ences and beam current densities were determined with
a ±5% accuracy.

Prior to experiments, the nickel samples were elec-
trically polished in order to provide for a good quality
of the surface and then annealed in a vacuum of 10−3 Pa
at 700°C for one hour. Before and after irradiation, the
samples were studied in a Jeol JSM-840 scanning elec-
tron microscope (SEM). The samples were ion bom-
barded in a vacuum of 10–4 Pa. During the irradiation,
the sample holder was cooled with flowing water so as
to maintain the sample (glued to the holder with a heat-
conducting glue) at room temperature.

RESULTS AND DISCUSSION

Figure 1 shows SEM images of the surface of a Ni
sample (a) before and (b) after irradiation by 305-MeV
86Kr+ ions to a total fluence of Ft ≈ 2 × 1015 cm–2. As
seen from these micrographs, the ion bombardment
leads to leveling of inhomogeneities on the sample sur-
face, rendering the irradiated surface practically
smooth. A well-pronounced effect (cf. Figs 1a and 1b)
is the markedly stronger sputtering of nickel from the
grain boundary region. The sputtering yield of nickel
from this region reaches S ≥ 2000 atoms/ion, which is
four times the value for the grain surface.

The sputtering yields were estimated by approxi-
mately determining the amount of substance in the
inhomogeneities sputtered from the sample surface.
For a more precise determination of the sputtering
yield, half of the irradiated surface of a nickel sample
exposed to a fluence of Ft ≈ 2 × 1015 cm–2 was screened
with a diaphragm and the sample was additionally irra-
diated by 245-MeV 86Kr+ ions to a fluence Ft ≈
1015 cm–2. The height of the step between doubly and
singly sputtered areas was h ≈ 0.35 µm (Fig. 2), which
corresponds to a sputtering yield of SNi ≈
3000 atoms/ion. This result indicates that the sputtering
yield of nickel from the grain surface at large fluences
approaches the value for the grain boundary, that is, for
the region of disordered crystalline structure of the
metal.

The time of momentum transfer from the electron
subsystem (excited by the heavy ion penetration) to
atoms in the crystal lattice is of the order of τ ≈ 10–12 s,
during which the metal atoms cannot be heated to sig-
nificant temperatures [7]. However, the energy transfer
time reduces to τ ≈ 10–13 s time in a crystal with suffi-
ciently large number of radiation-induced defects. This
may lead to a significant local heating of the metal, with
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      200
the resulting melting and hot track formation [7]. The
final temperature at the track axis can be estimated
using the following formula [7]:

where σ = 2π , a0 is Bohr’s atomic radius, S is the
sound velocity, N is the density of atoms in the target,
r0 is the initial radius of the region of electron excita-
tion, T0 is the initial electron temperature in this excited
region, a is the lattice constant, α and β are constant
quantities weakly dependent on the atomic number of
the target for Z ≥ 20 (α ~ 0.05; β ~ 0.1 eV–1).

A large sputtering yield of nickel observed in our
experiments (Figs. 1 and 2) is apparently explained by
the evaporation of metal atoms from the surface of
tracks heated to a temperature much above the melting
point of the target material. The melting temperature of
nickel is Tm = 1873 K, while estimation by the formula
gives Θ ≈ 3700 K.
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Fig. 1. SEM images of the surface of polycrystalline Ni tar-
get (a) before and (b) after irradiation by 305-MeV 86Kr+

ions to a fluence of Ft ≈ 2 × 1015 cm–2.
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As is seen from the experimental data (Figs. 1
and 2), the presence of radiation defects in a metal
markedly increases the effect of the inelastic energy
losses of high-energy heavy ions on the sputtering yield
of metal targets. For example, typical sputtering yields
of metals from crystalline targets with small numbers
of defects in the crystal structure are 1–10 atoms/ion
[3–5]. As is seen on the example of nickel, the accumu-
lation of defects in the metal crystal structure leads to
increase in the sputtering yield from crystalline grains,
which becomes comparable with the sputtering yield of
amorphized metal.

The theory of track formation [7] does not contra-
dict the experimental data obtained. Taking into

3 µm

Fig. 2. SEM image of the surface of a polycrystalline Ni tar-
get irradiated by 305-MeV 86Kr+ ions to a fluence of Ft ≈
2 × 1015 cm–2 and then additionally bombarded by
245-MeV 86Kr+ ions to a fluence of 1 × 1015 cm–2 with half
of the sample surface screened by a diaphragm. The step
between two parts of the sample surface is clearly seen.
T

account that the problem studied in this work is
extremely important for development of the ion accel-
erating facilities and the solving the problems of high-
energy ion implantation into solids, it is necessary to
continue investigations in this direction. The first task is
to measure the angular distribution of atoms sputtered
from a target surface and to study dependence of the
sputtering yield on the irradiation dose in relationship
with the type and concentration of radiation defects in
the crystal structure.
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Abstract—The effect of anomalously slow relaxation of deformation of silicon surface after laser stimulation
is revealed and described. This effect is attributed to “cold” diffusion of oxygen in the surface layer enriched
with defects. © 2000 MAIK “Nauka/Interperiodica”.
Laser radiation is widely used in numerous pro-
cesses of material treatment [1–4], in particular, in
microelectronics for depositing thin oxide layers of
preassigned shape and thickness on semiconductor sur-
faces [1–3], where laser radiation serves the function of
the thermal activator of the rate of surface oxidation.
However, when the surface of crystalline solids is sub-
jected to the effect of laser pulses, structural defects
such as vacancies and interstitial sites [5–9] may be
generated in the surface layer, and the concentration of
such defects during the course of a laser pulse may vary
by several orders of magnitude as compared with the
initial value and reach values of 1018–1020 cm–3. There-
fore, the surface oxidation in this case is a fairly com-
plex process of diffusion of oxygen into the surface
layer of the material, in which the temperature and con-
centration of defects vary rapidly in time. The genera-
tion of a significant concentration of defects may sub-
stantially and uncontrollably change the rate and even
the mechanism of surface layer oxidation, which is
undesirable in depositing thin oxide layers of preas-
signed thickness.

One can expect the presence of an increased concen-
tration of intrinsic defects and oxygen to result in a vari-
ation of the elastic and thermoelastic coefficients of the
material (compression, shear, temperature expansion
and thermal conductivity) and, as a consequence, in a
variation of the dynamic characteristics of the deforma-
tion response of the surface to external stimulation.

In this study, we investigated the deformation
response of the surface of single-crystalline silicon to
the effect of short laser pulses in air and in vacuum,
P ≈ 10–2 Torr. An anomalously long (in time) variation
of surface relief upon irradiation in air was revealed.
The surface deformation was recorded by the scattering
of sampling beam of a He–Ne laser.

The experimental setup is shown schematically in
Fig. 1. A sample of single-crystalline silicon with a mir-
ror-finished surface oriented along the crystallographic
direction (100) was placed in a vacuum chamber in
1063-7850/00/2601- $20.00 © 20049
which the pressure might vary form 10–2 Torr to 1 atm.
The sample surface was irradiated with pulses of a
YAG:Nd laser with a pulse energy E ≈ 0.5–1 mJ and
duration τ ≈ 3 × 10–7 s. Laser radiation was focused
onto the sample surface in a spot sized d ≈ 0.3–1 mm.
The irradiation was performed by pulses with a power
density below the melting threshold of the surface. The
sounding of the irradiated surface region was made by
the beam of a sampling He–Ne laser. Scattered radia-
tion of the sampling laser was recorded at an angle α ≈
45° to the sample surface.

Figure 2 gives the variation of the signal intensity of
scattered radiation of a sampling He–Ne laser on the
silicon surface irradiated by pulses of a YAG:Nd laser
in air and in vacuum. As one can see in the figure, the
effect of YAG:Nd laser pulse results in an abrupt
increase of scattering, with the scattering signal dura-
tion t ≈ 0.2–0.5 s, which is almost six orders of magni-
tude longer than the duration of the effect of the
YAG:Nd laser pulse on the surface, and the maximum

1

8

7

4
5

3

6

2

Fig. 1. Schematic of the experimental setup: (1) YAG:Nd
laser, (2) He–Ne laser, (3) sample, (4) photodetector,
(5) monochromator, (6) vacuum chamber (P ≈ 10–2 Torr),
(7) oscillograph, (8) computer.
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Fig. 2. The variation of scattering of sampling bean of a He–Ne laser on the silicon surface under the effect of successive single
pulses of a YAG:Nd laser (I = 2.5 × 106 W cm2): (1–4) number of pulses (air), (1B) scattering of sampling beam upon irradiation in
vacuum P ≈ 10–2 Torr. 

0 1 2 3 t, s
of the scattering signal is shifted relative to the YAG:Nd
laser pulse. Subsequent irradiation of the same surface
region leads to a rapid decrease of the scattering signal
amplitude. The scattered radiation intensity drops rap-
idly with the pressure in the vacuum chamber and, at
P ≈ 10–1 Torr, the signal almost fully disappears.

The increase in scattering points to a variation in the
surface relief (originally flat and mirror smooth) as a
result of the effect of the YAG:Nd laser pulse. The vari-
ation of the surface relief may be caused mainly by
thermal deformation, generation of significant concen-
tration of structural defects in the surface layer, and sur-
face oxidation. The thermal deformation is due to the
surface layer heating, and because the surface tempera-
ture drops rapidly after termination of the laser pulse,
the thermal deformation must disappear as rapidly.
Therefore, the existence of scattering signal of such a
long duration may hardly be attributed to thermal
deformation of the surface. Apparently, the variation of
the surface relief associated with the generation of
defects and their subsequent slow recombination may
neither be taken to cause the existence of the scattering
signal for the same reason that the surface temperature
drops rapidly and the defect recombination ceases (the
remaining defects are quenched in the sample). The
most likely reason for the existence of scattering signal
may be the oxidation of the surface layer enriched with
defects. In so doing, it appears to us that the existence
of an increased concentration of defects in the surface
layer is a condition of fundamental importance, which
may lead to a considerable decrease in the migration
energy of oxygen and, as a result, activate its diffusion
in the cooled surface layer. This results in an increased
duration of variation of the surface relief, associated
with the oxidation of the surface layer, which is proba-
TE
bly observed in the experiment. This assumption is fur-
ther favored by the absence of scattering signal in vac-
uum and by the decrease of the scattering signal ampli-
tude in the case of repeated irradiation of one and the
same surface region in air.

Indeed, no oxidation of the surface layer occurs in
the former case and, therefore, no surface relief varia-
tion is observed, while in the latter case one observes
the saturation of the surface layer with oxygen, which
results in a decreasing variation of the surface relief
during subsequent irradiation pulses.
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Abstract—The behavior and fracture of complex structures under dynamic loading conditions were studied by
computer simulation using the method of mobile cell automats. Possibility of the effect of elastic energy accu-
mulation is demonstrated. The character of fracture in the systems studied can be considerably modified by very
slightly changing initial geometry of the structure. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

One of the major problems in modern technology is
to provide for an increase in the viability of construc-
tions serving under dynamic loading conditions.
A well-known example is solving the task of ensuring
the safety of passengers in cars and other vehicles in the
case of collisions. In the general case, the solution con-
sists in providing conditions for a controlled transfer of
the kinetic energy of interaction (impact) into the
energy of fracture liberated in less important parts and
units of construction. It should be noted that an analo-
gous problem is encountered in the materials science,
since most of the modern construction materials are
heterogeneous and possess complex internal structures.
In optimizing the structure of a material intended for
use under the dynamic loading conditions, it is neces-
sary to take into account a possibility that redistribution
of the elastic energy (related, e.g., to phase transitions,
generation and accumulation of microscopic damage,
etc.) would change the mechanical properties of the
material in the course of loading [1–4].

Since real experiments involving the fracture of
complex objects (e.g., crash tests) are rather expensive
and the extraction of detailed information from the
results of these experiments is usually a very difficult
task, these problems are now frequently solved by
methods of computer simulation. As a rule, the simula-
tions are based on the methods of continuum mechan-
ics. These methods provided a considerable progress in
the fracture mechanics. Nevertheless, the continuum
mechanics approach has certain restrictions related for
the most part to the possibility of describing the pro-
duction of damage and the formation and propagation
of cracks. Problems of these kinds can be solved based
on the method of mobile cell automats extensively
developed in recent years. This method was success-
1063-7850/00/2601- $20.00 © 20051
fully used in simulations of the fracture of various
materials and constructions [4–8].

The purpose of this work was to study the possibil-
ity of controlled elastic energy “pumping” in the course
of dynamic loading of complex structures. For cor-
rectly solving this task, it is necessary to thoroughly
follow the behavior of a system, from appearance of the
first damage to complete fracture of the construction
simulated. For this reason, we have performed simula-
tions using the method of mobile cell automats.

SIMULATION MODEL

Within the framework of the method employed, the
material studied was represented by an ensemble of ele-
ments (cell automates) interacting with each other
according to certain rules. In our model, in contrast to
the classical method of cell automats [9, 10], the ele-
ments are allowed to move in space under the action of
interactions between automats as well as external
forces. Both translational and rotational motions are
taken into consideration. The mechanical interactions
are measured in terms of the automat overlapping and
relative rotation [8]. In addition, each pair of elements
is considered as a bistable automat characterized by the
state of connection or disconnection, the transition
from the former state to the latter representing an ele-
mentary fracture event. The equations of motion for the
mobile cell automats derived within the framework of
the Vinner–Rosenblut model represent a variant of the
Newton equations for an ensemble of particles with an
allowance for the multiparticle interactions [8].

This approach, by virtue of the mobility of individ-
ual elements, allows various processes occurring in real
materials under loading to be simulated, including the
mutual penetration and mixing of masses, generation
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic diagrams (a) of the base model construction and the patterns of fracture in the frame (b) with and (c) without damp-
ing inserts at the time moment t = 355 µs: (1) piston; (2) damping inserts; (3) immobile obstacle.

355 µs 355 µs 355 µs
(a) (b) (c)

Fig. 2. Patterns of fracture in the frame structure with horizontal crosspiece in various positions at the time moment t = 355 µs.
and development of damage, and the formation of
cracks. By setting special boundary conditions [5, 8],
one may also simulate various regimes of loading,
including compression, stretching, shear strain, etc.

In this work, we have simulated the loading of flat
samples with a shape resembling construction of the
front part of a car frame. The mechanical characteris-
tics of a material studied corresponded to those of a
ZrO2 ceramics, for which the parameters of mobile cell
automats are well determined [4, 8]. The sample, com-
posed of the 0.1-cm automats, had a total width of 4 cm
and a height of 5 cm. The sample shape and the loading
mode are illustrated in Fig. 1a. The loading was
effected by pushing the sample with a “piston” moving
at a velocity of 5 m/s, so that the front of the construc-
tion collided with an immobile obstacle. Parameters of
the obstacle automats corresponded to the mechanical
properties of concrete.

RESULTS AND DISCUSSION

Multiply repeated experiments on the simulation of
“collisions” showed that maximum local displacements
TE
are observed for elements at the center and corners of
the front wall of the sample construction. In order to
provide for a more uniform distribution of the energy
“pumped into” the sample structure, we have intro-
duced special damping inserts into these regions, made
of a material with an elastic modulus equal to half of
that for the base construction material. Figures 1b and
1c show the patterns of interautomat connections in the
fractured samples with and without damping inserts,
respectively, at the time instant t = 355 µs. As seen, the
frame without inserts loses its carrying capacity, while
the frame with inserts exhibits only insignificant
damage.

An analysis of the simulation results showed that the
presence of damping inserts in loaded samples leads to
dynamic “accumulation” of the mechanical energy of
collision. This effect is explained by the fact that, as
indicated above, the regions of inserts are subject to
maximum displacements in the course of loading. The
inserts, because of their higher pliability, transfer the
loading momentum along the sample rather than break,
which leads to smearing of the stress concentrators and
favors retaining of the structural integrity. This effect
CHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000



        

THE EFFECT OF ELASTIC ENERGY ACCUMULATION 53

                                         
results in a significant increase of the threshold value of
the energy that can be “pumped into” the structure, that
is, of the energy that is absorbed in the sample until it
would lose the carrying capacity. In fact, the elastic
energy is “circulating” over the structure unless a stress
concentrator would form with a power sufficient for the
formation of a macrocrack.

In order to assess the possibility of controlling the
variation of the pumped energy threshold by changing
the structure geometry, we have studied a structure with
a thin crosspiece in the internal region of the frame. The
position of this crosspiece could be varied (Fig. 2). It
must be noted that, irrespective of its position, the
crosspiece was broken by a time instant of t = 120 µs.
However, each structure with crosspiece exhibited a
characteristic redistribution of the elastic energy flux in
the system. In particular, the presence of the crosspiece
led to the formation of a special “contour” featuring cir-
culation of the elastic energy. This energy being liber-
ated upon breakage of the crosspiece, each sample
exhibited a particular dynamics of the formation and
development of stress concentrators and, hence, was
characterized by its own fracture history.

a
b
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0.5
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Fig. 3. Time variation of the response force acting upon the
“piston” for the frame structures with crosspiece in different
positions (curves a and b correspond to variants of the same
notation in Fig. 2).
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These results indicate that the response of a com-
plex structure on the dynamic loading (Fig. 3) and the
threshold value of energy “pumped into” the structure
are not fully determined by general configuration
(geometry) of the structure. For example, displacement
of the crosspiece from back to the middle and closer to
the front of the frame led to a significant decrease in the
pumped energy threshold and altered the general pat-
tern of fracture.

Thus, the results of our simulations clearly demon-
strated the principal possibility of controlling the frac-
ture process and increasing the viability of structures,
which can be achieved both by slightly modifying their
geometry and using special inserts.
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Abstract—The photoelectric properties are investigated of heterojunctions (HJ) manufactured by recrystalli-
zation of InSe on a GaSe substrate. Substantial narrowing of the band is observed In spectra of photoresponse
of HJ as compared with the photoresponse of the p-GaSe-n-InSe HJ obtained without recrystallization of InSe,
which is caused by the formation of a solid solution of In0.8Ga0.2Se. An analysis of the temperature dependences
of the current-voltage characteristics of obtained HJs reveals that the mechanism of current flow through a
potential barrier exhibits a tunneling-recombination behavior. © 2000 MAIK “Nauka/Interperiodica”.
Numerous authors [1–3] point out the high perfec-
tion and inertness of substrates of laminated materials,
which are due to singularities of their crystalline struc-
ture. Some of these authors suggested the use of sub-
strates with van der Waals bonds of the layers (as lam-
inar crystals may be also called) for building up other
laminated materials. In so doing, conclusions were
made about the adequate degree of perfection of built
up layers [4]. It is of interest to treat the processes
occurring at the boundary of such heterosystems of
laminar crystals. In this study, we used p-GaSe and
n-InSe as the semiconductor pair in forming HJs.

The HJs were prepared by recrystallization of
indium selenide on the surface of a higher temperature
gallium selenide using the procedure of [5]. For this
purpose, the samples were placed in evacuated quartz
ampoules. The recrystallization process was carried out
in the temperature range of 660–680°C. The contacts
for samples were formed by fusing-in pure indium. All
of the HJ samples were characterized by the presence
of current rectification and by photosensitivity.

The recrystallized material was analyzed for
monocrystallinity. A DRON-UM-1 facility was used
for the purpose in a double-crystal spectrometer circuit
using Cu-Kα-radiation. Various 00l reflections (l = 3, 6,
9, …) in the region of diffraction angles of initial InSe
were obtained from the surface recrystallized layer. It
follows from the epigrams previously taken in Cu-radi-
ation that the layer being investigated has a monocrys-
talline structure.

Bond’s method was used to measure the diffraction
angles of 0012 reflection which enabled one to deter-
mine the lattice period from recrystallized layer,
24.748 Å. Initial InSe has c = 24.955 Å. The obtained
difference may be observed in the case of formation of
a solid solution of In1 – xGaxSe. In Vegard’s law approx-
imation, cx = cInSe – (cInSe – cGaSe)x, the value of x = 0.2
was found. The formation of In0.8Ga0.2Se is supported
1063-7850/00/2601- $20.00 © 20054
below by the results of measurements of the spectra of
photoresponse of a large number of HJ samples.

Figure 1 gives the spectrum of photoresponse of the
formed HJ and of HJ prepared by the method of optical
contact of superconductors [6]. Comparison reveals
that the formed recrystallized phase no longer corre-
sponds to initial InSe. The shift of the long-wave edge
of the photosensitivity band shown in Fig. 1 is approx-
imately 0.15 eV and is caused by the formation of solid
solution of In0.8Ga0.2Se. For samples prepared under
different conditions of HJ formation, this shift varies
between 0.1 and 0.2 eV. The band behavior is likewise
subjected to changes. HJs prepared by the method of
optical contact are characterized by the rise of photore-
sponse with the photon energy. The rise in photosensi-
tivity is caused by an increase of the coefficient of light
absorption in InSe [7] and leads to better collection and
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0.4

0.2

0

1.2 1.4 1.6 1.8 2.0 2.2

Photon energy hν, eV

Quantum efficiency η, a.u.

1 2

Fig. 1. Spectral dependences of the relative quantum effi-
ciency of (1) p-GaSe-n-InSe and (2) p-GaSe-n-recrystal-
lized InSe heterojunctions at room temperature.
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separation of generated photocarriers on the HJ barrier.
In the case of recrystallized InSe, the quantum effi-
ciency of the photocurrent does not depend on the pho-
ton energy, which is indicative of the weak variation of
the absorption coefficient in this material. This situa-
tion may be observed in the case of prevailing absorp-
tion of light by the surface of the recrystallized phase of
InSe. In order to verify the latter fact, the mechanism of
current flow through an HJ barrier was investigated. For
this purpose, direct branches of the current-voltage
characteristic of HJ, given in Fig. 2, were measured at
different temperatures. In semilog coordinates, the cur-
rent-voltage characteristics given in the figure are linear
and may be described by the relation I = I0exp(AU),
where A is the parameter independent of temperature [8].

10–4

10–7

10–6

10–5

I, A

V, V

0.2 0.4 0.8 1.00.6

1 2
3 4

Fig. 2. Direct branches of the current-voltage characteristics
of p-GaSe-n-recrystallized InSe heterojunction at different
temperatures: (1) 300, (2) 270, (3) 240, and (4) 210 K.
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One can clearly see in the figure an almost parallel shift
of the characteristics. This situation is observed in the
case of the tunneling-recombination mechanism of cur-
rent flow through an HJ barrier [8].

Based on the conclusions made by Milnes and
Feucht [8], one can estimate the variation of the surface
recombination rate S by the variation of the magnitude
of tunneling-recombination current. Compared with
HJs prepared by the method of optical contact of semi-
conductors, the surface recombination increases by two
orders of magnitude. In view of this, note also some
decrease in the magnitude of no-load voltage of the
investigated HJs upon illumination.
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Abstract—The concept of dynamic chaos arising in a defect quasi-molecule is used for the first time for a sys-
tematic explanation of the discrepancy between theory and experiment in the field of recombination-stimulated
reactions in semiconductors. © 2000 MAIK “Nauka/Interperiodica”.
Since the 1970s, it is known that charging of the
defects and impurities related to deep energy levels in
the forbidden band strongly influences the atomic rear-
rangements [1, 2]. This stimulation channel can be con-
veniently described within the framework of the Rice–
Ramsperger–Kassel (RRK) approach [3], according to
which the energy Eex liberated during an electron tran-
sition is distributed between the vibrational degrees of
freedom of a defect quasi-molecule (with S = 3N
degrees of freedom, where N is the number of atoms in
the quasi-molecule). Then, vibrations of the S degrees
of freedom interfere to excite a “reaction coordinate”
describing the atomic rearrangement with an activation
energy Edef = Ed.

In addition to the recombination-stimulated pro-
cesses in semiconductors [1, 2], the RRK model has
been successfully used to describe the dissociation of
polyatomic molecules [3], the decomposition of vibra-
tionally excited clusters [4], laser-induced photochem-
ical processes [5], and even the decay of a compound
nucleus [6, 7].

At the same time, the RRK approach leaves some
questions open. For example [1, 2], the analysis of
recombination-stimulated reactions in semiconductors
has revealed that theoretical probability of this channel
is always larger than the measured values:

.

Another challenge is conceptual and concerns the char-
acter of energy accumulation in a selected degree of
freedom (reaction coordinate): does the process occur
in a single step or by portions?

We believe that both difficulties can be removed by
considering the process from the standpoint of the
dynamic (deterministic) chaos concept [8].

The idea is as follows. Let a bound many-particle
system (e.g., a quasi-molecule, cluster, or atomic
nucleus) be excited in such a way that the excitation
involves the majority (or all) of the degrees of freedom

W th Wexp>
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at the time instant t = 0. As is known [3], the probability
that an energy Ed is accumulated in a given degree of
freedom is

(1)

where S is the total number of the degrees of freedom
and Eex is the initial excitation energy of the system.

Let us consider the energy accumulation in the
given degree of freedom in more detail. It seems most
realistic that the process goes step by step so that the
amplitude of the vibration in this degree of freedom
gradually increases. The larger the amplitude, the
higher the probability that the excess energy would be
transferred to other degrees of freedom to produce the
randomization of states [8]. Furthermore, it is reason-
able to expect that, provided Eex is sufficiently large, the
energy redistribution between vibrations in the selected
and other degrees of freedom will become a systemati-
cally occurring event combining both deterministic and
chaotic features. In other words, the molecule occurs in
the state of deterministic chaos. It seems most appropri-
ate to regard this state as intermittent, whereby the pro-
cess of gradual energy accumulation in the given
degree of freedom (laminar phase) alternate with the
stage of randomization of the vibrations (turbulent
phase), each phase of the two being characterized by its
duration (Fig. 1). The durations of both laminar and tur-
bulent phases exhibit random distributions with the
probability density functions P(t) and Ω(t), respec-
tively.

Assume that the accumulation of energy E is possi-
ble only if the laminar phase duration exceeds a certain
critical level t* that can be expressed as

(2)

Here, t0 is the average period of particle vibrations in
the system. There are three possible types of intermit-
tency, of which the process considered in this work
(breakage of a given chemical bond in a polyatomic

P 1 Ed Eex⁄–[ ] S 1– ,=

t* t0 Eex Eex Ed–( )⁄[ ] S 1– .=
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quasi-molecule as a result of the superposition of vibra-
tions with both positive and negative deviations of the
bond from the equilibrium state) corresponds to type 3.
According to [9], the distribution of the laminar phase
durations is described by the function

(3)

where ε is the parameter that indicates the degree of
proximity of the given system to the bifurcation
between purely deterministic behavior and the onset of
chaos. In the case under consideration, ε must depend
both on the degree of anharmonicity and on the level of
excitation of the system. Consequently, the probability
that a selected degree of freedom would accumulate the
energy Ed before the onset of chaos is

(4)

Note that ω is a function of all the energy parame-
ters (Eex and Ed) and of the number of the degrees of
freedom S (Fig. 2).

Analogous probability expressions for the other
types of intermittency can be derived similarly. They
may be useful for the description of various physical
systems different from polyatomic quasi-molecules.

Now, let us return to the problems of the RRK the-
ory. Within the framework of the dynamic chaos con-
cept, the probability of the process described by for-
mula (1) can be written as

(5)

If the probability for a given degree of freedom to
receive a necessary excitation energy Eex is R(Eex), then

(6)

As for the problem of description of the fragmentation
of defect clusters, one must also take into account the
probability of the formation of clusters with various
numbers of the degrees of freedom S. If the correspond-
ing probability distribution function is ϕ(S), then

(7)

Thus, it was established that nonlinear vibrations in a
many-particle system with an excitation level sufficient
for decomposition in at least one degree of freedom are

P t( ) 4εt 4εt 1–exp( )1.5,⁄exp=

ω p t( ) t p t( ) td

t0

∞

∫⁄d

t*

∞

∫=

=  
2εt0 Eex Eex Ed–( )⁄[ ]S 1––{ }exp

2εt0–( )exp
------------------------------------------------------------------------------

×
1 4εt0–( )exp–

1 4εt0 Eex Eex Ed–( )⁄( )–[ ]S 1–exp–
--------------------------------------------------------------------------------------

1/2

.

W ω 1 Ed Eex⁄–[ ]S 1– .=

W〈 〉 R Eex( )w Eex( ) 1 Ed Eex⁄–[ ]S 1– Eex.d∫=

W〈 〉〈 〉 R Eex( )ϕ S( )ω Eex S,( )∫∫=

× 1 Ed Eex⁄–[ ]S 1– dEexdS.
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characterized by a complicated instability state of the
intermittency type. This phenomenon is a manifesta-
tion of the deterministic chaos effect. An adequate anal-
ysis of these effects allows decomposition of the sys-
tem studied to be described within the framework of the
RRK theory taking into account the character of the
energy accumulation process. We believe that the strat-
egy outlined above could find fairly wide application.
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Fig. 1. Time variation of the reaction coordinate, including
a—regular (“laminar”) and b—stochastic (“turbulent”)
phases of motion.
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Fig. 2. Probability of attaining a critical reaction coordinate
sufficient for the atomic rearrangement versus (a) the ratio
of the excitation energy Eex to the reaction threshold Ed and
(b) the number of the degrees of freedom S.
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Abstract—The effect of the annealing temperature on the density of a zinc wire (Zn 99.95%) obtained by the
hydrostatic extrusion with the subsequent drawing has been studied in the range of 20–250°C. The total strain
with respect to transverse reduction was λ = 99.5%. It was revealed that annealing of plastically deformed zinc
at 150° gives rise to swelling—an increase of the volume of strongly deformed zinc) and an accompanying
decrease in its density. The swelling maximum (the density minimum) is observed in the vicinity of the tem-
peratures 80–100°C. © 2000 MAIK “Nauka/Interperiodica”.
The phenomena of swelling and pore formation in
structural metals and alloys operating in the elements of
the active zones and the influence of internal stresses on
the process of radiation-induced swelling have long
been known [1]. It is also well known that deformation
of metals and alloys provides an increase of the density
of point defects and that the formation of microcracks
and pores occurs already at the initial stage of defor-
mation of crystalline solids [2, 3]. These facts give
grounds to believe that swelling caused by pore forma-
tion in the specimens preliminarily subjected to consid-
erable plastic deformations can also occur in nonirradi-
ated metals and alloys during their subsequent anneal-
ing providing relaxation of internal stresses.

Below, we describe the study of zinc specimens
whose physical and mechanical properties are of great
practical and theoretical importance for understanding
the nature of brittleness, plasticity, and superplasticity
of solids. We had the aim to study the influence of a
considerable plastic deformation of zinc specimens and
their subsequent annealing on their density.

Cast zinc (Zn 99.95%) was deformed from the
diameter of 36 to 6 mm by the method of the hydro-
static extrusion under a pressure of 1.0–1.2 GPa. Plas-
ticity of the thus obtained zinc wire was increased by
drawing it through a number of draw plates with the
transverse reduction for one pass λ = 5–6%, which
diminished its diameter from 6 to 2.5 mm. The total
strain due to hydrostatic extrusion and drawing attained
the value of λ = 99.5%. After two-year storage of the
thus obtained zinc wire, it was studied by the method of
hydrostatic weighting (in distilled water at the temper-
ature 20 ± 0.25°C) and on a VLR-200 analytical bal-
ance both in the initial state and upon annealing at the
temperatures of 65, 105, 150, 200, and 250°C. Speci-
mens were slowly (1°C/min) heated and kept for
10 minutes at each annealing temperatures and then
were cooled in the furnace in the air atmosphere. After
1063-7850/00/2601- $20.00 © 20058
24 h, the specimens were weighted and then annealed
again at a higher temperature. The weighting accuracy
in air was ±0.001 mN, the accuracy of weighting in the
liquid was ±0.005 mN. The macroscopic zinc density
was determined within an accuracy of ±0.002 g/cm3.
The results thus obtained are shown in Figs. 1 and 2.

Weighting of the specimens in air at room tempera-
ture (Fig. 1, curve 1) showed that upon several stages of
annealing in the temperature range 80–250°C, the zinc
weight P1 decreased the more, the higher the annealing
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Fig. 1. Effect of temperature T on the weight of zinc wire in
air P1 (curve 1) and in liquid P2 (curve 2).
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temperatures. This decrease in the zinc weight can be
caused by the sublimation process, because the elastic-
ity of zinc vapors equals P ≈ 1.3 × 10–4 Pa at 180°C and
P = 1.3 × 10–2 Pa at 250°C [4].

The weight P2 of the specimen during the hydro-
static weighting varies in a complicated way (Fig. 1,
curve 2). At the annealing temperatures up to 100°C,
the weight first decreases and then, at the annealing
temperatures 100–200°C, increases. The maximum
decrease of the zinc weight exceeds by an order of mag-
nitude the error of weighting. The calculations showed
that the change of the specimen weight in the liquid is
associated with its swelling and a reduction of the mac-
roscopic density (Fig. 2).

The data obtained indicate that zinc swelling attains
the maximum value upon annealing at the temperatures
T = 80–100°C. Annealing at higher temperatures
results in a decrease of specimen swelling, which
almost disappears upon annealing at 250°C. Annealing
of the initial material in the temperature range
25−250°C showed no detectable density changes.

The measurements of the zinc-wire plasticity (at the
extension rate 10 mm/min and the initial intergrip dis-
tance 100 mm; a PMU-0.05-1 tensile testing machine),
the metallographic studies of the zinc microstructure,
and the measurements of the grain size by the secant
method with averaging of the results over at least
100 grains showed that the initial zinc wire had a finely
granular structure with the grain size ranging within
10–50 µm. The grains were slightly elongated along the
wire axis. The annealing at the temperatures up to
200°C resulted in no noticeable changes in the grain
size, the specimen plasticity remained quite high at
room temperatures, whereas the relative elongation of
the wire prior to its rupture attained 30–37%. Upon
annealing at 250°C, a fast increase of the grain size
with the formation of a bamboolike single-crystal
structure was observed, and the zinc wire became
brittle.

Thus, zinc swelling and its subsequent decrease are
observed in a material partly recrystallized in the pro-
cess of its annealing. In this case, zinc preserves its high
plasticity in the temperature range providing no consid-
erable grain growth. A decrease in swelling is accom-
panied by a more intense zinc sublimation during heat-
ing. The intense recrystallization process observed at
250°C occurs only upon a decrease of swelling and pro-
vides growth of large grains.

It is well known that, at low deformation rates (  <
10–3 s–1), strengthening is provided by several factors,
in particular, by the diffusion redistribution of point
defects and microshear relaxation of local stresses [5].
In the process of conventional and superplastic defor-
mation associated with incomplete material accommo-
dation with respect to grain-boundary glide, one
observes the pore formation, which affects the subse-
quent deformation [6, 7]. At the initial stage of defor-

ε̇
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mation, cracks are formed mainly along the grain
boundaries and their triple junctions [2]. The mecha-
nism of “grain boundary pores” in superplastic alloys
was considered elsewhere [8–10]. It was indicated that
annealing of a superplastic Zn–22% Al alloy above
100°C increases the number of pores and, thus, also
loosens the structure along the grain boundaries (by the
mechanism of solution deposition) [8, 9].

In deformation under high pressures, the pore for-
mation is hindered because of a reduced diffusion coef-
ficient, which results in lower plasticity of the super-
plastic Zn–0.4% Al alloy (the so-called baroplastic
effect [10]). The study of the baric dependences of the
relative changes in the bulk of brittle and plastic zinc
[11] showed the nonlinear character of the volume vari-
ation for brittle zinc in the vicinity of the pressure of the
brittle plastic transition.

The phenomenon of swelling of strongly plastically
deformed zinc during its annealing cannot be inter-
preted in terms of grain-boundary discontinuities
formed by the mechanism of solution deposition as
in  the case of annealing of superplastic alloys [8, 9].
Strongly deformed pure zinc is not a superplastic mate-
rial. Zinc swelling is observed only upon its heating up
to 80–100°C, and therefore the most probable mecha-
nism of pore growth is the formation of vacancies and
their migration from the grain bulk into the pores. One
of the possible causes of formation and growth of pores
in polycrystal zinc is a pronounced anisotropy of its
properties. Thus, in the temperature range 0–100°C, the
linear expansion coefficient along the direction parallel
to the main axis of a single crystal is four times higher
than in the perpendicular direction [12]. It seems that

7.13

7.12

7.11

7.10

7.09
0 50 100 150 200 250

ρ, g/cm3

T, °C

Fig. 2. Macroscopic density ρ of strongly deformed zinc
upon its annealing at different temperatures.
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this can give rise to plastic deformation of grains in
polycrystal zinc accompanied by pore formation and
their subsequent growth at higher annealing tempera-
tures.

A decrease of zinc swelling at temperatures exceed-
ing 80–100°C can be explained by the fact that along
with the processes providing the pore formation,
another process also takes place—pore healing due to
an increase of zinc-vapor elasticity during sublimation
[4]. This also results in the reduction of the weight and
the volume of the specimen during annealing. The cal-
culations show that the change in the volume caused by
sublimation is lower by an order of magnitude than the
change in the volume determined from hydrostatic-
weighting data. Therefore, the major contribution into
an increase of the specimen density during annealing in
the temperature range 100–200°C should come from
healing of the inner pores, i.e., from a decrease of
swelling. With a decrease of swelling, the decrease of
the total grain-boundary length is observed only at tem-
peratures above 200°C. 

Thus, it can be assumed that along with the texture,
the presence of impurities at grain boundaries, and the
cellular dislocation structure (as in aluminum strongly
deformed by extrusion [13]), the process of swelling
(i.e., pore formation, including pores along grain
boundaries) not only increases specimen plasticity, but
also hinders the recrystallization process, which is seen
from a drastic increase in grain growth with the forma-
tion of a bamboolike structure observed only upon the
return to the initial volume and density values.

There are no doubt that further studies of swelling of
strongly plastically deformed zinc observed during its
annealing would be of great practical and theoretical
importance.
TE
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Abstract—The optical and electrical properties of zinc selenide crystals doped with elements of group V from
the vapor phase are described. The possibility is demonstrated of obtaining p-type layers with an intense blue
luminescence line. © 2000 MAIK “Nauka/Interperiodica”.
Zinc selenide is one of the most promising materials
for developing injection blue light-emitting diodes [1].
At the same time, the production of crystals and layers
of the p-type conductivity with predominantly marginal
luminescence still remains an urgent problem. At
present, fairly complex techniques are employed to
solve this problem, such as the ionic [2], molecular-
beam [3] or MOCVD [4] epitaxy, annealing in acti-
vated vapors of selenium [2], or a combination of sev-
eral of these techniques. As distinct from the above-
identified techniques, some accounts were made of the
preparation of p-ZnSe layers by high-temperature
diffusion of acceptor impurity of lithium from the
liquid [5] or vapor [6] phase. In this paper, we describe
the electrical and optical properties of zinc selenide
crystals doped with elements of group V from the vapor
phase.

Initial substrates were provided by specially
undoped single crystals of ZnSe melt grown under an
inert gas pressure. In the room temperature range, they
exhibited a weak electron conduction of ~10–12 Ω–1 cm–1.
Doping was performed in quartz ampoules evacuated to
10–4 torr at a temperature of 1000–1200 K. The basic
substrate and the weighed sample (elementary As, Sb,
or Bi) were placed at different ends of the ampoule. The
surface layers of annealed samples demonstrate the
hole conduction, as indicated by the sign of thermal
emf. The activation energy Ea of electrically active
acceptor centers was found from the temperature
dependences of resistance between two ohmic contacts
prepared by the chemical deposition of copper. Note
that these contacts on the initial substrates possess sub-
stantially nonlinear current-voltage characteristics. The
photoluminescence (PL) was excited by an N2 laser,
and the radiation spectra were measured using an
MDR-23 grating monochromator and a standard sys-
tem of synchronous detection in the automatic record-
ing mode. The same facility, with a vibrating mirror and
xenon lamp instead of laser, was used to measure
1063-7850/00/2601- $20.00 © 20006
λ-modulated spectra of optical transmission and ref-
lection.

The values of the depth of location of electrically
active centers in the investigated samples are given in
the table.

The values are averaged over the results of measure-
ment of electrical conductivity, as well as of λ-modu-
lated transmission spectra. The shallowest acceptor
level (Ea ≈ 30 meV) corresponds to interstitial selenium
atoms Sei [2] whose concentration increases as a result
of substitution of Se in sites by elements of group V.
Centers with Ea ≈ 180–200 meV correlate with the
depth of location of negative singly charged vacancies
of zinc  [2]. The levels with a depth of
110−130 meV correspond to impurity atoms of
group V [7]. The highest hole conduction is observed in
Sb-doped crystals, as indicated by the minimum value
of thermal emf. Electrically active donor levels in the
initial substrates are fairly deep and may be associated
with interstitial atoms of zinc [2].

The spectrum of photoluminescence of initial crys-
tals at 300 K is represented by the blue and orange lines
with maxima "ω at 2.68 and 1.98 eV, respectively (see
figure). The edge line is characterized by the following
singularities. First, the position of its maximum does
not depend on the excitation level L. Second, the depen-
dence of the intensity Ib on L is close to linear upon

VZn'

Table

Impurity As Sb Bi Initial

ra, Å 1.22 1.41 1.49 –

Ea, meV 30, 100, 200 30, 110, 180 30, 130, 190 600

Thermo 
emf, µV/K

45 20 50 –

Ib/Io 0.3 20 45 50
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variation of the excitation level within three orders of
magnitude. And, finally, the difference Eg – "ω +
kT/2 = 2.7 – 2.68 + 0.013 = 0.033 eV is close to the acti-
vation energy of the shallowest acceptor level Sei . The
orange line is associated with recombination on donor-
acceptor pairs (DAP) whose composition includes neg-

ative doubly charged vacancies of zinc  (acceptors)

and positive singly charged vacancies of selenium 
(donors). In order to suppress the intensity Io of the
orange line, one must reduce the concentration of the

vacancies  which, in addition, compensate the hole
conduction of ZnSe. This, in particular, may be attained
by doping zinc selenide crystals with elements of
group V. The latter enter the interstices of anion sublat-
tice to fill VSe and (or) displace Se to the interstices. In
this case, the impurity atoms of the group exhibit the
acceptor properties and lead to the emergence of hole
conduction. Also contributing to an increase in the lat-
ter conduction is interstitial selenium, which is a shal-
low acceptor. The elements of group V fill the free sites
of the anion sublattice to lead to a decrease in the VSe

vacancies entering the composition of DAP. This, in
turn, leads to suppression of the orange line, which is
observed in the experiment (see table and figure). The
increase of the intensity of the blue line in doped crys-
tals is due to an increase in the number of Sei . It is log-
ical to assume that their concentration in a first approx-
imation will be defined by the atomic radius ra of dop-
ing impurity, which increases during transition from As
to Bi. This is illustrated by the table data.

Therefore, the foregoing results strongly suggest the
possibility of producing p-type layers with predomi-

VZn''

VSe

.

VSe

.
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nantly blue luminescence by doping ZnSe crystals with
elements of group V from the vapor phase.
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Abstract—A method of determining the phase shift and thermal parameters of thin films is suggested and
experimentally tested. © 2000 MAIK “Nauka/Interperiodica”.
The method of harmonic “mirage” effect is based on
the phenomenon of harmonic variation of the refractive
index of a sample under the effect of heat and electron
(hole) waves caused by illumination of the sample by
high-power exciting radiation. This variation of the
sample refractive index may be recorded by transmit-
ting low-power laser radiation through the sample and
by using value of deviation of this radiation at the outlet
from the sample to estimate the thermal (electron)
response of the sample and thermal and electron
parameters of the sample. The scanning beam oscilla-
tion frequency will be equal to the modulation fre-
quency of exciting radiation with a phase shift defined
by the thermal and electron response of the sample, by
the thickness of sample layers (in the case of a multi-
layer sample), and by the modulation frequency of
exciting radiation.

The harmonic “mirage” effect is widely employed
industrially, in particular, for detection of hidden
defects and noncontact monitoring of the thermal and
electron parameters of thin films (especially those with
high thermal conductivity and diffusivity whose mea-
surements by contact methods cannot produce reliable
results).

We suggest a new efficient method of determining
the phase shift and thermal (electron) parameters of a
sample which utilizes the beats of exciting and sam-
pling radiation. The use of beats enables one to move
the phase measurements from the range of hundreds
and thousands of kilohertz to the kilohertz range in
which the phase shift may be determined using stan-
dard low-frequency synchronous detectors commer-
cially manufactured in Russia (we investigated thin
films using a UPI-2 pulse amplifier-converter).

1. The block diagram of the setup employed in the
experiment for investigation of thin films is given in
Fig. 1.

The source of exciting radiation was provided in the
experiment by an OGM-5M continuous argon laser 1
1063-7850/00/2601- $20.00 © 20061
with a radiation wavelength λ ≅  0.5 µm, with the preas-
signed radiation power of 1 W during the experiment.

Exciting radiation was applied to an acoustooptic
modulator 2 designed to special order for this experi-
ment. Used as exciting radiation in the experiment is
one of two first modes of modulated radiation (with the
modulation frequency of radiation intensity equal to the
frequency applied to the acoustooptic modulator), with
the set value of radiation power in this mode being the
maximum possible (the power was varied by changing
the angle of entry of radiation into the crystal of the
acoustooptic modulator). The first and zero modes
employed in the experiment were cut out by a dia-
phragm 3, which did not transmit the remaining modes
(including the second first mode).

Unmodulated radiation (zero mode) was applied to
a second acoustooptic modulator 4, after which the first
modulated mode (the minimum set value of radiation
power, with the pumping of energy into the third
mode), cut out by a diaphragm 5 and attenuated by a
system of light filters 6, was used as sampling radiation.
The power of sampling radiation was more than an
order of magnitude less than that of exciting radiation,
which made it possible to ignore the effect of sampling
radiation on the formation of thermal response in the
sample.

The values of modulation frequency of acoustooptic
modulators were preassigned from G4-143 high-fre-
quency generators 7 and 8. The modulation of exciting
and sampling radiation ω1 and ω2, respectively, was
preassigned by way of modulation of high-frequency
signals from the G4-143 generators with low frequen-
cies (differing by several percent in magnitude) deliv-
ered from G6-28 generators 9 and 10 of signals of spe-
cial shape. Signals from the synchronization inputs of
two G6-28 generators were applied to an adder 11;
a Ch3-54 counting-type frequency meter 12 was used
to read their beat equal to the difference between
the modulation frequencies of sampling and exciting
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Block diagram of the experimental setup.
radiation and maintained at 5 kHz throughout the
experiment.

The reference signal was preassigned by reading the
beat between sampling and exciting radiation applied
to an FD-24K photodiode 13 after reflection of a part of
sampling and exciting radiation by a dividing cube 14.
The power of the part of exciting radiation incident on
the photodiode was attenuated by a light filter 15 and
was comparable with the power of the part of sampling
radiation incident on the photodiode, so that the total
power P1 was

(1)

at ∆ω = ω1 – ω2 ! ω1, ω2.

With the photodiode response time τ being less than
the period of oscillation of intensity T = 2π/ω1, the
electric signal from the photodiode repeats the time
variation of intensity I. This signal from the photo-
diode 13 was delivered to a specially designed opera-
tional amplifier 16 with an appropriate transmission
band, from which the signal was applied to the refer-
ence input of a UPI-2 pulse amplifier-converter 17.
Here, the demodulation of the signal occurs as well as
the isolation of the low-frequency component propor-
tional to cos(∆ωt/2), whose frequency was 2.5 kHz.

A second FD-24K photodiode 18 was subjected to
sampling radiation reflected from a sample 19 sepa-
rated by a dividing cube 20 from the radiation incident

P1 I1 t( ) 2 ω1t ω2 t( )cos 2≅+cos+∼∼
+ 2 ω1t ∆ωt/2( )coscos
T

on the sample as well as to a part of exciting radiation
diverted by a dividing cube 21 and attenuated by a light
filter 22 to a power whose value is comparable with that
of the power of sampling radiation incident on the pho-
todiode. The sampling beam reflected from the sample
will differ from that incident on the sample by some
modulation frequency-dependent phase shift δ(ω),
which is due to the sample response. In this case,
the power P2 incident on the second FD-24K photo-
diode 18 may be given by

(2)

For simplicity, we assumed in (1) and (2) that the
possibilities of radiations incident on the photodiodes
are the same. Under real experimental conditions, it is
the values of the coefficients appearing in (1) and (2)
that will change rather than the form of the frequency
dependences.

The photodiodes 13 and 18 were supplied from a
UNIP-7 two-channel dc supply source 23.

The forming of useful signal was defined by the
dependence of the reflectivity of the sample surface on
the surface temperature which, in turn, depended on the
thermal response of the sample to exciting radiation.
Both exciting and sampling radiation hit a single point
of the sample secured on a table with micron feed pro-
viding for adjustment within 10 µm. In order to reduce
parasitic oscillation, the experimental setup was
mounted on a sheet of foam plastic 10 cm thick.

P2 I2 t( ) 2 ω1t ω2t δ+( ) 2≅cos+cos+∼∼
+ 2 ω1t δ/2+( ) ∆ωt/2 δ/2+( ).coscos
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A signal from a photodiode was delivered to an
operational amplifier 24 and then to the input A of the
UPI-2 pulse amplifier-converter 17. The UPI-2 read-
ings were taken from two Q channels of the amplifier to
two V7-16A digital voltmeters 25. The visual observa-
tion of signal beats was performed with the aid of an
S1-67 monitoring oscillograph 26.

2. The sample used in the experiment was a tungsten
film 3 µm thick spray-coated onto a silicon substrate.

The graph of the signal phase as a function of the
root of the signal modulation frequency, constructed
during the experiment, is given in Fig. 2.

One can see from the graph that, with f1 = 150 kHz,
a kink is observed. From the physical standpoint, this
may be explained by the fact that, during the period of
variation of intensity T1 = 1/f1, there is enough time for
thermal diffusion with the coefficient DT to effectively
proceed over the entire film thickness µ up to the sec-
ond medium, i.e., silicon substrate, where the condition
of transmission of thermal excitation changes at the
interface. Therefore, the kink is characterized by the
fact that the length of thermal diffusion over the period
is equal in the order of magnitude to the silicon film
thickness µ [1]:

(3)

If we take the tabulated value of DT for tungsten
(0.6 cm2/s) [2], expression (3) will yield the value of
the film thickness of 20 µm, which is quite reasonable
in view of the method of preparation of the film. Given
the film thickness, one can use expression (3) to deter-
mine the thermal characteristic of the material DT: a
comparison of the value of this characteristic with the
tabulated value enables one to estimate the quality of
deposition of coating.

In this study, we performed investigations of thin
films in low-frequency synchronous detectors using the
effect of recording of low-frequency beats between
modulated high frequencies with respect to intensity by
sampling and exciting radiation and demonstrated the
sphere of possible application of the suggested proce-
dure. To our knowledge, this is the first ever publication
on the subject. The paper further contains experimental

µ DT / f 1( )1/2.≈
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 1      2000
results of measurements of the thermal diffusivity of a
silicon sample.
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Abstract—The mechanism for the switching off of the lower hybrid current drive in the FT-2 tokamak is stud-
ied. It is shown that the lower hybrid wave-driven current is switched off when a parametric instability, which
causes lower hybrid waves to decay into slowed waves interacting with plasma ions, develops at the plasma
periphery. The onset of a parametric instability is attributed to the fact that the electron temperature falls off in
the course of discharge, thereby lowering the instability threshold. © 2000 MAIK “Nauka/Interperiodica”.
It is well known that lower hybrid (LH) current drive
in tokamaks terminates at plasma densities signifi-
cantly below the density corresponding to the LH reso-
nance. According to [1, 2], this effect is caused by a
parametric decay of LH waves into slowed waves,
which interact with plasma ions more efficiently than
with plasma electrons. Here, we present the experimen-
tal results from the FT-2 tokamak that support this
hypothesis.

The main parameters of the FT-2 device and of the
Ohmic discharges in FT-2 are as follows: R = 55 cm,
a = 8 cm, BT = 2.2 T, IP = 20 kA, TeOH = 400 eV, TiOH =
90 eV, and Zeff = 3. A 100-kW 920-MHz RF pulse was
launched by a double-waveguide grill with a longitudi-
nal refractive index N|| ~ 2.5. The plasma density corre-
sponding to a linear transformation of the launched LH
wave was 3.5 × 1013 cm–3. In order for the current that
is generated just at the beginning of the RF pulse to be
switched off before the pulse has come to an end, the
central plasma density was chosen to be 2 × 1013 cm–3.

During the RF pulse, the discharge was observed to
evolve from one regime to another. A drop in the
plasma loop voltage (Fig. 1a) presents direct evidence
for LH current drive in the initial stage of the micro-
wave pulse. As the loop voltage rises, the plasma ions
are strongly heated and the plasma density increases,
which points to the LH ion heating regime.

Throughout the current drive stage, the plasma den-
sity and ion temperature change only slightly (Figs. 1b,
1c), while the electron temperature falls off signifi-

† Deceased.
1063-7850/00/2601- $20.00 © 20064
cantly (Fig. 1d), because the ohmic power PE , which is
determined by the power balance relation

decreases during the RF pulse. In (1), L =

4πR  is the inductance of the plasma column

and b is the radius of the loop measuring the plasma
loop voltage. The change in the internal inductance li of
the plasma column (Fig. 1e) was measured by ploidal
magnetic probes, which determined the value of the
quantity βj + li/2. The time evolution of βj (Fig. 1f) was
computed from the measured radial profiles of the elec-
tron and ion temperatures and plasma density shown in
Fig. 2.

Rapid changes in PE (Fig. 1g) at the times at which
the RF pulse is switched on and off indicate a signifi-
cant redistribution of the plasma current at those times.
The LH-driven current inferred from these changes
amounts to 70% of the total plasma current at the
instant at which the pulse is switched on and to 45% of
the total current in the ion heating stage. One of the
main reasons why the electron temperature remains
low until the end of the microwave pulse is a small frac-
tion of Ohmic current throughout the heating stage.
Another reason may be enhanced heat losses due to
strong turbulence, which develops after the plasma has
evolved to this stage [3].

A wave launched by a grill with a refractive index of
about N|| ~ 2–3 is not subject to the LH resonance in the
plasma and interacts exclusively with runaway elec-

PE IPU loop
d LIP

2
/2( )

dt
----------------------–=

b
a
---

li

2
---+ln 

 
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trons with energies of 25–50 keV, thereby generating
a toroidal plasma current. In the ion heating regime,
new mechanisms for the absorption of LH power come
into play, specifically, interactions of LH waves with
plasma ions and electrons of lower energy. This is evi-
denced by the following experimental facts.

The dominant effect is strong plasma heating in the
central region (Fig. 1d), where the excitation of LH
waves with a transverse refractive index N⊥  = c/vi ~ 600
is evidenced by an increase in the flux of charge-
exchange atoms with an energy of 1 keV (Fig. 1h).
Waves with such a high refractive index (N⊥  ~ c/3vTi)
should be completely absorbed by the ions [4]. An anal-
ysis of the ion energy balance shows that, after the cur-
rent drive terminates, the ions absorb up to 6 kW of the
input RF power.

From the dispersion relation for LH waves, we can
estimate the longitudinal refractive index of the waves
interacting with ions as N|| ~ 10. Such waves interact
with electrons with energies above 2 keV via the Lan-
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Fig. 1. Time evolutions of the plasma parameters during the
RF pulse: (a) loop voltage, (b) electron density, (c) ion tem-
perature, (d) electron temperature, (e) internal inductance of
the plasma column, (f) the quantity βj , (g) Ohmic power,
(h) the flux of charge-exchange atoms with an energy of
0.94 keV, (i) the fluxes of soft X radiation, and (j) the ampli-
tude of the first satellite.
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dau mechanism. As a result, in this energy range, the
electron density increases, which is confirmed by a
rapid growth of the intensity of soft X radiation from
the discharge center (Fig. 1i) just before the current
drive comes to an end. A measurement of the X-ray
spectrum by the method of foils showed that the elec-
tron density rises in the energy range 2–10 keV.

Slowed waves can arise due to the parametric decay
of an LH wave launched into the plasma [1]. In our
experiments, the decay process was monitored by a
five-electrode Langmuir probe [5], which was placed in
the limiter shadow and functioned as a microwave
antenna. When a microwave pulse was switched on,
two peaks appeared in the microwave fluctuation spec-
trum, one of which occurred at a pump frequency of
920 MHz and the other was shifted toward the low-fre-
quency range by 30 MHz [6]. The amplitude of the cen-
tral peak did not change during the pulse, while the
amplitude of the satellite increased by about one order
of magnitude (Fig. 1j). The fact that no blue satellite
was observed in the fluctuation spectrum points to the
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parametric decay of an LH wave. The frequency shift of
the red satellite corresponds to the ion cyclotron fre-
quency at a radial distance of 7 cm from the discharge
center on the side of the weaker magnetic field. We
think that, in this region, the injected LH wave with fre-
quency f0 decays parametrically into daughter waves
with frequency f0 – fci and with a higher refractive
index; these interact less intensively with the runaway
electrons carrying plasma current during the RF pulse.
From Fig. 1j, we can see that the parametric instability
develops before the phenomena described above come
into play. The injected LH wave starts to decay,
because, during LH current drive, the electron temper-
ature falls off, thereby lowering the threshold Pthr ~
Te/ne for the onset of a parametric instability [7].

Hence, the termination of LH current drive in the
FT-2 tokamak may be attributed to a decrease in elec-
tron temperature, as a result of which the threshold for
the onset of parametric instabilities is lowered and LH
waves start to decay. The slowed-down decaying
daughter waves begin to interact with plasma ions at
lower plasma densities than do the waves emitted by
the antenna. Presumably, the same mechanism under-
lies the parametric instability in the central plasma
region observed on FT-2 by the enhanced scattering
technique [8]. The parametric decay of LH waves ulti-
mately leads to a transition from the regime in which
the launched RF power is absorbed by electrons to the
regime in which it is absorbed by ions and to the termi-
nation of LH current drive.
T
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Abstract—The X-ray beam propagation in a narrow channel is calculated with due regard for diffraction
effects and scattering from the wall roughness; the employed approach involves the use of the complex refrac-
tive index. © 2000 MAIK “Nauka/Interperiodica”.
Mingazin et al. [1] observed the formation of bands
in the angular beam distribution during transmission of
hard X-radiation through a slit formed by two tightly
compressed polished glass plates (“slitless X-ray colli-
mator”). However, the slit width obtained in the geo-
metrical optics approximation for this experiment [2] is
much less than that following from the diffraction
approximation estimates (see [3]). Therefore, it is of
interest to treat the X-ray beam propagation in narrow
channels with due regard for diffraction effects and
scattering from the wall roughness. 

As was demonstrated by way of numerical simula-
tion [3], when an X-ray beam is trapped in a rough nar-
row dielectric channel, transmitted radiation features a
Gaussian distribution of intensity on the transverse
coordinate, which corresponds to the dominant mode.
In so doing, the beam angular width is much less than
the angle of total external reflection and is close to the
diffraction (for the given width) slit. The scattering of
X-ray radiation from rough surfaces is usually investi-
gated within the Andronov-Leontovich approximation
[4]. The case treated by us falls outside the scope of the
Andronov-Leontovich approximation [4]. It falls out-
side the range of validity of the latter approximation
because the diffraction spreading of the beam leads to
losses even with zero angle of slip relative to the chan-
nel surface. In this study, we employed the approach
involving the use of the complex refractive index allow-
ing for the decay of coherence upon incoherent scatter-
ing [5] on the basis of Tatarskiœ’s statistical method (see
[6, 7]). The dielectric permeability of transition layer
on random boundary x = ξ(z) was represented in the
form ε(x, z) = ε1 + (ε0 – ε1)H[x – ξ(z)], where ε1 and ε0
respectively denote the dielectric permeability of the
medium and air, z and x are the coordinates along and
across the rough channel, and H(x) is the step function.
The equation for the averaged, slowly varying scalar
amplitude of the electric vector A(x, z) ignoring the
scattering to large angles with due regard for the small
beam width is written ignoring the term ∂2A(x, z)/∂z2.
Assuming a small variation of A(x, z) over the rough-
1063-7850/00/2601- $20.00 © 20067
ness correlation length zcorr , we can use the property of
the correlator 

(1)

valid for δ-correlated fluctuating medium [7]. The
coherent part of the amplitude A(x, z) may be calculated
from the statistically averaged “parabolic” equation
(the angular brackets correspond to averaging) [5, 7], 

(2)

where χ(x, z) = (〈ε(x)〉  – ε0)/ε0 . The term of equation (2)
with χ(x) corresponds to the X-ray beam absorption on
the channel walls, and the term with W(x) corresponds
to incoherent scattering, 

(3)

where δε'(x, z) = (ε(x, z) – 〈ε(x)〉)/ε0, R(z) is the autocor-
relation coefficient, and σ is the dispersion of distribu-
tion ξ(z). It can be demonstrated that the quantity W(x)
in the middle of the transition layer (x = 0) and (x = d)
is independent of σ and almost proportional to the
roughness correlation length zcorr . 

δε' x z,( )A x z,( )〈 〉
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The wave amplitude may be represented as an
expansion in modes or eigenfunctions ϕj(x) which are
solutions of the equations 

Thus, the attenuation coefficients may be found as the

overlap integrals βl = –(k/2) (x)[Im(χ(x)) +

W(x)]ϕl(x)dx. For lower-order modes, the beam attenu-
ation coefficients are proportional to σ as a result of
incoherent scattering, because the height of roughness
largely defines the width W(x), 

The proportionality of the loss of beam intensity to the
height of channel roughness for extra small slip angles
is also observed in the results of direct numerical inte-
gration of parabolic equation with random boundary
[3] (Fig. 5). 

The results of calculations of the attenuation coeffi-
cients of a beam with an energy of 10 keV in channel of
quartz glass 0.5 µm wide for different transverse modes
N are given in Fig. 1 in the units of [µm–1] separately for
absorption and scattering from the wall roughness. The
angles corresponding to the N mode are determined as
ϕN = λ/2d(N + 1/2) with N ≥ 1. Here, σ = 400 Å and the
correlation length zcorr = 5 µm. The value of the attenu-
ation coefficient of the dominant coherent mode agrees
with the results of numerical integration of the para-
bolic equation with random channel boundary [3],

∆⊥ ϕ j x( ) k 2k jz kRe χ x( )( )–[ ]ϕ j x( ).=

ϕ l
*∫

βscatter k2 ε0 ε1–( )2∼

× σ z' ξ2 2⁄–( )exp ξ η2 2⁄–( )exp η .d

0

R z'( )ξ–
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z'( )–( )
1/2
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∫d
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∫d
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∫

Fig. 1. The dependence of the beam attenuation coefficients
on the mode number N due to absorption (solid line 1) and
incoherent scattering (broken line 2) for σ = 400 Å and
zcorr = 5 µm; E = 10 keV. The quartz channel width is d =

0.5 µm. The angle of entry of the beam ϑN ≈ 1.2 × 10–4N. 
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which lends support to the validity of the mode approx-
imation employed. 

The dependence of the attenuation coefficients of an
X-ray beam with an energy of 1 keV on the slit width
for three lower-order modes is given in Fig. 2. One can
see from the figure that β ~ 1/d3. This dependence takes
account of both the decrease of diffraction effects with
the increasing beam width ~λ/d2 and the decrease of the
beam fraction interacting with the surface ~σ/d. When
silicon is replaced by lead, the value of the attenuation
coefficients increases by a factor of 1.5. The increase of
β with decreasing energy E is faster than ~1/E, which is
associated both with the increase of the importance of
diffraction and with the increase of the optical density
of the channel wall material. 

Experimentally, the effect may be measured by the
decrease of the angular width of the transmitted beam
to the diffraction value of λ/d, which is considerable
compared with the angle of total external reflection.
The effective narrowing of the angle of capture of radi-
ation into the channel may be used to improve the angu-
lar discrimination of X-radiation detectors. 

The obtained results further lead to a new interpre-
tation of the experimental results of [1, 2]. According to
the data on the angular distance between the interfer-
ence peaks in the transmitted beam in view of diffrac-
tion, the slit between polished plates has a width of
~10 [3] rather than 1 µm as follows from [2] in the geo-
metrical optics approximation. In the case of oblique
incidence of the output beam, higher-order transverse
modes are excited, which give numerous diffraction
peaks in the transmitted beam. At the same time, if a
transverse unpolished region is left in the plates, the
independence of the outlet region of the slope at the
inlet is associated with the strong absorption of higher-
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Fig. 2. The dependence of the attenuation coefficients of
X-ray beam with an energy of 1 keV in a channel between
silicon plates on the slit width d for modes 0, 1, and 2; σ =
400 Å, zcorr = 5 µm. The attenuation associated with scatter-
ing, βscatter, is indicated by broken lines, and that associated
with absorption, βabsorp, by solid lines. 
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order transverse modes with preservation of the lower-
order symmetric mode. 
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Two Mechanisms of Phase Modulation
in Multimode Fiber-Optic Interferometers
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Abstract—The mechanisms of phase modulation of optical radiation in multimode light guides are treated,
namely, the first mechanism with equal relative phase increments for all modes and the second mechanism
including the mode interaction and characterized by different relative phase increments for each mode. It is
demonstrated theoretically that, in the case of several modulating effects on the light guide, the behavior of sig-
nals of modal interference from each one of those effects upon variation of the parameters of the medium sur-
rounding the fiber depends on the type of effect. The variations of signals from the effects of the first type are
in full agreement. Signals from effects of the second type or of different types may vary differently. In experi-
ments with an intermode fiber-optic interferometer 500 m long, modulators associated with the mechanism of
the first type exhibited a high correlation (97%) of the behavior of signals upon drift of the light guide temper-
ature. The variations of signals from modulators of the second type and of different types were almost uncor-
related (6 and 1%). © 2000 MAIK “Nauka/Interperiodica”.
The phase modulation propagating in multimode
fiber-optic light guides occurs as a result of diverse
external effects such as variations of temperature, pres-
sure, mechanical displacement, electric, magnetic and
acoustic field, and so on [1]. This effect finds applica-
tion in optical-fiber sensors (OFS) of physical quan-
tities [2, 3] and in lines of data acquisition [4], and it
shows up as “modal” noise in fiber-optic communica-
tion lines [5].

For recording the phase modulation, such devices
involve single-fiber circuits in which use is made of
interference between different modes and of spatial fil-
tering of a part of the interference pattern [2, 3]. Such
systems may be appropriately referred to as “intermode
fiber-optic interferometers.”

Two problems cause the most difficulties in the
devices under consideration, namely, (1) fading of the
useful signal, associated with quasistatic variations of
the parameters of surrounding medium [6]; and (2) the
presence of several spaced modulating effects which
must be recorded simultaneously. The latter problem
arises in distributed sensors of physical quantities [3]
or in lines of data acquisition with discontinuous input
of information by means of fiber-optic phase modula-
tors [4].

In so doing, the behavior of signals from different
effects under conditions of fading may be the same or
different, which defines the method of signal recording
and processing. In this study, the correlation of signals
from different effects in an intermode interferometer is
investigated, and the obtained results are interpreted in
1063-7850/00/2601- $20.00 © 20070
terms of two mechanisms of formation of phase modu-
lation of coherent radiation in multimode light guides.

The first mechanism is characteristic of physical
effects causing a relative phase increment of individual
mode, which is independent of the mode number,

(1)

where θm is the phase delay of the mth mode in the light
guide region subjected to the effect V, and K is the coef-
ficient of relative phase increment for the given effect.
This mechanism is operative under conditions of uni-
form heating, and isotropic pressure and tension of
fiber-optic light guide [1, 2].

The second mechanism is associated with cases
when external stimulation leads to a relative phase vari-
ation of the mode, depending on the mode number,

(2)

where Km is the coefficient of relative phase increment
under the effect V for the mth mode. This situation
arises under effects which cause the interaction of
modes, namely, bending, transverse pressure, local
twisting, and heating [7, 8].

Below, the main attention is given to the experimen-
tal and theoretical treatment of the correlation proper-
ties of the behavior of signals from different sources of
phase modulation under conditions of slow variation of

δθm

θm

--------- KV , K f L1 V …, ,( ), K const m( ),= = =

σθm

θm

---------- KmV , Km const m( ),≠=
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Fig. 1. Block diagram of the experimental setup.
the parameters of a light guide, which simulate the pro-
cesses of “fading.”

The experimental setup (Fig. 1) employed a helium-
neon gas laser 1 with λ = 0.63 µm and a power of 2 mW,
and a gradient fiber 2 500 mm long with the core diam-
eter of 50 µm and with two protective coatings (∅  =
0.8 mm). The radiation at the light guide output was
focused by a lens with a built-in iris diaphragm 3 to a
silicon photodiode detector 4. The diaphragming is
required to isolate the intermode interference signal.
A part of a light guide 10 m long was placed in a ther-
mostat 5, the temperature in which was monitored by a
sensor and, after an ADC 6, recorded by a computer 7.

Fiber-optic phase modulators of two types were
used in the setup, corresponding to the above-identified
mechanisms of phase modulation. Modulators of the
first type, 8 and 9, had the form of a piezoceramic cyl-
inder 30 mm in diameter, with a fiber-optic light guide
3 m long wound on its external surface (Fig. 1). A vari-
ation of the cylinder diameter under the effect of elec-
tric signals caused in its turn a variation of the optical
length of the light guide and of the phase difference of
the interfering modes. In modulators of the second
type, 10 and 11, the fiber in protective envelopes was
placed between a pair of serrated metal plates with
a pair of piezoceramic bars (Fig. 1). The entire struc-
ture was placed in a housing with adjusting screws
which enabled one to vary the static pressure on the
plates to select the working point. The resulting bends
of the light guide caused the mode interaction, which,
in turn, led to a variation of the mode amplitudes and
phases [7, 8, 10].
YSICS LETTERS      Vol. 26      No. 1      200
The phase modulators were excited by harmonic
signals (generators 12, 13) on the frequencies Ω1 and
Ω2 in the range of 1–30 kHz.

The experiment involved simultaneous recording of
the level and sign of harmonics of the output signal
with the frequencies Ω1 and Ω2 (“responses” from dif-
ferent modulators) under conditions of slow variation
of the temperature of the part of fiber placed in the ther-
mostat. For this purpose, the output-signal components
were selected with respect to frequency and detected by
synchronous detectors 14 and 15 (time constant of
0.1 s). The output signals of the detectors, UD1 and UD2,
were applied to the ADC and recorded by the computer.

In scanning the temperature of the light guide seg-
ment, the computer registered a two-dimensional sam-
pling of values {UD1k; UD2k}. Because the 10-m portion
of the light guide varied by several tens of degrees, the
resultant sampling is adequately representative of the
statistics of operation of the intermode interferometer
under real conditions. The experimental results (Fig. 2)
reveal a considerable difference in the correlation of the
values of output signals depending on the type of mod-
ulator.

The correlation coefficient of signals from the
modulators was calculated by the conventional for-
mula [9]

(3)

where c12 = 〈UD1UD2〉  is a covariance and  =

ρ12

c12

σ1σ2
-----------,=

σ1 2,
2

0
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〈 〉  denotes dispersions for simultaneous sam-
pling {UD1k; UD2k}.

Figure 2 gives fragments of derived correlations in
the range of temperature variation ∆T ~ 10°C. In order
to calculate the correlation coefficients, use was made
of the sampling obtained in the range of ∆T ~ 60°C.

The signals from two modulators of the first type are
almost fully correlated (Fig. 2a); the correlation coeffi-
cient ρ12 = 0.968. This result did not depend on the
location of the modulators and amplitudes of modulat-
ing signals (provided the conditions of smallness of sig-
nals were valid), the number of light guide turns on the
modulator, and the size of the diaphragm at the output
of the optical circuit.
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Fig. 2. Signals of synchronous detectors as functions of the
light guide temperature (the bold line indicates the UD1 sig-
nal, and the fine line indicates the UD2 signal): (a) modula-
tors of type I (M1 and M3), (b) modulators of different types
(M1 and M2), and (c) modulators of type II (M2 and M4). 
TE
The signals from two modulators of different types
(Fig. 2b) are in fact uncorrelated (ρ12 = 0.057) in a wide
range of the experimental conditions, namely, the posi-
tion of modulators, degree of diaphragming, and ampli-
tudes of the exciting signals.

The signals from two modulators of the second type
were not fully correlated either (ρ12 = 0.009), in spite of
the fact that the modulators proper and their operating
conditions were selected to be as similar as possible
(Fig. 2c).

In order to interpret the derived correlations, one
must treat the intensity of light at the fiber output, with
due regard for the above-identified conditions of phase
increment for modulators of different types.

In diaphragming, the light wave intensity for mono-
chromatic excitation may be written as [1, 6]

(4)

where

Am is the coefficient of excitation of the mth mode;
Em(r, ϕ) is the mode function of the mth mode of the
transverse coordinates r, ϕ; ∆S is the surface on the out-
put end of the fiber, isolated by the diaphragm; ∆βmnL +
∆Φmn = (βm – βn)L + Φm – Φn is the phase delay differ-
ence of radiation of the mth and nth modes in the light
guide; βm is the propagation constant of the mth mode;
L is the light guide length; and Φm is the phase shift of
the mth mode, defined by numerous phase increments
of the light wave for the time of propagation in the fiber,
as a result of “defects” (nonuniformities and bends)
leading to longitudinal irregularity of the light guide
and to mode interaction [5, 7, 8]. As is known [6, 7], the
diaphragming of output radiation in intermode fiber-
optic interferometers is necessary for transforming the
phase modulation of light waves into the modulation of
intensity. In recording the total radiation, the coeffi-
cients amn = 0 and the interference signal are absent by
virtue of orthogonality of the modes.

The effects on the fiber-optic light guide by the
phase modulator of physical quantity V to be measured
cause variations of the phases of individual modes and
their differences, this leading to a variation in the inten-
sity δI(V), i.e., signal of intermode interference.

For informative description of the effect of the first
type, we will use the model of modulation of the geo-
metric length of light guide δL(V). The inclusion of
variation of the refractive index of the core upon real

I am
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mechanical elongation of the fiber renders the relevant
formulas more cumbersome, without changing the
essence of the processes and the results of treatment.
The phase difference of the modes may be represented
as

(5)

In case several sources of phase modulation of the
first type are available, each one of those sources will
cause a corresponding phase increment.

The variation of light intensity δI caused by δL(V)
may be derived from expression (4),

(6)

where the smallness of phase increment ∆βmn

δL(V) ! 1 is included. For example, for two different
effects V1 and V2 leading to elongations δL1 and δL2,
the “responses” with respect to intensity will be

∆ϕmn ∆βmnL ∆Φmn ∆βmnδL V( ).+ +=

δI δL V( ) amn ∆βmnL ∆Φmn+( )∆βmnsin
 

N
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 
 
 

,=
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If the elongation δL(V) is fixed, the magnitude and
sign of the respective variation of intensity are defined
by the sum in curly brackets. As the external condi-
tions, first of all, the light guide temperature, vary, the
parameters ∆βmn vary to cause the so-called “fading” of
signal of the intermode interferometer [6].

Because, as follows from (6) and (7), the variations
of intensity due to elongations δL1 and δL2 differ only
by the registered magnitude of the effect, the variation
of signals during the variation of the light guide tem-
perature will be uniform, and the correlation coefficient
is unity:
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Therefore, the degree of fading of the output signal
components under any effects of the first type is the
same for any parameters of the circuit such as the
degree of diaphragming at the light guide output, loca-
tion and amplitude of the effects (provided the condi-
tion of smallness is valid), mode composition, etc.

It will be recalled that harmonic modulating effects
were used in the experiment for more convenience in
signal discrimination and in quantitative measurements
of signals. The signal components from different mod-
ulators were selected by frequency, after which their
amplitude and sign were recorded by synchronous
detection.

Effects of the second type, leading to phase modula-
tion with phase increment of the modes depending on
the mode number (expression (2)), may be explained in
terms of mode coupling. In so doing, the phase delay
increment of the mode over the interaction length l may
be written in terms of increments of propagation con-
stants in this segment,

(9)

where kmn denotes the coefficients of mode coupling
[8, 10].

βm V( ) βm σβm+ βm

kmn
2

∆βmn

------------,
n 1=

N

∑+= =
Then, the increment of output intensity due to the
relevant effect will take the form

(10)

where δβmn = δβm – δβn is a set of sign-variable quanti-
ties defined by the effect leading to mode coupling. For
two effects, we have

(11)

In this case, unlike (7), the signals from different
effects differ by the coefficients at sinusoidal terms in
the sum. Therefore, during drift of the light guide tem-
perature, δI1 and δI2 may vary differently.

We will assume that, because of the complexity and
plurality of factors of the mechanism of mode coupling,
different effects (differing by the physical mechanism,
amplitude, interaction length l, etc.) lead to different

sets of δ  and δ  of different magnitudes and
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signs. In calculating the correlation coefficient for sig-
nals (11), the averaging over T (in view of 〈sin2(aT)〉  =
1/2 and 〈sin(aT)sin(bT)〉  = 0 for a ≠ b) yields

(12)

Because, as was already mentioned, the sets δ

and δ  include different sign-variable coefficients,
one can see from (12) that, for high values of N, the cor-
relation coefficient of signals (11) ρ12  0. As in the
previous case, this result does not depend on the system
parameters at the light guide input and output.

Note, finally, that for two effects of different types
the fading of signals is uncorrelated. For two effects of
different types,

(13)

one can readily see that a variation of sine arguments
leads to different variations of δI1 and δI2, and the cor-
relation coefficient tends to zero for the same reasons as
in the previous case.
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Therefore, the obtained results demonstrate that the
mechanism of mode coupling, which is usually
ignored, may cause uncorrelated signal responses.
These singularities must be taken into consideration in
developing optical-fiber sensors, data acquisition lines,
and other devices employing intermode interference.

In addition, these results appear to be useful from
the standpoint of refining models of mode noise in mul-
timode fiber-optic systems.
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Abstract—Cleavages of GaAs samples irradiated with 2.1, 4.6, and 8.4 MeV Ar+ ions were studied by scanning
electron microscopy (SEM). SEM visualization of the ion projected range region was used to determine the
range of Ar+ projectiles in the semiconductor target. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

At present, considerable interest of researchers is
drawn to investigation of the interaction of accelerated
heavy ions with solids in the ion energy range of
102−104 keV.

This interest is primarily explained by prospects in
the development of micro- and nanoelectronic technol-
ogies, 3D technologies, and nondestructive analytical
methods. Programs for such investigations are in
progress in all large heavy particle accelerators. By
now, the main physical processes involved in the inter-
action between high-energy ions with solids (crystals,
amorphous solids, metals, etc.) have been elucidated to
a considerable extent [1–3]. At the same time, techno-
logical applications related to particular solid-state
structures require much more detailed and profound
knowledge of the processes involved. In particular, the
task of modification of multilayer semiconductor struc-
tures by accelerated heavy ion beams implies precise
determination of the stopping losses, projected range,
and straggling (longitudinal and lateral scatter) of
heavy-ion projectiles in semiconductor targets.

Another important aspect of the study of heavy ion
retardation in solid targets is related to investigations of
the structure of nuclei, including the lifetimes of their
excited states [4] (in particular, high-spin nuclear levels
extensively studied in recent years in the context of the
superdeformation phenomenon [5]). The reason is that
most of the nuclear energy levels are characterized by
lifetimes falling within the range from 10–14 to 10–11 s.
The main technique used for determining these life-
times is based on analysis of the shape of gamma-radi-
ation spectra from recoil nuclei excited by nuclear reac-
tions and distorted by the Doppler effect [6]. Since a
measure of time in this method is the characteristic time
of recoil retardation in the target substance, the reliabil-
ity of information about the stopping energy losses of
heavy (recoil) nuclei is directly related to the accuracy
of lifetime determination.
1063-7850/00/2601- $20.00 © 20075
At present, theoretical estimates of the electron and
nuclear components of the stopping power of solids, as
well as the projected range and straggling, are either
taken from special tables [1] or calculated using an
equivalent TRIM computer program. As the velocity of
primary heavy ions increases, the electron-induced
stopping losses grow linearly, then (after reaching a
certain “critical” ion velocity of the order of 1–3% C)
follow a dome-shaped curve, and finally drop with
increasing ion velocity. For a comparatively high pri-
mary ion velocity, the accuracy of data in the tables [1]
is quite acceptable (10–15%), but the errors can mark-
edly increase [7, 8] in the region of linear growth. This
is primarily related to uncertainty [9] in the theoretical
estimates of the critical velocity [10], which serve as
a basis for calculation of the tabulated data [1]. The
maximum uncertainty may appear in the calculation of
straggling: according to [1], this error may reach up to
±20% for light ions and even 200% for heavy projec-
tiles.

It should be noted that experimental data are fre-
quently obtained by Doppler gamma-spectroscopy
techniques [11, 12]. For this reason, any new approach
to determining the projected range and stopping powers
of heavy ions in various media are of considerable
importance for both fundamental and applied physics.

Below we propose a comparatively simple method
for determining the projected range and stopping
energy losses of heavy ions in semiconductors.

EXPERIMENTAL METHOD AND RESULTS

The proposed method is based on the fact that the
secondary-electron scanning electron microscopy
(SEM) images of semiconductor samples, irradiated by
heavy ions with an energy of several MeV and a dose
of 1011–1013 cm–2, exhibit differential brightness in the
ion projected range region and beyond this range. Our
experiments were performed with a GaAs crystal.
A thoroughly prepared sample surface with several
000 MAIK “Nauka/Interperiodica”
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bands of a photoresist mask was exposed to Ar+ ions
with the energy of 2.1, 4.6, or 8.4 MeV.

Figure 1 shows a micrograph of the mirror cleavage
of a GaAs sample with photoresist. The sample was irra-
diated with 4.56-MeV Ar+ ions to a dose of 1013 cm–2. As
is seen, the ion penetration depth under the photoresist
mask band is smaller as compared to that outside this
region (i.e., under the open surface). Thus, it is possible
to detect the ion range and measure the energy loss in
the photoresist layer in the region of nuclear losses. The
image presented in Fig. 1 was obtained using a Cam-
Scan S4-90FE scanning electron microscope operated
in the secondary-electron mode with a probing electron
beam energy of 20 keV.

Processing of the results obtained in a series of
experiments showed that the image contrast is strongly
dependent on the ion type and irradiation dose. For
argon ions, a contrast between ion-modified and non-
modified regions was observed for the irradiation doses
exceeding 5 × 1011 cm–2, which was explained by a dif-

3 µm

Fig. 1. SEM micrograph of a GaAs sample cleavage upon
Ar+ ion bombardment (see the text for explanation).
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Fig. 2. The plots of projected range versus energy for Ar+

ions in GaAs (see the text for explanation).
T

ference in the spectra of secondary electrons emitted
from these regions.

Figure 2 shows the data for three different energies
of Ar+ ions. As seen, the measured ion ranges (black
points) exceed the values calculated using the TRIM
program (ZB curve) [1] and the longitudinal straggling
(indicated by the error bars) is approximately the same
in all points. For the comparison, Fig. 2 shows data
from the well-known Nortcliffe–Shilling (NS) tables [2]
with an allowance for a difference between the pro-
jected and total ranges (data in the NS tables refer to the
range along the track) and the values calculated accord-
ing to the Lindhard–Sharff–Schiott (LSS) theory [3].
The nuclear losses, assumed to be the same in all cases,
were described using the universal potential adopted
in [1].

We believe that further development of the proposed
approach would lead to a rather simple method for
determination of the stopping losses and projected
ranges of heavy ions in semiconductor materials in a
broad energy range.
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Trivalent Titanium as a Probe for Studying the Structure 
of the Nearest Ionic Environment in Inorganic Systems

I. M. Batyaev, T. N. Vinogradova, and Yu. G. Kobezhikov
Russian State Pedagogical University, St. Petersburg, Russia
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Abstract—The synthesis of a new type of glass having the composition Al2O3–P2O5 with a titanium impurity
and its optical and luminescence properties are reported. © 2000 MAIK “Nauka/Interperiodica”.
This study was undertaken with the aim to show that
trivalent titanium can be used as a probe for studying
the environment of various ions in inorganic systems.

The use of a Eu3+-ion probe for studying material
structures was described in [1].

Since 1982, trivalent titanium ions have been used
as activators in the α-corundum crystals for designing
materials for tunable lasers [2].

We used trivalent titanium ions for creating laser
materials in glassy matrices [3–5].

When studying spectral–luminescence characteris-
tics, we paid attention on the character and the value of
splitting of the 3di-level of titanium depending on the
matrix composition and its structure occurring in full
accordance with the theory of a crystal field.

Depending on the composition and the structure of
a glassy matrix, it is possible to lift the degeneracy of
the 3di-levels and thus increase the number of levels up
to five, which, in fact, signifies the complete lift of the
degeneracy of the 2D term.

The qualitative aspect of the theory of crystal field was
considered in the simple and clear form elsewhere [6].

Splitting of the d-orbitals in fields of various sym-
metries is a well-known phenomenon [6].

The quantitative calculation of splitting in the the-
ory of a crystal field does not encounter any consider-
able difficulties, because the group–theoretical analysis
of the impurity-ion states in crystals is developed quite
well [7].

Splitting of d-orbitals in ions depends on the struc-
ture of the corresponding coordination polyhedron: the
symmetry transformation “spherical symmetry 
octahedron (Oh, C4V)  octahedron (trans D4h) and
plane square (D4h)” results in a four-level splitting of
the b1g(dx2 – y2), b2g(dxy), d log(dz2), and log(dzx , dyz)
orbitals. The further lowering of the symmetry should
give rise to a further splitting of d-orbitals and the
appearance of the fifth level.
1063-7850/00/2601- $20.00 © 20077
The relationships between the point symmetry
groups can be found in numerous monographs on crys-
tallography [8].

The complete splitting of 3d-orbitals should be
observed in ions with the nearest environment of a very
low symmetry and, in particular, in ions contained in
glassy systems.

Glass and glassy systems are noncrystalline (amor-
phous) substances forming no characteristic coordina-
tion polyhedra [9].

Therefore, splitting of 3d-orbitals in glassy matrices
is more complete, and some glassy systems demon-
strate complete splitting of the 3di-orbital of Ti3+-ions.

In the course of our study, we synthesized a glass of
the composition 25%Al2O3–75%P2O5 (mol %) with
0.5%Ti2O3. This violet-color glass was optically trans-
parent in the whole visible range. The electron absorp-
tion spectrum showed a broad band with the maximum
at 595 nm and a clearly pronounced arm in the range
660–800 nm. The data obtained were attributed to the
electronic transitions 2B2  2B1 and 2B2  2A1. The
10Dq value in the Al(PO3)3–Ti3+ glass was much lower
than that in the Al2O3–Ti3+ crystals, which is explained
by a higher degree of the tetragonal distortion of the
[TiO6] chromophore.

The glass sample showed an intense luminescence
at λmax = 890 nm and had the halfwidth ∆λ = 200 nm,
and the arm in the range 780–820 nm. The experimen-
tally observed bands were attributed to the 2A1  2E
transition, and the clearly seen arm was considered as
an indication to splitting of the lower 2E doublet into
two singlets. Thus, we obtained a system with five-level
splitting of 3di-orbitals of trivalent titanium at 298 K,
which indicated a distorted octahedral coordination of
titanium (III) [5]. Similar splitting into five levels was
earlier observed by Nelson, Wong, and Schawlow in
Al2O3 : Ti3+ crystals in the temperature range from 4 to
77 K [10].

Splitting of the 3di orbitals of titanium (III) indicates
that it can be used as a probe for studying the structure
000 MAIK “Nauka/Interperiodica”
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of the nearest environment, because the energy differ-
ence between the levels allows one to draw certain con-
clusions about the strength of the crystal field and the
structure of the nearest environment of an ion.
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Effect of a Thin Diamondlike Coating 
on the Emission Characteristics of Tungsten Tips
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Abstract—The effect of an ion-beam deposited carbon coating on a tungsten tip on field emission of electrons
has been studied. The analysis of the current–voltage characteristics showed a considerable enhancement of the
emission current caused by a decrease in the working function and higher stability of emission from the tip
coated with a thin carbon film. © 2000 MAIK “Nauka/Interperiodica”.
Today, thin diamondlike carbon films are consid-
ered to be promising materials for manufacturing field-
emission cathodes reliably operating under the condi-
tions of a relatively low vacuum [1]. Several authors
have already reported an increase of the emission cur-
rent and stable field emission from silicon and molyb-
denum tips coated with diamondlike films by the meth-
ods of chemical vapor deposition (CVD) and electro-
phoresis. The tips are preliminarily kept in a suspension
of a diamond powder in ethanol to provide artificial
nucleation, which can result either in the formation of a
polycrystal layer or in growth of individual diamond
crystallites either on the side surface of the tip or at its
end [2]. We studied tungsten emitters coated with thin
diamondlike films having an amorphous structure
(checked by the field-emission electron microscopy of
the tip surface during the measurements of its emission
characteristics). Carbon coatings on the metal-tip sur-
face were obtained by the method of ion-beam deposi-
tion described elsewhere [3]. Prior to the film deposi-
tion, the surface of a tip rigidly fixed on an arc was
cleaned for 1 minute by a transmitted current heating it
to a temperature up to 1100°C. The carbon layer was
deposited for an hour by a 1-µA current of 80 eV-ions.
The thickness of the diamondlike coating on the tip sur-
face did not exceed 10 nm.

To clarify the role of the coating, we compared the
emission characteristics of the pure tungsten tip and the
tungsten tip coated with a carbon film using the follow-
ing method. As is well known, the slope of the current–
voltage characteristics in the Fowler–Nordheim coordi-
nates is determined by the quantity ϕ3/2/β, where ϕ is
the work function from the areas of the emitter surface
used in the measurements, and β is the geometric
parameter of the tip. Thus, if the β value remains con-
stant for the tungsten cathode and the same cathode
coated with a diamondlike film, one can estimate the
change in the work function from the film surface with
a high precision and, thus, determine the effect of the
coating on the emission characteristics of the tip. For
1063-7850/00/2601- $20.00 © 20079
tungsten tips with the curvature radius of about 1 µm
and the coatings not exceeding 10 nm in thickness, the
deposition of the film almost does not change the emit-
ter shape and, thus, the field strength at its surface.

We experimentally studied the emission from a
tungsten tip by determining the temperature of the
holding arc, which provided the formation of the char-
acteristic emission pattern of atomically pure tungsten.
This temperature did not change the geometric shape of
the tip, which was checked by considering its current–
voltage characteristics. Then, the tip was transferred
into a special chamber, where it was heated to the pre-
liminarily determined temperature and coated with a
diamondlike film. Then the emitter was transferred
back to the chamber of a field-emission spectrometer to
measure the current–voltage characteristics from the
coated emitter in a vacuum not lower than 10–9 Torr.

Figure 1 shows the temporal dependences of a com-
plete photoemission current from a pure tungsten tip
and from the same tip coated with a diamondlike film.
Both dependences were measured immediately upon
slight heating of the emitter with the aim to remove a
layer of adsorbed atoms. The removal of this layer
could be seen from the emission pattern formed on the
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Fig. 1. Temporal dependences of the total emission current
from a tungsten tip coated with a diamondlike film (W–C)
and uncoated (pure) tungsten tip (W).
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luminescent screen. As is seen from Fig. 1, within ten
minutes upon the application of a high voltage to the
tip, the current from the pure tungsten tip considerably
reduced, because of the ion bombardment of the tip sur-
face and adsorption of the residual-gas molecules. This
was clearly seen from the emission pattern, which, first,
corresponded to the pattern from an ideal tungsten tip
at the initial moment and, then, within a certain time,
became rather blurred. It should be emphasized that
each subsequent heating of the emitter restored the
image of a pure tungsten tip. On the contrary, the cur-
rent from the field emitter coated with a diamondlike
film showed no such irreversible current reduction. In
other words, in the latter case we observed the long-
term stability. The field-emission electron microscopy
data indicate that the coated tip surface is insensitive to
the bombardment with residual-gas ions. The observed
large-amplitude current fluctuations can be interpreted
as follows.

The current was most stable either at low or at high
emission voltages. This is explained by the existence of
a certain transient range of fields providing the most
intense migration of surface atoms and the appearance
and disappearance of the emitting areas. It seems that,
at low fields, the field-stimulated surface migration is
too low, whereas at high fields, all the emitting areas are
“functioning” and the pattern stability is provided by
the stationary field distribution over the emitter surface
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Fig. 2. Current–voltage characteristics for a pure tungsten
tip (W) and a tip coated with a diamondlike film (W–C) in
the Fowler–Nordheim coordinates.
T

and the forces acting onto the surface atoms from the
emitter. The curve in Fig. 1 corresponding to the coated
cathode was deliberately recorded in the range of
“moderate” fields, i.e., for the least stable situation.
A weak sensitivity of the emitter to the residual gas in
this case is associated not with chemical inertness of
the film surface (because its structure differs from the
structure of “tetrahedral” amorphous carbon with a pro-
nounced sp3-hybridization, which is the closest to the
diamond structure), but rather with the stability of car-
bon materials against the bombardment with the resid-
ual-gas ions. However, we cannot exclude possible hin-
drance of adsorption on the material surface because of
the absence of dangling bonds.

The changes in the work function for the surface of
the tungsten tip during deposition of a thin carbon layer
can be determined from the current–voltage character-
istics constructed in the Fowler–Nordheim coordinates
(Fig. 2). It is seen that the tip coating allows one to
increase the emission current by more than two orders
of magnitude, with the other conditions being the same.
Since these dependences correspond to the total current
from the tip (and not from any of its individual faces),
one has to use a certain averaged work function for the
surface, which, for tungsten, equals 4.5 eV. The work
function for a coated surface estimated from the curve
slopes equals 2.1 eV; i.e., it has a value providing elec-
tron tunneling into vacuum at considerably lower
applied fields.

Finally, we also managed to obtain thin amorphous
carbon coatings on the surfaces of thin tungsten tips.
It was established that such treatment of the emitter
considerably increases the stability of the field-emis-
sion current from the cathode and emission intensity,
which is explained by a considerable reduction of the
work function for the surface (estimated from the slope
of the current–voltage characteristics in the Fowler–
Nordheim coordinates). We also managed to interpret
an increased stability of the emission observed for
emitters coated with thin diamondlike films.
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Asymptotic Behavior of the Resonance
for Two-Dimensional Waveguides Coupled via a Hole
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Abstract—The principal terms of the asymptotic expansion of a resonance (quasi-eigenfrequency) are derived
for waveguides coupled via a small hole. The Dirichlet condition is assumed to be fulfilled at the boundary. The
results are compared to estimates obtained earlier. The construction is performed by matching asymptotic
expansions for solutions of boundary-value problems. © 2000 MAIK “Nauka/Interperiodica”.
The problem of bound states and resonances in
waveguides, which are coupled via small windows, has
attracted special interest in recent years mainly in con-
nection with problems of nanoelectronics. By using the
variational methods, the existence of bound states close
to the lower boundary of a continuous spectrum was
proved and they were estimated at a small-width cou-
pling hole [1, 2]. The asymptotic behavior of a given
eigenvalue was constructed (with respect to the hole
width) [3]. However, the problem of asymptotic behavior
of resonances was not solved, although certain estimates
(rigorous from physics viewpoint) were obtained earlier
[4]. This paper answers this problem. Construction is
executed by matching asymptotic expansions for solu-
tions of boundary-value problems [5–7].

Let us consider the problem of resonances in a sys-
tem of two waveguides (see figure) with widths d+ and
d– connected via a hole with a width 2a; assume that
d+ > d– and the hole size is small compared to the wave-
length. In order to solve the Dirichlet problem for the
Helmholtz equation, we construct the asymptotic

behavior of the quasi-eigenfrequency λa =  with

respect to the parameter a near the lower boundary 

of a continuous spectrum branch. Note that the contin-

uous spectrum starts at the point ,  < . Let us

examine the asymptotic series of the following form:

(1)

Here, a0 is the characteristic unit length (e.g., d–).

In order to determine the coefficients kij in (1), we
use the method of matching the asymptotic expansions
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of quasi-eigenfunctions having the form

(2)

(3)

(4)

Here, St is the sphere of the radius t with the center
coinciding with the middle of the hole, νji ∈

(Ω+ ∪  Ω–), Pm are certain polynomial in Dy , and
G± is the Green function for waveguides Ω±. Matching
expansions (2) and (3), as well as (3) and (4), we derive
the following values of the first four coefficients kij:
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(7)

(8)

where  and  are the values of the

normal derivatives of the functions (x, k) and

(x, k), respectively, at the point (0; 0), . These

functions are involved in the asymptotics of the normal
derivatives of Green functions. Note that the first term
in (7), which is purely imaginary, is the dominant part
in the asymptotics of the imaginary resonance part. The
asymptotics of the quasi-eigenfrequency has the fol-
lowing final form:

(9)

Let us consider the case of d– = d+ = d. In this situa-
tion, the scheme described above already yields not the
resonance (quasi-eigenfrequency) asymptotics, but
several first terms of the asymptotic expansion of the
eigenfrequency, which is close to the boundary of the
continuous spectrum (the first term of this asymptotics
was determined in [3]). The functions G+ and G– now
coincide, and the values of the function ψa differ in the
domains Ω–\  and Ω+\  only by signs. Taking this

into account, we derive the following values of kij:
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The expression for λa is given by the same formula (9)
with other coefficient values (10)–(13).
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Abstract—Averaged equations are derived describing the process of relaxation of reversed waves in the case
of complex light fields in a scheme of double reversing mirror. Qualitative agreement between the experimen-
tally derived and calculated time dependences is obtained for an optical circuit employing a Bi12TiO20 crystal.
© 2000 MAIK “Nauka/Interperiodica”.
The investigation of four-wave interaction of light in
photorefractive materials is of interest in the context of
developing optical devices such as neuron nets for pat-
tern recognition, information processing, and for other
purposes (see [1]). In this study, we treat theoretically
the dynamics of double incoherent reversal of complex
wave fronts (see [2–4]) under different initial condi-
tions.

We proceed from the premise that, in a photorefrac-
tive crystal, the scattered field (less the reversed wave)
is random. This fact may be used to derive simple equa-
tions which describe fairly accurately the phenomena
of interest to us.

We will formulate the problem as follows: two
waves E1 and E2 are incident on a photorefractive
medium on the right and left. We will represent the field
in the medium in the form of expansion (Fig. 1b)

(1)

where E1p is the direct wave incident on the left, E1c is
the wave reversed with respect to E2, and E1f is the
wave scattered from random nonuniformities of the
index of refraction (fanning). The wave E2 propagating
on the other side of the crystal is resolved into the same
components. The waves E1 and E2 are incoherent, and
their interaction with the medium may be treated inde-
pendently.

We will assume that

(2)

where e1(r) is the distribution of the field of unper-

turbed incident wave, and (z, t) is the slowly vary-

E1 E1 p E1c E1 f ,+ +=

E2 E2 p E2c E2 f ,+ +=

E1 p Ap
1( ) z t,( )e1 r( ) i k1r( )–( ),exp=

Ap
1( )
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ing amplitude of the pumping wave;

(3)

where e2(r) is the distribution of the field of unper-

turbed wave incident on the right; (z, t) is the
slowly varying amplitude of the reversed wave; and

(4)

where (r, t) is the distribution of random scattered

field and (z, t) is the slowly varying amplitude of
fanning. Analogous expressions describe the wave E2
incident on the right.

The normalization conditions

(5)

are valid, where integration is performed with respect
to the arbitrary cross section of crystal z = const,

(6)

where 〈 〉  indicates averaging over the ensemble of real-
izations.

In addition,

(7)

The fields are treated as a result of the effect of

E1c Ac
1( ) z t,( )e2

* r( ) i k2r( )–( ),exp=

Ac
1( )

E1 f A f
1( ) z t,( )f f

1( ) r t,( ) i k2r( )–( ),exp=

f f
1( )

A f
1( )

e1e1*( ) sd

S

∫ 1; e2e2
*( ) sd

S

∫ 1= =

f f
1( )f f

1( )*( ) sd

S

∫ 1,=

f f
1( )〈 〉 0.=
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equivalent current,

(8)

where ∆e = em(r, t)exp(i(kr)) + (r, t)exp(–i(kr)), and
em is the complex amplitude of lattice in crystal. The
condition

(9)

is valid.
The formulation of the problem implies the possibil-

ity of a fairly complex structure of waves described by

the functions e1, e2, , and . The problem consists

in deriving equations relating the amplitudes ,

, , , , and . A detailed derivation
of the equations will be published separately. We will
only note that the Lorentz integral lemma was used in
derivation, much as this is done, for example, in treating
the problem on excitation of light guide in [5] or in solv-
ing the problem on light diffraction by ultrasound [6, 7].
As a result, expressions are derived, which are simplified
considerably after averaging using equations (6) and (7).
Further, use is made of the constitutive relation for the

jeq E1i∆e
ω
4π
------,=

em*

k1 k2 k+ + 0=

f f
1( ) f f

2( )

Ap
1( )

Ap
2( ) Ac
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2( ) A f
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Fig. 1.
T

photorefractive medium, known from [8], which are
likewise subjected to averaging over the ensemble of
realizations. For definiteness, we will assume that, in
the medium being treated, the lattice of refractive index
is π/2 out of phase with respect to the light interference
pattern, which, in particular, corresponds to the diffu-
sion mechanism of recording. All of these operations
result in the set of equations describing the dynamics of
double reversal of fronts in photorefractive crystals,

(10)

(11)

(12)

where τ is the relaxation time of dielectric permeabil-
ity; Q = Γ/(2I0) (Γ is the nonlinear coupling constant
and I0 is the total intensity of all incident beams),

∂
∂t
----- 1

τ
---+ 

  N* N0
*+( ) QB Ap

1( )Ac
1( )* Ap

2( )Ac
2( )*+( ),=

∂
∂t
----- 1

τ
---+ 

  N f
1( ) N f 0

1( )+( ) QC1Ap
1( )A f

1( )*,=

∂
∂t
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τ
---+ 

  N f
2( ) N f 0

2( )+( ) QC2Ap
2( )A f

2( )*,=

∂Ap
1( )

∂z
------------ D Ac
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The quantities N, N*, , and  entering the
equations characterize the degree of correlation
between the fields and lattice,

(13)

The quantities N0, , and  correspond to the
initial values of the refractive index lattices which are
due to crystal defects or impurities responsible for lat-
tices with long relaxation times.

The derived equations are in many ways similar to
those given by Zozulya [9]. The distinction is that our
equations include the coefficients B, C1, and C2 depen-
dents on the field structure. The coefficient B may be
calculated, while e1 and e2 are preassigned. As to C1 and

C2, they include the unknown distributions , and

. One can estimate their magnitude by making
assumptions about the behavior of fanning distribution.
In a number of cases, they may be regarded as constant
quantities.

The approach described herein to the solution of
problems, which is associated with photorefraction,
may be also applied in more complex cases, for exam-
ple, when treating generator schemes such as that of
a semilinear generator or a generator employing a res-
onator with two reversing mirrors (descriptions of these
schemes are found, for example, in [10]), as well as
other problems.

The initial and boundary conditions have the follow-
ing form:

(14)

Equations (10) were solved numerically by the
modified Euler method, and (11) and (12) were solved
by Milne’s method; as a result, curves were obtained
indicative of the diversity of transient characteristics
depending on the values of parameters. Figure 2 gives
examples of transient characteristics in which only one
parameter was varied, namely, the initial seed for
reversed wave lattice N0. The curves are given in con-

N f
1( ) N f

2( )

N i em* e1e2( ) s,d
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1( ) i em f f

1( )e1*( ) sd

S

∫ ,–=
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S

∫ .–=
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1( ) z 0 t,=( ) A f

2( ) z d t,=( ) 0.= =
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ventional units selected such that the coefficients enter-
ing the equations be of the order of unity. The time in
the graphs is given in τ units. In addition to the reversed
wave (curves A1 and B1 in Fig. 2b), the graph further
demonstrates the development of fanning (curves C and
D, respectively).

Physical experiments were performed by the stan-
dard optical scheme of a double reversing mirror,
described, for example, by Fischer et al. [10]. Two
pumping beams from two independent helium–neon
lasers L1 and L2 (λ = 0.63 µm), directed in opposition
to each other at an angle θ = 4°, intersected in a
Bi12TiO20 crystal with the dimensions of 10 × 4 × 9 mm
corresponding to the [112], [111], and [110] crystallo-
graphic axes with polished 〈110〉  faces. One of the
beams had a Gaussian shape, and the other one, when
necessary, was passed through a diffuser (matte plate),
with the diffuse radiation focused by a lens on the crys-
tal face. The beam power did not exceed 3 and 6 mW.
A variable meander-shaped electric field with an inten-
sity of 5 kV/cm and a frequency of about 50 Hz was
applied to the sample in the [111] direction.

Figure 2 demonstrates the dynamics of relaxation of
reversed wave for two different values of seed N0. In
the experiment (Fig. 2a), after preliminary steady-state
reversal, both beams were interrupted, and the recorded
lattices were relaxing for some time in darkness. At
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t = 0, both beams were opened again. The relaxation
times for curves A and B were 5 and 11 min, respec-
tively. The A1 and B1 dependences in Fig. 2b were calcu-
lated from equations (10)–(12) for the values of N0 = 0.5
and 0.01, respectively. One can see that the suggested
theoretical model describes qualitatively the singulari-
ties of development of reversed wave. For the case of
high seeding N0 (curves A and A1), the reversed wave
growth is substantially nonmonotonic. In the case of
low seeding (curves B and B1), the oscillatory behavior
of the transient process ceases, the time of construction
of reversed wave increases, and the steady-state ampli-
tude of reversed wave proves to be somewhat smaller.
Therefore, the magnitude of initial seed for reversed
wave N0 affects both the dynamics of construction of
reversed wave, as was previously mentioned by Zozu-
lya [9], and the steady-state mode. This behavior of the
above-identified curves is attributed to the competition
between reversed wave and fanning. If the recorded
structure relaxed for a short time (N0 was high), fanning
increases at a slower rate and is suppressed by reversed
wave in the initial stage of its development (curve C in
Fig. 2b). With a low value of N0, the depletion of fan-
ning occurs at a later time (its development curve has a
maximum), and it is stabilized at a higher level (curve
D in Fig. 2b). This may explain the dependence of
steady states of reversed wave on the level of seeding.

As a result of this study, averaged equations have
been derived describing the process of relaxation of
reversed waves in the case of complex light fields in a
double reversing mirror scheme. Qualitative agreement
has been obtained between experimentally and theoret-
TE
ically derived time dependences for a certain set of
parameters. It is possible to apply this approach to more
complex optical schemes which provide the basis for
systems of pattern recognition.
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Abstract—A rigorous nonlinear solution for a domain boundary with the varying magnitude of the magneti-
zation vector (a Zhirnov domain boundary) has been obtained for ferromagnetics in a magnetic field in the
approximation of the Landau second-order phase transitions. The results obtained indicate the efficiency of the
nonlocal magnetization reversal mechanism in the range of the Curie temperature. © 2000 MAIK
“Nauka/Interperiodica”.
One of the methods used for image recording, its
processing, and the accumulation of information with
the aid of thermomagnetic devices is based on heating
of ferromagnetic material–carrier up to the Curie tem-
perature TC [1]. To estimate the response speed of such
devices, one has to record the dependence of the mag-
netization reversal time, and, in particular, the velocity
of the domain boundary, as a function of an applied
magnetic field. Unfortunately, the dynamics of domain
boundaries (domain walls) was considered mainly for
ferromagnetics outside the Curie range, T ! TC (see,
e.g., review [2]). In the vicinity of TC, the magnetiza-
tion-vector magnitude changes its value, and therefore
the well known dynamic results cannot be used in this
temperature range.

Below, we describe the study of the nonlinear
dynamics of a one-dimensional domain boundary
(domain wall) in terms of the standard Landau thermo-
dynamic potential. It turned out that, for magnetic
fields below a certain critical strength, there exists an
exact nonlinear solution describing the stationary
dynamics of a domain boundary. The studies of its sta-
bility show that, in more intense fields, the solution
becomes unstable, and the general distribution of mag-
netization tends to become uniform. Within the frame-
work of the Landau potential, the periodic (strip)
domain structure sometimes used for recording of
information also becomes unstable.

The dynamics of magnetization M(y, t) at tempera-
tures somewhat lower than TC obeys the Landau–Kha-
latnikov equation

(1)

in which τ is the time of longitudinal relaxation of mag-
netization and

(2)

∂M
∂t

--------
1
τ
--- δΦ

δM
--------,–=

Φ y
α
2
--- ∇ M( )2 AM2– BM4 HM–+d∫–=
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is the thermodynamic potential (M is the magnetiza-
tion, α > 0 is the exchange stiffness, A = α(TC – T) > 0,
a > 0, and B > 0 are the coefficients of the expansion of
the potential below the Curie temperature, TC, and H is
the constant external magnetic field). Introducing the
dimensional variables

(3)

we reduce equation (1) to the standard form

(4)

Despite the fact that equations of this type are
widely used in various fields of physics (especially in
the theory of self-oscillation processes [3]), as far as we
know, equation (4) has never been used to describe the
nonlinear dynamics of domain boundaries.

In the case H = 0, equation (4) has the static solution

(5)

which describes the transitions between the domains
m(y  ±∞) = ±1 via the changes in the magnitude of
the magnetization vector without any rotations (the so-
called Zhirnov domain boundary described in 1958 [4]).
It is well known that, even for a more general form of
the right-hand side of equation (4), such equations,
under certain limitations, have stable solitary (separa-
trix) solutions connecting two saddle point singularities
(described in [3] and then in [5]). In the present study,
we search for a stationary solution in the form m(y – Vt)
(where V is the velocity of a nonlinear wave), which
extends equation (5) to the case of a nonzero magnetic
field.

t
τ

2A
------- 

  t, y
α

2A
-------y,

M
A

2B
-------m, H 2A

A
2B
-------H ,

ṁ m'' m m3– H .+ +=

m y( ) y
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------- 

  ,tanh=
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The positions of singular points of (4) and the mag-
netization values of the domain boundary at y  ±∞
are determined by the roots of a cubic equation

m − m3 + H = 0. If H < H0 ≡ , three real solutions

exist; at H > H0, only one real solution exists (for defi-
niteness, H > 0). The separatrix solution connecting
two saddle-point singularities exists only in the first
case, where to two different saddle-point singularities
there correspond the minimum and the maximum roots,
respectively:

(6)

where ϕ(H) = . It can readily be

shown that the dynamic solution of (4) generalizing the
static solution (5) with due regard for the reduced
asymptotic values (6) has the form

(7)

The parameters entering (7) are the domain-boundary
velocity V and the reciprocal thickness of the domain

2

3 3
----------

m ∞–( ) 1

3
------- ϕ H( ) ϕ H( )sin–cos–=

and m ∞( ) 2

3
------- ϕ H( ),cos=

1
3
--- H0 H⁄( )2 1–arctan
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boundary, b:

(8)

(9)

Solution (7) is valid only for H < H0 ≡  (see figure).

In weak fields, we have |V | = 3H/ ; the limiting

velocity is |V(H0)| = ; in the vicinity of this veloc-

ity, (8) has a characteristic root singularity, ~ ,
which separates the stationary mode at H < H0 from the
nonstationary mode at H > H0.

Comparing (8) with the Walker solution for a
domain boundary in a ferromagnetic below the Curie
region [6] (which is, in fact, the only exact solution for
the nonlinear domain-boundary dynamics), we see sev-
eral obvious differences. First, in (8), the function V(H)
is a monotonically increasing one (showing no extre-
mum in the internal domain similar to that described
in [6]). Second, the parameter of the domain-boundary
width 1/b is also a monotonically increasing function of
the field (and not a decreasing one as in [6]). Another
important difference relates to the range of the nonsta-
tionary mode. In [6], in the nonstationary mode (above
the so-called Walker limiting velocity), the travelling
motion of the domain boundary is superimposed on the
oscillatory motion. The Zhirnov dynamics of a domain
boundary is of a quite different nature. Equation (4) at
H > H0 has only one singular point, m0H =

, which corre-

sponds to the minimum energy of the system, so that
the solutions (4) tend to the nonuniform magnetization
distribution m(y, t  ∞)  m0(H). In strong mag-
netic fields (where m0(H) ≈ H1/3), the concluding stage of
this process occurs for a characteristic time ∆t ~ H−2/3.

Now, consider one more problem of the stability of
static periodic solutions (4)—the theoretical model of
the strip structure within functional (2). The periodic
static solution (4) at H = 0 can be represented as

(10)

Here 0 < κ < 1 is an arbitrary parameter and sinh is the
Jacobi elliptical sinus with the modulus k =

. The spatial period of (10) equals

(25/2/ )K(k), where K(k) is the complete first-
order elliptical integral. Now, let us analyze the spec-
trum of problem (4) linearized with respect to (10)

V H( ) 6 ϕ H( ) π
6
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  ,sin=

b H( ) 1

2
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6
---– 
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3
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and show that it has negative eigenvalues, i.e., that solu-
tion (10) is unstable.

Substituting m(y, t) = m0(y) + δm(y)exp(–Et) (where
E is the eigenvalue and δm(y) is the small amplitude)
into (4) and performing the change of the variable

y  z/ , we arrive at the Lamé equation of
the form

(11)

in which Ω = 2(E + 1)/(1 + κ). According to the general
theory [7], in addition to the continuous spectrum (11),
there are two more allowed zones having finite widths.
To the boundaries of these zones, there correspond the
periodic solutions (the Lamé functions). It is seen that
the lower zone is located in the range of the negative
energies

(12)

To the boundaries of this zone, there correspond the fol-
lowing Lamé functions: δm ~ cn(z)dn(z) (the ceiling of
the zone E = 0) and δm ~ sn2(z) – B0, where B0 =
2/(2E0 + 1 + k2) and E0 < 0 is the left-hand side of ine-
quality (12) (the bottom of the lower zone). This signi-
fies that the periodic solution (10) of initial equation (4)
is unstable with respect to perturbations, which are the
solutions of equation (11) with energies belonging to
zone (12).

The major result of this study is the determination of
exact nonlinear dynamic solution (7) for the Zhirnov
domain boundary (5) in a magnetic field. The velocity
of the local magnetization reversal via the displacement
of the domain boundary is limited from above by the

magnetic field H0 ≡ . The maximum domain-

boundary velocity attainable according to (8),

2 1 κ+

Ωδm δm''– 6k2sn2 z( )δm,+=

1 k2+
2

-------------- 1 k2– k4+ E 0.≤ ≤–

2

3 3
----------
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α1/2a1/2(TC – T)1/2/τ, is low, because of its proximity
to the Curie point. The time of local magnetization
reversal (even for the region with the dimensions of the
order of a domain boundary) is rather large, ~τ(TC – T).
In practice, one often uses more effective nonlocal
magnetization reversal by the fields H > H0 . If the field
applied is sufficiently intense, the stable state of (4) is
m0 = H1/3. According to (4), the time of relaxation to
this state from its finite neighborhood is ~H2/3 or, in the
dimensional form, ~τH–2/3B1/3. A more realistic esti-
mate can hardly been obtained, because the rate of
magnetization reversal rate depends on a number of
technological factors (laser pulse parameters, condi-
tions of heat transfer and heat removal, etc.), whose
consideration is beyond the scope of the present study.
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Abstract—Quadrupole spin echoes excited by a train of pulses with differing radio-frequency carriers, the car-
rier frequencies being ωQ and ωQ ± ∆ωQ , where ωQ is the resonance frequency of the excited transition and
∆ωQ is a frequency detuning less than half the linewidth of nuclear quadrupole resonance, are studied for the
first time. It is shown that, in this case, the amplitudes of detected echo signals are independent of the detuning
and that the positions of these signals on the time axis depends on the time intervals between the excitation
pulses, on ∆ωQ/ωQ , and on the sign of the detuning. © 2000 MAIK “Nauka/Interperiodica”.
The experimental observation of quadrupole spin
echoes in [1] and their theoretical analysis in [2] were
made for the case where a sample containing quadru-
pole nuclei is irradiated with a radio-frequency (RF)
excitation signal consisting of periodically recurring
pulses whose carrier frequencies are equal to the reso-
nance frequency ωQ of the excited transition and where
echo signals are detected at the same frequency.

In contrast to this, Osokin [3] studied experimen-
tally the behavior of a nuclear spin system subjected to
a periodic RF excitation with carrier frequency ωQ ±
∆ωQ , where ∆ωQ is a frequency detuning less than half
the linewidth of nuclear quadrupole resonance (NQR).
In that experiment, echo signals were detected at the
excitation frequency.

Here, we consider an RF excitation of a quadrupole
nuclear spin system by a pulse train having three differ-
ent carrier frequencies: ωQ and ωQ ± ∆ωQ . Echo signals
are detected at resonance frequency ωQ .

By way of example, we address the case of a three-
pulse train.

Specifically, the carrier frequencies of the first, sec-
ond, and third pulses are ωQ , ωQ ± ∆ωQ , and ωQ – ∆ωQ ,
respectively, the quantity ∆ωQ being fixed for a train.
The time intervals between the pulses are τ1 and τ2,
respectively.

The amplitudes of the echo signals generated in
response to the above excitation are

(1)

at t1 = 2 – τ1 – 2τ2 ,
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(2)

at t2 = 2 – τ1 + 1 – τ2,

(3)

at t3 = 2τ2 – τ1,

(4)

at t4 = 1 – τ1 + 2τ2,
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at t5 = 2 – τ1 + 2τ2.

In the above expressions, ( )m, m – 1 is a matrix ele-
ment of the operator Ix in the representation of the qua-
drupole Hamiltonian HQ; ci(xi) are trigonometric func-
tions of angular pulse durations; ωm, m – 1 is the reso-
nance frequency ωQ of the excited transition; ∆ωm, m – 1

is the frequency detuning from ωQ within half the NQR
linewidth; τ1 and τ2 are the time intervals between the
first and the second pulse and between the second and
the third pulse, respectively; and m is the magnetic
quantum number.

It was found that, for the excitation mode being con-
sidered, the echo amplitudes are virtually independent
of the detuning and that the echo positions on the time
axis depend not only on τ1 and τ2, as in the traditional

case studied in [1, 2], but also on  (inverse

of the spectral-line Q factor) and on the sign of the
detuning.

-
 ∆ωm m 1–,

ωm m 1–,
---------------------



Ix'

∆ωm m 1–,

ωm m 1–,
---------------------
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For ∆ωm, m – 1  0, expressions (1)–(5) for the
amplitudes and those for the corresponding instants of
time reduce to their counterparts from [2].

By using a multifrequency pulsed NQR spectrome-
ter, we conducted a relevant experiment with 63Cu
nuclei in Y1Ba2Cu3O7 – d (d > 0) at a resonance fre-
quency of 31.12 MHz (T = 297 K). The NQR linewidth
in question is about 200 kHz, so that the detuning must
be less than 100 kHz. At large values of τ1 and τ2, the
positions of the echo signals were found to deviate
from those of Hahn signals.

We hope that the above excitation mode will furnish
additional information about the structure of chemical
compounds that are difficult to analyze by techniques
known previously.
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