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Abstract—A model of the evolution of the uniform and isotropic spatially-flat universe, where the inflation
stage emerges naturally into the radiation-dominated stage and the matter-dominated era, is proposed on the
basis of exact solutions of the self-consistent equations of a gravitating self-acting scalar field. It is shown that
the model contains two basic physical mechanisms, one of which is related with the decay of Higgs bosons and
provides for the inflation stage, while the second mechanism is associated with the adiabatic expansion of the
universe filled with matter with a definite equation of state and gives a Friedmann expansion regime. © 2000

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Thetheory of cosmological inflationisan integral part
of the generd theory of the evolution of the universe,
which solves the problems of the horizon (uniformity),
flatness, and relic monopoles and at the same time
describes quite accurately the large-scale structure,
based on the quantum effects of the microphysics of the
early universe. Thus, a general picture emerges of the
evolution of the universe from Planck times to present
viathe stage of inflationary expansion to the radiation-
dominated stage followed by atransition to the matter-
dominated era. However, the theory of inflation con-
tains definite difficulties concerning the choice of the
appropriate model for the completion of the inflation-
ary stage and the emergence of evolution into the radi-
ation-dominated stage: there arises the so-called prob-
lem of “emergence” from inflation, which is classified
in the original work of Guth [1] as the central problem
of the inflationary scenario. To solve this problem it is
necessary to have amodel that contains a phase-transi-
tion type mechanism for substantial conversion of mat-
ter. Models of this type have been known since the first
worksoninflation [2, 3]. Investigationsin thisdirection
continue today (see, for example, [4]). However, exist-
ing models are constructed, as a rule, on the basis of
very complicated assumptions about the character of
the physical processes leading to the inflationary sce-
nario and the emergence out of this scenario. This con-
cerns first and foremost the theories which treat the
inflationary stage on the basis of the quantum behavior
of matter and the universe asawhole. The Lagrangians
or energy-momentum tensors of these models are very
complicated and often contain phenomenological
parameters which are not known accurately, which

makes it impossible to understand in detail the essence
of the processes occurring in the universe during infla-
tion aswell as before and after inflation (see, for exam-
ple, [2]). The mathematical complexity of these models
makes it necessary to use approximate methods for
investigating them, adapted to each of thetimeintervals
of the evolution of the universe, which are separated by
short time intervals where phase transformations of
matter occur. Analysis of the status of the problem
shows that thus far a simple model, which describes
equally successfully the evolution of the universe over
the entire time interval from the onset of the inflation-
ary epoch to the modern Freidman stage, has not been
proposed.

In the present paper we propose a cosmological
model of inflation (based on exact solutions of the self-
consistent equations of a spatially-flat universe) gener-
ated by aself-acting scalar field. In thismaodel the prob-
lem of the general evolution of the universe is solved
gualitatively on the basis of quite ssmple and clearly
identified mechanisms for the appearance of inflation
and completion of inflation with natural emergenceinto
the radiation-dominated stage (RD stage) and the mat-
ter-dominated era. This approach is largely based on
the results of investigations concerned with the search
for exact solutions in models of cosmological inflation,
which are reflected in the monograph [5] and in [6-9],
and it rests strongly on the results of [10, 11].

In this paper attention is focused precisely on the
solution of the problem of emergence from inflation,
since the transition from radiation domination in the
universe to matter domination has been studied quite
well [12, 13]. We recall that the existence of the infla-
tionary stage in the evolution of the universe, when the
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scaling factor increased extremely rapidly, isone of the
main requirements which modern observational data
impose on the theory of the early universe [3]. The
completion of the inflation stage should be accompa-
nied by the emergence of inflation into a sequence of
Freidmann-expansion epochs, where the scaling factor
evolves according to a power law, R(t) U tS, wheres< 1.
Heres=1/2 for the RD stage and s = 2/3 for the matter-
dominated regime. We note that each value of s corre-
sponds to a definite equation of state of matter in the
standard big-bang theory [12].

In models of the evolution of the early universe,
which are constructed on the basis of the theory of a
self-acting scalar field (SSF), the inflationary regimeis
not specific and is due to alarge number of self-action
potentials for the inflation field [8, 10]. However, the
condition for completion of the inflationary stage with
emergence into a prescribed Freidmann-expansion
stage is specific, and it is realized only if specia
requirements are met. Specifically, amodel of inflation
which admits an analytical emergence into the RD
stage and dust-like matter is proposed in [4]. In contrast
to our approach, in [4] the dependence of the Hubble

“constant” H = R/R on InR was used, and the number
of eincreases in the radius of the universeistaken asa
dynamical variable.

The dow dlide approximation [3] plays a special
role in the construction of the inflation scenario. This
approximation is based on an analysis of the simplified
equations of cosmological evolution. Since substantial
progressin understanding the mechanism leading to the
formation of the large-scale structure has been made
precisely in this direction, it is important to establish
the relation between our approach and the solutions
obtained with the slow-slide regime.

Until recently, virtualy al inflationary scenarios
were based on approximate solutions of the models of
a gravitating SSF. Searches for exact solutions for infla-
tion models became somewhat active only in the last five
years (see [10] and the literature cited there). Specificaly,
we call attention to the models constructed by adjusting
the salf-action potential (for example, [8, 14, 15]) on the
basisof definite consderations about the general character
of the evolution of either the scaling factor or the infla-
tionary field. This approach presumes that the exactly
constructed potential and its specific form will suggest
a corresponding model of elementary-particle physics
and hence also the physical reasons for the appearance
and completion of inflation. We note that in the present
paper our goal is not to study in detail the behavior of
al matters considered from the standpoint of the evolu-
tion of density disturbancesin them. Thiswork requires
additional investigations. Our problem is to develop a
quite general method for constructing inflation models
with appropriate asymptotic properties of emergence
into a particular stage of the Friedmann expansion.
Moreover, the A term is not present explicitly in the
models studied in the present paper. However, we note
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that the self-action potential of the scalar field can be
interpreted in terms of a variable cosmological A term.
This question has been examined in [16] and in detail
in the review [17]. From the standpoint of these works
the inflation models constructed in the present paper
likewise can be viewed as models with a variable cos-
mological A-term, which describe the accelerated
expansion of the universe which is observed in the cur-
rent matter-dominated epoch.

The present paper is organized as follows. The first
auxiliary model is studied in Section 2. An asymptotic
condition for cosmologica models of the general evolu-
tion of the universe, which actually means that the total
energy of the inflanton field approaches zero in the mod-
ern epoch, isformulated on the basis of an analysis of the
massve scalar fiedld modd. A modd with a Higgs-type
sdlf-action potentia is investigated in detail, as a smple
model satisfying the indicated condition. Exact solu-
tions admitting an inflation regime, whose appearance
is due to the decay of Higgs bosons, are found. Certain
drawbacks of the model are noted: breakdown of the
principle of energy dominance and emergence into an
asymptotically static universe.

A second auxiliary model, admitting emergence
into a Friedmann regime of evolution, isstudied in Sec-
tion 3. This model is based on one of the solutions
obtained in [10]. An exact solution which isthe product
of apower-law function of the cosmic time by an expo-
nential function, isfound.

A model of the general evolution of the universe,
which admits an inflationary regime and emergence
from this regime into a Friedmann evolution, is con-
structed in Section 4 on the basis of two auxiliary mod-
els. The change in the scaling factor, the scalar field,
and the potential is analyzed using plots.

Certain features of the proposed model and theways
for further investigations of new models of thistype are
examined in Section 5. It is noted, specifically, that a
situation is possible where a power-law regime (possi-
bly power-law inflation), which converts into an expo-
nential regime, dominates at the pre-inflation stage.

In the Conclusions (Section 7) it is noted that our
model qualitatively describes all basic aspects of the
general evolution of the universe and that there arises
the problem of performing quantitative calculations in
matching the model with the observational data on
large-scale structure.

2. ON THE AGREEMENT BETWEEN
THE EXACT AND APPROXIMATE SOLUTIONS
OF THE MODEL

The standard cosmological model of SSF, which
includes an inflation stage, for a spatially-flat, uniform,
and isotropic universe is described by the system of
equations [3]

2

He = 556"+ V(o @
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p+3H{p = —%vw), @

where @isascalar field, V(¢) isthe self-action potential
of the scalar field,
H(t) = 9InR(t)
dt ’
R(t) is a scaling factor and K is the gravitational con-
stant. The standard procedure for constructing approx-
imate solutions of this system of equationsfor theinfla-
tion regime consists in neglecting in this equation the
terms @ and ¢ as compared with H® and H thisis
the basisfor the“dow dlide” approximation. Asaresult
of this procedure, the initial equations assume the fol-
lowing simple form:
2 _

H = 3V(9), ©

3H( = —%’V(@, (@)

which are much easier to integrate. For example, fol-
lowing the review [18], we obtain

U U
R(®) = RoeLrk [1:d00 5)
g O

We shall show that the exact equations (1) and (2)
can be represented in the form of Egs. (3) and (4) by
introducing an effective self-action potential. The rela
tion

¢ = U(9), (6)
where U(g) isafunction of ¢, which holdsfor any func-
tion @= @(t), issatisfied formally. We now introduce the
effective self-action potential W(¢) according to the
rule

W(g) = V(9) +3U°(9). ™

The function W(g) is the total energy of the field as a
function of the values of the field. Using Eq. (7), Egs. (1)
and (2) can be put into the form

2 —

H? = SW(0), ®

3H( = —%)W(cp). )

Asonecan see, Egs. (8) and (9) areidentical to thetrun-
cated Egs. (3) and (4) to within a substitution of \W(¢)
for V(@). The scaling factor (5) in the exact model is

_ 0w, 0
R(@) = RoexpLx J’Wdcp%x (10)
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The equations (8) and (9) lead to the relation
J3KUWY? = —w, (11)

which, together with Eqg. (7), describes the relation
between the functions W(¢g) and U(¢), so that only one
of these functions is arbitrary. Using the relation (11)
we obtain

. 0 0
R(t) = Roexpal’ 3W(t)dt%

The equations of the SSF model in the form (8) and (9)
arethe starting point for the inflation model, being con-
sidered here, with emergence into a Friedmann regime
of evolution.

Solving Eg. (11) for W, we obtain

(12)

3K

(o) = ZH{U@do+ W20, (13)

where /W, isarea integration constant. Hence it fol-

lows that in the present model the total energy of the
field and therefore the effective potential W are nonne-
gative quantities.

In what follows we shall employ the following ter-
minology for the potentials V(¢) and W(¢). We shall
call the SSF potentia V() in the representation of the
exact equations (1) and (2) the true or physical poten-
tial. We shall call the effective potential W(¢) the effec-
tive potential of thetotal energy (thetotal energy poten-
tial for brevity) in order to distinguish it from the effec-
tive potentials employed in quantum field theories. We
aso call attention to the fact that V(¢) or W(¢g) can be
regarded, depending on the interpretation of the model,
astime-variable quantities, equivalent to the cosmolog-
ical A term. Thisinterpretation, as aready noted above,
has been analyzed in [16, 17].

3. ASYMPTOTIC CONDITIONS
FOR EMERGENCE
INTO A FRIEDMANN REGIME OF EVOLUTION

In order to use the obtained representation to con-
struct models describing in a natural manner the emer-
gence of the evolution of the universe into a Friedmann
regimeast — oo, itisnecessary to formulate correctly
the asymptotic conditions for such atransition. It turns
out that the following requirement, which follows from
an obvious analysis of the observational data, is a suffi-
cient condition for this. Since in the present epoch the
inflanton field is not observed in the observational data,
this energy should be vanishingly small in the limit
t — oo, Therefore a natural requirement for models
which should describe the cosmological evolution on

No. 2 2000



230

timeintervalsincluding the early universe and the mod-
ern epoch should be the asymptotic condition

2@) +V(@ - Oast . (14)

This requirement can be decomposed into two other
requirements:

@(t) = U(@(t)) —~O0ast —»oo, (15)
V(g(t)) —» 0ast —» oo, (16)

Recently, there appeared experimental results attesting
to the existence of avariable A term in the present-day
universe [16, 17]. From the standpoint of these works,
the asymptotic conditions correspond to A — 0 as
{—> .

We note that Eq. (11), written in the form

dJ—J_

or

e %/Wo—@'[uaqﬁ,

where /W, isaconstant of integration, givesasimple

proof of the assertion that when the condition (15) is
satisfied the system evolves into a state with a value of
the field ¢,, such that the potentials W and V simulta-
neously possess local extrema. It is also easy to calcu-
|ate that the minimum of the potentialsis attained if

d o _d

apu (p—dtln(p>0 a7
and the maximum is attained if
d,-90. 9inp<o. (18)

Thus, the condition (17) corresponds to stable states
being reached in the limit t — oo, and unstable states
in the case (18).

We also call attention to the fact that the condition
(14) [correspondingly, Egs. (15) and (16)] does not
limit the growth of the field itself. Indeed, if @~Int and
V(@) — 0 ast — oo, then the energy of the field
approaches zero, while the field grows logarithmically.
Thisfact isimportant for the Friedmann stage (see[10]
and Section 5 below). Ordinarily, the scenarios of evo-
[ution of the universe are determined on afiniteinterval
of evolution of thefield, and it is assumed that the uni-
verse completesthe transition from an unstable state for
@=0to astable state for @ = @, < o, which corresponds
to a minimum of the self-action potential of the field
[2, 3]. This example shows that this approach is not
unigque; moreover, it is shown in Section (5) that an
asymptotic logarithmic growth of the field ¢ as energy
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approaches zero should exist in order to reach the
Friedmann regime. Consequently, a stable state corre-
sponding to a minimum of the potential at the point
(@ — oo isattained only asymptotically ast — . The
fact that this was neglected seems to have created defi-
nite difficulties for constructing models with emer-
gence into the Friedmann stage.

4. MODEL WITH AN EFFECTIVE
HIGGS POTENTIAL

One of the simplest moddls satisfying the require-
ment (15) is the model where

@ = U(Q(t)) = ue™, p>o. (19)
For Eq. (19) we have
o(t) = cpm—%’e‘“t, (20)
S0 that
U(@) = p(9.—(t)).
Substituting this relation into Eq. (11), we find
2
w(o) = L(o-0.)°- V.3, (21)
Me=9.)" -4V, O
R —
() = RoeXpD—KI TS cpg

(22)

_ [k 2 o—q,|°
RoePLE(® -0 Q%

(<

|:| K 2D
X eXpErg(cp—cpw) 0
O O

Here

V,, isthe potentia in thelimit ast — oo, and ¢, isthe
value of thefield at aninitial moment t,. It iseasy to see
that for the potential (22) the condition (16) also holds
if V,=0.

From therelation (7) we find the physical potential
(23)

2
V(o) = Bo-0.)° - V0 310, -0’

In this case this physical potentia is the well-kwoun
potential of the @* theory with the Higgs mechanism for
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spontaneous symmetry breaking. According to thisthe-
ory the effective mass of a Higgs boson here will be

M, = JAJV. + 1

The minima of the potential V/(¢) occur at the points

= Q.2 |MJ3KV,, +31K

and the maximum occurs at the point @, (see Figs. 1
and 2). If V,, = 0, we have, correspondingly,

— + 1

My =H @ =@,+2 3K’

Therelations (21), (22), (23), and (20) together give

the exact solution of the problem of the evolution of the

scale factor for this model. Substituting the function
@ = @(t) into the expression for R(¢p) we obtain

(24)

U
R(t) = Roexp%g(cpo 0.)° °D
«| 1 ae_“mexpD Kuoe—ZutEL
@ — P O 8u O

The condition (16), as aready mentioned above, leads
to the requirement V,, = a = 0, which gives a simpler
formulafor the evolution of the scaling factor:

R(t) = Rmexpm KU o] (25)
8u O
where
[k 0
R, = Ro&Xp(Qo—@.)°0
B 0
Hence
. 2
_ R _ KUy -2
H(t) = 5 = me (26)

We also call attention to the fact that although the solu-
tion (25) is a particular solution for the potential V(t)
considered as a function of time, all admissible solu-
tions R(t) corresponding to a fixed function V(t) can
nonethel ess be constructed. This procedure is possible,
since, asshown in[10], the function R3(t) satisfiesalin-
ear ordinary Schrodinger-type differential equation, in
which the function 3k V(t) playstherole of the potential
energy.
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Fig. 1. Characteristic time dependence of the scale factor in
amodel with aHiggs potential.

Vv

AT 1 1 )

3 2

Fig. 2. Characteristic form of the Higgs self-action poten-
tial.

This evolution regime corresponds to the model of a
chaotic inflation with the self-action potential of the ¢
theory [3]. The initial conditions make it possible to
give the following estimates:

U(@) = Ma,

where M, = /Ac/G isthe Planck mass.

We shall show that an inflationary regime exists on
sometimeinterval preceding the moment

2
U= M2,

t, = 1 InKuo
2y 8u’

when the rate of change of the scaling factor assumes
its maximum value. The Hubble constant and the scal-
ing factor at this moment in time are, respectively,

Rs

H(t) = 21, R(t) = =
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An important point for the inflationary scenario is that
the inflation occurs before the moment tjover a com-

paratively short time. Indeed, setting

k R(tl) ’ t* > tll

we obtain for At = tj—t, the formula
At = = in(1+ Ink).
21

For example, the scaling factor increases by afactor of
k = €' in atime of the order of

AtDm—l-Q.
U

After the time t[j the scaling factor grows slowly,
increasing from R(t) by afactor of east — +oo; in

the process, the field decreases and asymptotically
approaches the value @,,, which corresponds to a local
maximum of the potential energy. The scaling factor
approaches asymptotically the constant value R, so
that asymptotically the expansion of the universe stops.
Figure 1 demonstrates these properties of the solution
obtained.

It follows from the relations (24) that the condi-
tions (19) and (20) can be regarded as the classical
equivalent of the decay of the field of Higgs bosons
with mass M,, = 4 and characteristic decay time 1, = /.
Thus, in the present model it is this mechanism that
gives the inflationary expansion regime. The most
important property of the model is that it contains, in
itself, an emergence from the inflationary regime, but
into an asymptotically static universe. It is this property
that distinguishesit from other inflationary models. How-
ever, in accordance with the modern idess the universe
should asymptoticaly pass into the Friedmann expansion
regime. Consequently, thismodel can be regarded only as
aprototype of amore correct theory, describing the emer-
genceinto a Friedmann regime. To construct such athe-
ory we shall examine some drawbacks of this model.

In the model considered here with an effective
Higgs potential, the principle of energy dominance
breaks down in the period of timewhen the field passes
near the minimum of the self-action potential. Phenom-
ena of thiskind are well known to be possible at phase
transitions [3]. For V,, = 0 the physical potential V(¢)
possesses a region of negative values near its minima
(see Fig. 2). For values of the field where V(@) < 0 we
have

1-2
€=Typ =350 +V(@)<p

1.2
=Ty =Ty =Tg= E(P -V(9),

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

ZHURAVLEV, CHERVON

which corresponds to breakdown of the energy-domi-
nance condition [19]. It is this circumstance that seems
to determine the asymptotic emergence of the system
into an unstable state, corresponding to a maximum of
the potential energy. To prevent breakdown of the
energy-dominance condition V,, can be chosen to be a
guite large positive quantity. Then, however, the model
possesses a honzero cosmological constant in the limit
t — oo and inflation isnot completed after the moment
t3 Consequently, this modification of the model is not
entirely satisfactory.

We note that matter in a model with an effective
Higgs potential possessesthe “exotic” equation of state

4 172
= —/—¢ "—¢, 27)
P 3K (

which ast —» o becomes

4 172
pd——¢"".
/3K

A similar equation of state for matter was obtainedin [10]
for adifferent modd of inflation, constructed on the basis
of avariationa principle of the minimum of the variation
of thefield in afixed time interval; this correspondsto the
formulation of the dow-dide regime. Matter with such an
equation of date is not “normal” matter or radiation.
Consequently, to obtain the correct asymptotic behav-
ior in the limit t — oo the model obtained must be
modified taking account of the fact that the transition
into the Friedmann stage is possible if matter in a state
close to thermodynamic equilibrium with the equation
of state of the type p = yeremainsin the universe by the
time the boson field decays. Then the adiabatic expan-
sion of the universe will be precisely a Friedmann
expansion. On the basis of this assumption, we shall
now consider the following auxiliary model.

(28)

5. MODELS WITH EMERGENCE
INTO A FRIEDMANN EVOLUTION REGIME

Evolution regimes corresponding to the condition

V(@(t) = i (29)

where n is a constant number satisfying the inequality
n > —1/4, were examined and analyzed in [10]. As
shown in [10], different power-law evolutions of the
scaling factor correspond to such a history of the poten-
tial with various values of n:

R(t) = ct*?, (30)
where
B = %+ [3-‘1+ n>0
No.2 2000
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correspond to different equations of state of matter:

-n 1-2n+.1+4n
p:yg, y:B = .
B+n  1+2n+./1+4n

Generally speaking, the solution (30) can be studied for
arbitrary values 3 > 0, including regimes with power-
law inflation with B > 3. However, such a model
requires special substantiation of the abrupt or smooth
variation of the constant m, which is necessary in order
to emerge from inflation (see [10] for a more detailed
discussion). Consequently in our case we shall confine
our attention only to Friedmann regimes, i.e.,, 0<3< 3.
Power-law inflation was studied [8-10].

Thelimiting value n = —1/4 correspondsto the equa-
tion of state with y = 3; n = 0 corresponds to the most
stringent equation of statewithy=1; n = 2 corresponds
to dust withy=0; and, n = 3/4 correspondsto pure radi-
ation with y = 1/3. In general, all Friedmann regimes
with 3 < 1 correspond to the condition—1/4 < n< 6. As
follows from the character of the model, the model cor-
responds to a description of adiabatic expansion of a
universe filled with matter with an equation of state
close to the equilibrium equation. The field ¢ can be
regarded as a potential of the 4-velocity of the flow of
an ideal liquid with one or another equation of state of
matter. Evidently, the radiation-domination regime (RD
gage), p = €/3, and the matter-domination era, p= 0[12]
are of special interest.

On the basis of the approach being considered, the
choice of thefunction V(t) in the form (29) corresponds
to the choice

u@) = ? (31)

For this functional dependence of U on t the condi-
tions (15) and (16), evidently, are also satisfied. Fol-
lowing, Egs. (6)—8) we obtain the relations

@(t) = @, +mint,
01 0

U(g) = mexptra(tp—cpl)m @, = const,
[ |

2

I .

O N 3K 01 [
W(g) = OV, + = m exp = (0- @)
0 0 i

3K

LK reexp - (- g1)
> pg—mq’ (PlE

0
V() = EL/VH

|-

12
_im E‘XpD——((p (Pl)D
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Substituting in the expression for V(¢) the function
@ = @(t), we obtain

V(t):%/_ J_mD im’

tD 2t

The function R = R(t) is determined from Eqg. (12). In
the present case it has the form

R(t) = Rt Zex /svlt 0
O

All possible power laws for the evolution of the scaling
factor, which correspond to time dependences of the
potentia energy (29), are obtained for V; = 0. It isin this
case that an emergenceinto the Friedmann regime (30) is
obtained; in addition,

(32)

3 2
B 2Km :

It should be noted that in the model considered,
based on Egs. (29) and (31), there is no inflation, and
the Friedmann regime will arise asymptotically as
t — oo for any other evolution regime differing from
Egs. (29) and (31) by the presence of rapidly decreas-
ing terms. It is only necessary that the rate of decrease
be greater than t~2 in Eq. (29) and t~* in Eq. (31), for
example, exponential. This observation is the basis of
the new model, which unites the results obtained in
Sections 4 and 5.

We now present an example concerning the possibil-
ity of an oscillatory emergence into a Friedmann regime,
similar to the approximate solution obtained in [2].
Instead of Eq. (31) we shall consider the next variant of
the evolution of the function U(t):

m+ asin(Qt)

t )
where a and Q are constants, where |[a] < m. In this case
the evolution of the field is as follows:

sm(Qt)Olt

@=U() = (33)

o(t) = (p0+mlnt+a_[
= @y + mint +aSi(Qt).

Here and below Si(t) and Ci(t) are the sine and cosine
integrals. Hence

W(t) = —(IU (t)dt+j_

0 2m’ +a’ + 4amsin(Qt) + azcos(ZQt)
02t 2t

_ 3K
4
2

—2amQCi(Qt) +a°QSi(2Q1) + ., W .
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Asone can see, for adefinite choice of the constantsthe

energy W(t) of the field satisfies the asymptotic condi-
tion (14). Hence we obtain

V(t) = W(t)—%Uz(t)

_ 3k 2m’+a”  4amsin(Qt) +a’cos(201)
40 2t 2t
2

—2amQCi(Qt) +a°QSi(2Q1) + ., [WoH

- iz(Zm2 +a’+ damsin(Qt) — azcos(ZQt)).
2t

In accordance with Eq. (12) we obtain

R(t) — ROt|<m2/2
] ]
x eXpEp/%(m +a’Q)t Bee(t),

where

2
O(t) = 2amSi(Qt) + %Ci(ZQt)
t t
—2amQ[Ci(Qt)dt + a’Q [(Si(2Qy -1yt
tO tO

Sincethe function O(t) oscillatesast —» oo, near some
constant value, now, in contrast to Eq. (32), the condi-
tion for inflation to be completed ast — o is

JW,+a°Q = 0.

When this condition is satisfied, R(t) asymptotically
emergesinto a Friedmann expansion regime of the type
(30) but with damped oscillations. For small values of
the parameter a we have

R(t) — ROthzlz
0 t 0
x [1 + 2amSi (Qt) — 2amQICi (Qt)dt + 0(a)0)
O 0

to

which is similar to the approximate solution obtained
in[2].

It isalso easy to calculate the asymptotic form of the
potential asafunction of thefield. Inthelimitt —s oo,
we have

®(t) — @+ mint,
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V() - 374K(—2amQCi(Qt)

2
+a’Q(Si(2Qt) - 1) + /W, +a’Q) .
Thus, when inflation is completed

V(o) D?’ZK(—ZamQCi(Qe((p_%)/m)

B 2
+a’Q[Si(2Qe” ™™ _1]) .

Thispotential isan oscillatory function as@ — o with
the amplitude of the oscillations decreasing as @ — .
Since @ — o ast —» oo, oscillations in the evolution
regime are due to the passage of the system through an
infinite number of potential wells and not by a periodic
motion of the system inside an individual well.

We also notethat if instead of Eq. (33) the evolution
of thefield is determined by the relation

o=U() = ?+as‘n(9t),

then the energy of the field with such evolution grows as
wot,

which does not agree with the requirement (14), and
evolution ends with collapse of the universeast — co.
In general, these examples show that in order for the
requirements (15) and (14) to be satisfied, it is neces-

sary that ¢ —»> o ast —» oo. However, the asymptotic
condition

wmm—»gau»m

givethe Friedmann laws of evolution, for which ¢ O Int
in the samelimit t — oo,

6. INFLATION MODEL WITH NATURAL
EMERGENCE INTO FRIEDMANN EXPANSION

To construct amodel of the evolution of the universe
which admits an inflation regime with natural emer-
gence into a RD stage and a matter-dominated era, we
shall consider a linear superposition of the auxiliary
models studied in Sections 4 and 5. Specificaly, we
shall consider amodel corresponding to the relations

9= U = ue*'+T, (34)

o(t) = cpc—ﬁe'th +mint. (35)
In this model, though the field grows logarithmically as
t —» oo, the kinetic energy of the field decreases, which
makes possible for the condition (15) to be satisfied.
This model contains three parameters, whose meaning
is clear from the preceding analysis of the models (19)
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and (31). On the basis of this analysis it becomes clear
that this model for definite values of these three param-
eterswill admit an inflationary stage and completion of
this stage with emergence into Friedmann expansion.
The emergence into the Friedmann regime will aways
occur ast — oo, since the exponentially decaying
component in the expression for the energy of the field
decays more rapidly than the component which decays
ast™%. An inflationary regime of the type examined in
Section 4 ispossible if a period when

t.m
ue™'s> =

t (36)

exists in the history of the evolution of the universein
thismodel. Evidently, the parameters i, m, and u can be
chosen so that the condition (36) will be satisfied. We
shall show this by direct calculations.

The relations (34) and (35) cannot be represented
explicitly asafunction of U = U(¢). However, it can be
represented in the form of the function U = U(¢, t). For
example,

m
U(p 1) = T +muint—p(e-q.).

A deviation of the model (34) from the model (31) can
be seenin thisform.

We shall now calculate the effective potential W
using the relations (11), (34), and (35). In this case we
obtain

2

t
O , O
W(t) = OV, + [UA(t)dtD
(t) %/_OJ()D

o, @
g u> opt m et O
= Vo—— ——+2 -
EL/_O o t umtf i,
0 2 e O
V() = FENV— e ™ - T s 2umf S
t (38)

2
—put mD
_B’Ie * td-

Since it is impossible to obtain an explicit expression
for the potential s W(¢g) and V(¢) asfunctions of thefield
@, we shall investigate them as a function of time. For
thisit is convenient to employ the expression (12). Fig-
ures 3 and 4 show the variations of the scale factor R(t)
with time for the model (34), (35) for several values of
the parameter m (Fig. 3) and u (Fig. 4). The figures
were constructed intheunitsc=1and k = 1. According
to thefigures, asu, which characterizestheinitia energy
of the field in the pre-inflation epoch, increases, the
rate of inflation increases. At the same time, as the
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Fig. 3. Time dependence of the scale factor R in a model
with emergence from inflation for various values of the
parameter m.
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Fig. 4. Time dependence of the scale factor R in a model
with emergence from inflation for various values of the
parameter u.

parameter m, characterizing the energy density of mat-
ter at the moment of emergence into the Friedmann
regime, increases, the rate of inflation decreases. Thus
the rate of inflation matched with the observational data
and admitting an emergence into a Friedmann expan-
sion regime with the required eguation of state of mat-
ter can be obtained by varying the parameters u and m.

Plots of the variations of @ = @(t) and V = V(t) with
time for the same values of the model parameters are
presented in Figs. 5-8. Plots of the function V = V(@),
calculated from the plots of the functions ¢ = @(t) and
V = V(t), are presented in Figs. 9 and 10. It is evident
that in the course of the entire evolution for all values
of the model parameters m and u the potential remains

No. 2 2000



236

e ——
e — —
—
- —— —

=N~

Fig. 5. Timedependence of thefield @in amodel with emer-
gence from inflation for various values of the parameter m.

v, 10*

Fig. 7. Time dependence of the self-action potential V in a
model with emergence from inflation for various values of
the parameter m.

a positive function and therefore the condition of
energy dominance of the model does not break down.
Thus, from this standpoint the new model (34), (35) is
more acceptable than the model with an effective Higgs
potential.

Comparing the plots in Figs. 4-10 shows that the
inflation stage is associated with the system passing a
region of values of the field where the potential energy
at first has alocal minimum and then a maximum or a
region with an almost constant value of the potential
energy. At this same time a phase transition occurs and
matter transformsfrom the“field” stateinto astate with
an equation of state of an ideal liquid, which distin-
guishesthismodel from the ¢* model. Likewise, in con-
trast to the ¢* model, associated with the relations (19),
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Fig. 6. Time dependence of thefield @in amodel with emer-
gence from inflation for various values of the parameter u.
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Fig. 8. Time dependence of the self-action potential V in a
model with emergence from inflation for various values of
the parameter u.

after inflation is completed the system approaches a
minimum of the potential energy and not a maximum.
From this point of view the model (34), (35) isprefera
bleto the model (19), since the system passesinto a sta-
ble state, though over an infinitely long time.

Thus, the model constructed for cosmological infla-
tion with natural emergence gives a satisfactory quali-
tative description of the dynamics of the expansion of
the universein the entiretime interval, starting with the
preinflationary epoch and ending with the universe
emerging into the Friedmann regime of the present-day
matter-dominated epoch. The model contains only
three basic parameters |1, m, and u. The interpretation
of this model and the meaning of its basic parameters
can be based on apreliminary analysis performed in the
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preceding sections of this paper. As one can judge
according to amodel with an effective Higgs potential
(Section 4), the parameter |1 can be interpreted as the
mass of the Higgs boson and u can be interpreted as a
parameter characterizing the initial energy of the field
and determining the moment of the onset of the infla-
tionary stage with respect to the start of the big bang,
which corresponds in the present model to the moment
t = 0. The parameter m should be interpreted from the
standpoint of the model with emergence into a Fried-
mann expansion, described in Section 5, i.e., asaquan-
tity characterizing the matter density at the moment the
universe emerges into the Friedmann regime. This
parameter determines the type of equation of state of
matter at the Friedmann stage.

An important detail of the proposed models with
emergence into a Friedmann stage should be noted. In
al of these models the emergence into a Friedmann
regime is accompanied by a mandatory increase in the
field @ according to a logarithmic law. Taking account
of the fact that from the standpoint of the theory of ele-
mentary particles the value of a uniform scalar field
determines the instantaneous value of the mass of the
particles, in the models considered the particle masses
M should grow according to the law

M O In’t

at the post-inflation stage. The growth of the particle
masses which is determined by the time elapsed from
the moment the inflationary stage ends apparently is
not seen in the experimental data. Consequently, a new
interpretation of the growth of the field must be sought.
Thesimplest explanation isthat a part of thefield grow-
ing logarithmically describes ordinary matter and the
part decreasing exponentidly is due to the bason figld,
i.e, it is a proper fidd. If it is assumed that the particle
masses depend exclusively on the “fidld” component of
the generd fidd, then we arrive at the standard concept
according to which the field approaches a constant value
corresponding to the present-day particle masses. In addi-
tion, the present-day values of the fidd and mass are
reached immediately after inflation is completed. Henceit
follows that to explain this effect it is natural to assume
at the outset the existence of two interacting scalar
fields or two types of matter—a scalar field and matter.

We notethat inthemodel considered herethere arises
a situation where the power-law expansion regime dom-
inates at the preinflationary stage, i.e., where the expo-
nentially decreasing termin Eq. (34) is till small com-
pared with the term decreasing as U/t. If we wish to
eliminate in this case dominance of the power-law
regime, which could contradict certain genera ideas
about the character of the preinflationary epoch, then
the model can be modified somewhat so that thetermin
Eq. (34) which decreases as 1/t would be zero initially,
at t = 0 (start of the big bang). An example of such a
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Fig. 9. Self-action potential V as a function of the field ¢,
calculated in accordance with the plotsin Figs. 5and 7.
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Fig. 10. Self-action potential V asafunction of thefield @in
amodel with emergence from inflation for various values of
the parameter u, calculated from the plotsin Figs. 6 and 8.

model isamodel based on the following laws of evolu-
tion of the functions @ = U and @:

0= U(t) = ue*+ (39)
t +q
o) = g-et+ Jnea’).  (40)

Thismodel has the same Friedmann asymptotic behav-
ior as the preceding model, but it does not contain the
singularity at the initial moment in time, and the “real”
component of the field dynamics near t = 0 is small.
Many such modifications of the model (34), (35) can be
proposed. Consequently, the final choice should be
made on the basis of additional physical considerations
associated with clarification of the quantum properties
of matter at the preinflationary stage of evolution and
with an increase in the density disturbances in such
models.
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In summary, in the model considered here there are
two physical mechanisms which are basic and which
determine almost the entire history of the development
of the universe. The first mechanismiis, in al probabil-
ity, decay of the Higgs-boson field, which corresponds
to a characteristic exponentially decaying term in the
expression (35) with exponent equal to the mass i of
the Higgs boson. According to the preceding analysis,
this mechanism isresponsible for the appearance of the
inflationary stage.

The second mechanism, associated with the termin
Eq. (35) that decreases as the reciprocal of the time, is
adiabatic thermodynamic expansion of the universe
after decay of the Higgs bosons with a definite type of
equation of state of matter. It can be inferred that the
parameter n and the related parameter m changed very
little at the preinflationary stage as a result of phase
transitions from the values

n:g’ m:/\/i‘ :1‘
2 k' Y73

to the radiation-dominated stage to

- N E
n—2,m—2A/;,y 0

at the present dust-dominated stage. It should be noted
that the asymptotic Friedmann law of the expansion of
the universe is uniquely related with the asymptotic
logarithmic growth of the inflanton field (although the
total energy of the field decreases). Thus, in SSF mod-
els this regime corresponds to an asymptotic transition
of the system into a state with a minimum potential
energy and is not necessarily accompanied by an oscil-
latory regime of the field, with which the secondary
heating of matter, filling the universe, at the post-infla-
tion stage of the evolution of the universe[3] isusually
associated.

7. CONCLUSIONS

In the present paper we have constructed a model of
the evolution of a uniform and isotropic universe,
admitting an inflationary stage with natural emergence
into a radiation-dominated stage and a matter-dominated
era. Thismode was congtructed as a superposition of two
auxiliary models, the first of which is responsible for the
inflation stage (a model with a Higgs effective poten-
tial) and the second is responsible for the Friedmann
stage, including the matter-dominated stage.

Our model qualitatively describes al basic aspects
of the evolution of the universe over an infinitely long
time interval, it determines the basic mechanisms
responsible for the dynamics of the universe, and it can
serve as a starting point for constructing a more accurate
theory of cosmological evolution which would containthe
guantitative cal cul ations matching the microphysics of the
inflationary stage with the observed large-scal e structure.
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NUCLEI, PARTICLES,
AND THEIR INTERACTION

Superradiation of a System of Nuclear Spins
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Abstract—The superradiation of a system of nuclear spinsis investigated taking into account the broadening
of the NMR spectrum due to the stochasticity of the local magnetic field. The effect of the local field generated
by nuclear spinsrandomly distributed in spaceisinvestigated. In this caseit is possible to achieve better agree-
ment with the experimentally observed characteristics of this phenomenon. Specifically, the possibility of a
monopulse regime with a high initial inversion of the spin polarization is explained. © 2000 MAIK

“ Nauka/lInterperiodica” .

1. INTRODUCTION

The fundamental idea of the possibility of observing
superradiation [1] in asystem of nuclear spinsin amag-
netic field was advanced by Bloembergen and Pound in
1954 [2]. The effect was observed experimentally much
later [3, 4]. The theoretical interpretation of this exper-
iment on the basis of a solution of a system of Max-
well-Bloch equations (see al so the monograph [ 7]) was
proposed in [5, 6]. Further elaboration of the theory of
superradiation of nuclear spinsis contained in [8-14].
Our semiclassical approach [5, 6], which reproduces
the basic features of the observed effect, contained a
number of artificial assumptions. Specificaly, the
observed regime of powerful monopulseswith high ini-
tial spin polarization could not be explained with the
Larmor frequency scanning used in the experiment. It
was necessary to assume that the generation of superra-
diation does not develop if the detuning of the fre-
guency is greater than the line width of the radio fre-
guency resonator. To obtain the experimental value of
the generation threshold and the polarization reversal
threshold the value of the transverse relaxation time
was set artificially.

In the present paper we do not make these assump-
tions and we show that the broadening due to the ran-
dom value of the local magnetic field generated by
magnetic dipoles distributed stochastically throughout
the volume of the sample can play the role of an addi-
tional relaxation mechanism. We do not pretend to give
an exact description of the experiment mentioned
above; we only indicate the quite general laws of the
phenomenon under studly.

2. BLOCH EQUATIONS TAKING ACCOUNT
OF THE LOCAL NONUNIFORMITY
OF THE MAGNETIC FIELD

Our system consists of a sample with randomly dis-
tributed point nuclear spins. The sample is placed in a

radio frequency resonator (induction coil) with charac-
terigtic frequency Q, quaity factor Q, and filling factor n.

Theinitial equations for describing the dynamics of
such a system are an equation for the oscillatory circuit
and the Bloch equations for the magnetization of the
sample [6]

d*H () , QdH,(D) | _ d*M(t)
DL ST e = 4l (0
PLED) ~ yimt, w)B,~ Mt w)BD)
M, (t, ) @)
Ml
LD = y(Mt, @B - Mt @)B)
3
_My(t, w) @
T, '’
DD =yt w)BM - Myt W)B,(0). ()

Hereyisthe gyromagnetic ratio for a nuclear spin; the
x-axis is aligned along the axis of the coil, and the
z-axis is oriented in the direction of the external field
Hg; M(t) isthe magnetization vector;

B, = H+4mM,, B, = H,+471M,,
B, = Ho+ H,

are the components of the magnetic field, where H,, is
the z component of the local magnetic field produced
by the magnetic moments of the nuclei; and, H,(t) isthe
ac magnetic field of the coil. The vector M (t, w') with
components M,(t, '), M(t, w'), and M,(t, ') deter-
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minesthe partial magnetization of the sample. Thetotal
magnetization can be expressed in terms of the partia
magnetization as follows:

M(t) = I M (t, w)w(w')dw', ()

where w(w') is the distribution function of the shift of
the Larmor frequencies and is due to the local nonuni-
formity of the magnetic field. We note that the second
derivative of the x component of thetotal magnetization
appears on theright-hand side of Eq. (1). The system of
eguations (1)—(4) is semiphenomenological: we explic-
itly take account of the inhomogeneous broadening due
to the stochastic nature of thelocal field, and the homo-
geneous broadening is taken into account through the
transverse relaxation constant T,. For simplicity, we
assume that the nuclear spins have only two possible
orientations—parallel or antiparallel to the external
field.

We shall now determine the distribution function
w(w'). It isobvioudly related with the distribution func-

tion W(H,) of the local magnetic field H,. Of course,

the local magnetic field possesses not only a z compo-
nent, but it is more important to take account of this
component than the other components because it makes
the largest contribution to the change in the Larmor fre-
quency.

We have for the z component of the magnetic field
generated at the origin of coordinates by the ith mag-
netic moment W, located at a point with the coordinates
r, 8, and ¢,

3cos’0 -1
—. (6)

r

HO =
Then
H, = S HY. (7)

We denote by n; = N;/V and n, = N,/V the average den-
sities of the magnetic moments oriented parallel and
antiparallel, respectively, to the magnetic field. Here N;
and N, are the numbers of such magnetic moments in
the sample, and V isthe volume of the sample. Then the
z component of the magnetization of the sasmpleis

M, = p(n —ny). (8)

We express the distribution function W( H,) in the stan-

dard manner in terms of the & function using the for-
mula

0 Ng N,
N = sPH — i) _ ®g,
W(H)) < -y HO-5 H @ ©

k=1

where the first summation extends over the magnetic
moments oriented parallel to the field and the second
summation extends over the magnetic moments ori-

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

BULYANITSA et al.

ented antiparallel to the field, and the brackets denote
averaging over the arrangement of the magnetic
moments. A derivation of this distribution for the par-
ticular case n; = n, ispresented in [15].

Representing the o function as the integral

5(f) = %J exp(ixf)ds (10)

and neglecting the correlations in the arrangement of
the spins, we obtain

wo 1
W(H)) = or

@ (11)
><J’exp(ixH'z)exp[—nA(x)—AniB(x)]ds.

Heren=n; + n,, and An=n; —n,,

A(X) = uJ’(l—cos(xH(r, 0)))d’r,
(12)
B(X) = uIsin(xH(r,e))dsr.

It is easy to see that A(X) and B(X) are linear func-
tions of x. Performing the integration over the volume
we obtain

nA(X) = ax, AnB(X) = bx, (13)
where
81’
a = —nu = 5.065ny, 14
o3 H H (14)
4 ood 1
_ 4an Y o 2
b=—=—A = 3t°—1)]dt
3 nuJ;yZJ;sn[y( )] (15)

= —0.669ANu.

Substituting the expression (13) into Eq. (11) we
obtain finally

W(H) = %Je_axcos[(H'Z— b)x]dx

(16)
_a 1

" T2 4+ (H,—b)?

Therefore the distribution is Lorentzian, and the con-
stants b and a determine, respectively, the average
value of the local field and the half-width of the distri-
bution. For the experimental data of [4] (n = 4.5 x
102 cm3, u =14 x 102 G cm®) a = 5.065 x 6.3 x
101G =32x%x10*T, and b = -4.3 x 10° G. At the
sametime, thefield corresponding to the resonance fre-
guency of thecircuitis1.25T.
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SUPERRADIATION OF A SYSTEM OF NUCLEAR SPINS

In deriving the distribution (16) we assumed the
sampleto be spherical. However, an investigation of the
convergence of the integralsin Eqg. (12) with large val-
ues of r showsthat the region of integration can belim-
ited to several average interspin distances. Conse-
quently, it can be assumed that the real shape of a mac-
roscopic sample will not greatly influence the form of
the distribution of the local field.

In accordance with such a distribution of the mag-
netic field, we obtain a spin ensemble for which the
Larmor frequencies

W= wy+w = yHy+yH;
satisfy the distribution w(w') = y*W(w'y):
N _ ay 1
ww) = = :
) @t (@ by

We know make in the main system of equations the
substitution

(17)

—i wgt iyt

+h{te ",
M, (W, t)+|My(oo t) = mw, t)e

= h(t)e as)

|wo

Assuming the characteristic duration of the superradia-
tion pulse to be much greater than the period of the
radio frequency oscillations (in the experiment of [4]
these quantities were 100 ps and 1072 s, respectively),
we shall use the approximation of slowly varying
amplitudes, taking

dh dm
dt’ dt
In addition, we shall assume that the frequency wy is
close to the characteristic frequency Q of the oscilla-

tory circuit. Then Eq. (1) for the oscillatory circuit
becomes

‘ < wglh, m. (19)

dh(t) + DQ _ A%ﬁ(t)

dt
. (20)
=it moj m(w', ) w(w)dw',
where A = wy— Q.

We shall also neglect the derivative in Eq. (20) for
the field compared with the linear term which islarger,
i.e., we shall assume that the field follows the magneti-

zation adiabatically
h(t) = iaM(t), (21)

where

[

M(t) = J’ m(w, t)w(w")dw', (22)
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_ __TNoy
4= Qno-ia (23)
Assuming A < Q/2Q andnQ > 1, weset B, , = H,
onthebasisof EQ. (21). Then, with thesubstltutlon (18)
the system of equations becomes

ht) = iaM(), (24)

d_m(d(;)‘, ) = —wm(w, t)
. (25)

+iyM,(3, Hh(t) ——m($’ Y,
Z((;*t’ b = i (m(e3, YA e, (D). (26)

Eliminating h, using (21), from Egs. (25) and (26)
we obtain

dm(w, 1) d(f’ ) = —wm(w,t)
. @7
- yaM(OM (o, § -,
dM (o, 1)
dt (28

- \é/(m(w', t)aCMOt) + mAw, HyaM(t)).

Now, it is convenient to introduce My = nu as the
unit of magnetization and (yMy)™ as the unit of time.
We obtain finally

T = -wm@,
. (29)
—AMOM(w, 1) —M,

2

AMf@, ) 1, -
—5 = c 2(m(m,t)o(D\/IE(t) (30)
+mHw', t)aM(t)),

where
(31)

and the distribution (17) in the new units will have the
form

A 1
ww) = =—————, 32
@) = Ty (32)
where in accordance with Egs. (14) and (15)
A = 5.065, (33
B = —0.669. (34
No.2 2000
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Fig. 1. Shape of the superradiation pulse: NQ = 12, A = A...

The transverse relaxation time T, can be estimated
according to the magnitude of the dipole-dipole inter-

action at an average distance p°n. In the time units cho-
sen we have

-1 E
05 (35)

For the proton pw/yh = 0.5, and therefore T;l ~1/2.

Using such estimates, Egs. (29) and (30) assume a
quite universal form.

3. SOLUTION OF THE BLOCH EQUATIONS
AND ANALYSIS OF THE RESULTS

We investigated first the threshold condition for
superradiation. If the influence of the local field is
neglected, then according to (27) the threshold condi-
tion can be represented in the form [6]

|P|Red > T,

(36)

1.0

0.5
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where P, = M(0)/M, is the initial value of the spin
polarization. Hence we obtain the threshold value for

the detuning:
Ad = /2mQ[P|T,—1.

To estimate the influence of the stochasticity of the
local field and to describe the various regimes of super-
radiation, we solved the Bloch equations (29) and (30)
numerically. We neglected the parameter B, which
determines the shift of the distribution of the Larmor
frequencies, because it is small compared to the width
of this distribution, determined by the quantity 2A. We
chose the following values for the parameters charac-

terizing the system: nQ = 3, 6, 12; T," = 0.1A, 0.2A,
and 0.5A.

The range of the frequencies w, from —5A to 5A
was divided into N equal intervals, with each of which
Eq. (29) was put into correspondence. Theinitial values
of m, were chosen to be random:

m, = mee '’
Here my = 107°u, (1, is the proton magnetic moment),
k=1, ..., N, and ¢ is the random phase in the range
0, 21t

The numerical experiment was performed without
scanning the Larmor frequencies (A = const). The delay
in the appearance of a pulse, the pulse amplitude and
duration, the final polarization of the sample, and the
shape and number of pulses were determined (Fig. 1).
Since the scan rate in the experiment was low (50 Oe/s
[4]) compared with the deexcitation rate, the appear-
ance of a pulse corresponds to a condition close to the
threshold condition (A = Ap).

Three basic results obtained by solving the system
of equations (29) and (30) should be noted.

(b)

-0.5

-1.0

-05F

-1.0%

Fig. 2. Find polarizations P;/|P;| as a function of the detuning A, expressed in units of Q/2Q for various initial polarizations P;:

nQ==6, Tzl = 0.5, (a) taking account of the distribution of the local fields, (b) neglecting the distribution of the local fields. The
detunings for which the final polarizations P; drop sharply to theinitial value correspond to the threshold values A...
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Py
H0.4

(a)

Fig. 3. Final polarizations P obtained for detunings A close
to the threshold values as a function of the initial polariza-
tion P;: (a) experimental data, (b) numerical results. Each
curve corresponds to a different value of the product nQ.

(1) The dependence of the threshold detuning A, on
the initial polarization P;, T,, and product nQ was
determined (Fig. 2). It isevident that the nonuniformity
of the local magnetic field greatly decreases the thresh-
old value of the detuning. Moreover, if thelocal fieldis
neglected, the final polarizations P; (A) vary smoothly
uptotheinitial values, andif thelocal field istakeninto
account, then a sharp jump is observed.

(2) The dependence on the generation threshold P;;
on T, and nQ wasdetermined. FornQ=6and T,=1/2
the generation threshold was 7%, which corresponds to
the experimental value obtained in [4].

(3) The dependence of the P;, reversal threshold on
T, and nQ was determined (Fig. 3b). If P, > P,, then
superradiation occurs with polarization reversal (by a
changein the sign of P); this explainsthe possibility of
amultipulse generation regime (Fig. 3b). However, for
nQ =6 and T, = 1/2 the reversa threshold was 74%
(33% in the experiment). It is evident that qualitative
agreement with experiment obtains for NQ = 12 and

T,' = 1/2 (Figs. 3aand 3b).

The value of P;(A.) (Fig. 3b) was determined by
extrapolating the curve P; (A) to A, and value of A, was
determined from the minimum of the curve |n(t)| with
slow scanning of A in the decreasing direction.
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4. CONCLUSIONS

In summary, we have shown that local magnetic-
field nonuniformities, which are caused by the random
distribution of the spins over the volume and the ran-
dom orientation of the spins, strongly influence the
nuclear superradiation process.

A qudlitatively new result obtained with this
approach, as compared with [5] and [6], was an expla-
nation of the possibility of a monopulse regime with
large initial polarization P;, in agreement with the
experiment of [4]. It is not necessary to use detunings
less than the threshold value, as assumed in [5].

In our model of superradiation the constant local
field, generated by the random uniform distribution of
magnetic moments over the sample, is taken into
account. It is well-known that in this case the distribu-
tion is Lorentzian, if there are no correlations in the
arrangement of the magnetic moments [15]. For exam-
ple, if the fact that the magnetic moments cannot
approach one another closer than a certain minimum
distance istaken into account, then thewings of thedis-
tribution are suppressed and, of course, the contour
becomes deformed [16, 17]. In this sense one talks
about the approach to a Gaussian distribution. In the
present paper we employ atruncated Lorentzian distri-
bution neglecting be deformation of the contour (see
Section 3). Similar arguments are also valid for the
local field generated by paramagnetic impurities. For a
sufficiently high impurity density, the magnetic field
which they produce can predominate over the local
field of the nuclear spins. This does not change our
model in any essential way. A detailed analysisand cal-
culations for a specific system (propandiole) [4] is a
subject for a separate publication.
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Abstract—The callisional transfer of nonequilibrium in the velocity distribution of resonant particlesin alaser
radiation field isinvestigated theoretically. It is shown numerically that the transfer effect is weak. This makes
it possibleto use simpler approximate one-dimensional quantum kinetic equationsinstead of three-dimensional
equations to solve spectroscopy and light-induced gas kinetics problems, where it is important to take account
of the velocity dependence of the collision frequency. It is shown for anomalouslight-induced drift, calcul ations
of which are most sensitive to neglecting the transfer effect, that in a wide range of spectroscopy and light-
induced gas kinetics problemsthe transfer of nonequilibrium can be neglected without risking theloss of impor-
tant fine details of the phenomena being described. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Itiswell known that the action of laser radiation on
a gas of resonant particles gives rise to, on account of
the Doppler effect, nonequilibrium of the velocity dis-
tributions of particlesin the combining (affected by the
radiation) levels. An important circumstance isthat the
radiation directly creates nonequilibrium only for the
projection v, of the particle velocity v on the wave vec-
tor k (v, =k - v/K). The radiation does not directly per-
turb the distribution of the particles over the projection
Vg, orthogonal to the wave vector k, of the velocity v.
Consequently, in the absence of collisions the elements
p;i(v) of the density matrix of the resonant particles can
be represented in the factorized form

Pij(v) = W(vp)pii(vy), 1

where

W(vp) =

(ﬁw)zex'o[_g% |

vV = ,M’

W(vp) is the Maxwell distribution over the projection
vy of the velocity v, M is the mass of the resonant par-
ticles, kg is Boltzmann constant, and T is temperature.
The factorization (1) makes it possible to reduce the
three-dimensional quantum kinetic equations for the
density matrix pj;(v) to the one-dimensional equations
for p;;(v,) by substituting the expression (1) into theini-

)

tial three-dimensional equations and then integrating
the equations over v,

When collisions are taken into account the factor-
ization (1) becomes approximate, since the collisions,
generally speaking, “transfer” nonequilibriuminthe v,
distribution to the distribution over the orthogonal pro-
jections v of the velocity v. On the basis of intuitive
gualitative considerations, however, it is often assumed
that the transfer effect isweak [1, 2] and in many cases
it can be neglected. Thus, the absence of transfer to the
orthogonal projections v is incorporated in the most
widely used collision models (the strong-collision
model, the weak-collision model, the Keilson-Storer
model for the kernel of the collisionintegral), which are
ordinarily used to solve spectroscopy and light-induced
gas kinetics problems [1-3]. In these collision models
the factorization (1) does not break down, and conse-
guently, just as in the absence of coallisions, the three-
dimensional equations for p;(v) reduce to one-dimen-
sional equationsfor p;(v,), which greatly smplifiesthe
solution of the problems.

In the models enumerated above the collision fre-
guencies do not depend on the velocity. Thisisaneces-
sary condition for absence of collisional transfer of
nonequilibrium to the velocity projections orthogonal
to the wave vector k [4].

At present the velocity dependence of the collision
frequency must be taken into account in order to solve
many spectroscopy problems (see, for example, [5-9])
and light-induced gas kinetics problems (see, for exam-
ple, [10-14]). This is especialy clearly seen in the
example of the experimentally observed anomalous

1063-7761/00/9102-0245%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Scheme of energy levels. The solid arrow denotes a
transition under the action of radiation; the dashed arrows
show spontaneous radiative transitions.

light-induced drift (LID) of gases [15-19], which is
entirely due to the velocity dependence of the transport
collision frequencies [10-14]. Transfer of nonequilib-
rium to the orthogonal projections v of the velocity
will always be incorporated in the collision models,
used for solving such problems, with velocity-depen-
dent collision frequencies. Consequently, the factoriza-
tion (1) in these models breaks down and the equations
to be solved must necessarily be three-dimensional. It
is obvious that it is much more difficult in many cases
to find and to analyze the solution of three-dimensional
equationsthan in the one-dimensional situation. Conse-
guently, the question of the possibility of using smpler
approximate one-dimensional equations for solving
spectroscopy and light-induced gas-kinetics prablems,
where it is important to take account of the velocity
dependence of the collision frequency, becomes urgent.
In other words, it isimportant to know the error due to
switching from three- to one-dimensiona egquations.
The magnitude of this error is completely due to the
effectiveness of the collision transfer of nonequilibrium
inthe v, distribution of resonant particlesto the orthog-
onal projections v of their velocity. The scheme of the
transition to one-dimensional equations is well known
[1, 2, 20]: the relation (1) is substituted into the initial
three-dimensional quantum kinetic equations for the
density matrix p;(v) and the resulting equations are
integrated over vy, which results in one-dimensional
quantum kinetic equations for p;(v,) with one-dimen-
siona collision integrals

Si(vy) = IS](V)dVDv ©)

where §;(v) are the three-dimensiona collision inte-
grals.
A quantitative analysis of the accuracy of the solu-

tion, given by the one-dimensional quantum kinetic
equations for vel ocity-dependent collision frequencies,
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was first made in the recent work [4]. In [4] the interac-
tion of alaser radiation with two-level particles, under-
going collisions with buffer-gas particles, was studied.
Theform of the spectral absorption line, thework of the
probe field, and the shape of the LID line (velocity of
light-induced drift as a function of the radiation fre-
guency) were calculated. The so-called “kangaroo”
model [21], which is an extension of the strong-colli-
sion model to velocity-dependent transport collision
frequencies, was used for the collision integral. In [4]
the collision frequencies were cal cul ated for power-law
interaction potentials. It was shown that collisional
transfer of nonequilibrium in the velocity distribution
of resonant particles is strongest for the anomalous
LID. Nonetheless, the error introduced by using the
one-dimensional collision integralsis small eveninthis
case.

In the present paper we propose to investigate the
collisional transfer of nonequilibrium for the anoma-
lous LID in a real system—for lithium atoms in an
atmosphere of inert buffer gases. The error introduced
by using the one-dimensional collision integrals is
investigated in detail. Lithium atoms are described by a
three-level A scheme, and the model of vel ocity-isotro-
pic “arrival” [14] with velocity-dependent transport
collision frequencies, which were calculated on the
basis of realistic Pascale-Vandeplanque interaction
potentials [22], is used for the collision integrals. A
more complicated shape of the anomalous LID line
than for two-level particles, which were studied in [4],
is characteristic for lithium atoms modeled by athree-
level scheme. Moreover, for lithium atoms in an atmo-
sphere of inert buffer gases, optical pumping of the
hyperfine components of the ground state is important
because there is no collisional exchange between the
hyperfine components [23]. Nonetheless, it was found
that even in this case, which is more complicated than
the one studied in [4] and which uses a more genera
collisional model than in [4], the one-dimensional
guantum kinetic equations are applicable in a wide
range with a relatively small error due to the transfer
from three- to one-dimensional collision integrals.

2. GENERAL RELATIONS

Let us consider the interaction of atraveling mono-
chromatic wave with agas of three-level absorbing par-
ticles in a mixture with a buffer gas. The level scheme
of the absorbing particles is shown in Fig. 1. Here the
levelsn and | are the components of the hyperfine struc-
ture of the ground state. The level m corresponds to an
excited electronic state. Particles undergo radiative
relaxation from the level m to the levels n and | with
constants I, and I, respectively. We neglect colli-
sions between the absorbing particles, making the
assumption that the density N, of the buffer gasis much
higher than the density N of the absorbing gas.
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This level scheme reflects well the real structure of
the ground and first excited states of lithium atoms (“Li
or 6Li). Indeed, the ground level S, of these atomsis
split into two hyperfine components. For “Li atoms the
hyperfine splitting of the ground state ¢y, = 5.049 x 10° st
[24] is comparable to the Doppler width of the reso-
nance line, and consequently the ground state is mod-
eled by two levelsn and |. For Li atoms the hyperfine
splitting w,, = 1.434 x 10° s* [24] is several times less
than the Doppler width of the resonance line, but we
shall also model the ground state by two levels. For “Li
atoms (the spin of the nucleusis 3/2) thelevel nischar-
acterized by the statistical weight g,, = 3 (the total angu-
lar momentum of the atom F = 1), and the level | is
characterized by the statistical weight g, =5 (F = 2). For
8Li atoms (spin-1 nucleus) g, =2 (F=1/2) and g, = 4
(F =3/2).

The level m (with statistical weight g,,) models a
group of levels consisting of the hyperfine structure
components of the excited states 2Py, or ?P,. This
modeling of the group of levelsby asinglelevel is pos-
sible because for “Li and 6Li atoms the hyperfine split-
ting in these excited statesis quite small compared with
the Doppler width of the resonance line. The radiation
affects only one of the hyperfine components of the
excited state: 2Py, or 2Pg,.

The limiting case of strong collisional coupling
between the hyperfine components 2P,,, and 2Py, (the
Massey parameter is much less than 1) holds for lith-
ium atoms. For excitation of atoms into the state 2P,,
and into the state 2P, the scattering cross sections are
virtually identical [25]. Consequently, from the stand-
point of collisions a pair of hyperfine components can
beinterpreted asasingle level and the velocity of light-
induced drift as a function of the offset of the radiation
frequency will be the same for excitation of the D, or
D, lines of lithium atoms. This result (the existence of
single transfer characteristics for an atom in the 2P
state) is also confirmed in LID experiments with
sodium atoms|[26], for which, just asfor lithium atoms,
the limiting case of strong collisional coupling between
the hyperfine components 2P, ;, and %P5, holds.

The interaction of particleswith radiation under sta-
tionary and spatially uniform conditions can be
described by the following equations for the density
matrix [1, 2]:

FmPm(V) = Si(v) + N[P,(v) + P(V)],
MmiPm(V) + S(v) = NPy(v),

20—k ) |pnv) (@

= Su0) +16[p() ~ 5pul)|,
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. Bl
NP(v) = —2Re[iGCp ()], [GI° = o,
_ N Gn _ 5)
- 4ﬁw9n+g|’ I_m_ I_mn-"rml’
Qi = W—Wy,, 1 =n,l.

Here p;(v) isthe velocity distribution of the particlesin
level i; N=N,+ N, + N, isthe density of absorbing par-

ticles EN; = [oiv) v S(v), §(v), and S,(v) are col-

lison integrals;, w, A and k are the frequency, wave-
length, and wave vector of theradiation; I',; isthe spon-
taneous relaxation rate of the level m in the channel
m — i; Wy, isthem collision frequency; and, | isthe
radiation intensity. The formulafor the second Einstein
coefficient B in Eq. (5) takes account of the fact that in
the three-level model chosen the ratio of the radiative
transition rates from level minto the hyperfine compo-
nentsn and | is determined by the ratio of the statistical
weights [27]: T /I = 9/9,. The probability P;(v) of
radiation absorption per unit time on atransition m+ of
a particle with a fixed velocity v is determined by the
off-diagonal element of the density matrix (or coher-
ence) pi(v). We note that the last equation in Egs. (4)
for the off-diagonal element p,;(v) is valid when the
coherence py(v) between the hyperfine components n
and | is neglected. For lithium atoms this approxima-
tion is valid for not too high radiation intensities. | <
10 W/cn? [28].

We shall integrate over the velocity v the second
equation in Eq. (4) and take a count of the fact that in

the presence of elastic collisons [S(v)dv = 0. Ulti-
mately, it follows from the equations obtained that

Pn rmn gn
— = — = =, 6
P [ i o] ©)

where P; = [P;(v)dv . Thisrelation shows that the ratio

of the integral radiation absorption probabilities on the
transitions m—n and mH isindependent of intensity and
radiation frequency. It characterizes the optical pump-
ing of hyperfine components of the ground state and is
a consequence of the absence of collisional exchange
between the hyperfine componentsnand |.

In the absence of phase memory in collisions on
optical transitions (a common assumption for atomic
spectroscopy) the off-diagonal collision integral hasthe
form

Shi(V) = Ymi(v) +185(V)]Pmi(V),
i =nl,

where y,;(v) and A,;(v) are the collisional broadening
and the collisional shift of the levels, respectively.

(7)
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Since the interaction potentials of the atoms in the
statesi = n, | with buffer particles are essentially iden-
tical, the transitions m—n and m- can be assigned the
same collisional characteristics:

ymn(v) = ymI(V) Ey(v)’
Amn(‘/) = AmI(V) EA(V)-

We find for the absorption probability P;(v) (5), taking
account of Eq. (7),

(8)

NP() = ZYW)[pW-e®] @

where
r(v)

" R aw ko

10
r(v) = 2+ y(w), wo
Qi(v) = Qg —A(v),

Here ' (v) isthe homogeneous hal f-width of an absorp-
tion line on the transitions m-n and m+.

We shall use the model of velocity-isotropic
“arrival” for the diagonal collisional integrals.

S(v) = —v(v)pi(v) + S2(v),

i =n,l, m,

i =n,l.

(11)

where the arrival term S‘z’(v) isafunction of the mod-
ulus of the velocity v = |v|. The quantity v;(v) in
Eqg. (11) is the transport collision frequency [29]. The
collision model (11) takes account of the velocity
dependence of the collision frequency and, at the same
time, makes it possible to obtain an analytical solution
for the problem under study.

The relation between the transport collision fre-
quency v;(v) in Eq. (11) and the characteristics of an ele-
mentary scattering event is given by the formula (see [2])

h 0w +v?
vi(v) = %J'uzexpEl— >
V3 0 vy

EF(uv)oi(u)du, (12)

where
_ 2uv 2uvp ., r2uvp
F(uv) = —-cosh=—=—sinh&5—
v2 Dvﬁ O Dvﬁ O
(13)
_ ENbe _ MMb V _ 2kBT
R V= VIS VR A VR

Ny, and M,, are, respectively, the density and mass of the
buffer particles, uisthe magnitude of therelative veloc-
ity of the resonance and buffer particles before a colli-
sion, and o;(u) isthe transfer cross section for the scat-
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tering of an absorbing particle in the state i by a buffer
particle. It can be assumed, to a high degree of accu-
racy, that the transport collision frequencies on hyper-
fine components n and | are equal [13]:

vi(v) = vy(v). (14)

The light-induced drift velocity of the absorbing
particles is determined by the relation

u, =it it i i = [vpi(v)dv (15)
L N ' i J. i '

where j; isthe partial flux of particlesin the statei. For
Egs. (4), (11), and (15) we obtain, taking account of the

relation (14), for the drift velocity the formula

u. = IVT(V)[Pn(V) +P(v)]dv,

Vo(V) =Vp(V) (16)

VeI + V()]

™(v) =

3. DRIFT VELOCITY FOR WEAK RADIATION
INTENSITY

Inwhat followswe shall confine our attention to low
radiation intensity for calculating the drift velocity:

(T * Vi)
< 5 :
where v, and I are the characteristic (average) values
of v(v) and I'(v). Under the condition (17) the popu-
lation of the excited level can be neglected in Eg. (9)
[pPm(v) = 0], and the velocity distribution of the popula-
tionsin the hyperfine componentsi = n, | in the ground
state can be assumed to be close to the Maxwell distri-
bution [p;(v) = N\W(v), where W(v) is Maxwell distri-
bution]. Then we obtain from Eq. (9)

| (17)

BI N
P(v) = =5 Yi(W(). (18)
Combining Egs. (6) and (18) and applying the normal-
ization condition N, + N, = N [here the fact that N, <
N in the conditions (17) istaken into account], we find
N, w, 0,0 N, N

= —_ = 1__n'

N~ w,Dv,+w¥,0 N

g
gn + gl ,
Substituting the expressions (18) and (19) into Eq. (16)
and integrating over the directions of the velocity v we
obtain the final expression for the velocity u, of light-
induced drift, which we represent in the form

v,0= J’Yi(v)W(v)dv, w; =

k
ULEEuLi U, = Ugu(X), (20)
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where the parameter u, with the dimensions of velocity
isgiven by

_ _28BI
e 2kF
and the dimensionless velocity u(x) is afunction of the
dimensionless detuning x of the radiation frequency is
given by

(21)

1
w, LY, [+ w, LY .0
@ (22)
X [TTo(t) exp(—t*) [wi, D, TF (1) + w; DY, T ()] k.
0

ux) =

Here the functions of the dimensionless velocity t =
vIV were used:

o) + [+ x (0]

+ Xi(t) + arctant_xi(t)

y(t) y(t)

T = Vn(VE) —Vi(VE) 23)

n(Vt)[l + F(Vt)}

m

F.() = x(Hwih) +@In[y () + [t=x(1)] }

wit) = arctant

_ (v _ Qi(vt)

y(t) - kV ] Xl(t) - kV )

M L

In Eq. (22) the quantities [Y;[] defined in Egs. (19),
assume the form

i=n,l.

Y0 = Tz—k—V-JO’texp(—tz)qu(t)dt, i=nl ()

It is convenient to introduce for the dimensionless
detuning x of the radiation frequency in Eg. (20) the
guantity

(25)

where

Q= W—Wwy, Wy = WyWy, + W0y (26)

Thefreguency wy, correspondsto the“ center of gravity”
of the transition frequencies wy,,, and w,, taking
account of the statistical weights of thelevelsnand I.
In the region of “norma” LID [where we can set
To(t) = const in Eq. (22)] the shape of the LID line has
avery ssimpledispersion-likeform and the drift velocity
u,_ vanishes only at the point x = 0 [30] (see Fig. 4
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below), just asfor two-level particles. Even though lith-
ium atoms are described by athree-level A scheme, the
shape of the“normal” LID linefor them hasthe simple
“two-level” form because of optical pumping of the
hyperfine components of the ground state as aresult of
the absence of collisional exchange between the hyper-
fine components in the case of inert buffer gases. The
great simplicity of the shape of the “normal” LID line
of lithium atoms makes it possible to observe easily the
very small deviations from this shape in an experiment.

In calculating the drift velocity of atoms in a mix-
ture of two different buffer gases, the relation

Vi(7) = vy(V1) +vy(V), (27)

wheretheindices 1 and 2 denote the types of buffer par-
ticles, should be substituted in Eq. (23) for 14(t).

i =n,m,

4. DRIFT VELOCITY
USING ONE-DIMENSIONAL COLLISION
INTEGRALS IN THE CALCULATIONS

The switch from three- to one-dimensiona kinetic
equations (4) is made, as already mentioned in the
introduction, by substituting the approximate factoriza-
tion p;(v) = W(vp)pi(v,), i =n, |, minto theinitial equa-
tions (4) and then integrating these equations over v,
We find from the equations obtained in this manner that
the LID velocity is given by arelation formally analo-
gousto Eq. (16):

ut = jv AYW)IPP(v) + PP(v)]dv,,

(29)
@y vi(v,) —vi(v)
T VO O]

where v(’(v,) =vY(|v,)) isthe one-dimensional col-
lison frequency, related with the three-dimensional
frequency v;(v) by the formula

vi(v) = [UWvo)dve.

Using therelation v2 = v2 + v2 Eq. (29) becomes

(29)

El/
vv) = o expD—DJ' VV; (v)expD——%jv (30
vy
The radiation absorption probabilities P{"(v,) in
Eqg. (28) under the condition (17) of low radiation

intensity are given by aformulawhich isformally sim-
ilar to Eq. (18):

(1)
PO(v) = BRVOw yw(y,

where

i=nl, (31)
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YOy = v, ,
[r‘l’(vz)f +[QP(v,) —kv ]
rv,) = +v<“<vz)

(32)
o) = QOi—Am(vz),

2
1

W(v) = —expEr—EL

ATV 0 v

In Eq. (32) the one-dimensional analogs y(v,) =

yO(v,)) and AO(v,) = AD(|v,]) of the three-dimen-

sional quantities y(v) and A(v) are given by formulas

similar to Egs. (29) and (30), and the relative popula-

tion Ni(l) /N of the level i is given by aformula similar

to Eq. (19) for N/N with [¥,Oreplaced by OY"Oinit,
where

i =n,l.

[

oyPo= J’Yi(l)(vZ)W(vZ)dvz. (33)
The formula (28) for the drift velocity u”

theform, after Pi(l)(vz) from Eq. (31) issubstituted into
it,

assumes

u(Ll) kBIJ.V T(1)(‘/2)
(34

(1) )
[ RV ) + SV ) [wevdv.,

It can be shown that if the transport collision frequen-
ciesv;(v), the callisional broadening y(v), and the col-
lisional shift A(v) of the levels do not depend on the
velacity, then the formulas (20) and (22) for u, and (34)

(1)

for u;” areidentical, as should be.

In the limit of large Doppler broadening (I < kv )
and for A(v) = const the formula (34) for thedrift veloc-
ity assumes its simplest form

1 k Bl
K k)
(1)DQID

w,Q T(l)Ep”E+ wQ

W, exp[gng} W, exp[gv'g}

An expression for the drift velocity which is so simple
to analyze and does not contain integrals cannot be
obtained using three-dimensional equations.

(35)

X
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5. COMPARATIVE ANALY SIS

We have investigated the collisional transfer of non-
equilibrium in the velocity distribution of resonant par-
ticlesinalaser radiation field by directly comparing the
results of numerical calculations of the LI1D velocity of
lithium atoms in an atmosphere of inert buffer gases
using the formulas (20) and (22) (three-dimensional
approach) and (34) (one-dimensional approach). The
transport collision frequenciesv;(t) = v;(tv ) = v;(v) for
the systems Li—X, where X is an inert gas atom, was
calculated numerically using Eq. (12) and the transfer
cross sections g;(u), calculated in [11] on the basis of
semiempirical  Pascale-Vandeplanque interaction
potentials[22].

Under Doppler broadening conditions for the
absorption line (I' < kv ) the effect of the " (v)-depen-
dence of the homogeneous half-width of the absorption
line Q(v) and the detunings v of the radiation fre-
guency on the drift velocity u, is negligible and can be
neglected [14]. For homogeneous broadening (I > kv )
this dependence can aso be neglected in our problem
(seethe discussion of Fig. 6abelow in this connection).
Consequently, weset ' (v) =T =constand Q(v) =Q, =
const in the numerical calculations. The specific values
of the quantitiesI” = I ,/2 + y for different systems Li—X
were determined from the data of [31] for collisonal
broadening y of the absorption line (y = 3.86 MHz/torr for
Li-Ne, y=5.31 MHz/torr for Li—Ar, y = 7.00 MHz/torr
for Li—Kr, and y = 7.96 MHz/torr for Li—Xe).

For Q;(v) = const the dimensionless detuning x (25)
of the radiation frequency is related with the detunings
x(t) = x by the relations

Win
kv’
where & is the dimensionless distance between the

components of the hyperfine structure of the ground
State.

Figures 2 and 3 show the dependences, calculated
using the formulas (12) and (30) on the dimensionless

velocitiest = v/v andt,= v,/V of three-dimensional,
vi(t), and one-dimensional, v¥(t,) = vi(vt), trans-
port collision frequencies and the rel ative differences of
the transport collision frequencies

& - Vm(t) _Vn(t)

X, = X=0w,, X = X+ow,, O = (36)

v ooy t) ] -
Aav® _vi(t) -vie)
v )

for lithium atoms in various buffer gases. The charac-
teristic feature for the one-dimensional quantities

viP(t,) and AV s the smoother velocity depen-
dence compared with the three-dimensional quantities
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v;(t) and Av/v. The sign-aternating velocity depen-
dence of the relative difference of the transport colli-
sion frequencies gives rise to the anomalous LID and
the strong sensitivity of the shape of the anomalous
LID line to the character of the dependence of Av/v on
v [10-14]. Thisiswhy the shape of the anomalousLI1D
lineismost sensitive to collisional transfer of nonequi-
librium in the velocity distribution of resonant parti-
cles.

Figures 4—6 show the results of numerical calcula-
tions of the dimensionless drift velocities u(x) and
u®(x) obtained using the three-dimensional and one-
dimensional descriptions of the LID, respectively. The
dimensionless drift velocity u®(x) is determined by the

expression ud(x) = k - ul® /ku,, similar to the expres-

sion (20) for u(x) with u, in it replaced by u(Ll) from

Eq. (34) and u(x) replaced by u®(x).

Figure 4 shows the dependence of the drift veloci-
ties u(x) and u®(x) of 7Li atoms on the detuning of the
radiation frequency in Ne buffer gas at temperature T =
300 K. In this case the shape of the drift velocity line
corresponds to “normal” LID (Av/v as afunction of v
does not change sign) and is described well by the LID
theory with transport collision frequencies which do
not depend on the velocity v [14]. The difference of the
velocities u(x) and u®(x) was found to be so small that,
as one can see from Fig. 4, the plots of u(x) and ud(x)
merge and are seen as one curve. Analysis shows that
such aweak difference between u(x) and u”(x) occurs
for any character of the broadening of the absorption
line (Doppler, y=T/kv < 1, or homogeneous, y > 1).
This result [merging of the plots of u(x) and ud(x)] is
even unexpected to some extent: under conditions
where the collision frequency depends on the velocity
for the “normal” LID, though the values of u(x) and
uD(x) are expected to be close, they are not expected to
coincide to such a high degree. Thus, the influence of
the collisional transfer of nonequilibrium on the shape
of the “normal” LID lineis so small that it can aways
be neglected.

For the anomalous LID (with sign-alternating
dependence of Av/v on v, asshown in Fig. 3) the differ-
ence between the plots of u(x) and u®(x) isnow clearly
seen, though it is small (Figs. 5 and 6). For homoge-
neous broadening of the absorption line (y > 1) the dif-
ference between u(x) and u®(x) does not exceed 20%
(Fig. 5¢c and 6¢) and does not lead to loss of any impor-
tant detailsin the dependence of the drift velocity onthe
radiation frequency. For Doppler broadening (y < 1)
neglecting the collisional transfer of nonequilibrium in
the velocity distribution of resonant particles can result,
asonecan seein Fig. 5b, in aloss of some subtle details
in the shape of the LID line (in Fig. 5b the function
u®(x) possesses one zero, while the function u(x) pos-
sesses three zeros. However, in most cases neglecting
the collisional transfer of nonequilibrium does not

Vi, Vl'(l), 107 571
4

Fig. 2. Three-dimensional, v;, and one-dimensional, vi(l) ,

transport collision frequencies as a function of the dimen-
sionless velocitiest = v/v and t, = v,/V of lithium atoms
at temperature T = 300 K and buffer-gas pressure P = 1 torr:

(1) vn(t) for the system “Li—Ne; (2) vt for TLi-Ne;
3) viP(t,) for TLi—Kr; (4) vi(t) for Li—Kr; (5) vpy(t) for

"Li—kKr; (6) viP(t,) for TLi—Kr.

Av/v, Ay D
0.10-

0.05

Fig. 3. Relative difference of the three-dimensional Av/v
and one-dimensional AV D transport collision frequen-
cies as a function of the velocity for various systems:
(1, 2) "Li«(Ne+ Kr) a T = 300 K and neon fractionsin the
buffer mixture & = 0.875 (§ = Ny/Np, where Ny istheneon
density, Ny isthetotal density of buffer particles); (3, 4) SLi—
(Ne+ Kr) at T=600 K and & = 0.865. The solid curves (1
and 3) Av/v; dashed curves (2 and 4) AvD @,
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u, u®
0.02

0.01F

-0.01

002513 0 5 3.0

X

Fig. 4. Drift velocities u and u‘? versus the dimensionless
detuning of the radiation frequency x = Q/kv for “Li atoms
in Ne buffer gas for the “norma” LID at temperature T =
300 K and buffer gas pressure P =5 torr (y=T/kv =0.33).

The plots of u(x) and u™(x) merge and are seen as asingle
curve.

result in aloss of important fine details in the depen-
dence of the drift velocity on the radiation frequency, as
one can see in Figs. 5a, 6a, and 6b [quite complicated
oscillating functions u(x)].

We investigated the dependences of the drift veloci-
tiesu and u® on the detuning of the radiation frequency
for the anomalous LID of lithium atomsin other buffer
mixturesaso (Ne+ Ar, Ne+ Xe) and obtained the same
conclusions from the computational results [weak dif-
ference between the functions u(x) and u®(x)], asin the
case of the computational results, shown in Figs. 5 and
6, for the drift of lithium atoms in the buffer mixture
Ne + Kr. Thus, even for the anomalous LID the influ-
ence of the collisional transfer of nonequilibrium onthe

PARKHOMENKO, SHALAGIN

shape of the LID lineissmall, and in many casesit can
be neglected even when investigating quite fine impor-
tant details in the radiation frequency dependence of
the drift velocity.

Since the anomalous manifestation of the LID is
entirely dueto the sign-alternating vel ocity dependence
of the difference of the transport collision frequencies
Av = v, (V) —v(v), it should be expected that all subtle
details of the shape of the LID line also remain when
the velocity dependence of the collision frequency is
neglected in the denominators of the factors t(v) in
Eq. (16) or 1®(v,) in Eq. (34). The caculations whose
results are shown in Fig. 6a confirm this. Thecurve 2in
this figure illustrates the dependence, calculated using
Eq. (34), uD(x) for the system SLi—(Ne+ Kr). Thecurve 3
corresponds to the dependence u®W(x) caculated using

Eq. (34) with the frequency vi(l)(vz) (i=m, n)inthe
denominator of the factor t™W(v,) is replaced by the
average transfer frequency
0= %J’(n )W)V (V) dv
v

(38)

3./

where n is a unit vector in an arbitrarily chosen direc-
tion. The average transfer frequency ;Cisrelated by a
simple formulawith the diffusion coefficient D; of par-
ticlesinthe statei: D, = v>/2,[]

It is evident in Fig. 6a that the error introduced by
the substitution vi(l)(vz) — [,00n the denominator of

the factor T®(v,) isindeed negligible. This result indi-
rectly confirms the correctness of the approximation
M(v) =T = const and Q;(v) = Q; = const used in the
numerical calculations [these quantities appear in the

8 ) 4_ qu)
v exper—Ai(v)dy,
m75.! U p2d"

u, uV, 1074 u, uM, 1070 u, uD, 1077
1.0+
6 (a) n -
41
0.5
T M
i’
0 + 0
U
ol h
' I
_4, \-I I —05
—6f
I I I I I | I I I I —1.0k L L 1
-3 -2 -1 0 1 2 3 -4 =2 2 4 ~10 0 10

Fig. 5. Drift velocities u (solid curves) and u® (dashed curves) versus the detuning of the radiation frequency x for “Li atomsin the
buffer mixture Ne + Kr for the anomalous LID at temperature T = 300 K, neon fraction & = 0.875 and various pressures: (a) P =
5torr (y = 0.036); (b) P = 150 torr (y = 1.02); (c) P = 750 torr (y = 5.08).
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u, u(l), 1076
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u, u(l), 1078

2

-10 0 10 «x

Fig. 6. Same asin Fig. 5 for the system 8Li—(Ne + Kr) at T=600K, £ = 0.865; (a) P = 5 torr (y = 0.013), (1) u(x), (2) calculation of
u®(x) using Eq. (34); (3) calculation of u®(x) using Eq. (34) with the frequencies v{™)(v,) in the denominator of thefactor t®(v,)
replaced by W;1(38); (b) P =500 torr (y = 1.12); (c) P = 2500 torr (y = 5.59).

denominator of the expression for Y(v) and Y)(v,) in
the formulas for the drift velocity]. In addition, this
result makes it possible to find, from the experimental
dataon LID, the velocity dependence of the difference
of the one-dimensional transport collision frequencies
of atomsin the ground and excited states for collisions

of the atoms with buffer gases: Av® = v(v) —

viP(v,) . We shall explain this for the example of LID
of 5Li atoms under conditions of Doppler broadening of
the absorption line, when Eq. (35) isvalid (Fig. 6a).

For 6Li atoms the hyperfine splitting of the ground
state wy, issmall compared with the Doppler width kv
of theline (at T=600 K, & = wy/kv =0.12) and con-
sequently we can set in Eq. (35) Q= Q,=Q,i.e, a
two-level model gives a good description of LID of 6Li
atoms. We obtain from Eq. (35)

kv Bl | kvl (39)

w020 EU(LnkV«/I_T[DEDZ]
Thedrift velocity u™ appearing in this formulacan be
measured experimentally according to the LID; al
other quantities are known. Thus, the dependence of T®
onv,=Q/kv canbefound directly from the experimental

dataon LID. Sincethedrift velocity u(Ll) isinsensitiveto

the substitution vi(l)(vz) — [),00n the denominator of
the expression for T@(v,) (see Fig. 6d), the plots
T(Q/kV ) and AvD(Q/kV ) will have the same form.

It follows from Eq. (35) with Q, = Q,, = Q that, spe-
cificaly, the drift velocity u(Ll) and the difference of the

one-dimensional transport collision frequencies Av®)
vanish for the same values of Q/kv , except the point
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Q =0, where u = 0for any values of Av® (werecall

that Av® is an even function of Q/kv ). Thisisclearly
seen by comparing the positions of the zeros of the
function u® on the x = Q/kv axis (Fig. 6a) and the
positions of the zeros of the function Av@W/v(* onthet, =
Q/kv axis(curve4inFig. 3).

The examples of the gpplication of Eqg. (35) which
were presented above clearly demonstrate the advantage
of the one-dimensiond approach for describing the LID
from the standpoint of the analysis of the experimental
dataon LID for the purpose of extracting important infor-
mation about the physics of interatomic collisions.

6. CONCLUSIONS

In the present work the question of collisional trans-
fer of nonequilibrium in the velocity distribution of res-
onant particles, which is important for the physics of
the interaction of laser radiation with gases, was inves-
tigated quantitatively. Theradiation directly producesa
nonequilibrium only for the projection v, of the veloc-
ity v of the particles on the wave vector k. The colli-
sions“transfer” nonequilibriuminthe v, distribution to
the distribution over the projections v of the velocity v
orthogonal to k. The collisional transfer is weak. In a
number of well-known effects due to the interaction of
laser radiation with gases, the role of collisional trans-
fer of nonequilibrium is greatest in the anomalous LID.

The shape of the anomalous LID line (drift velocity
asafunction of theradiation frequency) isstrongly sen-
sitive to the sign-alternating velocity v dependence of
the difference of the transport collision frequencies
Av = v, (v) —v(v) for atomsin the ground and excited
states in collisions with buffer particles. It is this cir-
cumstance that isresponsiblefor the great sensitivity of
the shape of the anomalous LID line to collisiona
transfer of nonequilibrium.
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Collisional transfer of nonequilibrium has been
investigated in this work by direct comparison of the

drift velocities u; and u(Ll) of lithium atoms in an atmo-
sphere of inert buffer gases. The drift velocity u, was cal-
culated taking into account the collisional transfer of non-
equilibrium on the basis of three-dimensional quantum

kinetic equations, and the drift velocity u'® was calcu-

lated from approximate one-dimensional equations
obtained neglecting the transfer of nonequilibrium.

The computational results showed that in the case of
the“norma” LID (when the difference Av of the trans-
port collision frequencies as a function of the velocity
v does not change sign) the collisional transfer of non-
equilibrium has no appreciable effect on the shape of
theLID line. Thismeansthat one-dimensional collision
integrals can always be used instead of three-dimen-
sional integrals to describe the “normal” LID without
risking aloss of any important fine detailsin the radia-
tion frequency dependence of the drift velocity.

When the transfer effect is neglected, the largest
error arises in the description of the anomalous LID.
However, it was found that to describe the anomalous
LID the one-dimensional collision integrals can be
used in most cases instead of the three-dimensional
integrals without risking a loss of fine details in the
radiation frequency dependence of the drift velocity.

The advantages of the one-dimensional over the
three-dimensional approach to describing the LID is
manifested in the analysis of the experimental data on
LID for the purpose of using the data for scientific
applications. This was demonstrated in the present
paper for the anomalous LID of 6Li atoms. Analysis of
the experimental data on LID, using the formulas
obtained with the one-dimensional approach, makes it
possible to find the velocity v, dependent difference of
the one-dimensional transport collision frequencies

Av® = v (v,) = v (v,) of the atoms in the ground

and excited states in collisions of the atoms with buffer
gases.
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Abstract—A linear theory of the cyclotron parametric instability in systems which are classical anal ogues of
guantum lasers without inversion is developed. The cyclotron interaction of different types of modulated elec-
tron beamswith abichromatic field, produced by waves propagating at an angle with respect to aconstant mag-
netic field, is investigated. It is shown that simultaneous amplification of two parametrically coupled modes
with different frequencies and positive energy is possible in this system with modulation of the active and reac-
tive components of the susceptibility of an electronic ensemble. The results obtained are important from the
standpoint of the general theory of radiation processes in electron beams and plasma and for the advancement
of microwave electronics. © 2000 MAIK “ Nauka/l nterperiodica” .

1. INTRODUCTION

In the last few years there has been a definite trend
toward increased understanding of classes of charged-
particle ensembles that are capable of stimulated emis-
sion. Attention is being focussed on the parametric
interaction of coherent high-frequency (HF) modesina
modulated medium of electrons-oscillators (quantum
and classical). It has turned out that parametric interac-
tion under certain conditions|eads not to the transfer of
energy from one mode to another (scattering) but rather
to the amplification of both modes, under conditions
wherethe €l ectron ensembleis“inversionless” i.e., sta-
ble with respect to the generation of each HF mode sep-
arately. Thiseffect isvery popular in quantum electron-
ics, where for the last ten years specia attention has
been devoted to the investigation of an object which at
first glance seems to be paradoxical—a laser without
inversion.

In [1-3] attemptswere madeto construct classical ana
logues of alaser without inversion. Equations describing
the excitation of waves, identica to the equations for a
quantum system, were obtained in [ 3] for acyclotron-res-
onance “inversionless maser,” operating according to
the principle of the well-known quantum A-scheme[4].
In [3] the generation of cyclotron radiation at two har-
monics of the gyrofrequency by a modulated ensemble
of electrons with an energy variance (modulation was
produced at the difference harmonic) was studied. It
was shown that from the macroscopic standpoint the
amplification mechanism in such a system (just as in
the analogous quantum scheme) corresponds to the
parametric interaction of the modesin amedium with a
modulated conductivity (active susceptibility), where
the instability is due to a definite synchronization of the

beats of the HF field with the low-frequency (LF) oscil-
lations of the conductivity.

Formally, the parametric interaction of two HF
modes in a medium with modulated electrodynamic
characteristics (fixed LF pumping approximation) can
be described in the simplest case by the following well-
known equations [5, 6]

BlEl +Y1Ey
BZEZ +Y,E;

where E; , are the complex amplitudes of waves with
frequencies and waves vectors w, , and k; ,, o€ is the
complex amplitude of the perturbation of an electrody-
namic parameter of the medium with frequency Q =
w; — w, and wave vector k¥ = k; — k,, the constants 3;
and [3, are determined by the linear dispersion of the
waves, and the quantities y; , are the linear damping
constants. Simultaneous amplification of two HF
modes in the system (1) is possible only if the coeffi-
cients 3; and 3, have different signs. This well-known
case corresponds to waves whose energies have differ-
ent signs; a negative-energy wave in the temporal prob-
lem correspondsto 3; < 0 (herej = 1 or 2). It isimpor-
tant to note that the amplification of negative-energy
waves is also possible without parametric coupling of
the modes: for 3; < 0, y; > 0 and d¢ = 0 the solution
of the corresponding equation of the system (1) is unsta-
ble. (For the amplification of a negative-energy wave
dissipation is a feedback mechanism, making it possi-
ble to obtain an excess of energy of a nonequilibrium
medium [5,7]. In the absence of dissipation parametric

ocE,,
_68* El’

)

1 The equations (1) correspond, for example, to the temporal prob-
lem for uniform waves.
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coupling with a positive-energy wave can play therole
of feedback [8].) For positive-energy waves (the case of
interest to us) simultaneous amplification of HF modes
occurs with asign change on the right-hand side of one
of the eguations (1) or with pre-multiplication of the
right-hand sides of (1) by i (the substitution & — id¢
reduces both variants into one another). The modula-
tion studied in [3] of an active medium results in this
form of the equations for parametrically coupled
modes.

However, the question of the possibility of the
amplification of two positive-energy HF modes para-
metrically coupled as aresult of the modulation of the
reactive component of the susceptibility of the medium
remained open. It isinteresting that from the standpoint
of the quantum analogy, which interprets parametric

interaction of waves as scattering of photons,2 such pro-
cesses seem impossible at first glance on the basis of the
law of conservation of the tota number of photons (the
Manley—Rowe relation [8]). However, the devel opment
of the theory of quantum and classical inversionless gen-
erators of bichromatic radiation [3, 4, 10] casts doubt on
the universality of the corresponding “forbiddenness.”
Indeed, in these systems a definite phase of the beats of
the HF field relative to the LF modulation of the
medium is maintained in principle, and for a fixed
phase of the wavesthe change in the number of photons
in the modes for an elementary interaction event
becomes indefinite [11].

In analyzing the radiation processes in ensembles of
electrons it is important to keep in mind that the reac-
tive and active components of their electric susceptibil-
ity are formed, generally speaking, by different groups
of particles. Thereactive response of an €lectronic ensem-
bleto an external HF field is due to nonresonant particles,
and the active response is due to resonant particles, i.e.,
particles under conditions of Cherenkov or cyclotron syn-
chronization with HF waves [5]. For example, in kinetic
caculations of the conductivity of electron ensembles
[5, 7, 9] Landau’s pole rule relates the reactive component
to aprincipal-valueintegrd in phase space and the active
component to a corresponding “resonance” pole. The
parametric amplification of two HF modes which is
indicated in [3] isdueexclusively to the modul ation of the
distribution function of particles in resonance with both
partial HF waves (and not only their beats, as ordinarily
happensin the standard induced scattering [8]). The distri-
bution function averaged over one period of LF modula-
tion can be stable, and in thissenseit isan inversionless
distribution.

In the present paper alinear theory of parametric gen-
eration of cyclotron radiation due to modulation of an
electron beam is developed. A moreredigtic (thanin[3]),

2The system (1) corresponds to scattering of waves by a prescribed
(external) modulation of the medium. For induced scattering the
structure of the wave equations is similar, but the quantity &¢ is

proportional to E; E5 [5, 8, 9].
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from the standpoint of practical applications, scheme of
parametric generation of cyclotron radiation is studied:
infirst place, generation of the Brillouin components of
waveguide modes which have the same “transverse”
structure and different frequencies and propagate at an
angle with respect to a constant magnetic field isinves-
tigated [inversionless variant of a cyclotron antireso-
nance maser (CARM)]; the frequencies of the modes
correspond to (or are close to) the frequency of cyclo-
tron resonance with eectrons at the first harmonic; in
the second place, the initial momentum distribution
function of the particles corresponds to avery common
sources used in electronics—a magneto-injector gun
[12], where the beam is monoenergetic and has alarge
pitch-angle variance. The monoenergetic nature of the
beams (neglecting the space charge) in such gunsisdueto
the characterigtic features of the geometry of the acceler-
ating electrodes and the magnetic system (see [12]). The
absence of a large variance of the relativistic electron
gyrofrequenciesin such gunshasledtotheir extensive use
in various cyclotron-resonance masers. At the same time,
in such systemsiit is difficult to overcome the pitch-angle
variance of the e ectrons, which engenders Doppler broad-
ening of the cyclotron resonance for nontransverse prop-
agation of waves relative to the magnetic field.

Investigations of this system showed that it is much
more interesting than the scheme studied in [3] from
the standpoint of obtaining various parametric genera-
tion regimes. Specifically, instability of bichromatic
radiation due to modulation of the reactive susceptibil-
ity of the el ectronic ensemble has been achieved in such
asystem.

A formulation of the problem with an indication of
a number of distinguishing features of this system is
given in Section 2. Two cases are studied. In the first
case, a description of which is contained in Section 3,
the modulation of the distribution functionisgivenina
form in which the above-mentioned inversionless para-
metric generation regime of a bichromatic field due to
modulation of the conductivity of the medium is
obtained. The most interesting result, which greatly
expands our current understanding of parametric radia-
tion processes, is presented in Section 4. It is demon-
strated that for a definite form of the modulated distribu-
tion function (aspecific mode of the LF modulation pro-
cessisconsidered) parametric generation of bichromatic
radiation due to modulation of not the active but rather
the reactive component of the susceptibility of the elec-
tron beam is possible in this system. The results
obtained are discussed in the Conclusions.

2. BASIC INITIAL RELATIONS

Let us consider two linearly polarized plane waves
propagating at an angle with respect to a constant mag-
netic field B = z,B. The waves have the same transverse
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(with respect to the magnetic field) wave number but
different frequencies:

2
E = yoz ReEjexpEka+ik”jz—icojt—ig% )
ji=1
L et these waves be in resonance with e ectrons having
the momentum components pfl) = mcpﬁ) and pg =

mcpg at the first harmonic of the cyclotron frequency:

0
where wg = eB/mc, misthe electron rest mass, c isthe

speed of light, and y, and Bﬁ are, respectively, therela
tivistic gamma factor and the longitudinal velocity of
resonance particles scaled to the velocity of light. Let
us consider the interaction of this field with an ensem-
ble of electrons whose momenta are close to the reso-
nance value. Thisensemble can be described by thedis-
tribution function over truncated variablesf(r, x, 6, z, X, t),
where the quantitiesr and x characterize the deviations
of thelongitudinal and transverse momentaof aparticle
from the resonance values:

r=p—py, X = p/2-p2l2,
0 isthe cyclotron rotation phase and X is the transverse
coordinate of the center of a“Larmor circle” Describ-
ing the particle motion on the basis of the “nonlinear
pendulum” approximation [12-14], the following form
of the Liouville equation can be used:

Y 0 90
Cot * e * Pig
2 9 0 5 (4)
s 0 Ol —
+ ZIF]%J_ ax + nmaer 0.
J:
Here,

w1 5O
= _BEH__LZ_&LD’
Yo O Yo YoO
r Y
0 02
By =By +-(1-By) =%,
Yo

0

H

F; = GRea;exp(iB +ikpX +ik;z—iwjt),

G = (polyo)di(karp),

F, isthe effective “force” exerted by the jth wave on the
particle (strictly speaking, this is the dimensionless
interaction-phase-dependent power of the energy trans-
fer between the particle and the jth wave), nj; = ck;;/wy
is the longitudinal refractive index of the wave, ry =

cpg/wB is the gyroradius of resonant particles, J; is
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the derivative of the Bessel function with respect to its
argument, and a; = eE5/mc is the normalized amplitude
of the wave.

We shall aso use the truncated equations [15] for
the wave amplitudes. Let us consider a “boundary-
value’ problem, assuming the fields to be functions of
the coordinate zand constant in time and also assuming
the wave vectors and frequencies to be related by the
“vacuum” dispersion relation (naturally, the electron
density is assumed to be quite low)

Wy = cyka + ki ©)

Chy 99
w; 0z

We obtain

_ _2me
mc

(6)

where the amplitudes |; of the resonant harmonics of
the current can be expressed in terms of the distribution
function asfollows:

I = ecGEJ'dxdrdef(x, r,o, z Xt)
x exp(—i8—ikg X —ik;z+iwt) ,,.

i

(7)

Here the brackets denote averaging over the corre-
sponding “fast variables.”

The parametric coupling of the waves under study is
due to the modulation of the electron distribution func-
tion with respect to the longitudinal coordinate z with
the difference wave sector

and with respect to time with frequency
Q=0w-w, 9

(for definitenesswe assumethat w, > w,). At the bound-
aries of the generation region z = 0 we prescribe an
unperturbed distribution function modulated in time:

fian:O = fin(er’Qt)v (10)

where f,, is assumed to be periodic in t. In the absence
of HF fields, for z > 0 the distribution function is deter-
mined from (10) by making the substitutiont — t—2/cf3,.
Assuming
0
-B,0
K————-——[B” OB” z<1,

By

we neglect the “ballistic” relaxation of the modulated

distribution function (here I3, — Bﬁ (s the characteris-
tic variance of the trandlational velocity of the electrons

with respect to Bﬁ) ). Under the conditions (11) the

unperturbed distribution function can be represented in
the form

(11)

fin|Z>O = fin(X!rvLP)v (12)
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where W = kz — Qt. The corresponding limit can be
obtained more accurately directly in the expression for
the HF current (see [3]). However, it can be shown that
this has no effect on the final result.

14(2) = —ecGoa, < Joraiha St w)>

—ecG 0, <Idxdrexp(—|LIJ)E%32, H—zfm(f X LP)> ,

ERUKHIMOVA, TOKMAN

Solving thekinetic equation (4) in thelinear approx-
imation in the field (see, for example, [3]), we obtain
the following expressions for the resonance harmonics
of the current (7):

t

t

(13)

12(2) = —ecG7a, < Joraritha ffetutx, w>>

_ecGzo(1<J’dxdr exp(i‘P)é%ll, ‘E‘O%:lfin(r, X LIJ)>
cBy

Here
W 0
A = w —oy—cky By = A& +r(pl—n,E (14
j = 00— ooy —ckyBy e (By=nydy (14)

is the detuning of the cyclotron synchronization from

the jth HF wave; the operator 2 (A, 1) isdetermined by
the expression

£(0,7) = x(1-ep(ian))
(15)

= —(1 cos(AT)) + sm(AT)

the differential operators Ej appearing explicitly in the
kinetic equation (4) have the form

[ =%0 9
b= oo]-ax-'-n'“ar
_ 0, 0 0
= Yo(L=myBgs * Mgy

The operator L; determines in momentum space a
direction in which distribution function of the reso-
nance particles varies under the action of the jth mode.

Only the zeroth and first Fourier harmonic of the mod-
ulated distribution function (12) “participate” in the for-
mation of the resonance responses (13). Thismakesit con-
venient to represent the distribution function in the
form

fin(X: 1, W) = fo(X, 1) + Fu(X, r)cos(¥ + @p). (16)

Analyzing the expressions obtained for the reso-
nance harmonics of the current (13), it is convenient to
switch to new integration variables, thereby reducing
the problem in two-dimensional phase space to one-
dimensional phase space (a very similar technique is
described in [9]). According to the wave on whose
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parameters any particular integral in the expressions (13)
depends, we make the linear subgtitution of variables

{I’ X} H{AJ’ ]}

where 4 isthe detuning of synchronization determined
by the equation (14);

+r(1-nyBy) (17)

.= -=n
j IIJy

is the coordinate that remains constant in a direction of

action of the operator ;.2 The operator L; assumes
the form

L= Qi _n2)
L; = yo(1 n“])aAj.

The detuning 4 increases in the direction of action of

the operator L;. It should be kept in mind that the
waves under study are fast, i.e., nj; < 1. In addition, we
shall assume for definiteness that the waves propagate
in the positive direction aong the z-axis, i.e., n; > 0. In
the new variables, using Eq. (16), we obtain for the cur-
rent harmonics|, and |,

1,(2) = —ecGzyoo(l

x [dn,EEh,

zd

(1)
OEUA]_ (Al)

1 )
- é('Z‘CGZ\/oaz('Z‘Xp(I do)

3t iseasy to show that thisis the well-known integral of motion of
aparticleinthefield of awaver —ny(y—yp) [9]-
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zd

(2)
OEUAz (AZ)

X [dnEEh,

1,(2) = —ecG’ YoOsy

x [dnE B,

(18)

znd

(2)
OEUAZ (AZ)

1 )
- EeCGZVoa 16Xp(—i o)

x [db,E b,

zd ol
OEUA:L (Al)
Here, @ (&) and @) (&) are, respectively, the con-

stant component and the amplitude of the oscillating
component of the function

oV, w) = [finlr@;, 1), x(8,1)), W),

(19)
= o(D)) + DY (D) cos(W + @y).

In what follows we shall consider the asymptotic
solution corresponding to Landau’s “ pole rule’, mak-

ing the assumption that the operator E( i ﬂcB”) (15)
corresponds to the well-known asymptotic form (see,
for example, [11, 16]):

iP
e TR + 110 (A).

E(0,7)], (20)

Here the symbol P denotes a principal-value integral.
Thisrepresentation isvalid at distances (see[3, 11, 17])

[BA D— > 1,
CBII

where [6A- Osthe smallest characteristic scale of varia-

tion of the functions qn(') (&) and d)ﬁ,j') (&). Neglecting
the “ballistic” relaxation of the distribution function
and by virtue of the constraint (11) the following rela-
tivistically invariant condition must be satisfied:

[BA[
km o

which, generaly speakl ng, can be stronger or weaker
than the simple condition of spectral closeness of the
components of the HF fields

-By0

Analyzing the expression (18) we can determine the
characteristic feature of the system that permits the
realization of various parametric generation regimes
that correspond to different types of modulation of the
electron distribution function. The response to the jth
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HF field is determined by the character of the integral
dependence of the particle number density in phase
space on the detuning 4; of synchronization with this
field, i.e., theform of the effective one-dimensional dis-
tribution function ®V(A;,W) (19). The average compo-

nent of this function dJ(’) (&) determines the indepen-
dent—"linear”—behavior of the HF fields; the ampli-

tude of the oscillating component d)ﬁ,j') (&) determines

their parametric coupling. Specifically, we obtain from
theformula (18), taking account of Eq. (20), thefollow-
ing obvious negativity condition for the linear incre-
ment for the jth HF field (i.e., the stability condition
(“noninversion”) of the electron distribution function
averaged over the modulation phase

dog(a)
—d (21)

8,=0

This condition means that the gradient of the function
fo(x, r) ontheline of exact synchronization A, = Ointhe

direction of action of the operator L j isnegative on the
average.
A characteristic feature of the system under study is

that for different components of the bichromatic field
the detunings of synchronization A(r, X) and Ax(r, X)

(just as the operators L, and L.) have a different
dependence on the coordinates in phase space. Theres-
onance curves of thetwo waveswithk,; # 0, determined
by the equations

Aj(py, Po) = wy—wgly —cky;B; =0

intersect at asingle point. Near the common resonance
point the detunings are determined by Eq. (14). For the
waves under study, which have the same transverse
wave numbers, the slopes of the resonance curvesin the

(r, X) plane, determined by the parameter ny; — Bﬁ’ , have
different signs, since from the condition of compatibil-

ity of Egs. (3) and (5) follows

N>Ry, NEe<By. (22)

Figure 1 shows the lines of exact resonance A; = 0 and

the directions of action of the operators L; . The detun-
ing is positive above and negative below the line of
exact synchronization. For this arrangement of the res-
onance curves in phase space there exist directions
(closeto the vertical) in which the detunings of the syn-
chronization with two HF waves increase or decrease
simultaneously, and the directions (close to the hori-
zontal) in which the detuning of synchronization
increases with one HF wave and decreases with the
other. In the parametric generation system studied in
[3] the waves in resonance with the particles at two har-
monics of the cyclotron frequency propagatein adirec-
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Xy Ly
Ly
AIZO
0 r
A2=O

Fig. 1. Lines of exact synchronization (4; = 0) and direc-

tions of action of the operators L j for the components of a
bichromatic field (2) near a common resonant point.

X
Y=Yo'
‘n A1=0
Op 7
A2=0

Fig. 2. Relative arrangement of the line of constant energy
Y = Yo and the curves of exact resonance with HFfields; =0
(near a common resonance point).

tion transverse to the magnetic field. For such wavesthe
resonance currents either coincide or they do not inter-
sect at all. A similar situation also occurs for a Cheren-
kov resonance. In these cases the changes in the detun-
ings of synchronization for both spectral components
occur identically along any linesin phase space.

On account of the indicated features of cyclotron
resonance, the effective one-dimensional distribution
functions ®D(A,, W) and ©A(A,, W) and, correspond-
ingly, theresponsesto thefirst and second HF fields can
differ substantially or there may be no fundamental dif-
ferences, depending on the form of the modulated el ec-
tron distribution in momentum space. In consequence,
the character of the parametric coupling of the fields,
the wave excitation equations, and the amplification
conditions can assume a substantially different form for
different types of modulated distribution functions.

In what follows we shal examine different parametric
wave-generation regimes that can occur in this system.

3. PARAMETRIC INSTABILITY
ON THE MODULATION OF THE DISTRIBUTION
FUNCTION OF RESONANT PARTICLES

Let the modulated electron distribution function
have aform such that the difference in the arrangement
of resonant particles in momentum space for two
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waves, which was noted in the preceding section, is not
fundamental, i.e., the responses to the first and second
HF fields excited in amodul ated electronic medium are
similar. For this the electron distribution on the line of
constant detuning of synchronization should change
with the detuning in a similar manner for the first and
second HF fields, i.e., the functions ®®(A,, W) and
®A(A,, W) (19) should be similar in a definite sense.
An obvious example of such adistributionisan ensem-
ble of electrons having energy mc?y, and a distribution

of pitch angles4 near the point (pﬁ, pé) with at- and
z-modulated function describing this variance. The
investigation of the interaction of fields with a
monoenergetic electron distribution in this case is
fully justified, since it is characteristic for real elec-
tronic magneto-injector guns used in cyclotron-reso-
nance masers (see Introduction). In the variables x and
r such adistribution corresponds to the following form of
the function (16):

fin(rv Xs LP)

. (23)
= B(X + PjIr) (Go(r) + G (r) cOS(W + 69)),

where

Y=Yo = X/Yo+Byr,

whichisvalid near resonance. Asone can seefrom Fig. 2,
theliney = y,, on which the electronic ensembleis con-
centrated, is oriented in phase space in amanner so that
the detunings A, and A, vary in an identical manner
along it. We obtain that the dependences of the parti-
cle number density in phase space on the detunings of
synchronization with the first and second HF fields,
described by the effective one-dimensional distribu-
tion functions ®@W(A,, W) and ®A(A,, W) respectively,
aresimilar:

i 1_n2.
6) _ Wy O Yo O
PA;, W) = \/o”njj%()D_Ajnlli"ojD

Y
*Ou i oW+ dolg

(24)

[Thederivation of thisformulatook account of therela-
tions (14) and (17).] Asresult the responses to the first
and second HF fields excited in such a modul ated elec-
tronic medium will be simply proportional to one
another.

4 The variance of the pitch angle leads to broadening of the cyclo-
tron resonance as result of the Doppler effect.
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Subgtituting the expressionsfor the resonance harmon-
ics of the current (18), using Egs. (24) and (20), into the
wave excitation equation (6), we obtain the system

da .
'agl +(y +ig)a,

= —aexp(ido)(y, +16,)a,,

da .
d_22 +b(y, +ig)a,

= —exp(-ido)(yn +id,)ay,

where the coefficients are determined by the formulas

(25)

A

_ 21e’G yy(1—ny)dg,
mcow,n; dr
111

r=0

_ n2e262y0(1 - n|2|1) dgw

n

r=0

2
MCW; Ny1Nj dr

21e’G’y,o(1-nty) Pdg,/d
5 = me" G y( i nlll)_[ Jo rdr, (26)
mMecw; Ny
22 2
5. = e G VO(i_n”l)IPdgM/drdr,

MCw; NNy, r

(1—nyp) 01Ny N2

(1—nyy) Q2" Mz

The system (25) obtained is similar to the system of
equations studied in [3] for the problem of parametric
inversionless generation of wavesin adirection transverse
to amagnetic field at two harmonics of the cyclotron fre-
guency and correspondsto the equations describing inver-
sionless amplification in a quantum A scheme [3, 4].
The exponential solution [a; , O exp(ut)] of the system
(25) is determined by the characteristic equation

(L+y +i8)(R+b(y, +18)) = a(y,+i8,)°
and theratio

o, _ aexp(i¢p)(y,+id,)

az Lty +id .
Inversionless generation correspondsto aregime where
the distribution function averaged over the modulation
phase is stable with respect to partial HF fields, i.e.,
Vi <0, and the corresponding condition (21), which in
this case has the form

dg,

a0

0
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is satisfied. In the simplest case, where & = 8, =0, an
unstable solution exists in the system if

ay, > byy,
which reduces to the amplification condition

1/dgy dg,
2 dr dr

The inequality (27) ensures quite strong modulation of
thereal part of the conductivity of medium. It isimpor-
tant that in the situation under consideration the
responses to the first and second HF fields are modu-
lated in-phase.

In the present system the conditions for inversion-
less amplification based on the mechanism discussed in
[3] are obtained. Parametric generation of a bichro-
matic field by means of modulation of a distribution
function of the resonant particles that is optimally
phased with the beats of the HF field or, in other words,
modulation of the active susceptibility of the electronic
medium occurs.

>
r=0

(27)

r=0

4. PARAMETRIC GENERATION
A BICHROMATIC FIELD
IN A REACTIVE MEDIUM

We shall now consider adifferent regime of parametric
generation of bichromatic radiation in our system.

Once again, we shall consider first amonoenergetic
beam of electrons with energy mc?y, and a pitch-angle

distribution near the point (pl?, pé ):

fo = 8(X +pyr)a(r).

Let the beam in the modulating section of length L,,
interact with alongitudinal “pump” field [a method for
producing the modulated distribution (23) was not stip-
ulated in the preceding section]

E = zyRe(Eyexp(ikz—-iQt)),

where Kk and Q are determined by the formulas (8) and
(9). For asufficiently short modulating interval, where

0? 0
Ly < /—CYOEQ LKL, g (g
K(1=By)lag Pi

(here o, = eEy/mc, [p)— pﬁ Ois the characteristic vari-

ance of the longitudinal momentum relative to pﬁ ), we

5 The coefficients ) can be made to vanish by modifying the exter-
nal electrodynamic system. The quantity 8, is O, for example, for
odd functions gy(r).
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Po

0
0 P Py

Fig. 3. Oscillations of the electron beam with distribution
function (29) in momentum space relative to the lines of
exact synchronization with HF fields.

have the following distribution at the exit from the
modulating section:

f,nZ 0= 6%(+p”%+?Rea oexp(— |Qt)DD

(29)

xg +—Re0( o&Xp(— |Qt)
£ e 7

The longitudina field does not change the sguared
transverse momentum of the particles, and on account
of the conditions (28) the change in the longitudina
momentum dependence depends only on the phase of a
particle at the entrance into the modulating gap. Thus,
we obtain in momentum space oscillations of the elec-
tron beam, initially concentrated on theline y(r, X) = Yo,
as awhole along the r-axis with amplitude

A = —5laq.

ey

We shall now analyze, on the basis of the results
obtained in Section 2, the character of the interaction of
the bichromatic HF radiation with an ensemble of elec-
trons with a distribution function of the form (29).

The effective one-dimensional distribution func-
tions ®O(A;, W) (19), determining the value of the lin-
ear and parametric components of the resonant current
harmonics |, and I, (18), in this case assume the form

2
o(a, w) = 220
Yol

+AH- B”%cos(w +o)

where ¢, is the phase of the complex amplitude of the
pump field a,. The functions @D(A,, W) and ©A(A,, W)
describe the oscillations a ong the corresponding coor-

gD J”m
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dinates A; and A,. It is of fundamental importance that
these oscillations occur in antiphase, since the parame-
ters1 — Bﬁ/nnl and 1 - [3|(|)/n”2 have different signs [see
Eqg. (22)]. Thisis dueto, on the one hand, the character
of the LF modulation of the electronic ensemble and,
on the other hand, the cyclotron resonance conditions
for two HF waves with different kj. In momentum
space the particle beam oscillates along the praxis—in
the direction in which the detuning of synchronization
with one HF field increases and at the same time the
detuning with the other field decreases (see Fig. 3). In
conseguence we obtain that the amplitudes of the oscil-
lating components of the functions ®O(4;, W)

®(4)) = 20cos(W + o) (4,, W),

which determine the values of the parametric compo-
nents of the resonant harmonics of the current, have dif-
ferent signs. As aresult, the wave excitation equations
will assume the form

da .
—d;l + (Y, +id;)a,
= —exp(ido)(Yi2 +105)05,

da .
d_22 + (Y2 +19,)0,

A

(30)

= exp(—ido)(Yar +10y)0;.

Assuming the components of the HF fields to be spec-
trally close (|k;| > K) (the parameters w,, w, and Ny, Np
are assumed to be the same where their differences are
not fundamental), we obtain the following expressions
for the coefficients in Egs. (30):

2 2.2 2
2me G l—n
2

mc n,

Yi=Y2=Y =

2 2.2 2
2me Gyy,l—n,

0, =0,=0= e >
ny
BO
_H
IA< ”w Argl n %coswg dA,
(31)
Vig = Vu = T = 2neGl r|||
12 = 21 — -
mc n”
d y By
cosWgrA—= + A = — -1 054’9 :
dA< g e %L nuﬁc Wlaoo
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2 22 2
2me Gy,l—n
wmc ”|2|

P Yo, a0 B
XJ'A<cosLPg nII00+A,%L nllzacosklJ LpdA'

Here the fact that for [k;| > k the parameters 1 — Bﬁ N

0, =0y =D =

and 1 — [3|(|)/n”2 are close in absolute magnitude and
equal

0 0
B o _Bio- 1k, 2
! N Ny Zku(1 W)

was taken into account.

For exponential modes a; , [J exp(U.2), which are
solutions of the system (30), we obtain, using Eqg. (31),
the growth rates

M, = —y—idxil D
and the amplitude ratio

%ﬁ = +iexp(ido).

When y = 0, which means the system is stable with
respect to “partial” generation of HF fields, the condi-
tion for amplification of a bichromatic mode becomes

ID|>y. (32

In this scheme, in contrast to previous schemes, the
amplification of a bichromatic field is due not to oscil-
lations of the active part of the susceptibility of the
medium but rather to oscillations of its reactive part,
determined by the integral

Pd .
IAqu) (4, W)dA.

Especiadly interesting is the generation regime in the
absence of resonant particles, when an electron beam
with a limited pitch-angle variance, initially detuned
from resonance with the HF waves, undergoes HF
oscillations (in momentum space) without crossing the
line of exact resonance (see Section 3). At any given
moment there are no particles which are resonant with
the HF fields and therefore the linear growth rate y is
zero, while the coefficient D “formed” from nonreso-
nant particlesisdifferent from zero. In accordance with
the condition (32) we have amplification of a bichro-
matic field.

Thus amplification of two positive-energy HF fidds
interacting parametricaly in a modulated reactive
medium occurs in this scheme. The specific nature of the
modulation of the digtribution function in phase space,
when the detuning of cyclotron synchronization of elec-
trons with different spectral components of the bichro-
matic field are modulated in antiphase, plays afundamen-
tal rulein this process. In consequence, the oscillations of
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the corresponding electric susceptibilities of the elec-
tron beam are “antiphase” (athough the modulation of
the distribution function itself has the standard mono-
chromatic form). Asresult, asign change occurs on one
of the right-hand sides in the standard system of equa-
tions of the type (1), resulting in the appearance of
instability. The energy comes from the kinetic energy
of the beam, but to demonstrate thisfact it is necessary
to go beyond the linear theory described here. For gen-
eration as result of modulation of the conductivity the
corresponding nonlinear analysisis performed in [3].

5. CONCLUSIONS

The parametric generation, examined here, of cyclo-
tron radiation with modulation of the reactive suscepti-
bility is due exclusively to the characteristic arrange-
ment of the “curves of cyclotron resonance” in the
momentum space of relativistic particles. We shall give
an exampleillustrating the “ sensitivity” of this effect to
the resonance conditions.

Let us consider a system with a Cherenkov interac-
tion. Let

and let the region of HF modulation in velocity space
be concentrated in the interval V|, <V, < V. As the
Cherenkov resonance with the mode (w,, k) is
approached, the particles move away from resonance
with the mode (w,, kp)—the situation seems to be the
same as in the cyclotron system studied in Section 4.
However, for particles from the velocity interval
between the values V, , the sign of the detuning of the
Cherenkov resonance relative to the modes (wy, ki) and
(wy, kip) isdifferent. Thus the oscillations of the detunings
of synchronization w; -k, V) and w, —kpV, are in-phase.
(Accordingly, even a gtrict calculation demongtrates the
impossibility of parametric amplification of abichromatic
field in a Che-renkov system with a purely reactive sus-
ceptibility. Amplification as result of modulation of the
active susceptibility ispossblein this case; see[3].)

An important (and in a certain sense fundamental)
guestion is the question of the redization of parametric
ingtabilities of bichromatic radiation in a “reactive’
ensemble of quantum oscillators. Analysis shows that
such aregime isimpossible on the basis of the standard
three-level A\ schemefor systemswith homogeneousline
broadening, but for systemswith alarge number of levels
and/or inhomogeneous broadening the question remains
open. In principle, the system studied in this paper (an
ensemble of electronsin amagnetic field) admits atran-
sition from a“classical” distribution function to a popu-
lation distribution over Landau quantum levels.

Parametric generation by modulation of the distri-
bution of nonresonant particles is very important from
the standpoint of experimental realization of an inver-
sionless cyclotron maser effect, sincein the presence of
LF modulation of electron beams the active and reac-
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tive components of the electric susceptibility of an elec-
tronic ensemble are inevitably modulated. Asfar asthe
general question of the prospects for producing inver-
sionless electronic devices is concerned, parametric
generation of bichromatic cyclotron radiation can be
used, in principle, in microwave frequency converters
(see [3] for a discussion of the possible advantages of
such a system). Here we have demonstrated that for the
electron momentum distributions typical for ordinary
magneto-injector guns a “linear” LF modulation
regime, which does not change the average (unmodu-
lated) components of the distribution function and
requires minimal power from an LF source, is ade-
quate.6 Thus the efficiency of such a frequency multi-
plier can be quite high. However, to determine the pos-
sible power of such schemes it is first necessary to
devel op a corresponding nonlinear theory.

ACKNOWLEDGMENTS

We thank A.V. Gaponov-Grekhov and A.G. Litvak
for anumber of stimulating discussions and for encour-
agement.

Thiswork was supported by the Russian Foundation
for Basic Research (project no. 99-02-16230).

REFERENCES

1. B. Sherman, G. Kurizki, D. E. Nikonov, and M. O. Scully,
Phys. Rev. Lett. 75, 4602 (1995).

6 That is, it requires such power only in second-order in the ampli-
tude of the modulating field. The case of a monotonic electron
energy spectrum is a counterexample. Low-frequency modulation
in a nonlinear particle “capture’ regime (see [3]) is required in
order to reach the threshold of inversionless generation; modula-
tion in this case is inevitably accompanied by a larger distortion
of the average components of the distribution function: the energy

input is proportional to ,[E;, where Ej is the amplitude of the
field in the modulating section (see also [16]).

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

2.

10.

11.

12.

13.

14.

15.

16.
17.

ERUKHIMOVA, TOKMAN

D. E. Nikonov, B. Sherman, G. Kurizki, and M. O. Scully,
Opt. Commun. 123, 363 (1996).

A. V. Gaponov-Grekhov and M. D. Tokman, Zh. Eksp.
Teor. Fiz. 112, 1176 (1997) [JETP 85, 640 (1997)].

O. Kocharovskaya, Phys. Rep. 219, 175 (1992).

B. B. Kadomtsev, Collective Phenomena in a Plasma
(Nauka, Moscow, 1988).

N. Bloembergen, Nonlinear Optics (Benjarnin, New
York, 1965; Mir, Moscow, 1966).

A. B. Mikhailovskii, Theory of Plasma Instabilities
(Atomizdat, Moscow, 1975, 2nd ed.; Consultants
Bureau, New York, 1974).

A. A. Galeev and R. Z. Sagdeev, in Revieuws of Plasma
Physics, Ed. by M. A. Leontovich (Atomizdat, Moscow,
1973; Consultants Bureau, New York, 1979), Vol. 7.

A. I. Akhiezer, I. A. Akhiezer, R. V. Polovin, et al.,
Plasma Electrodynamics, Ed. by A. I. Akhiezer et al.
(Nauka, Moscow, 1974; Pergamon, Oxford, 1975).

O. Kocharovskaya, P. Mandel, and Y. V. Radeonychev,
Phys. Rev. A 45, 1997 (1992).

V. M. Fain, Photons and Nonlinear Medium (Sov. Radio,
Moscow, 1972).

V.L.Bratman, N. S. Ginzburg, G. S. Nusinovich, et al.,
in Relativistic High-Frequency Electronics, Ed. by
A. V. Gaponov-Grekhov (Inst. Prikl. Fiz. Akad. Nauk
SSSR, Gorki, 1979), p. 157.

A. B. Kitsenko, I. M. Pankratov, and K. N. Stepanov,
Zh. Tekh. Fiz. 45, 912 (1975) [ Sov. Phys. Tech. Phys. 20,
575 (1975)].

A. G. Litvak, A. M. Sergeev, E. V. Suvorov, et al., Phys.
Fluids B 5, 4347 (1993).

N. S. Ginzburg, Zh. Tekh. Fiz. 56, 1433 (1986) [Sov.
Phys. Tech. Phys. 31, 851 (1986)].

T. O'Neil, Phys. Fluids 8, 2255 (1965).

E. V. Suvorov and M. D. Tokman, Plasma Phys. 25, 723
(1983).

Translation was provided by AIP

No. 2 2000



Journal of Experimental and Theoretical Physics, Vol. 91, No. 2, 2000, pp. 265-272.

Trangated from Zhurnal Eksperimental’ noi i Teoreticheskor Fiziki, Vol. 118, No. 2, 2000, pp. 302-311.

Original Russian Text Copyright © 2000 by Koshelkin.

ATOMS, SPECTRA,
RADIATION

Contribution to the Theory of Bremsstrahlung
In Scattering Media

A.V.Koshelkin

Moscow Sate Engineering Physics I nstitute, Moscow, 115409 Russia
e-mail: koshelkn@gpd.mephi.msk.su

Received February 1, 2000

Abstract—Bremsstrahlung of particlesin matter isinvestigated on the basis of amethod devel oped for finding
the two-particle Green's functions in nonequilibrium media. A closed system of equations for the exact two-
particle Green’s functions in a medium, which completely determined the bremsstrahlung spectrum in matter,
is obtained by summing a series of irreducible diagrams. The radiation of fast charged particles undergoing
multiple elastic collisionsin a static medium is investigated in detail. For quite strong scattering in matter, the
spectrum found differs substantially from the spectrum found previously by A. B. Migdal [Dokl. Akad. Nauk
SSSR 96, 49 (1954)] (L andau—Pomeranchuk—Migdal effect). © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The influence of the scattering medium on the radi-
ation of fast charged particleswasfirst studied in[2, 3],
where it was indicated that bremsstrahlung is sup-
pressed in the long-wavelength region of the spectrum
asaresult of multiple elastic scattering of such particles
in matter (Landau—Pomeranchuk effect). Migdal [1]
constructed a quantitative theory of this effect. The
method proposed in [1] for calculating the bremsstrahl-
ung spectrum in matter was further elaborated [4—7] in
an investigation of the influence of the dispersion prop-
erties of ascattering medium [4, 6], the boundary of the
medium [5], and inelastic processes occurring in matter
[6, 7] on the frequency distribution of bremsstrahlung.
In the last few years the effect of a medium on
bremsstrahlung has been investigated in [8-13], where
an application of the path integral for calculating
bremsstrahlung in matter [8, 9] is developed, the radia-
tion of systems of charged particlesisinvestigated [10,
11], and the manifestation of the Landau—Pomeran-
chuk—Migdal effect in QCD [12-14] and in the Cou-
lomb interaction of particles in a scattering medium
[15] is examined.

However, the works mentioned above do not take
account of the effect of the scattering medium in the
time before the bremsstrahlung photon is created; this
is manifested in the linear dependence of the spectral
energy density of the radiation on thetimeinterval dur-
ing which the particle moves in matter. This limitation
can be diminated by starting the investigation of
bremsstrahlung in matter from the exact expression for
the photon production probability, proportional to the
two-particle Green's function in the medium.

The method for finding the Green’s functions in a
nonequilibrium medium was first formulated in [16—
19], where a diagrammatic technique, which in princi-

ple makes it possible to calculate the Green's function
in any order of perturbation theory, is developed. The
Green's functions method for nonequilibrium media
was further developed in [20-22]. However, the theory
formulated in [16-22] concerns finding the single-par-
ticle Green's functions, while there exists awide range
of problems whose solution, generally speaking, can-
not be reduced to calculating such functions. Examples
of such problems are, specifically, the problems of scat-
tering of particles and quasiparticles in a medium,
guestions concerning the study of the creation and
annihilation of particles in the presence of multiple
scattering in matter, and so on. Actually, the solution of
any problem where the interaction Lagrangian is pro-
portional to the particle current in the medium requires,
generally speaking, calculation of the two-particle
Green's functions. This is due to the fact that any
observable quantity is proportional to the probability of
the process being studied, which in turn is a bilinear
function of the particle current.

In the present paper a method of calculating two-
particle Green's functionsin a nonequilibrium medium
isdeveloped. Itisshown that, in contrast to the equilib-
rium situation [19], in the case at hand the particle
states are determined by a set of Green’s functions.
Closed systems of equations are obtained for the exact
vertex functions and for the two-particle Green's func-
tionsin a nonequilibrium medium.

The spectral energy density of bremsstrahlung of
fast charged particles, multiply scattered elastically ina
static medium (transport approximation), is found and
investigated in detail on the basis of the method devel-
oped for calculating two-particle Green's functions. It
is shown that for sufficiently weak scattering of parti-
cles in matter the spectrum obtained is identical to the
frequency distribution found previously in [1]. In the
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opposite limiting case of a strongly scattering medium
the bremsstrahlung spectrum in matter is restructured,
which is manifested as a dependence of the radiation
energy on the parameters of the problem (radiation fre-
guency, particle energy, time period of particle motion
in matter) that is substantially different from that
obtained in [1-3].

2. BREMSSTRAHLUNG AND TWO-PARTICLE
GREEN’S FUNCTIONS IN A MEDIUM

The probability of photon creation is determined by
the well-known expression [22, 23]

_ 2me,€
o

d'w Id4x1d2x2exp(—i K(X, — X,))

) £ D
X + -V ’
07 (x)1] (Xz)D—( g

where k = (w, k) isthe 4-vector of the photon, e, isthe
polarization vector of the photon, j*(x) is the current
operator, in the Heisenberg representation, for particles
creating a photon, and x isthe 4-coordinate. The brack-
etsindicate averaging over astate of the particlesin the
medium, which can also be a nonequilibrium state.

Thebilinear combination of currents, which appears
in Eq. (1), can be represented in the following form:

0" (i 0= T(O")a.p((0) )y.sliD

2
X TW3(x,) Wy(x0) Wy(xo) Wa (%)
where [(0")a.s((ON)")y.5]jC is the matrix element of
an operator that does not depend on the 4-coordinates,
W(x) psi operators in the Heisenberg representation,
and a, 3, y, and d are spin variables.

Thus, the problem of calculating the spectral-angu-
lar distribution of bremsstrahlung reducesto finding the
two-particle Green's function in a medium.

We shall determine the exact two-particle Green's
function in a nonequilibrium medium as follows:

KB,B; v,a(x4, Xo; X3, X1) =K(4, 2; 3,1)
s 3 1-
= M{WsWaW1Wo} U= 4 [K] 2,

where W; are field operators in the Heisenberg repre-
sentation and T is the standard chronological ordering
symbol for the cofactors in a product. The brackets
indicate averaging over an arbitrary, including nonsta-
tionary, quantum state of particlesin amedium.

Switching from the Heisenberg to the interaction
representation, we have for K(4, 2; 3, 1)

©)

K(4,2:3,1) = 8 T{ VoW P0: PS50 (4)
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The symbol S is the standard S operator, determin-
ing the interaction of particles in the interaction repre-

sentation, and We, arefield operators in the same rep-
resentation.

Following the notations used in the Keldysh non-
equilibrium diagrammatic technique [18, 24], weintro-
duce the exact single-particle Green's functions:

iGT(2,1) = M{¥.¥,}0=2= 1,
iG++(2, 1) — D’i’—{ @1@2} = 2+ I+ ’
iG"(2, 1) = Q¥ 0=~
ic'2 1) = s Y% o=+ |

®)

where T denotes an antichronological product of the
cofactors[18, 24].

The one- and two-particle Green’s functions are
related with one another by the obvious equation

3 - 3 1 4 1
K[ = T+
P S = ©6)

where & denotes the sum of all diagrams which cannot
be represented as two unconnected continuous lines
corresponding to single-particle Green’s functions. In
Eg. (6), as well as everywhere below, summation is
assumed over the variables corresponding to the points
of intersection of the linesin the diagrams and integra-
tion is assumed over the corresponding variables.

Thefunction & isasum of all exact vertex functions
I(a, b, ¢, d), corresponding to various sets of the
parameters a, b, ¢, d, which can assume the values plus
sign or minus sign:

3 1- 3- 1~

It is obvious that the number of terms in the latter
sum is 2* = 16. Thus, the problem of calculating the
two-particle Green's function reduces to finding all
possible different exact vertex functions ' (d, b; c, a).

3. EQUATIONS FOR THE EXACT VERTEX
FUNCTIONS

We note that any vertex function ' (d, b; ¢, a) can be
represented as a series of diagrams as follows:

No. 2 2000



CONTRIBUTION TO THE THEORY OF BREMSSTRAHLUNG IN SCATTERING MEDIA

267

3- 1- 3 1~ 3- . 1-

a —_ a 1
b feu T il Jn o s
4= 2- 4° 2-

a,, by, ¢y, dy

(8)

3- 1-
A [2)
LD I S T S Y S LR

ay, by, ¢y, d; a5, by, C;, dy

The symbol A denotes an exact irreducible diagram
consisting of asum of all possible diagrams which can-
not be sectioned by avertical line so that the line would
intersect only two continuous lines corresponding to
single-particle Green’s functions.

Summing the diagrams in the expression (8) we
obtain

S
DIy oo

a,, by, ¢,d;

(9)

where the parameters a, b, ¢, d and a,, by, ¢;, d; assume
the values + or —, and summation and integration are
assumed over the variables corresponding to the points
of intersection of the linesin the diagrams.

The latter equation can be written analytically as

F(4,2;3,1)=A42,3,1) - J’dX5dX6dX7dX8
) 10)
x A(4,6; 3,5)K"(6,8; 5,7)((8,2; 7, 1),

where G® are the single-particle Green’s functions
determined by Egs. (5); X; denotes the 4-coordinates

and aspin variable, and A, K, and [ are 4 x 4 matri-
ces constructed from the corresponding functions, and
each matrix element is determined by the set of sym-
bols + and — corresponding to the values of the param-
etersa, b, c,anddin Eq. (7):

fE(r)ij = [ b,4): (a0 /A\E(/\)ij = N, d): (a o)

~ (0) (0) (0) ac ~bd (11)
K™ =(K™7) = Kiba)y: ac) = GG
Specifically, the matrix A has the form
A@,2;3,1)
0 0
0N =-9 Nemvy N Ne=v0
T A YO — (12)

% /\(—, — =) /\(—,—; + +) /\(+, - = +) /\(+,—; + +) E
O /\(—, +; = +) /\(—, +; +, +) /\(+, +; - +) /\(+, +; +, +) O

The formulas (9) and (10) comprise a system of
equations which is closed with respect to I' and makes
it possible to find the exact vertex function (4, 2; 3, 1)
and the two-particle Green's function K(4, 2; 3, 1) ina
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nonequilibrium medium. We note that in contrast to the
equilibrium situation (see, for example, [25]) the non-
equilibrium nature of the medium hasthe effect that the
interaction of the particles in matter is determined by
the set of exact vertex functions which satisfy the sys-
tem of equations (10).

4. EQUATIONS FOR THE TWO-PARTICLE
GREEN'’'S FUNCTIONS

Although Egs. (6), (9), and (10) solve the problem
of finding the two-particle Green's function in a non-
equilibrium medium, it is very important to obtain
equations for K(4, 2; 3, 1) directly without first calcu-
lating the vertex functions .

For this we introduce the antichronologically

ordered K , nonchronologically ordered K', and the par-
tially chronologically ordered two-particle Green's
functions. We shall determine the first two functions by
the equations

K(4,2;3,1) = O{¥:%,919310

K'(4,2;3 1) = ¥:9,919530
The partially chronologically ordered Green's
function is, once again, a product of four ¥ func-
tions. However, this product is such that in it either
only two W functions (given, for definiteness, by
even or odd indices) are chronologically or antichro-
nologically ordered, and the remaining two functions
are not chronologically ordered at al, or the W functions
are chronologically and antichronologically ordered

in pairs. In other words, the partially chronologically
ordered two-particle Green's functions are correla-

tors of thetype (W, P> T{ Ws 1} [, OV WL T{ 391}

T{ ©, 973 U010 r{ P, 95} T{ ®s¥1} [, and so on.

Tointroduce consistent notation for all types of two-
particle Green's functions, we denote the latter by the
number of the corresponding variableand by a+ or —in
front of it:

K(4, (s4); 2, (s2); 3, (83); 1, (s1))
35, Ls
=K(4 23,1 = 45,2 [K[ 25, »
where s;, S,, S;, and s, assume the values + or —. If all
four signs are the same in the diagram, then thisis a
chronologically or antichronologically ordered Green’s
function. In the opposite case such a function is par-

(13)

(14)
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tialy chronologically ordered with respect to the vari-
ables corresponding to even or odd indices of the
dynamical variables.

It follows from Egs. (6) and (7) that
35 15 3, S 15

4’54:.: 2% :4352
.Sy :
3.8 .!ﬁ Ls

a,b, c,d4' Sy 25

Summing in Eq. (9) over al possible different val-
ues of the parametersa, b, ¢, and d and then substituting
the sum of the exact vertex functions from the relation
(13) into the expression obtained after the summation
indicated above (9), we find

(15)

+4% Lg+

35 25

3, 15 35, Ls
Kl 2 =
4, S4 ) 4, 54472’ s, (16)
45, 1, 3.5 Ls
ISy -
357 2% a,b,c,d4'S4 25

The latter expression can be written analyticaly in
the form

R4 2;3,1) = K24, 2;3,1)+K’3,2; 4,1)

- J’dXSdXGdX7dX8RO(4, 6; 3,5) (17)

x \(6, 8; 5, 7)K(8, 2; 7, 1),

where X; denotes the collection of 4-coordinates and
the spin variable of a particle, and all symbols with an
overheat denote 4 x 4 matrices constructed similarly to

the matricesin Eq. (10). The elements of the matrix K
are the corresponding two-particle Green’'s functions K
determined by the expression (14).

The equations (16) and (17) form aclosed system of
equations which makes it possible to find the two-par-
ticle Green's functions in a nonequilibrium medium.
Just as for the equations for the exact vertex functions
(10), the structure of the irreducible diagrams A com-
pletely determines the properties of the solutions of the
system (17). We note that in contrast to the equilibrium
situation [25], in an equilibrium medium there exists a
variety of two-particle Green's functions which satisfy
the closed system of equations (17).

We note that if the averaging in Eq. (3) is performed
not over an arbitrary state but rather the vacuum, then all
diagrams containing a sign + vanish. In this case
Egs. (17) become the well-known Bethe-Sal peter equa-
tion [26].

5. TWO-PARTICLE GREEN’S FUNCTIONS
IN THE TRANSPORT APPROXIMATION

It follows from Egs. (1), (2), and (14) that the corr-
elator consisting of four W operators and determining
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the probability dw of photon production in matter, is a
nonchronologically ordered two-particle Green's func-
tion K(2(+); 2(5)|1(-); 1(+)). Then the problem of cal-
culating dw reduces to finding K(4(+); 2(9)|3(-); 1(+))
for X; = Xz and X, = X,.

Let us consider the transport approximation for
describing particles in matter: we assume that al parti-
cles, with the exception of one, occupy fixed stationary
states (static medium), and the distinguished particle
undergoes €l astic multiple collisions with them. Let the
interaction of a particle with static scattering centers be
described by the potentid U(R; — r), where r is the
radius vector of the particle and R; is the radius vector
of the jth scattering center. We introduce the functions
U, (X) and U_(X):

iUL(X)=iU(R,-T) = .......
iU (X)=—iU(R;-r) =~

(18)

Then, to afirst approximation in the interaction of a
particle in the medium, we have for the function
K(4(+); 2(9)[3(-); 1(+)) from Egs. (16)

1+ 3 1+

3
4+ 2= .

457 -
4— 7”1+ 3= . 1+
+ T+ =
3+ 2- 4+ 2-

ab (19)

. b
4+ 2- e P

ab ab

where the dashed lines denote free single-particle
Green's functions, and the dotted lines without free
ends imply summation over the scattering centers.

The expression (19), after switching to the mixed
coordinate-momentum representation and standard
(see [24]) transformations, leads to a system of two
kinetic equations for the variables

t, pP=(Pi+Ps)/2, 1 =(ry+r3)/2
and

t, P=(P2+Ps)/2, 1 =(r+ry)/2,

determining the evolution of a two-time distribution
function in a scattering medium in the transport
approximation. The third and fourth termsin Eq. (19)
determine the probability of “arrival” and “departure’
of aparticlein the phase volumes T (p, r) and I'(p', r'),
respectively. The last two terms in the expression (19)
correspond to the probability of “arrival” and “depar-
ture” inthe phasevolumeT (p, r)l (p', r') and determine
the temporal correlationsin the scattering medium. We
note that since the four-momentum is conserved at each
vertex, the last termsin Eq. (19) make alarge contribu-
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tion to the collision integral, when the particle energies
E(p) and E(p') at the times t; and t,, respectively, are
essentially the same.

Let the emitting particle be a spin-1/2 fermion. We
operate with the operator p —m, which isthe left-hand
side of the Dirac equation for the function ¥ (misthe
particle mass), onthevariables3and 4in Eq. (19). This
gives two equations.

We note that the dashed lines, denoting single-parti-
cle free Green's functions, can be represented on the
right in each term on the right-hand side of Eq. (19) and
will correspond to the variables 1 and 4. Then, acting
with the operator p + mon thevariables1 and 4 in the
expression (19) rewritten in this manner, we obtain two
additional equations. Next, we subtract the third from
the first equation and the fourth from the second equa-
tion. Then, neglecting the “mixing” of the spin vari-
ables, as aresult of multiple scattering of a particle in
the medium, we obtain

0 . oo
EDle_uk VEF (D' P t; 3 Pi ) =

mnm 2 ST . .
25 QY@ (FLp P i p+ap+a; t)

—Fu(P'; P'; t2; P; P; 1) )O(E(p + q) —E(p)) 20)
+[F(p's p'+a; t; p+a; p; t)(E(P) —E(p' + q())
—Fu(P p'=0a; ty; p; P+ a; t)O(E(P) —E(p'—0)) ]

x cos(t,(E(p +a) —E(p)))},

0 . , N
[Dsz+lk B/E\Ek(p; Pty PPty =

mnm 2 . o o
ZE(p)qulu(q)l {(Fk(p +q;p' +0q;t; p;P; tl)

—Fu(p'; Pty p; p; t))O(E(p' + ) — E(p)) 21)
+[F (P p' +0a; t; p+d; p; t)O(E(P) —E(p + qS)
—F(p'sp'+a; ty; p; p—d; t)(E(p) —E(p—0q))]

x cos(t(E(p" +q) —E(p)))},

where E(p) is the energy of a particle with momentum
p (the dispersion law is assumed to be known), v =
p/E(p) and v' = p'/E(p") are the particle velocities, U(Q)
isthe Fourier component of the interaction of the parti-
clewith an individual scattering center in the medium,
and n is the scatterer density. In deriving the last equa-
tions it was assumed that the photon momentum K is
small compared to the energy E of the emitting particle;
this corresponds to neglecting the effect of photon pro-
duction on particle collisions in the medium.

The function F (p"; p'; to; p; p; ty) is related with the
two-particle Green's function K(p,(+); p.(9| ps(; p1()
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by the relation
Fiu(P's p's t2 pi s 1)
= F(p'—-k/2;p' +k/2;t,; ptk/2; p—k/2; ;)
= Idxldxzdxgdxg)(xl — X3)0(X; = X,)

0,04 4 (22)
XJ'dpldpzd Psd P,0(P3—P1—K)O(P,—pPs—K)

x exp(i(ps — Pt;) exp(—i(pa — Paty)
X K(Pa(+); P2(2)|Ps(=); Pa(+)) =Fi(p; Pty to).

The terms with the cosines on the right-hand sides
of Egs. (20) and (21) correspond to connected diagrams
in Eq. (19) and determine the contribution of the two-
time correlations in the collision integral. The remain-
ing terms are the standard terms of the kinetic equation
in the transport approximation.

Actualy, Egs. (20) and (21) can be solved analyti-
caly only in limiting cases. These are, specifically, the
situation of an isotropically scattering medium, where
U(q) does not depend on the transferred momentum g
(thissituation is of interest for studying photon produc-
tion in a hadronic medium) and small-angle scattering
of particles in matter (q is small compared with the
momentum of the emitting particle). Bremsstrahlung in
the s-scattering case in a medium is investigated in
detail in [27, 28].

6. BREMSSTRAHLUNG WITH SMALL-ANGLE
SCATTERING OF PARTICLES IN MATTER

Let us consider a fast (E > w; w is the photon
energy) ultrarelativistic particle (m < E, misthe parti-
cle mass, and E is the particle energy), entering at time
t = 0 a scattering medium and undergo multiple elastic
collisions there.

Then the direct cal culation of the matrix el ements of

the operators [{(O")q, B((OT)V)V,5|j [ (see Egs. (1) and
(2)) and summing and averaging the formulas for the
probability of photon production over the final and ini-
tial states give for the spectral energy density of the
radiation

T T
dE, = wd'w = —2—(dt, [dt
4T[2E2J0’ 1J0’ ?

XIdpjdp'(k xp) Ok xp)

x{ exp(i(ty—to)) [Fu(P, P', ty, t2)
+Fi(p = Po, P’ = Po t, 1))]
—2Re[Fy(p, p' = Po, t1, 155 @; b= 0)
x exp(i(ty—tp))] } dk,

(23)
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where the function F,(p, p', t;, t,) is determined by the
relations (19)—(21); p, is the particle momentum at the
moment the particle enters the matter; the overbar in
Eqg. (23) denotes summation and averaging over the
spin states of the particles. The separation of the inte-
gration interval [5] is due to the fact that the particle
starts to move in the medium at t = 0, and in the time
—oo <t < 0 it moves as afree particle with momentum
po Without scattering.

L et the scattering in the medium be such that

ty o|E(p + q) —E(p' £ )|
OTIE(p—q)—E(p'£q)| < 1.

Then the cosines on the right-hand sides of the equa-
tions are equal to one. In addition, in the small-angle
approximation, which isvalid for ultrarelativistic parti-
cles moving in a medium [1-3], the momentum trans-
ferred as aresult of an individual collision of a particle
with a scatterer |q| is small compared with the particle
momentum |p|. Setting the exponentials in Egs. (20)
and (21) equal to one and expanding the collision inte-
grals obtained in powers of the small ratio g/p < 1, we
obtain for the function F,

oF.(p, V't 1)

(24)

—ik [pFy(p, p', 11, 1))

o,
25
LCRERT S >
l:ﬁnz anagmk ’ y Y15 L2)
PPl 4 ik .t 1)
at,
EBZEDOZ az (26)
=7 Elpfﬁan—agmk(p,p,tl,tz)-
In Egs. (25) and (26)
2
p=pel-TEtpon, nOe, <1,
¢’
p':pez __+p§1 cDem |§|<1,
oot~ 30t Po @7)

[O20= 2nmyp, E ququ(q)Fé(E(p) —E(p +9)),

- P ) — | =
V=g V=g M=v=v,
where [BiD is the average squared angle of multiple
scattering of a particle per unit length.

We introduce the variablest =t; —t, and t = t, and
add Egs. (25) and (26). Sincethe photon formation time
T <t ~ T, the characteristic scattering angles of aradi-
ating particle in time t are small compared with the
scattering angles in the timeinterval t ~ T. Then T can
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be neglected in the equation describing the evolution of
the function F, on times of the order of t ~ T > 1, and
in the equation determining the changein F, in the pho-
ton formation time—the derivative with respect to the
variable .

As aresult, we have

aFk(p7 p" t’ T) _Ik [VF

a.[. k(p! pl1 t! T)
S Fp. Pt ),
& PM-8)°0

oF(p,p,t,T=0)
ot

—i(k Iy =k B/ )Fy(p, p', t, T = 0)

(29)
_®f o Lo
2 [on g0

kP, P, 6T =0),

Solving the obtained equations with the initial con-
dition
Fk(p! p-, tl = 01 t2 = 0) -

———9(m)3(Q),

3(P - Po) (30)
p’

we find the function F.(p, p', t, T). Substituting the
expression obtained for F,(p, p', t, T) into Eq. (23) for the
radiation energy, we arrive at the spectra energy distribu-
tion dE/dw of the radiation, obtained by A.B. Migdal,

Z2(w/ O
J'd —( ZD ad
O
(31)
0. Et(oo/[@[)
X [sin B————-————— othz——D
O 0O 2y 0 40

wherey = E/misthe Lorentz factor of an ultrarelativis-
tic particle, k = w. In Eq. (31) the terms corresponding
to radiation at the boundary of the medium [5] are
dropped because they are small compared to dE, /dw,
given by the expression (31) and proportional to the
macroscopic parameter T—the time over which the
particle moves in the matter.

A distinguishing feature of Migdal’s results is the
linear dependence of the radiation energy onthe motion
time T of a particle in the medium. Formally, this was
the consequence of the “decoupling” of the system of
equations (25) and (26). From the physical standpoint
such a dependence of dE /dw on T signifies that the
effect of scattering of a particle in matter on the forma-
tion of aphoton in the time preceding photon emission
is neglected.
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Thus, the limits of applicability of the results
obtained in [1, 4] are determined by the inequality

ty o|E(p +q) —E(p' + )|

(32)

Do’ o ET™ < 1,
where [IJs the average mean free path length of parti-
clesin matter. Since the right-hand side of the inequal-

ity is proportional to IFY* (the average squared multi-
ple scattering angle EB§D ~ [IEY), the expression (32)
corresponds to the condition of weak scattering of the
medium.

In the opposite limiting case of a strongly scattering
medium,

e o0 eT™ > 1,

the cosines which depend on t; and t, in Egs. (20) and
(21), respectively, are rapidly oscillating functions, and
the terms which contain them are equal to zero. Then
we find from Egs. (20) and (21) for the function F,(p,

Pty ty)

PPt B) iy yE (. bt 1)

ot,
EB (0 0 >
= [61] k(p Pt 2)
w + |k B/IFk(p! p'l tl’ t2)
ot,
34
. (34)

_ o .
=7 %?Eﬁ(p, Pty 1).

Solving the obtained equations with the initial con-
dition (30) and substituting the function F, found above

into Eq. (22), we obtain after the required integrations
dE : g 7 i(t, —t,)
w — AW Ogn\a— ]
—d—(s = dtlj.dtzeXpD ——Z—JZ——D
DO 0
2
x .
2 T
Eqtanh(atl)— > Ccosh’ (at,)
0
1
- - ) O (39
%itanh(atl) + atanh(btz)Hcosh (aty) | 5
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(oo/[@ E)

Id —2B

L/ E@sD ﬁ

Zaco

X COS[}
U

y4 smhzcosh z}

where

a=(1+i)Jov,®2, b=al]
Vo = Po/ E(Po)-

Let us analyze the spectrum found for bremsstrahl-
ung in matter.

Yy = E/m,

For EBiDTy2 < 1, which corresponds to quite thin
layers of a scattering medium, the formula (35) goes
into the spectral distribution (31). In the more realistic

situation [O2CTy? > 1, we have the following.

In the region of quite small w < (O[T, the fre-
guency distribution of the bremsstrahlung energy has

the form
dE _ GTJ—

The latter expression is identical to Migdal’s for-
mula[1, 4] in the long-wavelength region of the spec-
trum. Thisis due to the fact that extremely soft photons
(w— 0) are actually formed over the entire tragjectory
of the particle in matter. Consequently, the effect of
scattering in the medium during a time preceding the
creation of aphoton is negligibly small, and dE /dw I T.

In the intermediate region of the spectrum

(36)

O'T? < w < O

we find
d_EE) = _Z.gj'dZDD___.______Z z >
dw Tt {7 +1)cosh’z
(37
L &Xp(=2) _ 1 0 0480(
y4 smhzcosth T

If the radiation frequency w > [0V, then the

energy density of the bremsstrahlung is determined by
the expression

dE, i 1*
o rEB K2 3/4% ’ (38)

where ' (2) is the standard gamma function [29].
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It follows from Egs. (35)—38) that for a strongly
scattering medium,

e’ adeT™ > 1,

the radiation spectrum is restructured compared with
the situation where scattering in matter is quite weak,
i.e,

e’ o eT™ < 1.

This is manifested as a dependence of the radiation
energy on the frequency and on the motion time of a
particle in matter. Specifically, the radiation energy is
found to be a strongly nonlinear function of thetime T
and, moreover, dE,/dw increases as w"? in the short-
wavelength region of the spectrum for strongly scatter-
ing medium and dE,/dw O T in the situation where
scattering in the matter is weak.

7. CONCLUSIONS

In this paper asystematic method for calculating the
two-particle Green's functions in a nonequilibrium
medium was devel oped. Closed system of equations(7)
and (14) were obtained for the exact vertex functions
and for the two-particle Green'sfunctions K. The struc-
ture of the irreducible diagrams A completely deter-
mines the properties of the solutions of the systems
obtained.

Bremsstrahlung of ultrarelativistic charged particles
undergoing multiple elastic scattering in a static
medium was investigated on the basis of the method
developed for finding the two-particle Green’s function
in matter. The spectral distribution of the bremsstrahl-
ung energy for such particles was found. It was shown
that for sufficiently weak particle scattering in the
medium, when

e ndeT™ < 1,

the radiation spectrum is identical to the frequency
dependence obtained in [1, 4] for the bremsstrahlung
energy. For astrongly scattering medium, when

e adeT™ > 1,

the spectrum is restructured. This is manifested as a
dependence of the bremsstrahlung energy on the radia-
tion frequency and on the motion time of a particle in
matter.
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on the Angular Distribution of the Spontaneous Radiation

inthe D Lineof Alkali-Metal Vaporsin aLaser Wave Field

A. A. Panteleev* and VI. K. Rerikh**
Troitsk Institute for Innovational and Thermonuclear Research,
Troitsk, Moscow oblast, 142092 Russia
*e-mail: mediana@mail.ru
**e-mail: vroerieh@fly.triniti.ru
Received February 24, 2000

Abstract—The resonance fluorescence of a degenerate V-type three-level atom in the field of an intense mono-
chromatic wave with arbitrary polarization composition is investigated. The equations of motion, the general
form of the radiation relaxation operator, and the analytical expressionsfor the angular distribution of theinten-
sity of the spontaneous radiation from atoms, and the total intensity of the resonance fluorescence for such sys-
tems are obtained. The angular distribution of the spontaneous radiation from atoms for the D line of alkali-
metal vapors is investigated. It is predicted theoretically that the intensity of the resonance fluorescence will
decrease asthe intensity of the pump wave increasesin observationsin adirection of the electric field vector of

the laser wave. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The study of the properties of the interaction of
intense laser radiation with aresonant medium isone of
the fundamental problems of modern optics. The study
of interference phenomena accompanying spontaneous
emission from the atom has a special place in these
investigations. This interest is due to the great impor-
tance of these phenomena for many practical applica-
tions, such as the development of lasers without popu-
lation inversion, generation of sgueezed states, the
study of laser-induced transparency, the suppression of
absorption and emission, and others. Interference phe-
nomena influencing the properties of spontaneous radi-
ation have been known for along time: the change in
the polarization characteristics of the spontaneous
emission from atomsin a magnetic field (Hanle effect),
level crossing, quantum resonances, and nonstationary
guantum beats [1]. These phenomena are linear. Non-
linear interference phenomena, due to parametric pro-
cesses, are also widely investigated: the Stark effect,
the dynamic Stark effect, two- and multiphoton scatter-
ing, generation of multiple harmonics, saturation
effects, and others [2-10Q]. In the last few years many
investigations have been performed of the influence of
interference processes on the rate and structure of radi-
ation relaxation. The effect of these processes on the
decay of excited states of nondegenerate three-level
systems for various parameters and conditions of exci-
tation hasbeen studied in[7, 11, 12]. In[13] the change
in the radiation relaxation constants was taken into
account in an analysis of the quasienergy states of mol-
ecules, and in [14] in astudy of the properties of spon-

taneous Raman scattering for two close-lying states.
The interference phenomena in spontaneous emission
can appear only in systems containing at least threelev-
els. At least two correlated paths are required in order
for interference to arise. For three-level systems inter-
ference effects influencing the spontaneous relaxation
rate can occur only for V-type schemes. Resonance flu-
orescence for a nondegenerate three-level V-type sys-
tem was investigated in [15], where it is shown that for
most real physical systems no changes in the character
of the relaxation processes will occur under ordinary
conditions. Thisis due to the fact that the interference
termsvanish onintegration over angles. In[15] the con-
ditions under which interference contributions must be
taken into account were indicated, and the effect of
interference processes on the dynamics of level popula
tions, thetotal intensity, and the resonance fluorescence
spectra was investigated in detail. It should be noted
that in[7, 11-14] the off-diagonal termsof theradiation
relaxation operator, which correspond to the interfer-
ence phenomena, were introduced formally. The prop-
erties of resonance fluorescence have been investigated
theoretically and experimentally in [16], where it was
shown that the spectra of these systems contain up to
seven peaks. In [17] the characteristic features of quan-
tum interference accompanying spontaneous emission
from athree-level atom in a cavity and the characteris-
tic features of the scattered radiation were investigated.

The present paper is devoted to a study of the reso-
nance fluorescence of a degenerate V-type three-level
atom in the field of an intense monochromatic wave with
arbitrary polarization composition (see also [15, 18]).
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Fig. 1. Scheme of a degenerate V-type three-level atom.

This paper is organized as follows. In Section 2 the
approximation employed is described and the basic
dynamica equations for an atom are presented. A model
in which the total angular momentum of the levels is
assumed to be arbitrary is considered. In Section 3 ana-
Iytical expressions are abtained for the angular distri-
bution of the intensity of the spontaneous radiation
from atoms. Section 4 is devoted to a detailed analysis
of the angular distribution of the resonance fluores-
cence intensity for the D line of alkali-metal vapors;
here it is discovered that the intensity of the spontane-
ous radiation from an atom decreases in a distinguished
direction as the intensity of the pump wave field
increases. This effect is based on interference quench-
ing of photons emitted from various levelsin a definite
direction. The possibility of observing this effect exper-
imentally is investigated in Section 5. The Appendix
givesthe derivation of the explicit form of the radiation
relaxation operator for degenerate V-type three-level
systems. The general form of the radiation relaxation
constants for such systems is presented taking into
account the off-diagonal relaxation due to interference
processes.

2. BASIC EQUATIONS

Let us consider the interaction of a V-type three-
level atom (see Fig. 1) with a monochromatic electro-
magnetic wave, resonant with respect to the transitions
a — cand b — c. Assuming that the electromag-
netic wave has an arbitrary polarization composition,
and using the rotating-wave approximation, we repre-
sent it in the form

E = ech(eiwt_i_e—iwt)’
0=zo,tl (1)

1 :
E,, = +72(Exi|Ey), E, = E,.
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Here, E isthe electromagnetic field vector, €° isthe unit
o-polarization vector, E,, E,, and E, are the amplitudes
of the oscillations of the field along the corresponding
axes, and E,; and E, are the corresponding amplitudes
of the polarized radiation. Using the dipole and reso-
nance approximations, we shall represent the Hamilto-
nian of the system in the form of a sum

H = Ho+ Hi+VL+V,. )

InEq. (2), Ho describes the unperturbed atomic system
and has the form
~ _ E(Jj, M])
Ho= > D =%
j=ab Mj
where €(J;, M) is the energy of the atomic state with
total angular momentum J; and projection of the angu-
lar momentum M; on the quantization axis (2). Sincein
what follows we neglect the fine-structure splitting of
the levels and other effects which cause the level ener-
gies to depend on the magnetic quantum number or
other quantum numbers, the Hamiltonian of the free
atom can be rewritten in the form

Ho= 5% el MMy, . 4
j=ab MJ
where w is the frequency of the transition j — c¢ for
any pair of sublevels.

The next term in EQ. (2) is the Hamiltonian of the
guantum radiation field

Hf = Zwké;cakoi (5)

ko
where w is the frequency of photons with wave vector
k and o-polarization, and &, and &, are creation and

annihilation operators for the corresponding photons.

The interaction of the pump wave with the atomic
system can be described by the expression

Ve= Y S VM MO exp(-ict)[iM; M.l

j=abM;M, (6)
V(MM exp(ic0,) oMM ]
* d'c M'Mc Ecr
VMM = Vi) =y SR )

0=0z%1

where d,(M;M,) is the dipole-moment matrix element.
Using the Wigner—Eckart theorem [19], we represent
the expression (7) in the form

ji—M _
ViMiM9 = 5 (-1)"TCh - Vi),

0=0%1 (8)
-1)?|d.|E
V]_C(O.) = _( ) "dJC” o

2./3h
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where CﬁJ_M‘j 3,-m, are the Clebsch-Gordan coefficients
[19] and ||d; | is the irreducible value of the dipole
moment matrix element.

The interaction of atoms with a quantum radiation
field is described by the expression

Y Y Y (@M M)a[eM M, |

j=abko MjMC 9)
— 957 (McM,) &y |j M, Ml ).
Here

Zm)k

ko _
gieMMD) = d (MM, |5,

where W is the quantization volume. Using the
Wigner—Eckart theorem, we obtain finally

g5’ (MM)) = giS(M;M,)
Zm) (10)
= (-1)°Cynts-mdid W

We shall use the atomic density matrix formalism to
describe our system [18]. The equation for the atomic
density matrix assumes the form

ip = [Ho+ Vi, p] +if(p), (11)
where [, describes radiation relaxation processes.
Three terms can be distinguished in this operator:

[a = —F0 - +70, (12)
Thefirst two terms correspond to radiation damping of
the density matrix and transitions to lower-lying levels,

and the third term corresponds to arrivals in the lower
levels:

A(l)(M Ms) —

_NI

Z Z(Lmj(MmMch)pjs(Mst)
=1,b M

j Me

+ pmj(MmMj) Ljs(Mj MsMc) )1

PeMMo) = zZ(me(M MMIPnMM),

A(Z)(M Mm) = Z(me(M M Mc)pcm(M Mm))

FeMMY = Y z LnsMaMMo) (MM,

m,s=a bM,
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where
Lms(MmMsMc) = zjmzo‘é-kcl:glr(r:é(,vlm’ Mc)
0,0

dk
X gCS (MC’ Ms)ams
(2m’ 14
_ __ 27 dmd][dud|

ﬁ,\/(ZJm+l)(2Js+l)Z JM10 JMlG

X[ UroUio(Dio) Dioway -

I)\:Z_q e ° 15(27[)3
where U, is the spatial-maode factor for photons with
o-polarization, as = a(wy) is the complex contour of

the line, and ch(a, B, y) isthe Wigner function [20].
A detailed exposition of the method for obtaining the
structure (13) and (14) of the radiation relaxation oper-
ator, taking account of the interference processes
accompanying spontaneous emission, for degenerate
V-type three-level systemsis given in the Appendix.
Theexpressions (13) and (14) completely determine
the radiation relaxation processes for the model under
study. We note certain features of the definition of the
quantities L«(M,MM,) and the related properties of

the operators ™, #?, and #¥ . The difficulty in cal-
culating L «(M, M Mc) |sduetothe|ndef|n|tenessof the
integrand, which contains Wigner functions. Generally
speaking, the Wigner functions depend on three Euler
angles (a, B, y), while the direction on which the pho-
ton wave function can depend is determined only by
two spherical angles. a = @and 3 = 6. Following [21],
weshall sety=0,i.e, Dy, = Dy, (@, 8, 0), sincein this
case the Wigner functions for the space (¢, 8) possess

the familiar properties of orthogonality and normaliza-
tion:

s 3 dO 1
J-D)\lolDAz(’zE-[ = 2J+1 J13260102'

By virtue of the orthogonality property (15) the
value of L (M, MM,) is different from zero only for
M, = M. Using the summation property [19]

IM IM
z Cim16Camae = 6JJ, Jg?

(15

(16)

the operator for radiative departures can be rewrittenin
the form

PAMM =

NI

ZZ[Lmj(MmMch)pjs(Mst) (17)
b M

i=a M
+Pr(MMj)L ;MMM 1Oy m.0;, 5.

j c
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It follows from Eq. (17) that the damping of the density
matrix has a diagonal structure. It should be especially
underscored that in deriving the structure of the relax-
ation operator of the form (17) we implicitly assumed
that the density of states of the electromagnetic field is
isotropic. The situation is different, for example, near
the surface of a metal. Here the normalization and
orthogonality properties (15) in the general case do not

hold and the operator ff,fs)(MmMs) will not possess a

diagonal structure. Moreover, the explicit form of these
operators and their specific values can depend on the
choice of the direction of the z-axis with respect to the
surface.

The following equations describe the dynamics of
our system in the rotating-wave approximation:

iPreMMQ = [Aps—iFSAM M)
- I Vms(MmMs)] pms(MmMs)

+ 3 [Vie(MaMOPesMM9) = Bine MM Ves( MM,

M

iPmeM M) = [AT—iF2(MM,)
— VoMM 1P MM)
+ 3 VMM Bec MM
e (18)
_ z Z pmj(MmMj)\~/jc(Mj M),

j=ab M
iPec(McMQ) = [iFe(McMC)
=iV (MM TPe(McME)
+ 5 [VaMcM)pi(M;MQ)
j=ab M,
—Pre(McM)Vie(M; M),
me(MmMC) = p%c(McMm)’
where
Vi MM = (Ver(MM,)E
= VmC(MmMc)eXp(_ith)a
E)mc(MmMc) = pmc(MmMC)eXp(_ith)!
Ams = AT_Aiv
V(M M) isthe decay rate dueto collisions. The con-
stants v(M,M,) are, in the general case, complex and
can lead not only to depolarization of coherence

between states but also to a shift of the levels. A com-
plete analysis of the influence of collisional relaxation

m _
AL = Wy — W,

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

PANTELEEV, RERIKH

falls outside the scope of the present paper, and in what
follows the constants v, (M,My will be introduced
phenomenologically in the numerical simulation. Since
we heglect the effect of other, external levels, Egs. (18)
must be supplemented by the normalization condition

z Zp“—(Mij) =1

j=ab M

(19)

3. PROPERTIES OF THE SCATTERED
RADIATION: ANGULAR AND POLARIZATION
CHARACTERISTICS OF THE RESONANCE
FLUORESCENCE INTENSITY

The study of the properties of resonance fluores-
cence is of great practical value in laser spectroscopy
and its applications. One of the main characteristics of
the interaction of laser radiation with an optically thin
medium is resonance fluorescence. In this connection
angular and polarization characteristics of the sponta-
neous radiation are of special interest. Following [18],
the density matrix of the photon field of the spontane-
ous emission from atoms in the direction k can be
defined as follows:

S = z z

i iz=abM; My

x glél}\zl(MCMJZ)p;(llz(MhMlz)’

S 60, M)
M

c

(20)

where A and A' = £1 are the elements of the atomic den-
sity matrix, obtained from Egs. (18) and (19) for the
case where the quantization axis z is directed along the
direction of emission of the photon. To obtain the

matrix pj; (MM, ) in a unified coordinate system,
the elements of the atomic density matrix S, must be

expressed in terms of the analogous quantities deter-
mined in the unified system.

This transformation is performed in the standard
manner [20]:

3
PLL MM = > EPNJ'iME]
M M

(21)

3.
2 k 1 ]
x DM‘IZMJijljZ(MlejZ)’

where Di,{},v,j (a =@, B=6,y=0)isaWigner function,
and ¢ and 6 are spherical angles determining the direc-
tion of the photon. The choicey # 0 will result in rota-
tion of the polarization axes for the density matrix of
the scattered radiation in a plane perpendicular to the

No. 2 2000



EFFECT OF QUANTUM INTERFERENCE PROCESSES

vector k. After substituting the expression (21), the
matrix S, in the unified coordinate system becomes

k kA
S Y Y Y 9dMMIg MM,)
jni=ab MJIMJZ M,

(22)

Iy Ji, .

x z %)MﬁlMilngMﬁzszpli(lJz(Mlejz)'
M'le'j2

It can be shown that the substitution (21) in Egs. (18)

and (19) leads directly to the expression (20) for spon-

taneous emission in the direction of the vector k, which

coincides with the z-axisin the new, rotated, coordinate

system.

Taking this into account, two methods can be used
to calculate the polarization matrix S,,. for spontaneous
radiation in the case where there is only one distin-
guished direction—the polarization vector of the elec-
tromagnetic field of the pump wave. The first method
consists of performing calculations directly using
Eq. (22). This is the most general method, and it does
not depend on the type of symmetry which the system
possesses. The idea of the other method is to apply the
transformation (21) to Egs. (18) and (19). Firstitisnec-
essary to perform a transformation of the polarization
vector of the laser wave in a manner so that the z-axis
coincides with the direction of observation. Then,
solving Egs. (18) and (19), it is necessary to find the
matrix S, using EQ. (20). The advantage of this
method is that explicit expressions are not required for
the Wigner functions, which even for small values of
the total angular momentum acquire a complicated form.
The drawback of this method is that it is ingpplicable in
the case where the quantities gppearing in Eq. (18)
depend on the choice of the direction of the z-axis, for
example, in the study of the resonance fluorescence
near the surface of ametal.

Theform of the expression for the intensity of spon-
taneous emission from atoms with a definite linear
polarization, perpendicular to the axis of observation
(see Fig. 2), is of interest for describing experimental
results. As shown previously, rotation of the polariza-
tion axes in this plane can be performed using Eg. (22)
with an appropriate choice of the angle y. This can be
done directly for the matrix S,y

SAQ\& = Z(Di)\l)DDi'A'lS\A" (23)
AN

Theintensity of the spontaneousradiation linearly polar-
ized in the direction of the corresponding axes of the
rotated coordinate system is determined in the form [22]

|(§ =S;+S,,-Su-S,

) ' ‘ . ‘ (24)
lg = Su+Sy11+3Su+S..
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Fig. 2. Spherical coordinate system.

Using Eq. (22), the expression for the total reso-
nance fluorescence intensity can be written in the form

liota = z asmdog

A==%1

(25)

where dO is the solid angle element. If the density of
states of the electromagnetic field is isotropic, then the
expression for the total intensity (25) can be simplified
substantially. Using the orthogonality property of
Wigner functions (15), we have

liota = z zrjj(Mj,Mj)pjj(Mij)- (26)

j=ab M

The coefficients of proportionality I';(M;M) are radia-
tion relaxation constants of the corresponding magnetic
sublevels. It is evident that the expression (26) is simi-
lar to the formulas for the total intensity, which we
obtained in [15, 18]. Thus, the expression (17) for the
radiation relaxation operator, just asthe expression (26)
for the total intensity, does not contain off-diagonal ele-
ments of the density matrix. In other words, in contrast
to the degenerate three-level atom model, studied in
[15] andin[7, 11, 12], quantum interference effects for
a degenerate V-type three-level atom do not influence
the dynamics of the atom for most real physical sys-
tems. This result was noted in [15]. However, the inter-
ference effects must be taken into account when studying
the angular distribution of the spontaneous radiation.
The expression (22) contains off-diagonal elements of
the density matrix with nonzero coefficients. In the next
section we shall examine in greater detail the influence
of quantum-interference effects on the properties of the
angular distribution of the resonance fluorescence of
the D-line doublet of alkali-metal vapors.
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Fig. 3. Scheme of spontaneous transitions for the D line of
alkali-metal vapors.

4. ANGULAR DISTRIBUTION
OF RESONANCE FLUORESCENCE
OF THE D LINE OF ALKALI-METAL VAPORS

Using the formalism developed in preceding sec-
tions of this paper, we shall examine the resonance flu-
orescence of the D line of akali-metal vapors. We
introduce the following correspondence for the levels:
a— P3/2, b— P1/2, andc — S.I./Z and Jaz 3/2, ‘Jb =
12, and J. = 1/2. The level schemeis shownin Fig. 3.
The radiation relaxation constants for the magnetic
sublevels, calculating using Eq. (17) have the form

8 30

Maap 50

= CaaK(1),

03 30_

MealT3 30"

CaaK(_l) ’

[ﬂ. 1D K(1) + 2K(O)
Meagp 507 Caa— 3 ,
1. K(-1) + 2K(O) (@7)
2

u
FD— 3

10 _
o0 = Caa

be% ¢ 2K(1)?:r K(©)

r O 1 1n_ C.. 2K(-1) + K(O)
b 20 3
where

o 2njd; [, dwie
We g 23, +1)(@23, + 1)

jul2 = ab,

KO =3 D (DL,)Ho = % o =0+

A=#1
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We note that

ldad]  _ _[[%d
J2J,+1  J23,+1

and then we arrive at the well-known result: al radia-
tion relaxation constants for the magnetic sublevels are
equal to one another to within A,/ Figures 4aand 4c
show the dependences of the nonzero density matrix
elements, appearing in the expression (22), of the form
Pi,i,(M;j M), j1, jo = &, b, on the pump wave intensity.
As follows from the calculations, the density matrix
elements are different from zero only for M; = M;,.

Taking this fact into account, we obtain directly from
the expression (22) that S,,. will be different from zero
only for A = A', and this indicates that the spontaneous
emission will be absolutely unpolarized. The following
circumstance should be underscored: the quantities S,
are integrals over a spectrum, and their behavior is dif-
ferent from that of the corresponding correlators

[ay,a,, [, whose contribution becomes substantial in
the calculation of the spectra and will influence the
polarization characteristics of individual sections of the
spectrum. Thisresult was obtained in [18] in the two-level
approximation for the trangition (J,=1) — (J.,=0) in
the neon atom.

We shall present the explicit expressionsfor S;; and
S, _; for observation of spontaneous emission in the
direction of the z-axis:

(28)

S, = 8 30, Caa, il 10, 2w 1 10
- aapaa[Q ZD paa[Q ZD 3 paa[Q ZD
_Can2r ) g, ol Ag
3 pab|:27 2|:| pbaQ' 2|:| ’
_ 03 30,%a, 0l _1p
S—l—l - CaapaaD 2 ZD 3 aaD 2 2[| (29)

+2Cbb 01 1D Cab«/é
3 Pl 30" "3

[DllD

0ol _1g
pabD 2 2|:| i|

Poa D_é' _ED .

As shown in the preceding section, using Eqg. (29) and
changing the direction of the intensity vector of the
electromagnetic field of the laser wave, we can obtain
the total angular distribution of the spontaneous radia-
tion. We shall use this fact, since the expressions (29)
are more convenient for analysis than the generalized
formulas of the form (22). In what follows, unless oth-
erwise stated, we shall analyze the intensity of the res-
onance fluorescence for observationsin the direction of
the z-axis for various configurations of the laser field.
We shall consider two distinguished cases:
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(1) The pump wave has the form E,; = 0, E; = E,
(Ex=E,=0, E,=E,). Figure 4ashowsthe dependences
of the density matrix elements appearing in Eqgs. (29)
on the field intensity E,. As expected, sublevels with
projections £3/2 are not excited, and only the sublevels
with M; = +£1/2, | = a, b, contribute to the spontaneous
emission from the atoms. The numerical calculations
show that the quantity Im(p,,(£1/2, £1/2)) is aways
small, and moreover, in the case considered in a strong
field (Ex > Ay)

Re(p.(1/2, 1/2)) = /p.a(112, 12)py(1/2, 1/2),

Re(pan(-1/2, -1/2)) (30)

= _/\/paa(_ﬂ27 _1/2) pbb(_1/2' _:UZ) '

Taking thisinto consideration, the formulas (29) can be

written in the form
ot
Sl awatﬂa '\/é LIJb[QaD ’
0 10cf
wbm—éam,

Si4= %alpa%—%a -2

where g; (M )Wi(M;) = p;,;,(M; M,) arethe ampli-
tudes of the wave functions of the corresponding sub-
levels, C=C,, = C,, = C,. The expressions (31) show
that interference attenuation of spontaneous emission
can be expected in astrong laser field. Figure 4b shows
the total dependence of the intensity of resonance fluo-
rescence on the intensity of the pump wave field. The
dependence obtained confirms the arguments presented
above; moreover, it follows from this dependence that
asthefield intensity increases, the intensity of the spon-
taneous emission tends to zero.

(31)

(2) The opposite result—an increase of the sponta-
neous emission intensity of atoms—can be obtained if
the intensity vector of the pump wave is directed in the
xy plane, for example, E, = E5, E, =0, and E, = 0 (any
other direction will lead to the same results). Figure 4c
shows the dependences of the populations of the mag-
netic sublevels and Re(p,,(x1/2, £1/2)) on the intensity
of thelaser wave E,. In contrast to the preceding case, lev-
els with projections of the magnetic moments +£3/2 are
excited and contribute to the spontaneous emission. In a
strong field arelation similar to Eq. (30) is also satisfied:

Re(Pa(1/2, U2)) = =\/paa(12, U2) pp(1/2, 1/12),
Re(pan(-1/2, -1/2))

= JPae(=112, ~1/2) pyy(-1/2, ~1/2),

(32)
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which leads to the formulas for the spontaneous emis-

sion:
= Couf 30 S + v2lu 30,
S11= CPul 5 (33
%wa a J2 o ZE‘DZ

The expressions (33) show that for this consideration of
the field interference amplification of resonance fluo-
rescence will be observed (see Fig. 4d).

It will be shown below that the configuration of the
field analyzed last can be interpreted as spontaneous
emission in the xy plane for the field configuration E, = 0,
E, =0, and E, = E,. This makes it possible to draw the
qualitative conclusion that when observing in the direc-
tion of the pump wave intensity vector the resonance
fluorescence intensity in a strong field will be low and
will increase as the angle between the direction of
observation and the field intensity vector increases.
Figure 5 shows such a dependence for laser field inten-
Sity Ex = 10A,,.

The conclusion that the resonance fluorescence
becomes weaker in a strong field for observation in a
direction of the intensity vector of the electromagnetic
field is of interest for experimenta verification. It
should be underscored that this effect is a three-level
effect and is possible only for V-type systems. It is due
to interference quenching of photons from magnetic
sublevels with different values of the total angular
momentum. It does not occur in two-level systems
because p;;(M;M,) = 0 for M; # M,. In A-type three-
level systems the effect is impossible because when a
system decays it arrives in different final states. In the
next section we shall analyze the possibility of observ-
ing the effect experimentally.

5. POSSIBILITY
OF EXPERIMENTAL OBSERVATION

In the preceding sections we investigated an ideal-
ized system and neglected a variety of physical pro-
cesses which could influence the dynamics of an atom
in alaser field. Examples of such phenomena are colli-
sional relaxation, collisional mixing with respect to the
magnetic sublevels, and two-photon processes. In addi-
tion, geometric factors will influence the observed
spontaneous emission intensity of atoms:. the intensity
distribution of thefield in the cross section of the beam,
the magnitude of the solid angle in which the observa-
tion is performed. Figure 6 shows plots of the reso-
nance fluorescence intensity for yy = I', yg¢ = 0.1I,
where vy is the collisional relaxation, introduced phe-
nomenologically, and I is the radiation relaxation con-
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Fig. 4. Thefollowing quantities asfunctions of theintensity of the pump wavefield: (a) and (c), popul ations and off-diagonal density
matrix elements Re(p(1/2, 1/2)), Re(pap(—1/2, -1/2)); (b) and (d), resonance fluorescenceintensity for both polarizationsfor obser-

vation aong the z-axis. The calculation is performed for detunings Ai =250 and AE =-250I" and laser field configuration E, = 0,
Ey=0,E,=Ea(a b)and E, =0, E, =0, Ex = E5 (C, d). Designations of the curves: 1—p.o(1/2, 1/2), peo(=1/2, ~1/2); 2—pa5(1/2,
1/2), paa(-1/2, =1/2); 3—p (12, 12); 4—ppn(1/2, 1/2), ppp(—L/2, =1/2); 5—paa(3/2, 3/2), paa(—3/2, =3/2); 6—pp(—1/2, —1/2).

stant (it was shown in the preceding section that the
magnetic sublevelsall have the samelifetime). It isevi-
dent in the figure that for y4 = I the spontaneous emis-
sion intensity of atoms increases. Thisis due to break-
down of the coherence between the levels a and b and,
in consequence, resultsin adecrease of theinterference
quenching.

The effect of the geometric factors appears in the
fact that we observed fluorescence from the entire sec-
tion of the beam and from a quite extended section. Fig-
ure 5 reflects the characteristic angular distribution of
the spontaneous emission, whence it can be concluded
that if the observation angleislessthan 0.1 rad and the
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laser beam is sufficiently thin, then the angular distribu-
tion can be neglected. This simplification makesiit pos-
sible to express the observed intensity as

S SoELTr, @
Eja s

Ra
| exp O J' 21T
0 A==+l
wherer isthe distance to the beam center, ryisthe char-
acteristic beam size, E, isthe field intensity at a given
location of the cross section, and R, is the aperture of
the laser beam. Assuming that the beam has a Gaussian

profile, E, = E exp(—?%/ r(z) ), theexpression (34) smplifies:
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Fig. 5. Spontaneous emission intensity of atoms for both
polarizations versus the angle between the direction of
observation and the electric field intensity vector of thelaser
wave for the laser field Ep = 10A4, = 50000 . The values of
all other parameters are the same as for the Fig. 4b.
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Fig. 6. Spontaneous emission intensity of atoms for observa-
tion dong the z-axis for both polarizations as a function of the
intensity of the pump wavefield for collisional relaxation con-
stantsyg = 0.1 (solid line) and y¢ =" (dashed line). The va-
ues of al other parameters are the same asfor Fig. 4b.
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Fig. 7. Effect of the distribution (Gaussian profile) of the
laser field intensity in the beam cross section on the experi-
mental ly measured spontaneous emission intensity of atoms
for observation along the z-axis. The aperture radius R, =
2rg, andyg = 0.5". Thevaluesof &l other parametersarethe
same asfor Fig. 4b.

l oo 0TI J’ ZS“E(EL)dEL. (35)

2, 20 A ==*1
Eaa(p(_Ra/rO)

Itisevident from Eq. (35) that the “wings’ of the beam,
where the intensity is much lower than at beam center,
will make the main contribution to the observed inten-
sity. Figure 7 shows the resonance fluorescence inten-
sity abtained taking account of the collisional relaxation
and using Eq. (35). As one can see from the plot, even for
quite stringent parameters R, = 2r, and y; = 0.5I", substan-
tial decrease of the spontaneous emission can be expected
only for E, = 10A,,. This meansthat if the experiment is
performed using sodium, then the required power density
for laser radiation will be P = 1 GW/cm?. This condition
is difficult to satisfy for 10 ns and longer duration
pulses. In this connection it is of interest to perform

investigations with lithium, for which 40AL = AN,

and a 1600 times|ower power density isrequired to sat-
isfy the condition E, = 10A,,.

6. CONCLUSIONS

In this work the resonance fluorescence of a degen-
erate V-type three-level atom in the field of an intense
monochromatic wave with arbitrary polarization com-
position was investigated. The general form of the radi-
ation relaxation operator for the systems considered
was obtained. The influence of interference effects
accompanying spontaneous emission on the radiation
relaxation structure was analyzed. It was shown that for
most real physical systems the interference processes
do not change the population dynamics of the atomic
sublevels; the conditions under which the influence of
interference effects on the structure of relaxation pro-
cesses and the population dynamics must be taken into
account were indicated. Analytical expressions were
obtained for the resonance fluorescence intensity in a
chosen direction, the polarization composition of the
radiation, and the total intensity of the spontaneous
emission of the atoms. It was shown that even though
no changes occur in the equations of motion for the
atomic density matrix because of interference effects,
they must be taken into account when analyzing the angu-
lar distribution of the resonance fluorescence intensity.
The angular distribution of the spontaneous emission
from atoms was investigated in detail for the D line of
alkali-metal vapors. It was predicted theoretically that the
spontaneous emission intensity of atoms will decrease as
the pump wave intensity increases, when observations are
made in the direction of the eectric field intensity vector
of the laser wave. It should be underscored that this
effect is dueto interference quenching of photons from
the upper levelsin the direction indicated. The difficul-
ties of observing this effect experimentally and the var-
ious factors which change substantially the physically
measured intensity of resonance fluorescence were
analyzed. The most important factor is the influence of
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theintensity distribution in the cross section of the laser
beam exciting the medium.
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APPENDIX

Radiation Relaxation Operator for a Degenerate
V-type Three-Level Atom

We shall present one possible method for obtaining
the explicit form of the radiation relaxation operator for
a degenerate V-type three-level atom. The general form
of atomic systems of this class with arbitrary values of
the total angular momentum of the levelsis studied. To
simplify the exposition, we shall consider the decay of
an excited state of the atom. A method for obtaining the
radiation relaxation constants for a two-level atom in
the field of amonochromatic waveis presented in [22].
The application of this method, described in [22],
together with the technique described below makes it
possible to obtain the radiation relaxation operator for
our atomic system in the presence of alaser field.
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Here we shall employ the notations for the indices
and characteristics of magnetic sublevels similar to the
notations adopted in preceding sections of this paper: |,
j» and j, are the indices for the levels (see Fig. 1)
assuming the values a, b, and c; J; is the total angular
momentum of level j; M; isthe projection of the angular
momentum of the j level on the z-axis, taking on the
valuesJ;, J -1, ...,=J;; k and k' are the wave vector of
the emitted photon, ¢, ¢' = 0, £1 is the polarization of
the emitted photon in the chosen coordinate system.
Just asin the preceding sections, if the range of values
of the indicesis not specialy stipulated for the formu-
las presented, it is assumed that the expression is cor-
rect for any admissible values.

To describe our system we shall employ the Scully—
Lamb atomic-photon density matrix formalism [23].
We introduce the following set of atomic-photon states:

|‘JaMa|-_rJ |‘]bM bD |‘]cMc|-_rJ |‘]cMckO-|:|

The corresponding atomic-photon density matrix ele-
ments have the form

pjljZ(Mjl’ sz)’ plj(],C(Mjl! MCkG)1
pe;,(Mcka, M,), it (Mcka, MiK'o).

For computational convenience, we shall employ the
matrix notation

pjljz(le’ _le) E
0 (A1)
U
l

pjljz(JCk 1’ _le) E
piliz(JCk 0’ _sz) E
pjljz(JCk - 1’ _le) E
n (A.2)
pjljz(_JCk 1’ _Jiz) E
pjljz(—Jck 0,-J;) O
1l
0
(A.3)
6EEI(JC1 _Jc) E
0 (A.4)
[l
O
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where

0 pei Mok 1, Mok’ 1)
E)Iég(l\llcl’ MCZ) = E pCjz(Mclk 0’ I\/IczkI l)
Opei(Mek =1, MK 1)

Using the notations (A.1)—A.4), the atomic-photon
density matrix assumes the form

O C
Dpaa pab pac pac pac
O k k'
U Pva Pob Pbec Poe Poe -+
5P P Prc 0 L
0 ca Mcb Mcc Mcc cc -

pa_ph B k k k kk kk'
Epca Peb Pec Pec Pec -+
U pa P Pec Pec Poc -

Using the dipole approximation, we represent the
Hamiltonian of our system as a sum

|:|r = F|0+ ﬂf+\’\/q,

(A.5)

I

(A.6)

where the operators Ho, H;, and V, are presented in
Section 2. In the notations associated with Egs. (A.1)—
(A.4) the Hamiltonian H, can be written as the following
matrix:

B'Aﬁ‘bl 0 0 -G _G* 0
EIT -G, LG, ... E
D o -Aabl O Gk* le* D
A % —IT - b - b %
Hr = 00 0 il 0 0 ..D
A.
OGS Gf 0 vl 0 .. 5 A
E G G 0 0 vl E
iViel e
D a b k D
0 -0
— _ _(*)ac+(*)bc
Vk - (*)k (*)uv wu - 2 ’

C(t) =

I o
o
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pcjz(Mclk l! Mczkl - 1) E
Pej,(Mc k 0, M k' —1) %
P Mk -1, M k'=1) O

where | is a unit matrix with the required dimension;

the matrices G'j‘ describe the interaction of the transi-
tion j =—— c with the k mode:

o . . 0
E aklgléjl(‘]c’ ‘]j) aklgléjl(‘]c’ _‘Ji) B

0 &g (e J) 8o0g (U —J)) O

O, s k-l O

0 &-19¢ (e J)) - &-10¢ (e —-J) O

J E R R e E
O é-klgléjl(_‘]ca J) é-klgléjl(_‘]c, =J) 0

g . " O

E akogsjo(—Jca J)) akogsjo(_‘]c’ —Jj E
Dék—lgzj_l(_‘]c’ J) ... ék—lgzj_l(_*]c: =J;) O

(A.8)

It should be underscored that because of the properties
of the Clebsch—Gordan coefficient [19] and the

explicit form of the coupling constants g'éjc’(Mc, M)

(10) most matrix elements G'j‘ are zero. The eguation

of motion for the atom—photon density matrix has the
form

(A.9)

Using the substitution of variables p, _, = C(t) YCX(t),
where

.

0 0 - g

0

0 0 E
"B (A.10)

exp(-iw)l 0 ..5

0 exp(iv)l --- 0O

p(ivy) 0
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we obtain from Eg. (A.6) the equation for the Y The operation
matrix
H = ¢ - e
dy dt
= [H, Y] (A.11) .
dt can be expressed explicitly as
. 0 0 0 —exp(i%Kt)Gs* —exp(iH)Gs* ...
3 0 0 0 —exp(iH') G —exp(iH'DGE* ... O
0 0
H =0 0 0 0 0 0 -0 (A.12)
H exp(A%H1) Gy exp(-iH't)Gy 0 0 0 -8
Hexp(-iIt)GY exp(id')GE 0 0 0 -
0 . .0
where K =v,—A, /2 and H' = v, + A,,/2. The equation g~k .. 3 a
(A.11), taking account of the explicit form of the oper- —cc - z Gli(lnglfj Glj(* a4
ator H', leads to the following equations for the matrix dt _ A
dements Y- b 0k (A.18)
deljZ ~kx K k ~k + Dl Zéll( Yk R dTEélj(* .
— =y (G Ve, YE, (A3) goj +Yisj AL,
K 3
Kk The atomic density matrix p@ is determined from the
dchc - z (éIJleILC + Yléjléli(1*)’ (A.14) operaor p,_p, by summing over the photon variables
t 7 P® = Tr(Pa_phko: SINCE Pa_pn = C() YCY(1), we have
@ _ -1
Y5, _ o e i p@ = THCH) YC (ko
—at—— - jZ(GJijzjl) +YCC GJ1' (A15) — C(a)(t)Tr(Y)koc(a)—l(t) (Alg)
- C(a) t Y(a)C(a)—lt .
Yio = Yo, (A.16) ® ®

where

~ . A
Gy exp[—lazk—?ab
Gk = exp| -+ 2 Gl

and moreover we have set formally éié =0. Neglecting

kk

Yee in Eq. (A.15) compared with Y| ; , we integrate

this equation. Using the result obtained in Egs. (A.13)
and (A.14) and taking account of Eq. (A.16), we have

I
@
jo

dy; . '*k-k|:|t ~ Kk O
—ajfll—z = —Z |:Gj1 B’sz3YJ3j2dTE
' ‘ 0k (A.17)
~ k*x D~k
+OY YiGi, dr[sjz},
P
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The matrix elements Y{%

except j; =j, = ¢, for which

(a) _ kk
ch - ZYCC'
k

=Y;,;, foral j; and j,,

The other terms appearing in the expression for the
matrix elements Y@ are zero. The operator for the sub-
stitution of the variables C@(t) for the atomic density
matrix corresponding to the transformation C(t) for the
atomic-photon density matrix has the form

C(a)(t)

U A a

0 expa Ta”t% 0 o O

0 0 (A.20)
=B A §

0 0 exp%—i Tabt% 0

O 0

U 0 0 exp(iw,)! U
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Applying theWigner—Weisskopf procedureto Egs. (A.17)
and (A.18) and neglecting the Lamb shift of the levels,
we obtain the following equation for the matrix ele-
ments Y@:

(a)
e Z(UY(a)U +UYOUD
(A.21)
—UUY? - YPUj ),
where
0,0
00g
Ut) =000
0 O
ol o
B’j expB tD GbexpD tD OD
o
Us) = Do kel -2
Ol g

x GbexpD |—t%§§) +—abD 0D

Performing the inverse transformation for the transfor-
mation to the atomic density matrix, we obtain from
Eq. (A.21)

(a)
de- Z[Qp(a)Q +Qup¥QD
(A.22)
—(QMQs +iW)p® —p?(QE Q-iW)],
of
_ k ~k Al
QW = Do %s Ga 05
ol o
O~ 0
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Qs(t) = QoU
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ETI 0 0 E
W=0 o Bw o0
[l 2 0
0 O
oo 0 —-w/ilQO

The equation (A.22) compl etely determinesthe charac-
ter of the radiative decay of an excited state of a degen-
erate V-type three-level atom. However, we cannot use
this equation directly to obtain the radiation relaxation
constants by analogy with the model for a nondegener-
ate case. The transverse character of the electromag-
netic field of the emitted photon must be taken into
account explicitly. The transversality condition can be
expressed in the form of the identity

> Dao(®. 8, 0)a,g5 (McM;) =0,
0=0,1

where @ and 0 are the spherical angles determining the
direction of the wave vector k of the emitted photon.
Using the condition (A.23) in summing over k the

products G'l‘l* G:-(z in Eg. (A.22) in the rotated coordi-

nate system and neglecting the doublet splitting com-
pared with wy., we represent the radiative relaxation
constants for arbitrary magnetic sublevels (including
the off-diagonal elements) in the form

Jljz(M M; ) - I Z |:ﬁkcr kGEgJ C(M Mc)

MO'O'

(A.23)

o' dk
x gEjz(McM,-z)&vk)(Z—n)g

= 2T[||d110|| ||dJ2C|| CJilel szsz |
7 (23, + 1)(23;,+ 1), IM10 =M, 10

(A.24)

<[ Y (Dh) Dhows(v) = (

A==

Taking account of the possibleinhomogeneity and noniso-
tropicity of the dendty of states of the electromagnetic
fiddd and the line contour different from a ddlta function,
we arrive at the expressions (13) and (14).
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Abstract—For the case where the Rabi frequencies of the guiding fields are much larger than the relaxation
constants but much smaller than the Doppl er broadening, it is shown that resonances which are neither field nor
Doppler broadened can appear in the absorption (or gain) spectrum of the probefield. A classification of four-
level systems according to the number of resonances is made for cases where two strong fields interact either
with opposite or adjoining transitions. The conditions under which the number of resonances reaches eight,
while for stationary atoms the maximum number is four, are found. A method is proposed for calculating the
number of resonances in a multilevel system with several strong fields using analysis of the extremum points
of the frequency branches in the velocity—frequency plane. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

One of the basic problems of nonlinear opticsis to
devel op methods for increasing the frequency of coher-
ent radiation in gases. Among continuous-conversion
schemes with an appreciable decrease of wavelength
which have been developed, the three-level scheme of
an anti-Stokes Raman laser [1, 2] and the four-level
scheme of resonant four-wave mixing [3, 4] are of spe-
cial interest. Doppler broadening decreases the conver-
sion efficiency, but it can be compensated in many
cases. It is important to know the resonance nonlinear
susceptibility in gasesin order to estimate the light con-
version efficiency. Moving away from problems of
propagation of an electromagnetic wave in a medium
and making the assumption that the gas layer is opti-
cally thin, the cal culation of the nonlinear susceptibility
of n-level system reduces to solving an algebraic equa-
tion of degree n and averaging the absorbed power over
the particlevelocities[5]. Such averaging in calculation
of the spectrum of the probe field in a three-level sys-
tem interacting with a strong field on an adjoining tran-
sition was performed in the 1970s (see, for example,
[6]). A characteristic feature of the spectrum found was
that if the probe field was the longer wavelength field,
then a doublet of narrow resonances remained after
averaging.

In the absence of a strong field the resonance fre-
guency is a linear function of the particle velocity
because of the Doppler shift. To each group of particles
moving with the same velocity there corresponds a
unique resonance frequency. A strong field splits these
resonances, and the magnitude of the splitting is also
found to depend on the velocity. The split resonances
are shifted from Bohr transition frequency to the Rabi
frequencies, which become nonlinear functions of the
velocity. Integration over the velocities signifies sum-

mation of “group spectra,” each of which is aresponse
of agroup of particles moving with a prescribed veloc-
ity. In [7] it was discovered that the vel ocity-averaged
susceptibility grows rapidly when the detuning of the
probe-field frequency isequal to the Rabi frequency Qg
a the extremum points of its velocity dependence.
These spectral peaks are due to the fact that the suscep-
tibility is proportional to the number of particles inter-
acting resonantly with the field. The number of parti-
cles with the same shift of the resonance frequency is
maximum at the extremal points. We shall call these
extrema the turning points.

The contribution of an individual turning point to
the probe-field spectrum in a three-level system has
been calculated in [9] taking account of weak collisions
with achangeinthevelocity. In[10] aschemewith res-
onant four-wave mixing with two strong fields on oppo-
site transitions of a four-level system and two weak
fields was examined. The asymptotic behavior of the
velocity integral was found for the symmetric case of
equal wave numbers of the weak fields and zero detun-
ings of the strong fields. It was found that the number
of peaks in the spectrum can increase compared with
the case of stationary atoms. It was also shown that
merging of the turning points leads to a large increase
in the radiation conversion coefficient [11].

Numerical averaging over the velocities in a multi-
level system (see, for example, [12, 13]) does not per-
mit analyzing the dependence of the conversion coeffi-
cient on the relaxation constants, detunings, wave num-
bers, wave intensities, and spontaneous decay
probability, since the problem is multiparametric. It is
virtually impossible to obtain a general analytical
expression for the work performed by the probefieldin
amultilevel system. The absorbed power can bewritten
inarelatively compact form only for certain cases, spe-
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1.0
Lt/VT

Fig. 1. Frequency branches of a three-level system in the
(u, Qp) plane: kvt =5G, kv =4G, Q = 0. Dashed straight
lines—asymptotes of the frequency branches. The inset
shows the level scheme; the solid line denotes the strong
field E; the dashed line denotes the probefield E . Theturn-

ing points are shown on the frequency branches.

cifically, for a four-level system with strong fields on
opposite transitions. In more complicated cases the
problem reduces to solving a cubic or higher-degree
equation. However, these difficult calculations can be
avoided if one is interested only in the qualitative
behavior of the spectrum of the probe field. The most
informative part of the spectrum are the narrow reso-
nance peaks. The problem becomes solvable if atten-
tion is confined only to the calculation of these peaks.

In the present paper we present a method for deter-
mining the number of narrow peaks in the probe-field
spectrum for four-level systemswith large Doppler and
small homogeneous broadenings. For this the concept
of frequency branches and turning points are presented
in Section 2 for a three-level system interacting reso-
nantly with one strong and one probe field. Four-level
schemeswith two strong fiel ds on opposite or adjoining
transitionsin Section 3 are analyzed and the conditions
for the existence of narrow resonances in the probe-
field spectrum, when al waves are codirectional, are
found. A classification of these schemes according to
the number of peaks is presented. The results of the
numerical calculation of a spectrum with eight peaks
are presented in Section 4. Theresults obtained are dis-
cussed and compared with data obtained by other
authors. Brief recommendations for checking the pre-
dicted effects experimentally are contained in the con-
clusions. An approximate expression for the work per-
formed by the probe field in multilevel systems with
large Doppler broadening is presented in the Appendix.

2. THREE-LEVEL SYSTEM

We shall consider athree-level system exposed to a
strong electromagnetic wave ReE expl[i(kx—wt)] inres-
onance with a transition between levels 1 and 2. The
energy, absorbed by such a system, of a probe wave
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ReE, exp[i(k,x — w,t)] in resonance with a transition
between levels 2 and O can be written as a sum of two
terms resonant with respect to w,. If the upper level is
denoted by theindex 2, E, > E; and E, (seeinsetin Fig. 1),
then the expression for the work performed by the field
P,(w,) per unit time [5] can be written as asum of ele-
mentary fractions:

_ 2
Puw,) = 2h0y|G,|

_ ¢ du o [N No(U) +1G Noy(U)/ (2Q5~1T)
20,

r—i(Q,—-A" 6h)
_ A Nao(W) = [G*N(U)/ (2Q5 +iT)
M—i(Q,-2)

where wy = (E; — Eg)/h, 0, = (B, —
transition frequencies,

E,)/h are the Bohr

2D
N, (u) = N, —N)ex B—
j(u) = ﬁwT( ) P TD

is the equilibrium distribution of the population differ-

ence with temperature T = mv'2 /2, mis the mass of the
particles, vy isthe thermal velocity, u is the projection
of the particle velocity on the direction of propagation
of a strong wave, and N, is the population of the jth
level, G = E - d/2h and G, = E;, - d,/2A are the Rabi
frequencies, which are proportional to the field ampli-
tudes, Q, = W, — Wy and Q = w— wy, are the detunings
of the frequencies of the electromagnetic fields from
the Bohr transition frequencies, and I are the rel axation
constants, which we have chosen, for simplicity, to be
the same for all levels and which we assume to be
small. The quantities A* are related with the splitting of
the energy of level 2 by a strong electromagnetic field
(so-called energies of dressed states):

1 |2

where Qg is the generalized Rabi frequency of the
strong field taking account of the Doppler shift Q' =

Q—kuand Q, =Q, —k,u. Both termsin the integrand
in Eq. (1) describe aresonance of the probe field with a
transition between one of the dressed states of the sub-
system 1-2 and the state 0.

We areinterested in the qualitative form of the spec-
trum of the probe field in nondegenerate systems with
large Doppler broadening and located in strong fields.
We shall consider the situation where the Rabi fre-
guency is much larger than the relaxation constants but
much smaller than the Doppler width of aline:

N < G<kvs. (2
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The work performed by the probe field in resonance
with a transition between two levels, which belong to
different (not coupled with one another by strong
fields) subsystems of a multilevel system, can always
be written as a sum of resonant, with respect to Q,,
terms, similarly to the expression (1) (see Appendix).
Consequently, it is convenient to start the explanation
of the turning-point method, used below for analyzing
the spectrum in multilevel systems, for a three-level
system for which the work performed by the field can
be calculated explicitly.

Since the conditions of a maximum of the integrand
in Eq. (1),

Q, = Qy(u) =A(u) +kyu, (3)

depend on the particle velocity u, in the general case
velocity averaging decreases the amplitude P, by the
factor I'/kv+. The decrease in the work performed by
the field is due to the fact that only anegligible fraction
of particles (~I'/kvy) interacts resonantly with the probe
field. The only exception is the case where the condi-
tion (3) holds simultaneously with the condition for an
extremum of the function
dQ; K

=k —=+

k(ku,—Q
ke 0 @

2J(Q-ku,)? +4/G?
which means that when the particle vel ocity varies near
u, the condition (3) continues to hold to within the
terms which are quadratic in the deviation (u—uy). The
number of points interacting with the field increases
rapidly and hence sharp peaks should be observed in
the spectrum of the probe field P, (w,) at Q, = Qj(uj) -
From Eq. (4) we find the velocity

k—2k,
Jk(k—k)’

and substituting it into Eq. (3) we find the position of
the resonances in the spectrum [6, 7]

= Qpup) = k—k“QtZIGI—W‘. (6)

In multilevel systems the functions Q,(u), which
determine the value of the resonance frequency as a
function of the particle velocity, have a form which
makes it impossible to solve Egs. (3) and (4) analyti-
cally. We shall formulate a graphical method for calcu-
lating the peaks in the spectrum of the probe field. We

plotinthe (u, Q,) planethe curves Q,ﬁ (u) (3), whichwe
call frequency branches (Fig. 1). The condition (4)
gives in the plane (u,, Qp(up)) the “turning points’
where the frequency branch possesses an extremum.

Thus, in order to determine the position of resonances
in the probe-field spectrum, it is sufficient to represent

kuy, = Q|G| (5)

Q,
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the frequency branches Q(u) in the (u, Q) plane and
find the turning points where dQ /du = 0. For a three-
level system there are only two frequency branches,

Qf)(u), each of which is a branch of a hyperbola, and

consequently there can be no more than one turning
point on each of them. It isevident from Fig. 1 that res-
onances in the spectrum which are associated with the
turning points can be observed only if the slopes of the
asymptotes of the frequency branches, Q,(u) ~ k,u and
Q,(u) ~ (k, —Ku, have different signs, i.e,, k,(k, —K) <0.
This result also follows from the expression (6), which
gives a rea frequency only for k,(k — k,) > 0. The
asymptotic values of the dopes of the frequency
branches are related with the relative arrangement of
the energy levelsin the three-level system:
Wy _ E;—E
Ky D c fic '’

Analyzing the expression (1) for the probe-field spec-
trum for an arbitrary scheme of levels, it is evident that
the dlopes of the asymptotes have different signsif

(B2 —Eo)(E —Ep) <0. (7)

wy _ Ei—F
k,—k0O et

In other words, the energy E, must fall between the lev-
els E; and E,: these are the so-called Stokes A and V
schemes. If the condition (7) does not hold (anti-Stokes
schemes), then the expression (6), determining the
position of the turning points, is imaginary and there-
fore there will be no narrow resonances in the spec-
trum. The conditions for the existence of narrow reso-
nances when electromagnetic waves propagate oppo-
site to one another can be found similarly:

k,(k,+Kk) <0, |2E,—3E,+E| <|E,—E4.

The shape of the spectrum near the resonance Q;,
can be found in the approximation (2), using only the
fact that the first derivative of Qj, (u) vanishes at the

point u = u,. Neglecting all termswhich are small to the
extent that G/kv; and I'/G are small, we obtain

PL(Q,) = 2Th0o,| G,

Q) 0_ . . 2 nO

| O iy + Nl
2Qg(u,) 0 2Qgu,) O (8)

Q) O, _ _ 2 O

- ( uz A (up)NZO(up)_lGl N21(_up)[| ’

2Qg(ug) O 2Qg(u,) O

where
) du

1@, = %{Rej‘r 9

—i(Qu —k,u—A* (W)
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Q ky = k)
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Fig. 2. Frequency branches of a four-level system in the
(U, Qp) plane: kAVT = 7GA! kBVT = SGA, kaT = GGA, GB =
0.1Gp, Qp = Qp = 0. Dashed straight lines—asymptotes of
the frequency branches. The inset shows the four-level sys-
tem with two strong fields on opposite transitions; the solid
lines denote the strong fields E, and Eg; the dashed lines

denote the probe field E,,.

The derivation of the expression (8) used the fact that
the width of theintegrand in Eq. (1) of order I is deter-
mined by the denominator, and consequently the
remaining expression can be removed from the integral

at the points u = u,, or u = u, in accordance with the
indices + or —in EQ. (9).
Expanding the function Q,(u) inthe power seriesin

u— Uy near theturning pointsu = uj, and retaining qua-
dratic terms

+ o~ + 2
Q, =Q,+a(u-uy) +..., (10)

wheretheletters a* # 0 denote second derivatives at the
turning points

32 32
(k=)

: _ 1d°Q}
© ek

a =
2 du?

we obtain the profile of an isolated peak, which was
first found in [6]:1
+k|G|

*(@,) = Re J e
Ky (k=k) (Q,—Q, +ilN)
The spectral peaks given by Eq. (11) have awidth of the

order of I, their amplitude is proportional to ./|G|/T,
and they have a characteristic asymmetric shape.

Ask, —= ktheformula(11) becomesinapplicable.
Consequently, the condition (2) must be replaced by a

more stringent condition G./k,(k—k,)/k > T', which

_
U—LIp

(11)

1 The Eq. (54) of [6] contains a misprint; instead of 1/2 the expo-
nent is written as 2.
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means alarge field-induced splitting (6) compared with
the relaxation constant. The condition that the field
splitting is small compared with the Doppler width (2)
isalso replaced by astronger condition, following from

Eq. (5). The velocities at the turning points u, must be
less than the thermal velocity v |u§| < Vr.

3. FOUR-LEVEL SYSTEM
3.1. Four-Level System2 + 2

Let us consider afour-level system interacting with
two strong electromagnetic fields, G, and Gg. If the
fields are in resonance with opposite transitions, then
the system can be represented in the form of two inde-
pendent two-level subsystems (we shall call such asys
tem 2 + 2). However, if the fields interact with neigh-
boring transitions, then the system consists of a three-
level system and an individual level (we shall call such
a system 3 + 1). We begin by analyzing the first case
(seeinset in Fig. 2). The work performed by the probe
field ReE expl[i(w,t —k,X)] in resonance with the tran-
sition 2—3 can be written asa sum

PQ) = Y PUQ,

1,J=12

(12)

where

Cc”(u)du
—i(Qu— kU= Ay(U) + A3(W)’

PY(Q,) = Re
Q) J’r

M = 2@kt J(@u k)4G0, (13

}\13’2 = _%(QB—kBU + /\/(QB_kBu)z + 4|GB|2)'

and A}, and A; arethe energies of the “dressed” states

of independent two-level systems. The designations |
and J of the frequency branches are introduced in the
Appendix. The derivation of the formula (12) and the
determination of the coefficients C'V are also presented
in the Appendix.

To find the number of resonances in the probe-field
spectrum, we represent the frequency branches in the
(u, Q) plane, for example, at Q, = Qg = 0 (Fig. 2).
Since the position of the resonances in the spectrum is
determined by the values of the extrema of the fre-
guency branches, we shall analyze the condition for
vanishing of the derivatives:

2o|Q';(u)

o= = Ak+k"(u) = 0,

(14)
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Klz(u) _ _K21(u)
Kg(Qp —kgU) Ka(Qa—Kal)

J(Qs—keU)? +4Gg®  J(Qa—kat)?+4IGA*

Kll(u) _ _Kzz(u)
Kg(Qg —KgU) Ka(Qa—Kal)

/\/(QB —kgu)® + 4|GB|2 /\/(QA_ kau)® + 4|GA|2
where Ak = 2k, — kx — kg. The values of the function
K'J(u) are limited by the region |[K"J(u)| < k, + kg, and
consequently Eq. (14) does not possess any solutions
for |Ak| > k, + kg. The function k*2(u) (and also the
function —2%(u)) is monotonic and in the limit u —»
+oo gpproachesthe asymptotic values F(k, + kg) . Con-
sequently, when

|AK| <kp + kg

(15

the frequency branches Q7 and Q) each possess a

turning point. The function k*(u) (just as —k?3(u))
approaches £(kn — kg) in the limit u — o0 but it is not
monotonic. It possesses two extrema, which can be

found from the condition &2 Q' /du? = d''/du = 0:

o, = 20 Yken, A2 0

L= (16)

Here
KM (uy) = —«Z(uy)

kaksA(L1—Y) £ (Ka —yka) VA +Q

JB2(E + y2KE) + M F 2ykakaA /A% + Q
where

(17)

Ao KaQekeQy o o[Gel ki~ (G ’k
=Y/ 2,2 =4y 2 2,2 ’
Ka—Y'Kg Ka—Y Kz
Q — 4y2|GB|2_|GA|2 y = dGA| kA|:7|J3
ki—yzké ’ HGg| kg

Hence it follows that the frequency branch Q;I(u) (or

the branch Qﬁz(u) ) possesses aturning point for u<u_, if
Ak lies in the interval between k, — kg and k*(u_) (or
between kg — k, and k2(WL)). If Ak fals between k{(uL)
and k*(u,) (or between k?(u_) and k?*(u,)), then the
frequency branch le(u) (Q,Zf(u)) pOSsesses an extre-
mum in the range u_ < u < u,. Findly, for Ak between
K1(u,) and kg — ks (or between k?(u,) and ky — kg) a
turning point arises u > u,.

The ranges of Ak enumerated above can intersect, so
that each frequency branch, Qél(u) and Qﬁz(u), can
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have up to three turning points. Thus, the total number
of turning points on all frequency branches and hence
the maximum number of resonances in the spectrum of
the probe field can reach 8. For A? + Q < 0 the expres-
sion (16) is complex, i.e., the functions k'*(u) and
K?(u) become monotonic. In this case the frequency

branches Qél(u) and Qﬁz(u) each contain one extre-
mum for |AK| < |ks —Kg|.

We shall investigate two limiting cases in greater
detail: A? > |Q|—the difference of the detunings of
strong fields is large compared with their Rabi frequen-
cies—and the opposite limit A% < |Q|. In thelimit |Q| <
A? it follows from the expression (17) and Eq. (14) that

for |Ak] < ks — kg| the frequency branches Q;'(u) and
Q,Zf(u) each possess one extremum. Intheinterval |k, —

kel < |AK| < Ky + kg either Q (U) or Q2%(u) possesses
two extrema. Thus, in the limit of alarge difference of
the detunings AQ = Q, — Qgka/kg for strong fields the
probe-field spectrum contains four resonances if the
inequality (15) is satisfied. This condition can be for-
mulated in aninvariant formwhichisvalid for any level
scheme: if the energy of at |east onelevel of the second
subsystem lies between the energies of the levels of the
first subsystem, then the number of resonancesis 4. In
the opposite case there will be no narrow resonances.

When the detunings of strong fields are in resonance
with one another, A = 0, the expressions (16) and (17)
simplify substantially:

2/3 2/3
. J (ICelka)” - (1G4 k)™ {GaGel
- 2/3 2/3[] O
(1Ge|?ka) ™ = (|G *kg)* KaKe

KM (us) = —«Z(u,) = 2K, (18)

2.2/3

K = ((1Ge/Ka) "~ (|GAKE)™)

2/3 2/3
« [(Selk) -~ (1GAke) "
|Gel Ka =[Gl ks

The extremal values of the function k*(u,) depend on
the ratios of the Rabi frequencies of strong fields:
|GA/Gg|. For definiteness we shall assume k, > kg. For

IGA/Gg| < Jka/ kg Wefind k1(u) < kg —k, and k(u,) >
ks — kg. Recall that as u — oo the function k(u)
approaches the asymptotic values £(k, — kg), respec-
tively. Consequently, the equation Ak = k*(u) pos-
sesses two solutions with

kA_kB< |Ak| < K, |GA/GB| < A,kA/kB (19)
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Fig. 3. The parameter ranges corresponding to different
numbers of nonlinear resonancesin the probefield spectrum
in the (In|GA/Gg|, Eg) plane for four-level systems with
strong fields on oppositetransitions, shown in theinsets (the
dashed lines denote examples of the arrangement of the
pl’Obe f|e|d) QA/kA = QB/kB’ El - E2 >AE = E3 - E4, B =
(172)In[(Eq — Ey)/AE], & = 2In[(E;, — Ey)/AE]. The large
numbers denote the number of resonances in the corre-
sponding regions separated by the heavy lines.

or one solution if

IAK < K, —Kg. (20)

Similarly, the frequency branch Q? possesses two

extrema if the condition (19) is satisfied and one solu-
tion if the inequality (20) is satisfied.

For /ka/kg < |Ga/Gg| < ka/ K5 the expression (18)
is complex, so that k'*(u) and k?(u) are monotonic
functions and hence the frequency branches Q;'(u)
and Q?(u) each possess one extremum, while the con-
dition (20) is satisfied. Finally, for k2/k3 < G,/Gg we
find k*%(u) > 0 and k*(u,) < 0, so that the frequency
branches Q;'(u) and Q3(u) each possess threeturning
points for

|6k < min(k|, ka—kg), |Ga/ Gyl >Ka/ Kz,
and two turning points for
ka—kg <|AK| <[K],
or one turning point each if
K| <|AK| <k —Kg.

Figure 3 illustrates the usua rearrangement of the
probe-field spectrum as a function of the parameters of
the four-level system in the plane (In|GA/Gg|, E3) for
Qnkg = Qgka. Here we employ the following notations:
E, and E, are the energies of the upper and lower levels
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of the transition in resonance with the field G,, E; and
E, are the energies of the upper and lower levels of the
transition in resonance with the field Gg. For definite-
nesswe assume AE = E; — E, < E; — E,. Inthiscase the
expression Ak = Kk for the boundaries between the
regions with a different number of resonances can be
written in aform valid for an arbitrary level scheme:

|E4+E3—E1_E2|
43 43,32
_ (IG(E—E) " - |G (Es—E)) (2D
JIGeA(E, — E,)*— |GAX(Es— E,)?

The level schemes are shown in the insets. The large
numbers denote the number of narrow resonances in
the corresponding regions of the parameters. Thus, the
number of resonances in the probe-field spectrum
depends on the level scheme and on the relative detun-
ing of the frequencies and intensities of the strong
fields, and in genera it can assumethevaluesO, 2, 4, 6,
and 8. An odd number occurs in degenerate cases, spe-
cifically, if the condition (21) is satisfied.

3.2. Four-Level System3+ 1

We now consider a four-wave system interacting
with two strong fields (E; and E,) on neighboring tran-
sitions; seeinset in Fig. 4. In zeroth order perturbation
theory in the probe field this four-level system decom-
poses into three- and one-level subsystems. The ener-
gies of the dressed states A, | = 1, 2, 3, of the three-

level system interacting resonantly with two electro-
magnetic fields (E, and E,), can be determined in prin-
ciple using the Cardano formula from the equation

AAh+ QD (Aa + Q3)
(22)
—|GyP(An+ Q) — |G’ (Aa + QY1) = O,

where Q; , =Q; ,—k; uarethedetuningsof thefields
taking account of the Doppler shift and G;, =
E, .d; ,/2% is the Rabi frequency of the fields. The
energy of adressed state of the subsystem consisting of
onelevel isAgz = 0. To find the number of turning points

we shall investigate the frequency branches Q'p =ku+
Ag— A = ku— Ay (seeAppendix). Substituting A, =
k,u— Q'p into Eq. (22) we obtain acubic polynomial of
| . .. ..
Q, and u, implicitly giving the form of the frequency
branches,
Py(Qp U) = Q5(Q) —0Q5)(Q) — Q)
3 p p p 1 p 2 (23)
Wl f Al '
—(Qp - Q3)|Gy* = (Q, —Q)|G,* = 0.
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If G4, G, =0, then al three frequency branches are
linear functions of the velocity (1 =1, 2, 3):

Qyu) = kyu, Qp+(k,—ku,
Q,+ (ku—kz)u,

which intersect at the points uf = Q,/k;, u¥ = Q./k,,
and U} =(Q; —Q,)/(k; —ky). When G, G, # 0 the fre-

guency branches Q'p (u) do not intersect, but rather they
repel one another by an amount of the order of G, and
G,. If the difference of the detunings of the strong fields
islarge, AQ = |Q; — Qki/ky| > Gy, G,, then near the

points uj , v = 1, 2, 3 the frequency branches pass

smoothly from one linear asymptote to another. If u}

is a point of intersection of the asymptotes, whose
slopes have different signs, then there are two turning
points near this point, similarly to the case of a three-
level system (Fig. 4). The maximum number of such
points of intersection is 2, so that the maximum number

of extrema of the function Q'p is 4. However, if the

slopes of al three asymptotes have the same sign, then
all frequency branches are monotonic functions and
there are no narrow resonances in the probe-field spec-
trum. The conditions found can be formulated in terms
of the energy: if the energy level of the second sub-
system (in this case thisis an individual level) lies out-
side the levels of the three-level subsystem, then there
are no narrow resonances in the probe-field spectrum
and conversely, if asolitary level liesbetween thelevels
of the three-level system, the maximum possible num-
ber of resonancesis 4.

Two turning points can merge as the difference AQ
of the detunings of strong fields decreases. The condi-

tion for merging of two extrema of the function Q'p is
determined by solving simultaneously the equations

dP4(Q,, u) d’P4(Q,, u)

— =0, ———F—=0.
du du2

Solving the system and eliminating Q,, and u we obtain

an expression for the boundary separating the region of

parameters for which 4 or 2 resonances exist for alevel
scheme shown intheinset in Fig. 4

P4(Q,, U) =0,

2 _ |Gl|2(1+2)
Kok (ks —k,.)
X [ 2Kk, — Ky (ky + k) + (2K K, —Ky(k; + ku))z]z’

where

AQ
(24)

_ |G ki,

3
Z = .
Gk,
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Q,/G,
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—4’| 1 Ql " (khl_kl)u L
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Fig. 4. Frequency branches of a four-wave system in the
(u, Qp) plane: kyvy = 20Gy, kvt = 15Gy, kv = 10Gy,
Gz = 0.761, Ql = 3G1, and Qz =0. Dashed Siralght lines—
asymptotes of the frequency branches. The inset shows a
four-level system with two strong fields on adjoining transi-
tions; the solid lines denote the strong fields E; and E5; the

dashed line denotes the probe field E,,.

The equation (24) possesses areal solution only if

ku ku
ki =k, K, =Ky

A classification of four-level systems with two
strong fields on neighboring transitions with respect to
the number of resonances with AQ = 0 is presented in
the parameter plane (In|G,/G,|, E,) in Fig. 5. For an
arbitrary level scheme we introduce the following nota-
tions: E; and E; arethe energies of the levels of thetran-
sition in resonance with the field G;; E, and E; are the
energies of the levels of atransition in resonance with
the field G,; the probe field is in resonance with the
transition between level 4 and one of the levels which
are coupled by strong fields. For definiteness we
assume |E; — E5| > |E, — E5|. Then the condition (25),
determining the region of parameters for which two
resonances exist, can be written in aform valid for an
arbitrary level scheme:

2E3—E,4 2E3—E,4

Thelevel schemesareshownintheinsetsin Fig. 5. The
large numbers in Fig. 5 dencte the number of reso-
nances in the corresponding regions of the parameters.
Figures 5a, 5b, and 5c refer to the schemes in which a
pair of strong fields forms. Respectively, V, A, and the
cascade = configurations.

|Gl|2 > |Gz|2

(25

|G +|Gy >0.

4. DISCUSSION

In summary, it is found that a four-wave system
behaves similarly to athree-level system. A pair of nar-
row resonances appears in the probe-field spectrum of
athree-level system (Fig. 1) if the level which is cou-
pled with the system by the probe field falls between
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Fig. 5. The parameter regions corresponding to different
numbers of nonlinear resonances in the probe-field spec-
trum in the (In|G,/G4|, E4) plane with Qq/k; = Qulk, for
four-level systems with strong fields on adjoining transi-
tions shown in the insets (the dashed lines show the exam-
ples of the arrangement of the probe field). The large numbers
denote the number of resonances in the corresponding regions
separated by the heavy curves: (a) V schemes; (b) A schemes;
(c) = schemes.

the levels coupled by the strong field. The Autler-
Townes doubl et in the anti-Stokes component vanishes
inthe V or A scheme with codirected waves. Similarly,
inafour-level system with strong fields on neighboring
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Ru, arb. units
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Q,/G,

Fig. 6. Thework performed by the probefield on the transi-
tion 2-3 as afunction of the detuning Q, for the scheme

shown in the inset in Fig. 2: Gg = 0.1Gp, Kavt = 7Gp,
kuVT = 5.8GA, kBVT = SGA, andl = OOOlGA

transitions the maximum number of narrow peaks in
the spectrum (up to four) is possible when alevel cou-
pled by the probe field with a three-level subsystem
falls between its levels. For stationary atoms the num-
ber of resonances is three. Thermal motion increases
this number to four. If the strong fields are applied on
opposite transitions (seeinset in Fig. 3), then the num-
ber of peaksisalso sensitive to the relative arrangement
of the two-level subsystems. There are no resonancesiif
the subsystems lie at a different height on the energy
scale. There will be more peaks if the intervals of the
energies of the subsystems overlap. The number of res-
onances is maximum when both levels of one sub-
system fall between the levels of another subsystem. In
the latter case the number of peaks in the spectrum
reaches 8, while for stationary atoms only four peaks
arepossible in afour-level system.

An example of aprobe-field spectrum with the max-
imum number of peaks is presented in Fig. 6. It was
obtained numerically using a simple program which
inverts the matrix of the system using Gauss method
and integrates over velocities using Simpson’s rule. In
previous works on the experimental and theoretical
investigation of the spectra of multilevel systems, the
number of peaks observed was smaller probably
because the parameter range that had to be reached in
order for the maximum number to be obtained was
guite narrow.

We shall now indicate some recent works devoted to
three- and four-level systemswith large Doppler broad-
ening and interacting with strong fields. A four-wave
mixing scheme was studied in [14]. The energies of
dressed states, differing from the frequency branches
by an added linear function of the velocity, were found.
The dependences of the mixing ratio on the ratio of the
Rabi frequencies were obtained. In [15] and [16],
which are devoted to coherent effects in Doppler-
broadened medium, cascade and V-like three-level sys-
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tems, respectively, were studied. In these works the fre-
quency brancheswith no turning pointsand with two turn-
ing points were represented, and the group spectra were
cadculated. A numerical caculation gave two resonant
peaks in accordance with the concepts expounded above.

In[11] afour-level system with two strong fields on
opposite transitions was studied. A so-called down-
conversion scheme, shown in the inset in Fig. 2, was
analyzed. Only six peaks were found in the calculation,
though there were eight turning points, which is
explained by the symmetry of the system studied (k, =
(1/2)(ka + kg), Qs = Qg =0). Two pairsof turning points
contributed to the same peaks.

The effect of nonlinear interference processes on
Doppler-broadened transitions in the scheme shown in
Fig. 3 (second scheme at the top) was investigated in
[12]. In this scheme six peaks can in principle be
observed, and up to five peaks were found numerically.
A “ladder” four-level scheme with two strong fields on
adjoining transitions was investigated in [17]. The
directions of propagation of the waves on successive
transitions of a cascade alternated, so that the scheme
reduces to the one shown in Fig. 5b (third scheme from
the top). Up to four resonant peaks can exist in this
scheme. However, the authors confine their attention to
the case where the Rabi frequency of the strong field is
much larger than the Doppler width. Then the neigh-
borhood of only one turning point contributes to the
probe-field spectrum, so that only one peak isfound in
this work. Narrow peaks in a degenerate four-wave
mixing in Rb vapors were found in the experimental
work [18]. The Doppler shifts were compensated, so
that up to three peaks were observed.

5. CONCLUSIONS

The multipeak structures predicted for the probe-
field spectrum are not confirmed experimentally. It
would be especidly interesting to check the degenerate
cases where turning points merge, leading to a sharp
increase of the nonlinear susceptibility. Considering the
sengitivity of the number of peaksto the parameters of the
problem, the experiment should be designed in accor-
dance with the recommendations presented: (1) the lasers
should be stable enough so that random frequency drifts
do not destroy the assumption that the relaxation con-
stants are small; (2) the medium should be rarefied, so
that collisions do not increase the relaxation; (3) the
angular momenta of the levels and the polarization of
the fields must be chosen so that the effect does not dis-
appear on averaging over the projections of the angular
momenta; and (4) the medium should be thin compared
with the absorption length of strong fields, which can
smear the peaks.

ACKNOWLEDGMENTS

We thank S.A. Babin, S.G. Rautian, and A.M. Shd a-
gin for helpful discussions. This work was supported
by the Russian Foundation for Basic Research (projects

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Voal. 91

295

no. 97-02-00016 and 96-15-96642) and the programs
of the Ministry of Science and Technology: optics,
laser physics (1.53) and fundamental spectroscopy
(08.02.32). Oneof us(M.G.S.) isgrateful to INTASfor
support: 96-0457 as part of a program of the Interna-
tional Center for Fundamental Physicsin Moscow.

APPENDIX

Let us consider a n-level system interacting reso-
nantly with several monochromatic electromagnetic
waves. The evolution of the atomic wave functions sat-
isfies the Schrddinger equation

= Ha, F = Feo+ Hinlt), (26)

wherea=(ay, ..., a,)" isacolumn vector of the proba-
bility amplitudes of the states |iC]i =1, ..., n; §€o isthe

atomic Hamiltonian, and §€im(t) describes the interac-
tion of an atom with the electromagnetic field.

In the present work we shall confine our attention to
interaction schemes for which Eq. (26) can be put into

a form with a time-independent Hamiltonian A using
aunitary transformation

A = ajexp(ioit), j=1,...,n.

A sufficient condition for the existence of such atrans-
formation is simultaneous satisfaction of the relations
§ — & = w,, where w, is the frequency of the wave in
resonance with thetransitioni — j, and E; < E;. Let us
consider acollection of levels coupled with one another
by strong fieldswhose Rabi frequencies are much larger
than the relaxation congtants of the levels, G > I'. The
energies of the dressed states of such a subsystem
“repel” one another by an amount of the order of the
Rabi frequencies G. To obtain narrow spectral struc-
tures the probe field must couple levels belonging to
two different subsystems.

L et us consider the absorption spectrum P,(Q,) of a
probe field with frequency w,, which couplesthe levels
i and j from the first and second subsystems, respec-
tively, where Q,, = w, — (E; — E)/% isthe detuning of the
probe wave from resonance and E; < E;. The Hamilto-

nian H can be written in the form

Ha &M
5HT |:|B+Q

H = (27)

|
[ |

ul

where | isaunit matrix and 3H isasmall perturbation
proportional to the amplitude of the probe field. The

matrices Ha and Hg do not contain the parameters of
the weak field. Neglecting the amplitude of the weak
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field, the secular equation |H —Al| = 0 separates into
two equations

[Aa-All =0, |Ae+Ql-All = 0.

We denote the normalized eigenvectors and eigennum-
bers of these two subsystems asA', A, and B?, Q, + A3,

respectively, where the superscripts enumerate the
eigenvectors and the subscripts denote the subsystem.

For example, for a four-wave system (see inset in
Fig. 2) the Hamiltonian has the form (27), where

N O -G, U
Ha = 0O Q4 GAD,
0-G; 0 O
(28)
N O -G, O N O O
fa = O 0 GBD, 50 = 0 0
0-Gf —Qg O 0-G* 010

The eigenvalues of the matrices Ha and Hg can be
written in the form

N = 3@at Rk 4540,
M = —3(Qpt JOF+ 4G,

Let one level in the subsystem, described by the

operator Ha, be occupied initially. Then the time
dependence of the wave function A(t) can be repre-
sented in the form

(29)

A(t) = zAA' exp(-iALt)(A', AY),

=1

(30)
where
n
(X,Y) = X3 Yy
vzl

is the scalar product of the vectors X and Y, A® =
A()| = istheinitial wave function normalized to one,
and n, isthe number of levelsin the subsystem A. Sub-
stituting the solution obtained into the equation for B in
first-order perturbation theory in the amplitude of the
probe field we obtain

.dB

it (31)

= 3A'A + (Ae + Q,B.
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Solving the system of equations we obtain
B=- B exp[-i(Ap + Q)t]
IZl.le
x (B, (A= (Q, + ) "3A'A') (A, A%)
+ 3 ep(ANDI(A - (Q,+ He)) "8H'A'|(A', A”),
=1
where ng is the number of levelsin the subsystem B.

The work performed by the probe field can be cal-
culated using the formula (see, for example, [5])

R(Q) = —Zﬁque[i G: J'dte_”Ai* (t) Bj(t)}

Na Mg

S S BiA)HA% A A, A

ILI'=1J=1

= —2hw, Re[G’lj

x (B”, 8AA") [T +i(Q, - Ay +AD]"
-1

x [r—im—xb;)]} .

In this sum the terms with | = |I' contain the small
parameter I in the denominator, since the difference

A=A} vanishes. The other termsin the sum (for | # 1)
can be neglected, since they are small to the extent that
the parameter I'/G is small. In this approximation the
power absorption wave per unit volume P,(Q,) =
'NR,(Q,) can be written in the form

Pu(Q,) = 2hw,

Na Ng | 2

ey 5 Mol o )
I=1J=1 r+i(Qu_)‘lA+)\JB)

where N is the equilibrium population.

To take account of the Doppler effect for particles
moving with velocity u, the detuning Q, of al fields
must be replaced by Q, — k,u and the expression
obtained must be averaged over the vel ocities. We shall
now use the graphical method, formulated in Section 2,
to calculate the peaks in the probe-field spectrum. The

condition AY(u, Q) = 0, where
AU, Q) = Q,—k,u—AxU) +Az(U)

(32)

(33)

determinesthe frequency branchesQ, = Q'(u) =k,u +
Aa(U) — AX(U) . The conditions for an extremum of the
frequency branches give the turning points (u, Q) in
the (uy, Q. (uy)) plane. For detunings Q, = Q. (uy)
narrow resonances are observed in the probe-field spec-
trum. The number of such resonances is determined by
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the number of turning points. In the limit of smal I the
contribution of each turning point to the work per-
formed by the field can be studied independently:

PAQ) = 3 5 PUQ),
) I JCH( y (34
1J — S
PH(Qy) = Re:[)r+i[Qp—kuU_)\L\(u)+)\\‘]3(u)]1

where CY(u) is the numerator in the expression (32).
Since there can be several turning pointsfor afixed fre-
quency branch, we shall enumerate them with theindex m.
Then PY(Q,) can be written approximately as a sum
over al turning points:

PP@Q) =y CY(ug)m)

1

XRe/\/ 3 13, 13 : '
am[Q,—(Qp ((Up)m) +11)]

13 _ 1sz|pJ(U)

= é?

The total number of narrow resonances in the spectrum
can be determined by summing over the frequency
branches and over the turning points of each branch.

u=(Uup)n
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Abstract—It is shown, on the basis of an analysis of the dispersion relation for an infinite one-dimensional
periodic multilayer structure and direct numerical integration of Maxwell’s equations by the finite-difference
method, that structures with photonic band gaps (PBGs) make it possible to provide simultaneously conditions
for phase and group synchronizations for second-harmonic generation with participation of extremely short
light pulses. The phase and group detunings, which arise as aresult of the dispersion of the nonlinear medium,
are compensated by the dispersion of the PBG structure. The use of this regime of nonlinearly optical interac-
tions opens up the possibility of attaining high frequency conversion efficiencies irrespective of the synchroni-
zation length in the interior volume of anonlinear material. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Despite theimpressive progress made in the last few
years in understanding the properties of photonic crys-
tals, or structures with photonic band gaps (PBGSs),
many fundamental physical aspects of nonlinearly opti-
cal interactions in photonic crystals and many possibil-
ities which open up in this promising and interesting
field of modern physics [1], once again remain little
studied. One of the main applications of photonic crys-
talsin nonlinear opticsis associated with new possibil-
ities for increasing the efficiency of second-harmonic
generation (SHG) for extremely short light pulses,
which at present are of special interest in connection
with the widespread use of compact and economic
solid-state femtosecond laser systems and substantial
difficulties in doubling the frequency of ultrashort laser
pulses. Providing phase and group synchronizationsis
one of the main problems of second-harmonic genera-
tion using ultrashort light pulses. Periodically nonuni-
form crystals [2-4], where the condition for quasisyn-
chronous, with respect to the phase, interaction are
attained by modulation of the quadratic susceptibility
of the medium with a spatial period of the order of the
coherent length of the nonlinearly optical interaction,
are now being used widely to increase the second har-
monic generation efficiency (the idea of phase quasi-
synchronization was proposed in one of the pioneering
works on nonlinear optics [5] back in 1962).

In contrast to crystals for quasisynchronous interac-
tion, PBG structures are characterized by a spatialy
periodic modulation not of the nonlinearly optical sus-
ceptibility but rather the refractive index. The charac-
teristic spatial scale of the variation of the refractive
index in PBG structures is of the order of the optical

wavelength, i.e., much shorter than the modul ation period
of the nonlinearly optica susceptibility in structures for
guasisynchronous interaction. The idea of using disper-
sion of periodic structuresto compensate the material dis-
persion of the medium in order to provide phase syn-
chronization conditions during second-harmonic gen-
eration and nonlinearly optical frequency mixing was
advanced quite a long time ago [6]. Experimenta
investigations [ 7] have confirmed that this approach is
promising. However, at the present stage of develop-
ment of laser technology the problem of effective con-
version of the frequency of short light pulses becomes
urgent. Experiments on SHG in one-dimensional PBG
structures [10] with a lattice defect [8], three-dimen-
sional colloidal photonic crystals [9], and porous sili-
con PBG structures have demonstrated the possibility
of controlling the phase-matching conditionsin nonlin-
ear optical interaction of short light pulsesasaresult of
using the dispersion of the periodic structure.

Most works performed thus far on nonlinearly opti-
cal frequency conversion in photonic crystalsare based on
the idea of increasing the efficiency of frequency conver-
sion by improving the phase matching conditions and a
loca increasse in the field in the PBG dructure. This
gpproach is substantialy limited by the fact that the width
of the spectral region, where substantial increase of the
second harmonic generation efficiency can be achieved,
under these conditions is limited by the width of the
resonance in the transmission spectrum of the one-
dimensional PBG structure with a finite number of
periods (see [11, 12]). As the number of periods of the
PBG structure increases, the width of the transmission
resonance decreases; this imposes increasingly more
stringent requirements on the pulse duration.

1063-7761/00/9102-0298%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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The objective of the present work is to show that
such an approach by no means exhausts the possibili-
ties of PBG structures for increasing the efficiency of
nonlinearly optical frequency conversion processes.
Analysis of the dispersion relation for an infinite one-
dimensional PBG structure and direct numerical inte-
gration of Maxwell’s equations by the finite-difference
method makes it possible to conclude that one-dimen-
siona PBG structures make it possible to implement a
new type of synchronization for the second harmonic
generation process with participation of extremely
short light pulses. In the process conditions are ensured
not only for phase but also group synchronization; this
makes it possible to increase the growth rate of the sec-
ond-harmonic signal as a function of the nonlinearly
optical interaction length as compared with the struc-
tures for quasisynchronous interactions and they open
up the possihility of attaining high frequency-doubling
efficiencies irrespective of the synchronization length
in the interior volume of the nonlinear material.

In Section 2 we shall investigate the dispersion rela-
tion for the model of an infinite one-dimensional PBG
structure and we shall obtain the conditions for phase
and group synchronizations for the second harmonic
generation process. The conditionsfor phase and group
synchronizations are investigated for PBG structures
without dispersion of the refractive indices of thelayers
comprising the structure (Subsection 2.1) and for PBG
structures with material dispersion (Subsection 2.2). In
Section 3 the SHG process with participation of
ultrashort pulses in one-dimensional PBG structuresis
investigated by solving Maxwell’s equations numeri-
cally; thismethod makesit possible to do away with the
limitations associated with the approximation of slowly
varying amplitudes. The method used to solve the prob-
lem is described in Subsection 3.1. The results of the
investigation of the dependence of the second harmonic
generation efficiency on the pulse duration and the
pumping wavelength as well as the nonlinearly optical
interaction length are presented in Subsection 3.2. In
the Conclusions the basic results of the investigation
are briefly summarized and the possibilities of practical
applications of PBG structures for doubling the fre-
guency of ultrashort laser pulses are discussed.

2. INFINITE PERIODIC STRUCTURE MODEL

Toillustrate the idea of second harmonic generation
in the field of ultrashort pulses in photonic crystals
under conditions of phase and group synchronizations
we shall examine the dispersion properties of aninfinite
model PBG structure consisting of periodically ater-
nating layers with dimensions a and b and refractive
indices n, and n,, respectively. The infinite PBG struc-
ture model, as will be shown below on the basis of a
comparison of the results of analytical calculationsand
the data from numerical calculations, makesit possible
to reproduce adequately the basic properties of nonlin-
early optical interactions with the participation of quite
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short pulses, when the number of field periods in a
pulseis much smaller than the number of periods of the
PBG structure. We shall assume that layers with a
refractive index n, possess quadratic nonlinearity, lead-
ing to second-harmonic generation. We shall examine
first the case of SHG in aone-dimensional PBG struc-
ture without dispersion of the constituent materials and
then we shall extend these results to the case of PBG
structures with the participation of material dispersion.

2.1. Period Structure without Material Dispersion

2.1.1. Phase synchronization. The phase synchro-
nization condition for wave vectors k(w) and k(2w) of
the pump and second-harmonic radiations participating
in the SHG processiswritten in the form

k(2w) = 2k(w). (1)

The wave vectors of the radiation at the fundamental
frequency and at the second-harmonic frequency can
be obtained from the dispersion relation for the infinite
one-dimensional PBG structure considered (the thick
lineinFig. 1) [13]:

cos(k(wy)d) = cos n a%cos nbbD
erd 2
Ba7 Thg ]
BTN nb n a%m nbb
cos(k(2wy)d) = cosDZ—n a%cos nbbD
(©)

na+ nb RN . 2Wo [
__Znanb stT naa%mDT nbbD

whered = a + b isthe period of the PBG structure.

Using therelations (2) and (3), the phase synchroni-
zation condition (1) can be written as

cos’(Ak,) + cos’ (Bky)
- cosZ(Ako) cosz(Bko) =1,
where k; = wy/c and

(4)

s +n;
2n,n,
The Eq. (4) is satisfied when one of the sguared

cosines is 1. We shall assume for definiteness that
cos?(Ak,) = 1, which is equivalent to the relation
Al

a-= .’ ©)

A=na B=nb, N-=

where | isan integer.

Thus, when one of the subsystems of an infinite one-
dimensional PBG structure without material dispersion
isacollection of haf-wave plates, i.e., the parameter a
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Fig. 1. Dispersion of aninfinite one-dimensional PBG struc-
ture with parametersa = A/2n,, b=A/4ny, n, =2, andny=1
(heavy curve). The fine solid, dashed, and dotted curves
show the spectrum of apump pulsewith duration 10T, 5T,
and 2T (Ty is the period of the optical field), respectively.
The arrow indicates the wave number of the second har-
monic.
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Fig. 2. Phase detuning Ak versus the wave number of the
pump radiation for a one-dimensional PBG structure with
the parameters n, = 2, a = A/2n,, n, = 1, b = A/4ny, (heavy
line). The fine solid, dashed, and dotted curves show the
spectrum of a pump pulse with duration 10Ty, 5T, and 2T,
respectively.

is chosen in accordance with Eqg. (5), phase synchroni-
zation is always attained for second-harmonic genera-
tion (Fig. 1). The physical meaning of the condition (5)
is that when this condition is satisfied, one of the sub-
systems of the PBG structure leads a phase shift of the
light wave by amultiple of 1. The phase of the radiation
propagating in the PBG structure changes since it
would change in a medium with a uniform distribution
of therefractive index. In other words, the condition (5)
means that the fundamental and second-harmonic fre-
guenciesliein the range where the dispersion of the struc-
ture can be approximated by a linear function (Fig. 1).
Since at this stage of the analysis we neglect material
dispersion, this condition means that the phase syn-
chronization condition is satisfied.
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To understand the characteristic features of the sec-
ond harmonic generation process for extremely short
light pulses, it is also important to note that the phase
synchronization conditions (5) for this process in a
PBG structure can be satisfied only in a finite spectral
range (Figs. 1 and 2). For a quantitative description of
phase synchronization in second harmonic generation
with participation of ultrashort pulsesin a PBG struc-
ture, weintroduce a phase detuning Ak asthe difference
of the wave vector of the second harmonic and the dou-
bled pump wave vector with the pump frequency
detuned by an amount equal to the half-width Aw, of

the pul se spectra with respect to the e level:
Ak = 2K(wy + Awy/ 2) —Kk(2w, + Awyy).

Analysis of the dispersion relation for a one-dimen-
sional PBG structure with refractive index n, = 2, a =
A2n,, n, =1, b = M4n,, detuning of the wave vectors
for apulse with duration 10T, (where T, is the duration
of a period of the light field, and the pulse duration is
determined according to the level equal to e timesthe
maximum intensity) reaches 3.4 x 102\~ (Fig. 2). The
synchronization length |, = TWAk in a PBG structure can
be estimated as 184d. Asthe pulse duration decreases, the
phase detuning increases, since the width of the spectrum
increases and the synchronization length decreases
(Figs. 1 and 2). The data obtained in numerical calcu-
lations performed for the second harmonic generation
process in afinite one-dimensiona PBG structure by the
method of integrating Maxwell’s equations (see Sec-
tion 3) confirm the results of this qualitative analysis.

The phase detuning and together with it the syn-
chronization length for the SHG process in a one-
dimensional PBG structurefor pulseswith a prescribed
duration depends on the contrast n,/n, of the refractive
indices of the layers comprising the PBG structure.
This dependence is illustrated in Fig. 3. It is obvious
that the dispersion of the PBG structure increases asthe
contrast n/n, of the refractive indices increases. In the
absence of material dispersion this means that decreas-
ing the contrast of the refractive indices makesit possi-
ble to attain large synchronization lengths for the sec-
ond harmonic generation process with the participation
of ultrashort pulses. Specifically, for a pulse with dura-
tion 10T, we obtain

Ak =3.4 x 102\,
Ak =1.0x 102\,

lon = 184d for ny/n, =2,
lon =538d for ny/n,=15;
Ak=26x 103\, |, =1857d for ny/n,=1.25;
Ak=7x10"A"1,  1,,=6461d for n/n,=1.125.

To perform these calculations the period of the struc-
ture was not afixed quantity, but rather it was chosenin
accordance with the formula

_ )\ 2nb|j
d = 4nb%l+ n, U

No. 2 2000



PHASE AND GROUP SYNCHRONIZATION

in amanner so that the subsystems of the PBG structure
would consist of collections of half-wave and quarter-
wave plates.

Inreal PBG structures with dispersion of the refrac-
tive indices of the materials of the layers, changing the
ratio n,/n, makes it possible to compensate the phase
detuning of the pulses of the fundamental radiation and
the second harmonic arising as a result of the material
dispersion. In the process, the PBG structure with a
large contrast of the refractive index makeit possible to
compensate large phase detunings associated with the
material dispersion (see Fig. 3 and Section 3).

2.1.2. Group synchronization. We shall show that
when the condition (5) holds in a PBG structure with-
out material dispersion the condition of group synchro-
nization automatically holds for the SHG process:

ok(w) - 0k(w) (6)
00,) W= 0y 600 W= 2w,
Using the relations (2) and (3) we obtain
ok(w) -1
06 |o-u,  Ccdsn(k(w)d)
()

x ((B + AN)cos(Ak,)sin(Bk,)
+ (A + BN)sin(Ak,)cos(Bky)).

When the condition (5) is satisfied, the reciprocal of
the group velocity at the fundamental frequency and the
second harmonic frequency can be written in the form

_ £(B+AN)

0k(w)
cd

Jw

)

W = Wy, 20y

Since the radiation passing through a PBG structure
correspondsto positive values of the group velocity, we
obtain that the conditions of group synchronization are
also satisfied for a PBG structure without dispersion
with parameters satisfying the relation (5). From the
physical standpoint, the attainment of group of syn-
chronization for the SHG process in one-dimensional
PBG structures under the condition (5) isdue, similarly
to phase synchronization, to the fact that the phase of
the radiation propagating in a PBG structure changesin
the same way that it would change in a medium with a
uniform distribution of the refractive index. The disper-
sion of such astructure is described by alinear function
of the frequency; this means that the condition for
group synchronization is satisfied.

2.1.3. Dispersion of the group velocity. Questions
concerning the spreading of pulsesin a PBG structure
on account of dispersion of the group velocity are
extremely important for the SHG process with the partic-
ipation of extremely short pulses. To study the spreading
of pump and second-harmonic pulsesin a PBG structure,
we shall calculate the second derivatives of the wave vec-
tors for these pulses in an infinite one-dimensional PBG
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Fig. 3. Phase detuning versus the frequency of the pump
radiation for the second-harmonic generation process in a
one-dimensional PBG structure with various values of the
refractive index contrast ny/ny, of the layers for pulses with
duration 10Ty ny/n, = 2.0 (solid line), 1.5 (dashed line),
1.25 (dotted line), and 1.125 (dash—dotted line).

structure, using the expressions (2) and (3). After
uncomplicated but |aborious cal cul ations we obtain

k(W) _ cos(Bko)sin(Bko) A’(1—N?) ©
06 |z, sin”(Bko) c’d
0°k(w)
6(1)2 =20
_ (10)
_ cos(2Bk,) sin(2Bk,) A%(1— N?)
sin’(2Bk,) c’d

It is easy to see that the right-hand sides of Egs. (9)
and (10) vanish when

cos(Bky) = 0, Bk, = g+ m,

N (11)
b = Z-(1+2m),

where mis an integer.

When this condition is satisfied, the dispersion of
the group velocity at the fundamental frequency and at
the second-harmonic frequency vanishes, i.e., in the
second approximation of the dispersion theory the
pulses propagate with constant envelopes through the
structure. Thus, when the dispersion of the layers com-
prising the PBG structure is small compared with the
dispersion of the periodic structure, there exist condi-
tions for which the phase and group synchronization
conditions are satisfied simultaneously and the disper-
sion of the group velocity at the fundamental and sec-
ond-harmonic frequencies is small (or zero for zero
materia dispersion). In the absence of material disper-
sion these conditions are satisfied for one-dimensional
PBG structures consisting of aternating half- and quar-
ter-wave plates. Evidently, such PBG structures give
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optimal conditions for doubling the frequency of
extremely short pulses. Thisconclusion isconfirmed by
the results of numerical calculations, which are pre-
sented in Section 3, and isimportant for understanding
the results of these calculations.

2.2. Periodic Sructure with Frequency Dispersion
of the Nonlinear Layer

In the present section we shall extend the results
obtained above for SHG in an infinite one-dimensional
PBG structure to a PBG structure where, aside from
dispersion of the structure, it is aso necessary to take
into account the dispersion of the medium, and we shall
find the conditionsfor phase and group synchronization
for this case. For simplicity, we shall consider a PBG
structure consisting of layers with thickness a and
refractive index n, with no nonlinearity and negligibly
small dispersion and quadratically nonlinear layers of
thickness b and with frequency-dependent refractive
index ny(w). Then the wave vectors a the pump fre-
guency and the second-harmonic frequency can be
written in the form

cos(k(wy)d) = cosg%)naagcosg%)nlbbg

(12)
n + nlb |:|
BTN nlb n a%ﬂn nlbb
o, w,
cos(k(2wyp)d) = cos%g—conaagcosgz—con%bg
(13)
n + an |:|
BETYN an n a%sn n2bb

Here ny, and ny, are the refractive indices of the nonlinear
medium at the pump and second-harmonic frequencies,
respectively. The phase synchronization condition can
be written, once again, in the form (1).

The reciprocals of the group velocities of the pump
and second-harmonic pulses are given by the following
expressions:

ok(w) -1
30 |0-w, | CASN(K@))
. 14
x ((By + AN;) cos(Ak,) sin(B1ko)
+ (A + B;N;)sin(Ak,)cos(B;k;)),
ok(w) =1
00 |w-20, CASIN(k(2w)d)
(15)

x ((B, + AN,) cos(Aky) sin(B,k,)
+ (A + B,N,)sin(Akp) cos(Bky) ),
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where
2, 2
Ny + N1y op
A=na, By, =Npahb, N, ==
' ’ ' 2n,nyy, o,

The condition for group synchronization can be written
in the form (6).

Thus, the condition for effective second-harmonic
generation in a one-dimensional PBG structure, taking
account of material dispersion and neglecting the dis-
persion of the group velocity, is that the equalities (1)
must be satisfied simultaneously for the quantities (12)
and (13) and the equality (6) must be satisfied for the
guantities (14) and (15). At a prescribed pump wave-
length and for prescribed values of the refractive indi-
ces n,, Ny, and ny, this system of two Egs. (1) and (6)
can be solved for the parameters a and b. Thus the con-
ditions for phase and group synchronizations can be
satisfied ssimultaneoudly. It is obvious, however, that the
transcendental system of Egs. (1) and (6) does not have
solutions for all values of the refractive indices ng, Ny,
and n,,. Specifically, an illustrative example is a PBG
structure where one of the subsystemsis a collection of
half-wave plates, so that the condition (5) is satisfied.
As shown above, in the absence of frequency disper-
sion of the media comprising the PBG structure, satis-
faction of this condition makes it possible to attain
phase and group synchronizations simultaneously.
However, as can be easily verified by direct substitution
of the values of the parameter a, determined by the con-
dition (5), into Egs. (12) and (13), if the nonlinear
medium possesses dispersion of the refractive index
ny(w), phase synchronization isimpossible.

Physically, the condition of phase and group syn-
chronizations for the SHG process in a PBG structure,
where the nonlinear material is characterized by disper-
sion of the refractive index, is achieved by compensa-
tion of the dispersion of the material by the dispersion
of the periodic structure. Consequently, as the disper-
sion of the nonlinear medium increases, increasingly
higher values of the contrast of the refractive indices of
the constituent media of the PBG structure are required
in order to compensate the increasing, in this case,
phase and group detunings. Solving the system of equa-
tions numerically using the gradient method makes it
possible to establish the dependence of the minimum
value of the contrast n,,/n, for which a ssimultaneous
solution of the system of Egs. (1) and (6) still existson
the quantity (ny, — ny,)/Ny,, Which is the difference of
the refractive indices of the nonlinear medium at the
second-harmonic and fundamental frequencies, nor-
malized to the refractive index of this medium at the
fundamenta frequency. This dependence for a PBG
structure with ny, = 1.5 is displayed in Fig. 4. As one
can see from the computational results presented in this
figure, the dispersion of PBG structureswith contrast of
refractive indices which can be easily attained using
existing technologies makes it possible to compensate
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the detuning of the phase in group velocities for the
SHG process in a quite wide range of dispersion of the
nonlinear medium.

The possibility of attaining the conditions for phase
and group synchronizations for the SHG process in a
PBG structure, taking account of the material disper-
sion with an appropriate choice of the parameters of the
PBG structure, isillustrated in Fig. 5 for a one-dimen-
siona PBG structurefor which a = 0.214A, b = 0.397A,
n,=1, ny, =15, and ny, = 1.53. In this case, to obtain
synchronous SHG the pump frequency must be shifted
into the short-wavelength region (closer to the band
gap) compared with the case of aPBG structure with no
material dispersion (Fig. 1), and the second harmonic
frequency liesin thefourth band of alowed energies. The
group velocity at the pump frequency is then approxi-
mately 1.63 times smaller than the velocity of light and
therefore 1.09 times smaller than in the interior volume of
anonlinear medium with the same refractive index. Con-
sequently, the second-harmonic generation efficiency can
be expected to increase by 18%. The results of the
numerical calculations presented in Section 3 agree, to
a high degree of accuracy, with the results based on an
infinite one-dimensional PBG structure model.

3. NUMERICAL SIMULATION
OF THE SECOND-HARMONIC
GENERATION PROCESS

The calculation of the amplitude of the second har-
monic arising as a result of the SHG processin a PBG
structure is a complicated physical problem. Asarule,
various modifications of the method of slowly varying
amplitudes are used to solve it [11]. It is obvious that
the approaches based on this approximation are inap-
plicable for ultrashort laser pulses[14-16]. In this con-
nection, we performed a numerica caculation of the
amplitude of the second harmonic, arising asaresult of the
SHG process, by solving Maxwell’s equations humei-
caly by the finite-difference method (finite difference
time domain (FDTD) algorithm) [17]. As shown in
[18-23], this approach is an effective method for ana-
lyzing the propagation of light and nonlinearly optical
interactions with the participation of ultrashort light
pulsesin photonic crystals.

3.1. Computational Method

The FDTD method for a dispersive medium with
cubic nonlinearity is described in [24]. We implemented
the FDTD agorithm for aquadraticaly nonlinear medium
with local response of nonlinearity and dispersion of the
permittivity, as described by a L orentzian line,

€s— €0
g(W) = €, + ———,
() 1-w/w
where wy, is the resonance frequency, €., is the permit-
tivity of the medium in the high-frequency limit, and g

(16)
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Fig. 4. The minimum value of the refractive index contrast
ny,/n, for which the conditions of phase and group synchro-
nization (1) and (6) can be satisfied simultaneously as a
function of (nyp — Nyp)/Nyp,
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Fig. 5. Dispersion of aninfinite one-dimensional PBG struc-
ture with the parameters a = 0.214A, b = 0.397A, ny = 1,
Nyp = 1.5, and nyp, = 1.53 (heavy line). The solid line shows
the spectra of a pump pulse with duration 10T and the sec-
ond harmonic.

is the permittivity of the medium in the low-frequency
limit.

Representing the induced polarization as a sum of
linear and nonlinear components, we shall write the
relation between the electric field intensity E, and the
electromagnetic induction D, as

Ez = Dz_(PzL + PZNL)’ (17)

where

t

P,(x1) = J’s(x, t—t)E/(x, t)dt'. (18)
0

Using zeroinitial conditionsat t = 0intheintegral (18)
and introducing the Fourier transform €(x, w) of the
function g(x, t) we obtain

Pa(x ) = XPEP(x, 1), (19)
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Fig. 6. Second-harmonic generation efficiency versus the
number of periods of the PBG structure for pulses of differ-
ent duration: T = 10T (solid line), 5T (dashed line), 2T,
(dotted lin€) (T is the period of the pump field).

where x@(x) is the dimensionless second-order nonlin-
ear susceptibility of the medium. Asaresult, we obtain
the differential equation
1d°P,(x 1)
w, dt’
+ [1 + ,fs -1
1+ XP(MELx 1)
e.—1
- o) D,
1+X7()ELX 1)

}PzL(x, 0 (20)

(X, 1).

We shall represent this equation in the finite difference
form as

0 NG
n+1 Pn—l
+[1+ g1 }Eﬁ ML 1)
1+Xi(2)Ein O 2 O

_ g—1 D"t+DM!

C1exPE 2
Here the symbols i and n correspond to discrete vari-
ables of the coordinate x and time, respectively. Calcu-

lating the value of Pi””, we can find the electric field

intensity at (n + 1)st moment in time according to the
formula

ener _ —1+ 144077 -
! 2X(2) '

The procedure described above is performed only
for sections of the PBG structure with frequency dis-

(22)
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persion. In the absence of frequency dispersion the

relation between E!** and D]'*' can be established
according to the general FDTD scheme [17].

3.2. Discussion of the Computational Results

In the absence of frequency dispersion the maxi-
mum second-harmonic generation efficiency is attained
in a PBG structure with the parameters

_ A _ A
- 2n, b_4nb'

Thisresult isin complete accord with the analytical
analysis, performed above, for an infinite one-dimen-
sional PBG structure. The first relation in Egs. (23)
ensures phase and group synchronization, and the sec-
ond condition, as shown in Subsection 2.1.3, ensures
that the dispersion of the group velocity at the funda-
mental frequency and the second-harmonic frequency
is zero. Numerical simulation performed for Gaussian
pulses of extremely short duration, propagating in PBG
structure with n, = 2 and n, = 1, X2 = x{? = 10,
showed that when the conditions (23) are satisfied the
dependence of the second-harmonic generation effi-
ciency (defined as the ratio of the second-harmonic
pulse energy at the exit from the PBG structure to the
pump radiation energy at the entrance) on the length of
the structure is close to quadratic for lengths of the
order of 10%d periods of the structure for pulse duration
10T, (the solid line in Fig. 6). For shorter durations,
when the pump pul se spectrum becomes of the order of
or greater than the size of the region of allowed photon
energies, the efficiency of the second harmonic genera-
tion process increases much more slowly than the
squared length of the PBG structure (dashed and dotted
linesin Fig. 6). This phenomenon is due to the fact that
the conditions for phase and group matching cannot be
satisfied in such awide spectral region (Fig. 1). Thedis-
persion spreading of a pulse also plays alarge role for
short pulses, since the dispersion of high orders near
the band edge reaches large values.

Asaready mentioned above, the method for achiev-
ing synchronization for nonlinearly optical interactions
in PBG structures is fundamentally different from the
nature of the synchronization in structures for quasi-
synchronous interactions. A quasisynchronous interac-
tion regime is achieved by changing the sign of the
squared susceptibility of the nonlinear material on a
characteristic spatial scale of the order of the coherence
length. The characteristic dependence of the second
harmonic generation efficiency on the length of a non-
linear crystal for this frequency conversion regime is
presented in Fig. 7 (dot-dashed curve). The synchro-
nous second-harmonic generation in PBG structuresis
obtained by modulation of the refractive index on a
characteristic spatial scale less than the optical wave-
length; this makes it possible to attain phase and group

a (23)
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Fig. 7. Second harmonic generation efficiency versus the
length of a nonlinear medium (expressed in the number of
periods of the PBG structure) for a PBG structure (solid
line), structures for quasisynchronous interaction (dashed-
dotted line), nonlinear medium with uncompensated phase
and group detunings (dotted line). The dashed line shows
the quadratic dependence on the wavelength, corresponding
to synchronous generation of the second harmonic. The
parameters of the PBG structure are; a = 0.214A, b = 0.397A,

Na=1,Np =15y, = 153, 2 =0, x? =10

a

synchronization and to open up the possibility of attain-
ing high second-harmonic generation efficiencies
irrespective of the synchronization length in the inte-
rior volume of the nonlinear material. The latter cir-
cumstance is extremely important for practical applica-
tions.

As one can see from Figs. 1 and 4, dispersion and
the length of the PBG structure as well as the pump
pulse duration determine the region of pump radiation
wavelengths where high SHG efficiency is attained.
The numerical results presented in Figs. 8a—8c illus-
trate the effect of the material dispersion and length of
the PBG structure on the form of the dependence of the
second-harmonic generation efficiency on the pump

Efficiency, 10 Efficiency, 1073
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radiation wavelength. Figure 8a shows the dependence
of the SHG efficiency on the pump radiation wave num-
ber in a PBG structure with parameters n, = 2, a =

AM2ng, =1, b=Man, X2 = x? =10+ and length
400d with no frequency dispersion for a pump pulse
duration 10T,. As one can see from Fig. 8b, the maxi-
mum second harmonic generation efficiency in the PBG
structure decreases, and the dependence of the second-
harmonic generation efficiency on the pump wavelength
becomes asymmetric with respect to the wavelength for
which the phase and group synchronization conditions
are satisfied simultaneoudly. This effect is due to the fact
that for a PBG structure with material dispersion the
wavelength corresponding to phase synchronization is
shifted relative to the center of the band into the short-
wavelength region. For asmall increasein the frequency
relative to the frequency of phase synchronization, the
increase in the second harmonic generation efficiency
associated with the decrease in the group vel ocity of the
pulse near the band gap (see Fig. 4) compensates the
decrease in the second-harmonic generation efficiency
due to phase and group detunings. As the length of the
PBG structure increases to values greeter than the syn-
chronization length (400d in Fig. 8c), the width of the
region of efficient second-harmonic generation decreases
as a result of the large influence of phase and group
detunings.

Thelarge difference of the synchronous second-har-
monic generation regime, proposed in the present
work, in PBG structures from the second harmonic
generation regime in photonic crystals, which was dis-
cussed in [11, 12], liesin the fact that in our case the
width of the resonance in the transmission spectrum of
aone-dimensional PBG structure with a finite number
of periodsdoes not limit thewidth of the spectral region
of efficient second-harmonic generation. Since the one-
dimensional PBG structures for the conditions consid-
ered above make it possible to satisfy simultaneously

Efficiency, 107
6

127
6 (a L (b L (0
i 0.8+ 4+
4L
2 | 04 I 2 ~
0 amE 1 ] O am Im 1 1 1 ]
0.44 0.48 0.52 0.55 0.60 0.65 0.70 0.55 0.60 0.65

Fig. 8. Second harmonic generation efficiency versus the wave number of the pump radiation in a PBG structure for a pump pulse

with duration 10T (8) no material dispersion for ny =2, a=A/2n,, n, =1, b = A4n, X

@ _
a

X2 = 1074, length of the structure—

400d; (b) taking account of material dispersion with a = 0.214A, b = 0.397A, ny = 1, Ny = 1.5, ng, = 1.53, xf) =0, )(E)z) =107,
length of the structure—50d; (c) taking account of material dispersion for the same parameters, length of the structure—400d.
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the conditions for phase and group synchronization, a
synchronous second-harmonic generation regime can
be redlized for extremely short (several periods of the
light field) pulseswith sufficiently long PBG structures.

4. CONCLUSIONS

In summary, analysis of the dispersion relation for
an infinite one-dimensional PBG structure and direct
numerical integration of Maxwell’s equations by the
finite-difference method show that one-dimensional
PBG structures make it possible to satisfy the condi-
tions not only of phase but also group synchronization
for laser pulses with duration of several periods of the
light field. The dispersion of the PBG structure com-
pensates the phase and group detunings due to the dis-
persion of the nonlinear medium. Choosing appropriate
parameters of the PBG structure also makesit possible to
decrease the influence of dispersion of the group velocity
and reduce to aminimum the effect of the spreading of the
pump pulses and the second-harmonic pulses due to the
nonlinearly optical interaction. When these conditionsare
satisfied, optical frequency doublers based on PBG struc-
turesmake it possible to increase the rate of growth of the
second-harmonic signal as afunction of the length of the
nonlinearly optical interaction compared with struc-
tures for quasisynchronous interactions and they open
up the possibility of achieving high frequency doubling
efficiencies irrespective of the synchronization length
in the interior volume of a nonlinear material.
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Abstract—The possibility of confining positively charged macroscopic dust particles in a unique photoemis-
sion trap was studied. The spatial distributions of the potentials for a cylindrical geometry of a phototrap were
obtained (by the particlesin a cell method) and the dynamics of the formation of ordered structures of dust par-
ticlesin the potential field of the trap was studied (by the molecular-dynamics method). The dependence of the
number of dust particles confined by a phototrap on the particle energies and sizes and the buffer-gas pressure

were obtained. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The advancement of space studies has shown that
dust and dust structures play alarge role in the forma-
tion of stars, planetary systems, planetary rings, in pro-
cesses occurring in the upper layers of the atmosphere
(magnetosphere, ionosphere), and so on [1-3]. One
mechanism leading to charging of dust particles under
conditions of space in the presence of intense fluxes of
ultraviolet radiation is photoemission. Macroparticles,
several micronsin size, can acquire a positive charge of
the order of 10°-10° elementary charges[4]. Asiswell
known, in alow-pressure gas discharge, because of the
large magnitudes of the charge of the macroparticles
(of the order of 10°>-10%) astrong interparticle correla-
tion resultsin the formation of ordered structuresin the
arrangement of the macroscopic particles, similar to the
structures in a liquid or solid [5-8]. The main mecha-
nism leading to charging of the particles placed in an hf
or dc discharge are electron and ion fluxes. The parti-
cles are negatively charged because of the higher tem-
perature and mobility of the electrons. The observed
ordered structures of macroparticles are confined by the
electric field of the strata (in a dc glow discharge) or
electrodes (in an hf discharge) in the Earth’s gravita
tiona field [5-9].

Among the well-known works on ordered systems
of particles charged by thermal and photoemission, we
call attention to experiments on the observation of
ordered structures of positively charged cerium oxide
particles in a laminar jet of a weakly-ionized thermal
plasma [8-10] and experiments on the observation of
the behavior of macroparticles charged by solar radia-
tion, which were performed onboard the Mir space sta-
tion [11]. In both cases the type of observed ordered
structure, analyzed according to the measured correla-
tion function, was close to a liquid, even though the

interparticle interaction parameter was quite large.
A feature common to these works is that charged parti-
cleswere observed asthey movein agas-dynamic flow,
which even for the quite high positive charge of macro-
particles does not give stationary conditions required
for the formation of stable ordered dust structures, and
does not make it possible to study reliably the electro-
physical parameters of the structures. The lack of effec-
tive electric traps is one of the main reasons why it is
impossible to obtain experimental data on the forma
tion of strongly correlated ordered structures of posi-
tively charged particles.

In the present paper we study the formation of
ordered structures of macroparticlesin anovel photoe-
mission-type electron trap in application to micrograv-
ity conditions.

Asiswell known, the existence of electrostatic traps
for systems of identically charged macroparticles con-
tradicts the basic Maxwell relations. To confine a sys-
tem of macroparticlesit is necessary to have and main-
tain a compensating background due to charges of the
opposite sign, for example, electrons. Since the system
is open, a large fraction of the emitted electrons will
leave the particle cloud from the boundaries as well as
from the interior region of the cloud. Consequently, an
additional influx of electronsis necessary from regions
outside the dust cloud in order for the Laplacian of the
potentia in our system (macroparticles plus electrons)
to remain positive. Then, in the presence of a constant
source of ionization and under certain conditions (par-
ticle sizes and density, wavelength and intensity of the
radiation, work function for a photoelectron), crystal-
line structures can arise in such a system [4, 8]. Such
conditionsare entirely possiblein space[12] and can be
obtained by an artificial method using electron traps
with thermal or photocathodes, emitting the “missing”
electrons.
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2. DISTRIBUTION OF THE ELECTRIC
POTENTIAL IN A CYLINDRICAL TRAP
WITH A PHOTOCATHODE

Let us find the distribution of the electric potential
for a photoemission trap (Fig. 1), consisting of acylin-
der, one face of which is a photocathode and the other,
as well as the walls, are transparent to light and to the
emitted photoelectrons (for example, they are metal
grids). For simplicity, we shall neglect the thermal dis-
tribution of the initial velocities of the electrons. We
shall assumethat theinitial velocity vectors of the emit-
ted electrons are directed perpendicular to the photo-
cathode, and the geometric dimensions of the trap are
less than the mean-free path length of the electrons col-
liding with the buffer-gas atoms.

This problem was solved in severa steps by the
“particles in cells’ method [13]. The solution of the
one-dimensional Poisson equation was used as the ini-
tial approximation for solving the problem in a cylin-
drical r—z geometry. We introduce the new variable

U@ = To—ed(2),

where T, = meV§/2 is the initial energy of electrons
with mass m, and velocity V, and ¢(2) is the potential.

Zmax Ve Z I
I
Photocathode

Fig. 1. Schematic representation of acylindrical phototrap.

AU,
1.00r

0.75F

0.50

0.25F

0 0.5 1.0 1.5 2.0
X

Fig. 2. Two branches of real solutions of the one-dimen-
sional Poisson problem for AU = { To — U(Zya/2)}  To as a

. _ 2 2
function of the parameter X = (97, /8D%).
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Then the Poisson equation can be written in the form

dU _ B
) = -, (1)
dz Ju
where B = 4rme?,/T,, is a constant, which depends on
the density of the éectrons emitted by the photocath-
ode:
jphe

° (2)

A/ZeZTO/ m,
- phe

Here jo = jP"(0) is the current density at the surface

of the photocathode (z= 0), and it is constant as afunc-

tion of zfor the one-dimensional geometry under con-

sideration (jP"%(z) = const). In the new variables the

boundary conditions of the problem are
Uz=0)=U(z= 2z, =T, 3
0U/0z=0 a z = z,,/2

The symmetry condition for the problem reflects the
requirement that the extremum of the potential (mini-
mum of the potential well for dust particles) be located
at the center of the trap. The problem (1)—3) hasasin-
gle particular solution

U O|z—2zpa/ 2™

With U(Z,/2) = 0. The photocurrent 5™ = jy;., will be
determined by the well-known relation
_ 42e/m)(Ty/ &)™

Jiim 4
| ML

In adifferent case, where U(z,,,/2) # 0, the problem (1)—
(3) possesses an analytical solution only at the center of
the trap U(z,,,/2). For

AUy = (To—U(Zna/ 2))/ T,

which determines the depth of the potential well, there
are two branches of real solutions (Fig. 2):

AU, = sinz{ arccos(1—X)/ 3},

Np=n(z=0) =

(58)
0<X<2,

AU, = sin’{ arccos(1—X)/3+21/3}, (5b)
1<X<2,

where X = 97.,,, /8D?isaparameter, and D2 = To/4Tn,e?
is equivalent to the squared Debye radius.

The shooting method [ 13] was used to find the solu-
tion of the problem (1)—(3) for the entire range of the
variable z. The results of the calculation of the distribu-
tions U(2) in a one-dimensional trap for various values
of the parameter X showed that only one of the solu-
tions is stable—(5a) (Fig. 2, curve 1). Analysis of the
numerical solution of the one-dimensional problem
shows that under certain conditions (0 < X < 2, corre-

spondingly, 0 < 5™ < 2j,,,) a potential well for posi-
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tively charged particleswill exist at the center of a pho-
totrap. The depth ¢ . = §(Z,./2) Of the potential well
will be maximum and equa to 0.75Ty/e, when the

parameter X =2 (5" = 2j,,). For X > 2 Eq. (1) with the
boundary conditions (3) has no rea solutions. This

imposes a limit on the admissible photocurrent density
. phe .
joo <Zim

To solve the problem in a two-dimensional r-z
geometry the Poisson equation and the boundary con-
ditions of the problem were represented in the variables

U(zr)=Ty—ed(zr):
2
10 0U o'V

5= +— = 4ne’n,,
0z

ror or
Uz=0,nN=U(z=2 ) =U@ZT =) =T,
ou/or =0ar =0,

wheren, = ng(z, r) isthe photocurrent density in thetrap
(ng(0, r) = ng). The computational region of the problem
was covered with auniform grid

Ar = T/ N,

The derivatives in Eq. (6) were replaced by second-
order difference relations. Seidel’s iteration method
was used to solve the system of equations obtained
[14]. The distribution U(2) obtained in solving the one-
dimensional problem was used as the initial approxi-
mation (t = 0), and the right-hand side of Eq. (6) was
assumed to be B/./U. The solution of Eq. (6) was
included in the general numerical algorithm, which was
based on the “ particlesin acell” method. After the spa
tial distribution U(z, r) was calculated for each “large”
particle, which corresponded to 10° el ectrons, the equa-
tion of motion

(6)

Az = 7.,/ N,

d*V, _ eE
T —Ver+—m—e, (7)
E = grad{U(z 1)}, (8)

where v, is the frequency of collisions between elec-
trons and buffer-gas atoms and V. is the vel ocity of the
kth particle, was solved. In the course of the calculation
the constant flux

P80, 1) = Qu.noVe

of large particles with charge Qy,_ = 500e, mass M, =
500m,, and the same initial velocities

Vi = 2Ty/M,, V5 =0

isgivenin severa layers of the cells near the surface of
the photocathode. The free-effuse condition was used
for particles which reached the cathode, grid, or wall
(seeFig. 1). At thefinal step the electron density distri-
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bution ny(z, r) and the current density j°"(z, r) were
determined for all computational cells (the motion of
large particles at a given moment in time was assumed
to be steady), after which a Poisson Eq. (6) was solved
anew.

The parameters for the numerical solution of the
problem (6) were chosen to be as follows:

To=26eV, Zx=2CM, I, =15cm.

The initial energy T, of the emitted electrons depends
on the energy of the induced-emission photons and the
material of the photocathode. The temperature of the
electrons leaving the surface of the photocathode under
the action of solar radiation ranges from 1 to 2 €V in
most cases [15, 16]. The geometric parameters of the
trap z,.. and r,,., 0N the one hand, must permit confine-
ment of alarge number of charged dust particles and,
on the other, are bounded by the electron mean free
path length |, in the buffer gas, which must be compa-
rable to or greater than the dimensions of the system.
Thus, for neon I, (cm) = 0.12/P (torr), where P is the
gas pressure [17]. Consequently, in order for Egs. (1)
and (7) with v, = 0 (in the collisionless regime)
toremain valid, the neon pressure should not exceed
0.05 torr.

About 30 thousand large particles were taken into
account in establishing the quasistationary regime in
the computationa region. The problem reaches a sta-
tionary solution in about 70 ns—the spatial distribution
of the potential inside the trap no longer changes. The
maximum depth of the potential well ~0.8V is attained

with j2" = 2j,,. The distributions of the functions
U(Z/Z,x. 0) and U(Z,,,,/2, 11 sy @t the center of thetrap
(r =0, z= z,,/2) are presented in Fig. 3. The data on
the distribution U(z, r) at the center of thetrap for other
initial electron energies (T, # 2 €V) can be obtained by
simply scaling the curves in Fig. 3. The caculations
were performed for two different buffer-gas (neon)

1.50

1.25

1.00 1 1 1 J

0 0.25 0.50 0.75 1.00
Fig. 3. U(ZZnax I = 0) versus z/zpg (1) and U(zna/2,
I/F max) VErsus rir o (2) at the center of atrap for two dif-
ferent buffer-gas pressures P, = 0.01 torr (solid lines) and

P, = 0.1 torr (dotted lines).
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pressures:. P, = 0.01 torr (v, = 10" s) and P, = 0.1 torr
(Ve = 108 s1). The solution obtained in the case P, =
0.01 torr was identical to the solution obtained in the
collisionless regime with v, = 0. As pressure increases
P > 0.05 torr, the depth of the potential well increases,
and the center of the well shiftsrapidly toward the pho-
tocathode, so that already for P = 0.2 torr the center of
the potential well is located essentially on the photo-
cathode. The observed pictureisqualitatively similar to

the case of calculations for high photocurrents j5"® >
2Jllm (X > 2)

3. PHOTOEMISSION CHARGING
OF MACROPARTICLES

Let us consider macroparticlesin aneutral gasirra-
diated with monochromatic source of light with wave-
length A. When particles in a buffer gas are irradiated
with aflux of photons with energy higher than the pho-
toelectron work function W of the surface of the parti-
cles, the macroparticles will acquire a positive charge.
The characteristic photoelectron work function for
most substances does not exceed 6 eV. Consequently
photons with energy <12 eV can charge particles with-
out at the same time ionizing the buffer gas, such asHe
or Ar. The maximum charge Q.. = @R, of a spherical
particle with radius R, can be determined from the con-
dition that the surface potentia @, equal (hv —W)/e:

« = (hW=W)R/ /e, 9)

where hv is the photon energy. A more accurate esti-
mate of the equilibrium charge of adust particle can be
obtained by using the bounded orbital motion approxi-
mation, which isvalid for ararefied plasma, where the
mean free path length |, of photoel ectrons before colli-
sions with neutrals is much larger than the particle
radiusR, (I > R,). Then the cross section o for inelas-
tic collisions (recombination cross section) of an elec-
tron with a spherical dust particle can be obtained from
the energy and momentum conservation laws as

(10)

and the electron current onto an isolated dust particle
can be written as

lo = en, V0[], (12)

where [} denotes averaging over the electron veloci-
ties V.. In the general case, [V.0.[} for a macroparticle
placed in aphotoel ectron trap is acomplicated function

of the thermal velocity Vi, = ./2T,/m, and the drift
velocity of the electrons. A positive potential of the par-
ticles is established as a result of the balance between
the recombination of electrons on the surface of the
particle and the photoemission (electronic) current
from the surface of the particle. For effective charging
of particles and effective illumination of the photocath-

2
O, = TIRS(1+ 26,/ m,V2),
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ode of atrap, the external inducing radiation must be
satisfy the condition for transparency of a dispersed
medium:

- 2
T=21Rn,L <1, (12)

where n, is the particle density and L is the geometric
length of the particle cloud in the direction of the inci-
dent radiation. Sincethe systemisopen, alargefraction
of the emitted electrons will leave the cloud of parti-
cles, both from the boundary of the cloud and from the
interior region, since for spherical dust particles the
absorption cross section for photons and electrons are
close. We shall neglect the density of the electrons
emitted by dust particles, and we shall assume that the
inducing radiation is directed and the radiation absorp-
tion efficiency is close to 1 (2R/A > 1). Then the
charge Q = @R, acquired by adust particle in a photo-
emission trap can be estimated by determining the sur-
face potential @, from the equation [4]

i@ N8+ g

where J is the photon flux, Y; is the quantum yield of
photoelectrons for the particle material, Ty is the tem-
perature of the electrons leaving the surface of the par-
ticles in the process of photoemission (which, as
already mentioned, depends on the particle materia
and ranges from 1 to 2 eV), and U(z, r) is the kinetic
energy of the electrons emitted by the photocathode
assuming that the recombination rate of electrons on
the particles is higher than the rate of thermal energy
losses due to electron-neutrals collisions.

The electron current density of the photocathode

j(z, r) =jP"(z, r), on the one hand, must provide a max-

imum depth of the potential well (see Section 2, jb"® =

2j,im),» While on the other hand it is a function of jP"e ~
Y. J, where Y, isthe quantum yield of photoel ectronsfor
the photocathode material. Hence it follows that for
equal illumination of the particles and equal photocath-
ode surface area, the condition Y, < Y, must be satisfied
for positive charging of the particles. The equilibrium
charge, obtained from Eg. (13), on a particle surface
must be much less than the maximum charge deter-
mined by the relation (9) [11]. It should be noted that
the quantum yield depends strongly on the material and
the direction of theincident radiation. For irradiation of
metals with radiation with wavelength A < 100 nm the
guantum yield of photocurrentsis closeto 1.

(psD

Ypd exp (13)

4. DYNAMICS OF THE FORMATION
OF A STRUCTURE OF CHARGED
MACROPARTICLES IN A CYLINDRICAL
PHOTOTRAP

L et us consider the conditionsfor the formation of a
crystalline structure of dust particles in the proposed
phototrap. One of the main parameters of the problem
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Fig. 4. The number of trapped particles as afunction of theinitial velocity V of the particles for two different pressures (a) and asa
function of time (b) for V = 0.1 cm/s: (1) vg = 0.02 s, Q = 5000e, Ry =375 um; (2) vg, = 0.2 s, Q = 5000e, Ry =375 um;

(3) viy =557, Q=1000€, R, = 7.5 um.

is the initial energy and size of the particles, which
under otherwise the same conditions (conditions of
illumination, particle material, and type and pressure of
the buffer gas) is the main parameter determining the
charge of the particles and the viscosity of the sur-
rounding gas. A low pressure, which is required for
operation of aphototrap, may not give efficient braking
of dust particles. Hence the number of trapped particles
may not be sufficient to observe the formation of a
plasma-dust crystal.

The three-dimensional equation of motion

d2|k _ Q2 Ik_lj
=1l

2
7 = ey

(14)
dl
- mprrd_tk + QE;

where | isthe interparticle distance, m, isthe mass of a
dust particle, and vy, is the friction coefficient, was
solved for each macroparticle. The interparticle inter-
action potential is determined by Coulomb’s law [11].
The datafrom calculations of the electric field of atrap,
which are presented in the preceding section for atrap
with the same geometric dimensions, were used to
solve the system of Egs. (14) numerically. The depth of
the potential well

¢'maxE|U(Zmax/21 0)_U(0’ O)| =04 V’
To=1eV,

and the spatial distribution of the field was found by
simple scaling of the computed potential. The parame-
ters of the system of particles were chosen to be close
to the condition of the experiments on observation of
the dynamical behavior of macroparticles under the
action of solar radiation under zero-gravity conditions
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onboard the Mir space station: particle density p =
6.7 glcm?, particle radius R, = 37.5 um, friction coeffi-
cient v;, = 0.02 s (pressure P = 0.01 torr), and v;, =
0.2 s (for P=0.1torr) [11]. Theinitial particle density
n, = 10? cm® was chosen from the condition that the
dispersed medium be transparent for the external pho-
toinducing radiation (the initial number of particlesin
thetrap Ny = 1500). Thefinal particle density in thetrap
changes when an ordered structure of particles is
formed, depending on the magnitude of the charge
acquired by the particles. Taking account of the
decrease in the charge Q of dust particles as a result of
absorption of electrons emitted from the photocathode
(see Section 3, Eq. (13)), we shal take the particle
charge to be Q = 5000e, which is approximately an order
of magnitude smaller than its maximum estimate (9)
for wavelength A ~ 0.3 um, and the value given in the
experiment of [11]. For A ~ 0.3 um the quantum yield
of bronzeis Y, ~ 10, and the photoel ectron work func-
tion W of the surface of cesium-coated bronze particles
is determined by the cesium work function W= 1.5 eV.

The calculations were also performed for particles
with asmaller radius R, = 7.5 um for buffer-gas pres-
sure P = 0.1 torr. The friction coefficients for calcula-
tions was correspondingly increased to v, =5 s (vy, O

R;z ), and the charge was decreased to Q = 1000e (since
QURy.

The problem was solved for monoenergetic parti-
cleswithtwo initial conditions. In thefirst case the par-
ticles were fed in a strictly distinguished direction to
the photocathode with velocity V, simulating the injec-
tion of particles through the top grid of the trap. In the
second case the initial arrangement of the macroparti-
cle was random over the entire volume of the trap, and
theinitial velocities of the particles were equal in mag-
nitude but random in direction, simulating the behavior
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Fig. 5. Longitudinal (a) and transverse (b) sections of a phototrap for particles with radius R, = 37.5 pm (vg, = 0.02 s‘l).

of particles after shaking, analogoudly to the experi-
ments of [11]. In both cases the formation times of an
ordered structure of particles and the number of parti-
cles trapped in a phototrap were close. The results of
the calculations of the dependence of the number of
trapped particles on the initial velocity of the particles
are presented in Fig. 4a for two different values of the
pressure, and the time dependence of the number of

o o0
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Fig. 6. Longitudinal (a) and transverse (b) sections of apho-
totrap for particles with radius Ry = 7.5 um (vg, = 0.02 ™).
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Fig. 7. Pair correlation functions g(l) for particles with
radius R, = (1) 37.5and (2) 7.5 pm.
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particlesfor V = 0.1 cm/s, close to the threshold veloc-
ity of aparticle with passage of apotential barrier V;, =
(2Q¢ madmy)¥2, is shown in Fig. 4b. Thus, for condi-
tions close to those of [11], where the initial velocities
of bronze particles with average diameter 75 um
reached, after shaking, 0.1-0.3 cm/s at buffer-gas pres-
sure of about 0.01 torr, formation of stable order dust
structuresisvirtually impossible, since the macroparti-
cles leave toward the walls even in the presence of the
electric field of a phototrap. In order for the number of
trapped particles to be sufficient to observe the forma-
tion of dust structures under given conditions, the rate
of particle injection into the trap should not exceed
0.01 cm/s (see Fig 4a). An illustration of the arrange-
ment of particles for longitudinal and transverse sec-
tions of atrap and the pair correlation functions g(l) for
low initial velocities (V < 0.01 cm/s) and different radii
of the macroparticles are presented in Figs. 5-7. The
formation time of crystaline structures ranged from
~10 sfor large particles up to ~500 s for small particles
atP=0.1torr.

Analysis of the computational results shows that for
successful formation of strongly correlated dust struc-
tures in the working region of the proposed phototrap
the ratios of parameters such as the size of the dust par-
ticles, their initial velocity, and the buffer-gas pressure
must be optimized.

5. CONCLUSIONS

In the present paper a unique phototrap with a sim-
ple configuration, which makes it possible to form a
potential well for confinement of particleswith positive
charges, is proposed. The distributions of the potentials
of the external electric field of the trap were obtained
and the dynamics of the formation of dust structuresin
thefield of the trap was investigated as afunction of the
initial energies and sizes of the dust particles and the
buffer-gas pressure. The calculations were performed
for conditions close to those of the experiment on
studying photoemission charging of particles by solar
radiation onboard the Mir space station. Nonetheless,
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many of the results presented can be easily transferred
to the case of confinement of positively charged parti-
clesin any trap of the electron-emission type.
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Theory of an Fm3m - [4/m Structural Phase Transition
In an Rb,K ScF, Crystal
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Abstract—An Rb,KScFg crystal having an elpasolite structure undergoes a sequence of Fm3m — 14/m —
P12,/nl structura phase transitions where the transition to the tetragonal phaseis associated with “rotation” of
the Sclg octahedron. An effective Hamiltonian is constructed to describe the Fm3m — 14/mtransition using
the approximation of alocal mode for which we selected a “ soft mode” whose eigenvector corresponds to the
rotation of the octahedron. The effective Hamiltonian also includes the rel ationship between thelocal mode and
the homogeneous elastic strains. The parameters of the effective Hamiltonian were determined using the gen-
eralized Gordon—Kim model of an ionic crystal which allows for the deformability and polarizability of the
ions. The thermodynamic properties of a system with this model Hamiltonian were investigated using the
Monte Carlo method. The calculated phase transition temperature of 250 K is amost the same as the experi-
mental value (252 K). Thetetragonal phase remains stable asfar as T = 0 K and a second transition (to the mon-
oclinic phase) cannot be obtained using this effective Hamiltonian. This suggeststhat if the transition to the tet-
ragonal phaseis mainly associated with “rotations’ of the octahedrons, in order to describe the phase transition
to the monoclinic phase the effective Hamiltonian must allow for additional degrees of freedom mainly associ-

ated with the motion of rubidiumions. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Crystals having an A,BB3*X; elpasolite structure
exhibit a wide range of structural phase transitions
associated with the instability of the lattice of the high-
symmetry cubic phase relative to specific vibration
modes of the crystal lattice. In most crystalsinthisfam-
ily, structural distortions are merely associated with
rotations of B3*X, octahedrons or a combination of
octahedron rotations and displacements of A ions, and
the problem of phase transitions in these crystals is
related to the general problem of the soft mode and dis-
placement-type phase transitions [1]. Instability of the
crystal lattice relative to normal vibrations correspond-
ing to octahedron rotations is clearly a characteristic
feature of perovskite-like compounds. In most halide
crystals and in some oxide crystals having a perovskite
structure thisinstability leadsto structural phase transi-
tions to low-symmetry phases with an increase in the
unit cell volume compared with the volume of the ini-
tial cubic phase. The problem of instability of aperovs-
kite structure with respect to the ferroelectric mode of
|attice vibrations and with respect to the vibration mode
associated with octahedron rotations has been dis-
cussed in experimental and theoretical studies for sev-
eral decades. Recent years have seen the publication of
many studies in which the density functional method
has been used in various approaches to calculate the
band structure, the | attice vibration frequencies, and the
phase transition temperatures for various representa

tives of the perovskite family and the temperature depen-
dences of their physical properties have been deter-
mined. As a result of these calculations we now have a
fairly good understanding of the reasonsfor instability of
the crystal lattice and the reasons for the appearance of
ferroelectricity and antiferroelectricity in oxides having
perovskite structure (see, for example, [2-5]).

For crystals having an elpasolite structure very few
calculations have been made of the spectrum of crystal
lattice vibrations. However, these crystals have been
studied intensively by various experimental methods
and for many crystalsin thisfamily data are now avail-
able on the structures of low-symmetry phases, the
physical properties, and their changes accompanying
phase transition (see, for example, the review [6]).

The Rb,K ScF, crystal belongsto the el pasolite fam-
ily and its crystal structure in the high-symmetry phase
is cubic with the Fm3m space group and asingle mole-
cule per unit cell (Fig. 1). Asthetemperature decreases,
Rb,K ScFg undergoes two successive structural phase
transitions: at T = 252 K it undergoes a transition to
the tetragonal phase with the 14/m space group without
any changein the cell volume compared with that in the
cubic phaseand at T, = 220 K it undergoes atransition
to the monoclinic phase with the P12,/n1 space group
and two molecules per unit cell. Structural analyses of
low-symmetry phases [6] indicate that the distortions
of the cubic structurein the tetragonal phase are mainly
caused by rotations of the Sck, octahedrons which are
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uniform over the entire crystal volume. The distortions
in the low-temperature monoclinic phase are caused by
nonuniform rotations of ScFg; octahedrons and dis-
placements of rubidium atoms from the equilibrium
positions of the tetragonal phase. The authors of the
present study calculated the compl ete spectra of lattice
vibrations in an Rb,K ScF; crystal in the unstable cubic
and tetragona phases and in the stable monoclinic
phase [7] using the generalized Gordon—Kim method
proposed by Ivanov and Maksimov [8] which allows
for the deformability and polarizability of theions. We
established that the vibration spectra of the cubic and
tetragonal phases contain soft vibration modes (nega-
tive values of the squares of the normal vibration fre-
guencies).

Theam of the present study isto construct an effec-
tive Hamiltonian to describe the Fm3m —» 14/m phase
transition in Rb,K ScFg, to determine the parameters of
this Hamiltonian from calculations of the lattice
dynamics and the total energy of the distorted phases,
and also to study the thermodynamic behavior of the
crystal described by this model Hamiltonian. In Section 2
we give the effective Hamiltonian which alows for the
minimum number of degrees of freedom and specifi-
cally the local mode corresponding to rotation of the
Sck octahedron and uniform eastic strains. In Section 3
we briefly describe the method of calculating the fre-
guencies of the normal lattice vibrations and the total
energy which isused to determine the parameters of the
model Hamiltonian. Some details of a Monte Carlo
analysis of the thermodynamic behavior of a system
with the constructed model Hamiltonian are presented
in Section 4. The results are presented and discussed in
the final section.

2. CONSTRUCTION
OF EFFECTIVE HAMILTONIAN

The local mode approximation [9] to formulate the
equivalent model Hamiltonian was used by severa
authors to describe ferroelectric and structural phase
transitions in the diatomic compound GeTe[10] and in
oxides having a perovskite structure [2-5]. We used the
scheme for construction of the model Hamiltonian pro-
posedin [4, 5, 10] to formulate the Hamiltonian.

Aswe noted in the Introduction, the spectrum of |at-
tice vibrations of a Rb,K ScF; crystal was calculated in
an earlier study [7]. Figure 2 gives part of thetotal spec-
trum which shows the dispersion dependences of the
unstable vibration modes. It can be seen that the most
unstable modes are those belonging to the vibration
branch between the points ' (g = 0) and X(q = 21va, 0, 0)
in the Brillouin zone. At point " the T4 mode of this
branchisthreefold degenerate whereasin the directions
=X, =Y, and '-Z including the boundary points, the
lowest modes are nondegenerate. The threefold degen-
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Fig. 1. Crystal structure of Rb,KScFg in the cubic phase.
The diagram shows a single molecule and the face-centered
potassium lattice. The six rubidium ions of the other three
molecules are positioned on the 1/4 and 3/4 three spatial
diagonals. The remaining scandium ions occupy the centers
of the cube edges. Each scandium ion is surrounded by six
fluorine ions.

1

w, cm~

20i

40i - ~

o TS
r X WK r L

Fig. 2. Dispersion dependence of unstable vibration modes
in the cubic phase of an Rb,K ScFg crystal.

erate mode at g = 0 and the nondegenerate modesin the
=X, I'=Y, and '-Z directions correspond to vibrations
in which fluorine ions are displaced and their displace-

ments v, in these modes are related by:

F Fo_ F _ F
—Viay = Vay = Vs = Vex 1
F_ F _ F _ _F
X3l =V1y = Vyy = Vg, = Vg,
F F F F

. _yF = -
Ly —Vgy = Vg =~

These fluorine displacements lead to rotation of the
ScFy octahedrons. In order to formulate the model
Hamiltonian we use a local-mode approximation in
which we only allow for those degrees of freedom asso-
ciated with the modes (1), assuming that the other
degrees of freedom are insignificant for a structura

No. 2 2000



316

ZINENKO, ZAMKOVA

Table 1

Rb, Rb, F F, Fs3 Fa Fs Fes K Sc

1 1 1 1
&y 000 000 0-= 0=0 000 000 00= 00-= 000 000

2 2 2 2
& 000 000 —100 1OO 00— 1 OO1 000 000 000 000

y 2 2 2 2
1 1 1 1

&, 000 000 000 000 0 -5 oéo —500 500 000 000

phase transition from the cubic to the tetragonal phase.
Thus, for Rb,K Sck the local mode has the form

= alogzakvi

wherea =X, Y, z v,f is the amplitude of the displace-
ment of the kth F atom from (1); a, = 16.26 au isthe cal-
culated | attice parameter in the cubic phase, and &, arethe
elgenvectors of the lattice vibration mode (Table 1).

Under the action of the symmetry operations of the
high-symmetry cubic phase the local mode (S, S, S)
istransformed as a pseudovector.

At this point it should be noted that the local mode
corresponding to rotation of the octahedron was used to
construct the model Hamiltonian to describe the struc-
tural phase transition in a perovskite structure SrTiOg
crystal [5]. However, in a perovskite structure the SrOg
octahedron isnot isolated as a structural unit, each oxy-
gen is assigned to two neighboring octahedrons, and
additional, dightly artificial assumptions are made to
formulate the effective Hamiltonian with this local
mode [5]. In this particular case of crystals having an
elpasolite structure this problem does not arise since in
this structure the B3*F; octahedron belongsto asingle unit
cel. It isaso important to note that the local mode (2) is
not polar, i.e. dipole moments do not appear in the
vibrations, and when formulating the model Hamilto-
nian there is no need to allow for long-range dipole—
dipole interactions.

Thus, in order to describe the Fm3m — 14/m struc-
tural phase transition we write the effective Hamilto-
nian using the following scheme. A three-component
local mode (pseudovector) is positioned at the sites of a
face-centered-cubic lattice. For simplicity the effective
Hamiltonian only includes anharmonic terms for the
single-site potential. In this case we allow for all terms
of the second and fourth orders and some anisotropic
terms of the sixth order. Pair interactions between local
modes at different lattice sites are only taken into account
within the first and second coordination spheres. Finaly,
we allow for interaction of thelocal mode with uniform
elastic strains over the lattice.

)
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The microscopic model Hamiltonian allowing for
the transformational properties of the local mode and
the fcc lattice under the action of cubic symmetry oper-
ations has the form

= Y (H™+H®) + HZ + HY, 3)
where
HI™ = B(S\+ Sy +S5)
+C(S\S) + 5,57+ S8 + D(Si+ Sy + S,
d
= SX[ASX +a, sk + 20
d = (0,1, +1)
d
+3a, Z S(E?i + a%%
g LL0g
" Gk1, 0,410
ao
tag Y (dD(d K)S,R + -é—
d = (+1,0,+1)
d
+a @) B8R+ 20
d=(£1,+1,0
a,dp
+Sy ASy+al Z Sy i+7[|
d = (1,0, 1)
a,d
+a, z Sya?l + 7%
4= ELEL0D
b, +1, +10
ta, Y (@A) +2E
d=(0,+£1, 1)
d
e 3 @00 s+ 20
d=(+1,+1,0
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+sz[Asz+al T s+

d = (1, +1,0)

+a, Z SZEQ +aOdD

_#10.£1q
" lp, +1,+10
d
ta, Y (D)@ @SR+ ZE
d = (0, £1, £1)

ra, Y (@XEDSER, +aOdD}

d = (21,0, 1)

+54b Y S(Ri+ad)

d=(+1,0,0)

. Y S(Ri+ad)

d=0%10g
[0, 0, +10

£S5 b Y S(Ri+ad)

d=(0,%1,0)

S SR+ agd)

d= *1,0,0g
0,0, +10

+S,b T S(Ri+ad)
d

=(0,0,21)

2 Y S(Ri+ad) |

g= 01000
Lo, +1, 00

* = g.(e + ez+e3)Z(Szx+ Szy+§z)

+ 92[(91 + ez—zes)z (32x + Szy—ZSZZ)

+ 3(e1—e2)z(si—§y)}

+ 93%42 SySz + eSZ SXSZ + eGZ SxSyEL

2 2. 2
H® = Cyp(e;+ e +€5)
+Cpp(e6, + 6,65+ 656)) + C44(ei + eg + eg)-

where R; is the position vector of the ith crystal lattice
site, X, y, and z are the unit vectors along the axes of the
Cartesian coordinates, and C;; are the elastic constants
of the crystal.

The elagtic strains g are given in Voigt notation:
€ = Uy, € = Uyp, €3 = Usg,

€ = 2Uy, € = 2Uj3, € = 2Up,

“ = 2E6x[3 " %0

where u, is the displacement along the x, axis.

3. CALCULATION OF THE PARAMETERS
OF THE EFFECTIVE HAMILTONIAN

In order to determine the numerical values of the
coefficients in the effective Hamiltonian (3) we made
nonempirical calculations of the total energy and the
crystal lattice dynamics using a generalized Gordon—
Kim model of an ionic crystal proposed by Ivanov and
Maksimov [8] which alows for the deformability and
polarizability of theions. In thismodel an ionic crystal
is represented as consisting of individual overlapping
spherically symmetric ions. The total electron density
of the crystal at point r isthen written as

p(r) = Zpi(r -Ry),

where summation is performed over al the crystal ions.

Thetotal crystal energy using the density functional
method allowing only for pair interaction has the form

Ee ZZ|R R ZES‘*”(RW)
! (4)

1 -
+§zq)ij(Rw1 Rl IRi =Ry},

i ]
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Table 2. Parameters of the effective Hamiltonian (eV)

ZINENKO, ZAMKOVA

Coefficients of Elagtic
Single-site Interstitial coupling with
uniform strains constants
A 4.096 a -4.333 o 1185 Cu 50.0
B 2.438 x 103 a, -0.028 0 -236 Co, 12.8
C 2.628 x 10° ag 1.866 Cu 18.2
D —40.700 x 10° b, -0.001
b, —2.166
where Z, is the charge of theithion, lated using the Ivanov—Maksimov program [8] using the
- Thomas—ermi approximation for the kinetic energy
®;;(Ry, Ry [Ri—R)) and the Hedin—Lundquist approximation for exchange
and correlaion. The derivatives ing inthe dynamic
= E{p(r —R)+p,(r ~R))} 5) appearingin e &y

—E{p(r —R)} —E{p(r -R))},
the energy E{p} iscalculated by the density functional
method using alocal approximation for the kinetic and

exchange-correlation energies, and E*(R,) istheion

self-energy. The electron density of an isolated ion and
its natural energy are cal culated taking into account the
crystal potential V approximated by a charged sphere
(Watson sphere):

i/ Ry,
Elzi/r1

r<R,
r>R,,

where R, is the radius of the Watson sphere. The radii

of the Watson sphere for isolated ions R'W are obtained

from the condition for minimum total energy of the
crystal. An expression for the dynamic matrix allowing
for the electron polarizability and the deformability of
theionsin the crystal neighborhood for crystals of arbi-
trary symmetry was given in [11]. Results of a group-
theory analysis of the vibrational spectrum of crystals
having an elpasolite structure were also presented there.
The Coulomb contribution to the dynamic matrix was cd-
culated using the Ewald method. The ion calculations
were made using the Liberman program [12], the pair
interaction energy and the ion polarizability were calcu-

v(r) =

Table 3. Expressions for the eigenvalues A; of the force
matrix for various phonon modes and for the distortion ener-
gies AE; of various phases

Tig 4ay + 8ay + 2o+ 4b, + A | —22.125

X! day —8ay + 2b, + 4by + A| —21.677

N o= T1oq | @2t atA 21,900
a,

AE, =E, —Ey—Eqy | —24a5—6b,—12b,+ 3A | —6.496

AEZX = EZX - Eo - Eanh —4a.1 + 2b1 + 4b2 + A 12.762
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matrix were calculated using a technique of approxima:
tions of the energy dependences on the distances R and
potentials V of the Watson sphere. Chebyshev polyno-
mials were used for the approximations [8].

The values of the elastic constants C,;, Cy,, and Cyy
were determined from calculated dependences of the
frequencies of the longitudinal and transverse acoustic
vibrations for small g for three symmetric directions:
[001], [110], and [111]. The calculated values of the
elastic congtants C;; = ¢;Q, where Q isthe unit cell vol-
ume, are given in Table 2 for an Rb,KSck; crystal.
Unfortunately we are not aware of any experimental
values of the elastic constants for this crystal and we
can only make a rough comparison between the calcu-
lated values of C;; and those measured for the isomorphic
compound of similar chemical composition Rb,NaHoF,
for which C;; =59.5¢V, C;,=189¢V, Cy, =192V
[13] and, as can be seen from Table 2, these constants are
of the same order of magnitude as those calculated for
an Rb,K ScF; crystal.

The coefficients of the second-order terms in (3)
were determined from the calculated eigenvalues A; of
the vibrational force constant matrix with the wave vec-
tor q in the [100] direction and from the total energies
E; of the two distorted phases. The second column in
Table 3 gives the relationships between the linear com-
binations of coefficients in (3) and the eigenvalues A,
and distortion energiesAE, = E; — E, — E,, [where E; =
—216960 eV is the total crystal energy in the cubic

phase, and E,;, is the numerical value of H*™ in (3) in
the corresponding distorted phase], and the third col-
umn gives the values of A; and AE; in electronvolts cal-
culated from first principles. In this case, the energy
AE, corresponds to the distorted rhombohedral phase
where the unit cell is twice the size of the cubic phase.
This distortion corresponds to rotation of the octahe-
dron about the spatial diagonal of a cube, i.e., the fol-
lowing distribution of §,(R;):

S(R) = S§(R) = S(R) = [Fexp(-iq. [Ry),
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where |§ is the amplitude of the local mode and q, =
a_:(l’ 1, 1). Theamplitude of thislocal mode was deter-

mined from the minimum of the total energy E,; of the
distorted phase. We note that although this distorted
phase cannot be obtained by condensation of any single
phonon mode, in the crystd being discussed there is an
unstable mode at the boundary point L of the Brillouin
zone in which displacements lead to rotation of the octa
hedron accompanied by some dight digtortion [11]. We
aso calculated the total energy E,, of the distorted phase
obtained as a result of rotation of the Sck; octahedron
about the [001] axiswith doubling of the unit cell along
the [100] axis and the distribution S,(R;) given by

S(R) = |9exp(-iax [R;)), S =95 =0,

where gy = -Zé? (1, 0, 0). This distorted structure does

not correspond to condensation of the phonon mode.
Other homogeneous distorted structures with doubled
unit cells associated with rotation of the octahedron do
not yield new relationships between the linear combi-
nations of coefficients so that we could not separate the
isolated terms in the combination 4a; + 4b, + A. We
therefore assumed that the constant of interaction with
the second neighbors b, in (3) is half the interaction
constant between the nearest neighbors a,. The basis
for using this assumption was that, as calculations of
the thermodynamic properties of a system with the
Hamiltonian (3) have shown (see below), these proper-
ties were barely sensitive to the ratio b,/a; for a certain
value of g, (at least for three values of b,/a, = 1/4, 1/2, 3/4
the results of the numerical modeling are indistinguish-
able).

The coefficients B, C, D before the anharmonic
terms of the single-site potential were determined from
the dependence of the total energy of a “squeezed”
crystal (i.e., with the lattice parameter of the cubic
phase a, = 16.26 au) on the angle of rotation of the ScFg
octahedron about the [001](S,= § =0, S, = [9), [110]
(&=§ =9, §=0),and[11]] axes (5= § =5 = |9).
These dependences are plotted in Fig. 3 and the values
of the coefficients B, C, and D obtained by least squares
fitting are given in Table 2.

We shall now determine the coefficients of coupling
between the uniform elastic strains and the local mode.
Since no shear strains are formed as a result of an
Fm3m — 14/m phase transition in the tetragonal
phase, the coefficient g, in (3) was not determined. The
coefficients g; and g, were determined as follows. The
dependence of thetotal energy of a“free” crystal onthe
angle of rotation of the octahedron about the [001]-axis
was calculated and for every angle the energy was min-
imized with respect to the unit cell parameters and the
radii of the Watson spheres of the ions. This depen-
dence is given by the open circlesin Fig. 3a. The tota
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energy of the squeezed crysta was then subtracted
from this dependence and the coefficients g, and g,,
whose values are given in Table 2, were |east-squares fit-
ted to this energy difference using the values of the elas-
tic constants already determined (Fig. 3d). Asacheck on
the accuracy of determining these coefficients, Fig. 3e
gives the dependence of the elastic strains in the tetrag-
onal phase on the angle of rotation of the octahedron
obtained by calculating thetotal energy of thefreecrys-
tal and calculated from the condition for minimum of
the model Hamiltonian:

A(S+S+S) , 20:(S+S-25)

e = ,
! Cu+2Cy, Cu—-Cp
o, = GiSFSFS) 2(S+S-25) (g
Cu+2Cy, Cu—-Cyp
o, = LSS ), 20(5+5-25)
Cut+2Cy, Cu-Cp '

The caculated and fitted values of e, = e, differ aimost
twofold. Thisis because the accuracy of the method used
by us to calculate the total energy, the vibration frequen-
cies, and thusthe Hamiltonian parametersisinadequate to
calculate values of g having small absolute values.

4. INVESTIGATION
OF THERMODY NAMIC PROPERTIES

Despiteits simplicity, the constructed effective Hamil-
tonian contains many parametersand it isdifficult to make
analytic caculations of the free energy and other thermo-
dynamic quantities by sdf-consstent field methods.
Thus, we used the Monte Carlo numerical method to
study the thermodynamic properties of a system having
the effective Hamiltonian (3). We used a classical
Monte Carlo method with the Metropolis agorithm
[14] for anL x L x L fcc lattice with periodic boundary
conditions. At each lattice site there is a three-compo-
nent pseudovector (S, S, S). The entire lattice is
located in afield of uniform strains e, e,, €;.

The Monte Carlo method was used to investigate
two cases. a squeezed crystd, i.e., neglecting elastic
strains (e; = €, = ;= 0) and afree crystal when g;, e,,
and e; were calculated in the Monte Carlo process. In
the first case a single Monte Carlo step was as follows.
At each lattice site an increment in the pseudovector
components (S,, Sy, S,) was systematically selected at
random and the possibility of taking thisincrement was
checked. At this point it should be noted that our calcu-
lations of the total energy of the distorted phases and
numerical simulation of the effective Hamiltonian
show that distorted phases with unequal pseudovector
components S, # S, # S, have energies substantially
higher than phases with equal pseudovector compo-
nents. Thus, to economize on machine time for the
Monte Carlo procedure we took pseudovectors having
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Fig. 3. Dependences of the total energy of a squeezed crystal on the angle of rotation of the octahedron. The solid curves give
the calculations and the symbols give the energies obtained from the effective Hamiltonian with least squares fitted coefficients:
(a) rotation about the [001]-axis, S,= S, =0, S,= S, open circles—total energy of free crystal; (b) rotation about the [110]-axis,

1]-axis, S =

S.=5,=S S,=0; (c) rotation about the [

=§,=§ (d) difference between thetotal energiesAE of free and squeezed

crystals; (e) dependence of the elastic strains in the tetragonal phase on the angle of rotation of the octahedron [the symbols give

values of the elastic strains calculated from (6)].

the following three relationships between the compo-
nents:

@S, 5=5=0;(b) §=%5,§=0;
(€) S =5 =415,

It can be seen from Fig. 3 that from |§ = 0.08 the
energy increases abruptly and thus the values of the
components S, and their increments were confined to
the interval [-0.09; 0.09]. For each temperature we
made 50000 Monte Carlo steps and averaging to find
the thermodynamic quantities was performed over the
last 10000 steps by a standard technique [14].
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For the case of afree crystal after each Monte Carlo
step described above we attempted to give an increment
to each component of the stress tensor. The increment
was selected randomly from the range [-0.03; 0.03].
For each component we made 1000 attempts and then
averaged over these. The average values of the strain com-
ponents and the pseudovector configuration obtained at
each Monte Carlo step were theinitid vauesfor the next

step.

Both high (500 K) and low (=50 K) temperatures
were taking as the starting temperatures. The Monte
Carlo procedure from high temperatures was per-
formedin parallel fromtwoinitial configurations corre-
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sponding to the high-symmetry cubic phase (S','X = S',y =
§Z = 0) and the distorted tetragonal phase (§Z =0.08,

S, = S, =0). Aninitial configuration corresponding to
the tetragonal phase was selected when starting from
low temperatures. The calculations were made for L =
10 (4000 pseudovectors). As a check several tempera-
tures were calculated for alarger lattice (L = 20, 32000
pseudovectors). The results of the calculations for a
20 x 20 x 20 lattice differ negligibly from theresultsfor
a10 x 10 x 10 lattice and thus only the results obtained
for a 10 x 10 x 10 lattice are considered subsequently.

5. DISCUSSION OF RESULTS
Results of calculations of the temperature depen-

dences of the pseudovector components S, S,, S, of

theinternal energy E — E, (E, isthetotal crystal energy
in the cubic phase) and the components of the strain
tensor e, e,, e; are plotted in Fig. 4. We extracted the
phase transition temperature from the point of inflec-
tion in the temperature dependence of the internal
energy (Fig. 4a) and from the peak on the temperature
dependence of the specific heat C,, determined by a
standard method [14]. We do not give the curve of
Cy(T) here because, athough this dependence has an
abrupt peak at T = 250 K the value of C, in the phase
transition region and even at low temperaturesis anom-
aloudly high (for example, C\/R = 2.5, 20.1, 1.5, and
0.6, where R is the universal gas constant, at T = 50,
250, 300, and 500 K respectively). This is evidently
because although the system reaches a steady state
fairly rapidly at this temperature (after approximately
1000-5000 Monte Carlo steps), in this state small oscil-
lating changes in energy and the lattice-averaged com-
ponents of the pseudovector are observed in subsequent
Monte Carlo steps (Fig. 5). For agiven temperature the
character and amplitude of the oscillations does not
change over several tens of thousands of steps and for
temperatures near T, the amplitudes of these oscilla-
tions increases sightly. These energy oscillations (evi-
dently dueto some asyet unexplained procedural error)
lead to anomalously high values of C,,.

At T, = 250 K a free crystal undergoes a second-
order phase transition to a distorted phase having the
pseudovector S, =S S, = S, = 0. Thisis atetragonal
symmetry phase with no change in the unit cell volume
relative to the volume of the cubic phase with the 14/m
space group which is observed experimentaly in an
Rb,K ScFg crystal below 252 K [6]. The accuracy of the
calculations of the phase transition temperature is
determined by the accuracy of the vibration frequencies
and the total energy of the distorted phases. In our
approach these val ues are cd cul ated to within around 5%.
Thetransition temperature obtained from the Monte Carlo
caculationsis amost the same as the experimental value.
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It follows from the experimenta results of a structura
study [6] that in the tetragona phase the main distortions
of the cubic structure are caused by equal displace-
ments of four of the six fluorine ions from the equilib-
rium positions in the cubic phase (rotation of the octa-
hedron). The experimental value of these displace-
mentsat T = 240 K is plotted in Fig. 4b. It can be seen
that this shows very good agreement with the value of
S at T =240 K obtained from the Monte Carlo cdcula
tions. Figure 4c gives the experimental values and Monte
Carlo cdculations of the components of the eagtic strain
tensor e, = e, and e; inthetetragonal phase. Herethe quan-
titative agreement between the calculated and experimen-
tal valuesisfairly poor but, as has aready been discussed,
the actual valuesof g arevery low and the method of cal-
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culating the total crystal energy, vibration frequencies,
and parameters of the model Hamiltonian used by usis
not very accurate.

For a sgueezed crystd, i.e., for zero values of the
strain tensor components the phase transition tempera-
ture extracted from the Monte Carlo calculationsis ten
degrees lower than the transition temperature for afree
crystal T,=240K (Fig. 4).

Inthe Monte Carlo calculations the tetragonal phase
remains stable as far as zero temperature and the other
components of the pseudovector (S, and §) do not
appear which contradicts the experiment in which a
second structural phase transition to the monoclinic
phase with unit cell doubling is observed in an
Rb,KSck; crystal at T, = 220 K. It follows from the
results of structural investigations of the monoclinic
phase [6] that this transition is associated with the
appearance of a second nonuniform pseudovector com-
ponent over the crystal below T, and with displace-
ments of rubidium ions from equilibrium positions.
These Monte Carlo results confirm the result of a pre-
vious study made by the authors [7] in which it was
shown by cal culating the total energy of the monoclinic
phase at T = 0 that if the monoclinic phase is obtained
as aresult of distortions associated only with rotations
of ScFg octahedrons, the energy of this phase will be
higher than the energy of the tetragonal phase. The
monoclinic phase becomes favorable if the experimen-
tal values of the atomic coordinates are used in the cal-
culations. This indicates that displacements of rubid-
ium ions play a fundamental role in stabilizing the
monoclinic phasein thiscrystal and in order to describe
the second structural phase transition when construct-
ing the model Hamiltonian, we need to consider the
degrees of freedom corresponding to these displace-
ments in addition to pure rotation.

6. CONCLUSIONS

Thus, we have constructed a nonempirical effective
Hamiltonian to describe an Fm3m — 14/m structural
phase transition in an Rb,KScF; crystal. The parame-
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ters of the Hamiltonian were determined from calcula-
tions of the total energy and the lattice vibration fre-
guencies using amodel of an ionic crystal which takes
into account the deformability and polarizability of the
ions. The model Hamiltonian was studied by the
numerical Monte Carlo method. The temperature of the
phase transition from the cubic to the tetragonal phase
extracted from the Monte Carlo calculations T, = 250 K
is the same as the experimental value. This agreement
may be random because the method of calculating the
total energy and lattice vibration frequencies used in
this study is not very accurate. In particular, the calcu-
lated equilibrium cell parameter in the cubic phase is
4.5% lower than the experimental value [7]. Neverthe-
less, it follows from the results obtained in this study
that in an Rb,K Sck; crystal the Fm3m — 14/m phase
transition is mainly caused by uniform rotations of the
ScFg octahedron over the lattice and the other degrees
of freedom do not make any significant contribution to
the mechanism or the thermodynamics of this phase
transition.

In addition, the fairly successful description of this
phase transition may indicate that the approach [2-5, 7, 8]
used in the present study for microscopic studies of
structural phase transitions in ionic crystals is fruitful
and promising.
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Abstract—M easurements were made of the specific heat (in the temperature range 80400 K), electrical resis-
tivity (4.2-300 K), thermo-emf (4.2-300 K), thermal conductivity (7—300 K), magnetic susceptibility (4.2—400 K),
and lattice parameters (30-300 K) of the alloy NbH g3. The A' — A — [3 phase transitions were studied. It
was established that the structure of the niobium matrix of the hydride remains unchanged as a result of these
transitions. It is shown that the  — A phase transition (one-dimensional hydrogen ordering) is athree-stage
one and is accompanied by a substantial change in the shear modulus of the hydride. The A' phase existing at
T < 110 K was determined. The electron thermal conductivity Ky calculated for the A’ phase in therange T <
23 K is 25% higher than the measured thermal conductivity. In order to explain this fact and also the disconti-
nuity in the concentration dependence of the coefficient of thermal expansion of NbH, for x = 0.83-0.84 and
the approximately 1.5% compression of the NbH g4 volumeit is assumed that in the region of x.intheA' phase
the topology of the Fermi surface of the NbH, interstitial alloy changes substantially. © 2000 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

On the basis of the “rigid band” modé it has been
suggested that niobium hydride NbH, having six elec-
trons per cell, may be considered to be the electronic
analog of molybdenum. The Fermi surface of niobium
is open whereas that of molybdenum isclosed anditis
quite possible that at certain critical hydrogen concen-
trations the Fermi surface topology of the interstitial
alloy NbH, changes substantially [1]. Strictly speaking,
the Fermi surface of an aloy has not been formally
defined athough various studies indicate that in many
alloys of metals having similar properties the smearing
of the Fermi surface is small [2]. Band calculations of
stoichiometric NbH indicate that the density of elec-
tronic states has an abrupt minimum near the Fermi
level [3], which correlates with the minimum at x =
0.82-0.85 in the concentration dependences of the elec-
tron specific heat vy, and the magnetic susceptibility X
of niobium hydrides NbH, [4, 5]. However, insufficient
experimental datawere available to assesswhether itis
possible to talk of an electron-topological transition in
the interstitial alloy NbH.

In order to obtain reliable data in this range of
hydrogen concentrations, x ~ 0.82-0.85, we need to
study the thermodynamic, kinetic, and structural prop-
ertiesof NbH, hydridesat T < 300 K since no such data
are available at present. For this purpose we investi-
gated the little-studied part of the NbH phase diagram
at x>0.75and T < 230 K using methods not previously

used for such astudy. The following properties of NbH,
were measured: specific heat, thermal expansion, ther-
mal and electrical conductivity, thermo-emf, and struc-
ture of the niobium matrix. It should be noted that all
the measurements were made for niobium hydride sam-
ples obtained from the same single-crystal niobium.

Our data indicate various anomalous dependences
of thethermal and kinetic properties of NbH, in various
phasesat x = 0.82-0.85. For example, for the NbH, nio-
bium hydride samples studied, we obtained a concen-
tration dependence of the thermo-emf of the cubic o
phase (T = 400 K) whose volume depends linearly on
the hydrogen concentration [6]. This had an anoma-
lously low value of —22 uV/K for the composition
NbHg g3 [7]. In accordance with theoretical estimates of
the dependence of the el ectronic properties of the a and
o' phases on the hydrogen concentration [ 8], it was sug-
gested that in the region of this hydrogen concentration
the Fermi level may pass through a minimum in the
NbH density of states[7].

In the B-phase of NbH, (T = 300 K) the concentra-
tion dependence of the specific heat had anomalies at
X =0.8-0.9[9]. Thevolume of the [3 phase also depends
linearly on the hydrogen concentration [6, 10].

The low-temperature A' phase (T < 100 K) NbHg g,
has aface-centered rhombic (fcr) structure and accord-
ing to our estimate, its coefficient of thermal expansion
is negative, B = -58 x 10 K1 [11]. The Griineisen
parameter of the A' phase NbH, g, is also negative [12].

1063-7761/00/9102-0324%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Thelow-temperaturey phase (T < 190 K) of the hydride
having a higher hydrogen concentration NbH, g5 has a
bcc lattice and its coefficient of thermal expansion is
negative [13, 14].

In this context it was interesting to determine the
structure of the niobium matrix NbHg; a T < 230 K
and the temperature dependence of its volume. It was
also interesting to study the A — Band A — ?
(unknown phase) phase transitions at x = 0.83. The
present paper is devoted to clarifying these issues.

According to the generalized phase diagram of NbH
[15] the niobium hydride NbH, ¢z when cooled below
420 K undergoes various phase transitions a' —
B —= A — 7, attributable to ordering processes of the
implanted hydrogen atoms over tetrahedral interstitial
sites of the niobium matrix. Hydrogeninthea’ phaseis
randomly distributed over tetrahedral interstitial sites
of the bcc matrix. When the a' phase is cooled, the
“hydrogen liquid” crystallizes, i.e. forms its own
hydrogen sublattice. In this case the symmetry of the
niobium matrix is reduced; the 3 phase lattice has afcr
structure [6]. When cooled below 230 K, the 3 phase
NbH, g5 is converted to the incommensurate A phase.
Since it is dmost impossible to determine the type of
modulation by purely structural studies, the terms
“modulated structure” and “incommensurate structure”
(or “disproportionate”) are usually used as synonymsin
the literature. Hydrogen in the A phase forms a long-
period structure modulated in the [001] direction and
the B — A phase transition is attributable to one-
dimensional ordering of hydrogen and hydrogen vacan-
cies[16, 17]. Studies of the A — [3 phase transition in
NbH, g, using calorimetry and x-ray structural analysis
have shown that on the whole thisis afirst-order phase
transition with avolume jump of the order of 1% and is
isostructural relative to the niobium matrix; in the
region of this phase transition (T = 227 K) the C(T)
curve revealed three distinct peaks in the temperature
range AT = 1.5 K [11] athough it was unclear whether
these peaksin the specific heat were merely attributable
to hydrogen ordering. In astudy of the acoustic proper-
ties of niobium hydridesthe temperature dependence of
the dynamic shear modulus G was plotted for NbH g3.
This exhibited various anomalies in the A —» [3 phase
trangtionregion (T=218K)andat T=100K (A — ?)
which were interpreted as second-order phase transi-
tions[18].
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It was therefore interesting to study theA — B and
A — ? phase transitions of NbH, g; hydride using the
methods mentioned above and to compare the results
with the datafor NbH g, [11] and NbH, 53 [18]. Wea so
measured the magnetic susceptibility x(T) of the
hydride since the phase diagram of NbH constructed
using the measured dependences of x(T, x) [5] dif-
fered appreciably from the generalized phase dia-
gram from [15].

2. EXPERIMENT

A sample of NbH, g3 was prepared from single-crys-
tal niobium with ' = pgy /P10 k = 56 by saturating
through with hydrogen at T = 1120 K, hydrogen pres-
sure <5 atm, holding for 2 h and dowly coolingto T =
300 K. For niobium hydride we find I' = pggok/Pa2k =
11.8. The pycnometric sample density is 7.69
0.02 g/cm?® while density calculations using x-ray data
give 7.66 + 0.09 g/cm?. The hydrogen concentration is
accurate to within 1% [14]. The specific heat was mea-
sured using an adiabatic calorimeter to within 1.5%
[19]. The thermo-emf was determined with atempera-
ture gradient of =1 K. The resistivity was measured by
a dc four-contact method to within 3%, the magnetic
susceptibility was measured in afield H = 5 kOe using
a Quantum Design MPMS-5 SQUID magnetometer,
the thermal conductivity was measured using a static
method, and the averaged error in the determination of
the thermal conductivity was 3%. An x-ray diffraction
analysis of the hydride powder was made using a Sie-
mens D5000 diffractometer at 30—-300 K. The electrical
resistivity, thermo-emf, thermal conductivity, and mag-
netic moment of NbH,, g3 were measured in a direction
approximately 7° from the [001] fourfold axis.

3. RESULTS AND DISCUSSION

Figure 1 gives temperature dependences of the spe-
cific heat, parameters of the niobium matrix, hydride
volume, magnetic susceptibility, and kinetic properties
(thermal conductivity, electrical resistivity, thermo-
emf) of the NbH, g; sample.

The curve of C,(T) in Fig. la shows anomalies
whose temperatures correspondto ? —= A — 3 —»
o' phase transitions in NbH,, g3 according to the gener-
alized phase diagram [15]. Table 1 gives data on the
temperature boundaries of the phase transitions deter-

Table 1
T, K* T, K** Type of Nb sublattice AS J(mol K)
385.1-392.73 —= a' 382-384.23 — 0’ fcr — bec =8.07
179.3-229.8 A — f3 184221\ — B fer — fer =1.85
93.4-141.47? — A 116-142 \' — A fer — fer =0.22

* Using phase diagram data[15], ** our data.
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mined from calorimetric measurements, the entropy
jumps AS accompanying the phase transitions, and the
structure of the niobium matrix in the A and A' phases
of NbH gs.

According to the x-ray data plotted in Fig. 1b, the
structure of the niobium matrix in NbH,g; remains
unchanged for T < 300 K and all the low-temperature
conversions in this hydride are isostructural relative to
the metal matrix. By analogy with the low-temperature
phase (T < 110 K) NbHg g4, having an fcr structure and
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denoted by us as A', we shall assume that the phase of
the NbH g3 hydride which existsat T < 116 K and also
has an fcr structure, isthe A' phase. It is fairly difficult
to determine exactly whether a volume jump is present
or absent in these low-temperature phase transitions in
NbH, g3 because the error in determining the volume
(of the order of 2%) is greater than in NbH, g, hydride
where volume jumps of the order of 1% were clearly
visiblefor A — 3 and A' — A transitions where the
error in determining the volume of thishydridewasless
than 1% [11].
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Thecurveof x(T) = M(T)/H, where M(T) isthe mag-
netic moment of the sample and H is a static magnetic
field (Fig. 1d), also clearly reveals anomalies corre-
sponding to A — P transitions at 190-210 K and
B — a' transitions at 382-384 K. The temperature
dependence of the thermal conductivity k(T) in Fig. 1e
exhibitsakink at 190-200 K associated withaA — 3
transition and a very weak singularity in the region of
the A' — A trangition. The resistivity p(T) in Fig. 1f
has a kink at 193 K and the thermo-emf (Fig. 19)
increases in the region of the A — [3 transition (190—
211 K). We shall examine these phase transitions in
greater detail.

3.1. High-Temperature 8 — a' Phase Transition

The high-temperature peak on the curve of C,(T) in
Fig. 2 corresponding to an order—disorder (B — a)
phase transition, is fairly narrow. This is a first-order
phase transition [6] with alarge entropy jump. We can
assume that the transition begins at 382 K, then has a
singularity at 382.8 K, the maximum specific heat is
observed at 383.6 K, and thetransition ends at 384.2 K.
The width of the transition is =1.6 K. For NbH, g, the
width of the 3 — a' transition according to our spe-
cific heat dataislessthan 0.6 K [11].

Itisfairly interesting to note that in this narrow tem-
perature range (=1.6 K) two singularities are observed
at the peak of the dependence C(T) associated with a
transition across the two-phase (B + a') region. For
NbHggs which has a similar concentration to the
hydride under study, neutron diffraction data revealed
an extremely narrow two-phaseregion: for the — o'
transition the intensity I(T) of the (011) superstructural
reflex dropped sharply in the temperature range 383.7—
386.7 K [15].

A volume jump of approximately 0.3% for NbH g5
for the 3 — a' transition was determined from preci-
sion measurements of the NbH, lattice parameters in
the 3 and a' phases [10]. We note the good agreement
between the unit cell volume of NbH,, g3 from this study
(Va3 = 81.278 A3) and the average volume Va =
81.28 + 1.56 A2 for NbH, ;. Knowing the hydride den-
sity and having determined the volume jump for the
B — o' transition, AV = 0.036 cm¥*mol, we estimated
the pressure dependence of this phase transition tem-
perature dT/dP = AV/AS = 0.45 K/kbar using the Clau-
sius—Clapeyron law.

The magnetic susceptibility of NbHyg; increases
abruptly by approximately 11% for the  — a' transi-
tion, i.e, in the hydrogen-disordered a' phase it is
higher than that in the ordered phase. Singularities of
the Knight shift of niobium hydride observed for ®*Nb
in ®NbDyg, are strongly broadened in the [-phase
compared with the a' phase [20]. A possible reason for
this broadening and aso for the reduction in suscepti-
bility in the B phase is the nonuniform hydrogen neigh-
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Fig. 2. Specific heat of NbHg g3 near the  — a' phase
transition.

borhood of the niobium atoms: the 3 phase has a lay-
ered structure with alternating (011) planes filled with
hydrogen and without hydrogen. However, it is not yet
possible to determine exactly what contribution is
responsible for the change in the magnetic susceptibil-
ity accompanying the f — o' transition. The resistiv-
ity of NbH, g5 increases approximately 1.6 timesfor the
B — a'transition (AT = 3.2 K), the temperature at the
center of the transition is 378.2 K and at the end it is
380.6 K, and the thermo-emf of the hydride decreases
abruptly and inthe a' phaseis—22 uV/K [7].

3.2. Properties of the 3 Phase of NbH g5

The 3 phase of NbH, has a polydomain structure.
Division of the single crystal into domains of up to sev-
eral hundred micron reduces the elastic energy of the
crystal [6]. Curves of the magnetic susceptibility, elec-
trical resistivity, and therma conductivity clearly
reveal hysteresis which is evidently associated with
some irreproducibility of the domain structure of the
hydride for the 3 — a' transition. The magnetic sus-
ceptibility of B-NbHgg; at T = 300 K is 71.8 x
107¢ emu/mol which shows good agreement with the
datafrom[21, 22] and isthree timeslower than the sus-
ceptibility of niobium. The reduction in the susceptibil-
ity of niobium hydrides with increasing hydrogen con-
centration observed even at low temperatures is attrib-
uted to a decrease in the density of electron states
obtained in the NbH band calculations [3]. This corre-
lates with adecreasein y, for NbH, g5 by afactor of 3.5
compared with y, for Nb [4]. The Debye temperature
©p of the B phase of the NbH, 43 sample, 301 K, was
measured from the ultrasound velocities measured at
room temperature. This differs from the value of ©p =
360 K for the A' phase obtained from calorimetric data
at 1.5-16 K [4]. The specific heat of the hydride in the
B phase increases for T > T/Op = 0.8, i.e., the Dulong
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Table 2
No. Toeaks K Peak width AT, K | AS, J(mol K)
1 193.4 2+0.2 0.44 + 0.03
2 205.1 11.5+1.7 1.16+0.22
3 212.5 61 0.607 + 0.16

and Petit law is not satisfied. In the region of the
[3-phase the thermo-emf changes sign from negative to
positiveat 280 K. Thethermal conductivity of thishydride
phase is the same as that of niobium, 55 W/mK [23].

3.3. A — B Phase Transition

The A phase typically exhibits an ordered distribu-
tion of hydrogen atoms and vacancies in the hydrogen
sublattice along the z axis at a distance of approxi-
mately 14 lattice periods. The wave vector of the super-
structure of the NbH, g3 A phase is (3/14)21va[001] and
the incommensurability parameter isd = 1 —x = 0.16
[16]. Figure 3 gives temperature dependences of the
specific heat and the dynamic shear modulus G(T) [18]
of niobium hydride in the phase transition region. The

Cp, J/(mol K)
60

- @
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1 1
160 200
T,K

1
80 120

Fig. 3. Specific heat (a) and square of the resonant trans-
verse frequency (b) of NbHq g3 [18] for thelow-temperature
phasestransitionsA' — A and A — [3.
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C,(T) curve has two peaks: a narrow one and a broad
one with a shoulder. For NbH,g, this transition has
three specific heat peaks in the interval AT = 1.5 [11].
Thus, we decided to separate the broad peak with a
shoulder at T = 205 K into two peaks using a Lorentz
function. Data on the temperatures of the specific heat
peaks and the entropy jumps are presented in Table 2.

The magnetic susceptibility x = M(T)/H of the
hydride decreases by approximately 6% for the A —
[ transition [the beginning of the decrease (=190 K)
and the end (=211 K under heating) show good agree-
ment with the calorimetric data]. The curve of x(T) (see
Fig. 1d) exhibits hysteresis in this transition region,
AT = 10 K. Since the magnetic moment is a thermody-
namic quantity and possesses hysteresis, it can be
assumed that the A — [ transition in amagnetic field
is more likely first-order than three-stage as for
NbH, g,. We note that unlike the resistivity, the thermo-
emf of the hydride has three singularitiesin thistransi-
tion region: aminimum at 190.6 K, achangein slope at
202.6 K, and amaximum at 211 K. These temperatures
show reasonable agreement with the temperatures of
the specific heat peaks and also with the singularitiesin
the temperature dependence of the dynamic shear mod-
ulus G(T) of NbH 3. The elastic modulus has a mini-
mum at 191.05 K and increases by approximately 6.5%
to T = 200 K. Near 202 K there is a small areawith a
kink (AT = 4-5 K) and then G(T) increases by approx-
imately 6% until the end of the transition at =218 K,
Fig. 3b. It has been noted that no time dependence of
the shear modulus of NbH, ¢ is observed even at 79 K
which indicates that the niobium matrix rearranges rap-
idly with the hydrogen redistribution and the hydrogen
mobility ishighevenat T = 100 K [18].

Theintensity I(T) of the (011) superstructural reflex
associated with the order parameter in the hydrogen
sublattice in the (011) plane of NbH;g,s decreases
almost to zero as the temperature decreases from 236.7
to 183.7 K [15]. This indicates that the order in the
hydrogen distribution in the (011) plane disappears in
the A phase compared with the 3 phasg, i.e., the forma-
tion of a disproportionate structure in the hydrogen
sublattice in the (001) plane is accompanied by the dis-
appearance of order in the (011) plane.

We are not completely clear why the C,(T) curvefor
NbH, g, exhibits three peaks in such a narrow tempera-
ture range, these being most likely broadened as for
NbH; g5 [13] and for NbH, g5. However, we can assume
that the configurational entropy of these peaks is evi-
dently associated with redistribution of hydrogen atoms
and changes in the shear modulus of the metal matrix
since the electron contribution to the entropy is small
because of the low density of states at x = 0.83 and the
vibrational contribution is also small, i.e., the specific
heat of this hydride is approximately the same before
and after the transition.
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The resistivity p(T) of NbHyg; only increases by
14% near the first stage of the phase transition (184.8—
196.7 K), see Fig. 1f. For various cooling and heating
cycles the resistivity of the sample in the transition
region differs but the temperature of this transition
remains the same. The thermal conductivity also has a
jump near the first stage of thetransitionat T = 193 K,
whose temperature also remains constant for different
cycles (cooling, heating, and recooling) but the thermal
conductivities in the transition region differ. We can
assume that the different values of the thermal conduc-
tivity and the electrical resistivity are caused by scatter-
ing at domains which, as was noted in electron diffrac-
tion studies of NbH, foils, had different patterns under
cooling and heating [16]. It may be noted that the
period c of the niobium sublattice along the zaxisalong
which hydrogen atoms and vacancies undergo ordering
according to [16], decreases at the given temperature,
i.e., the metal matrix is compressed in the [001] direc-
tion.

The ratio of the entropy jumps of the peaks on the
C,(T) curve for NbH g3 obtai_ned by separating the
large peak with a shoulder, using the Lorentz—Gauss
method, is approximately the same, being 1: 2.6: 1.4.

On comparing these data we can state that when
hydrogen atoms undergo one-dimensional ordering
along the z axis, substantial changes take place in the
hydrogen sublattice and these are associated with
changes in the shear modulus of the hydride. Unfortu-
nately in [18] the authors do not indicate how the
NbH g3 sampleis cut and thuswe do not know in which
crystallographic direction the shear modulus changes.
However, we can postulate that the niobium atoms are
displaced in the [001] direction in the (110) planes not
filled with hydrogen atoms [24].

According to electron diffraction data for niobium
hydride foils[16], the domain walls of the 3-phase dis-
appeared as aresult of aA — [3 transition and stripes
appeared perpendicular to the [001] direction charac-
teristic of the incommensurate A phase, the spacing
between them (=50 A) corresponding to the unit cell
dimension of thelong-period phase. The shear modulus
of the A phaseis approximately 12% lower than that of
the 3 phase.

3.4. A' — A Phase Transition

The C(T) curve at 110-138 K has aweak anomaly
as a result of the A' — A phase transition with an
entropy jump AS = 0.22 + 0.01 J(mol K). An anoma-
lous increase in the shear modulus by approximately
4% is observed in thistemperature range but no specific
heat anomalies are detected for this NbH, g3 sample at
T = 105 K where aminimum in G(T) was observed for
NbH, g3 which was interpreted as a second-order phase
transition [18]. The magnetic propertiesin this temper-
ature range do not reveal any singularities but the curve
of K(T) shows a dight change in slope at 110-138 K.
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The parameter ¢ (see Fig. 1b) also decreases in this
range of anomalies.

In NbH, g, an anomaly on the C,(T) curve with an
entropy jump AS = 0.05 J(mol K) and a volume jump
of around 1% was also observed for the A' — A tran-
sition (T = 115-138 K), i.e., thiswas afirst-order phase
transition. The NbH, g3 volume jump for this transition
cannot be determined exactly because the error in
determining the volume is larger than that for NbHg gy,
possibly due to the higher lattice stress at a given
hydrogen concentration. However, the specific heat
anomaly of NbH, g; may be compared with the specific
heat and electrical resistivity anomalies of PdH,(D,) at
50 K [6]. A neutron-diffraction analysis of PdDgs
powder [25] showed that the specific heat anomaly is
attributable to a transition of deuterium atoms in
octapores from a random distribution over nearest-
neighbor sites to an ordered distribution over second
coordination sphere sites. In this case the crystal struc-
ture of PdD, ¢ remains the same, cubic, and only the
space group changes. In an NbH system in the range of
hydrogen concentrations x = 0.83-0.84 the type of
A' — A phase transition depends on the change in the
electronic structure of the hydrides.

3.5. Properties of the A' Phase
Despite the large error in its determination, the

degree of tetragonalness of the \' phase ¢ — +/a° + b*/2
is positive and constant for NbHg; a T < 110 K unlike
NbH, g, for which it is negative and decreases linearly
at T < 110 K. The magnetic susceptibility curve has a
positive slope. The shear modulus increases anoma
lously asfar as T = 65 K as the temperature decreases.
At T < 65 K the hysteresis in the kinetic and magnetic
properties of NbHg g3, i.e., p(T), k(T), and x(T) disap-
pears.

The thermal conductivity of the A' phase of NbH g5
has a broadened maximum with T, = 92 K caused by
phonon scattering at hydride lattice defects and most
likely, hydrogen sublattice defects and is similar to the
broadened maximum of NbHy.g [23]. The residual
resistivity of NbHg g3 pres = 1.35 HQ cm is constant as
far asT = 23 K and ishigher than p,,, = 0.63 uQ cmfor
NbH, g.. At low temperatures (T < 0.10,, elastic scat-
tering) the thermal conductivity K is proportiona to
temperature. The electron contribution to the thermal
conductivity of NbH,g; calculated using the Wiede-
mann—Frantz formula: Ky = LoT/p, where L, is the
Lorentz constant, is approximately 25% higher than the
measured value in this temperature range unlike
NbH 75 and NbH g5 for which k4 was 0.9k and 0.42k,
respectively at T = 10 K [23]. The situation for NbH g5
may be explained by the fact that for x = 0.83-0.84
there are two groups of carriers having different relax-
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Fig. 4. Behavior of the coefficient of thermal expansion of
NbH, (t = 100 K) near the critical hydrogen concentration
Xc = 0.83-0.84.

ation times as aresult of an electron-topological transi-
tion near these hydrogen concentrations.

4. NbH SYSTEM—INTERSTITIAL ALLOY

Itis appropriate to recall that the chemical potential
and the Fermi surface can change by applying pressure
or varying the concentration of the alloy components
[26]. As we noted in the Introduction, various studies
have shown that in many substitutional alloys the
smearing of the Fermi surfaceis small [2]. Unlike sub-
dtitutional alloys, the interstitial NbH alloy has a regu-
lar metal matrix which can easily be seen fromthe Laue
diffraction pattern of [-NbH,g; which reveals dlight
splitting of the reflexes as aresult of areduction in the
symmetry of the niobium matrix (fcr).

The assumption that the Fermi surface topology of
NbH, changes substantially near x = 0.83-0.84 isbased
on the following two factors: (1) the coefficient of ther-
mal expansion of these NbH, niobium hydrides has a
discontinuity at 100 K and x = 0.83-0.84; (2) the den-
sity of electronic states of stoichiometric NbH has an
abrupt minimum near the Fermi level as for molybde-
num. The Fermi surface of molybdenum is closed
whereas that of niobium is open and for certain values
of x. for interstitial alloys, asfor substitutional alloys of
the Nb,Mo;, _, type, the hole surface centered at point I
in the Brillouin zone characteristic of Nb may well be
compressed and disappear completely and an electron
sheet may appear at the center of the Brillouin zone
characteristic of molybdenum [27]. For NbH, the
behavior of the dependence B(x) for x. = 0.83-0.84 is
similar to the behavior of 3(P) near the critical pressure
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P, if the number of cavities at the Fermi surface
increases for P = P, [26, Fig. 40]. Thus, we shall
assume that a new surface, most probably an electron
sheet, appears in the region of x. for NbH,, as shownin
Fig. 4.

We shall make a more detailed analysis of the

behavior of the volume coefficient of thermal expan-
sion for NbH,

_ 19V
B=Jar

using data on the linear expansion of hydrides,
_ 1oL
[,0T’

for x=0.78, 0.86, 0.87,and 0.9 at T = 100 K [14, 28].
Thistemperature was sel ected because the dilatometric
measurements of the hydrideswere made at T > 77 K
and at T < 110 K no phase transitions take place in an
NbH system. Since according to preliminary x-ray data
hydrides having these compositions have a bce lattice
a T < 120K (datafor NbH, g5 Wwere published in [13]),
we can take 3 = 3a. For NbH 5, the values of 3 were
obtained from x-ray data. For NbH, g; we estimated 3 =
4.86 x 1075 K~ from x-ray datafor two points at 90 and
110 K having the same error, bearing in mind that the
overall NbH, g5 volume remains constant at 30—100 K,
as can be seen from Fig. 1c. Note that the lattice of the
niobium matrix for NbH, g3 and NbH, g, compositions
has an fcr structure.

The volume of the NbH, g5 unit cell at 30K is81.03 +
1.38 A3 which is 0.5% larger than the volume of
NbHg g4, V = 80.61 + 0.79 A3, The compression of the
NbHg g, Volume can aso be attributed to an electron-
topological transition near thishydrogen concentration.

Thus, the assumption that an electron-topological
transition takes placein an NbH, alloy at x, can explain
three experimental observationsin the A' phase: (1) the
calculated value of Ky for NbHgg; at T < 23 K is 25%
higher than the measured value of K; (2) the discontinu-
ity in the concentration dependence B(x) at 100 K; (3)
the compression of the NbHgg, volume by approxi-
mately 1.5% at 100 K. Quite clearly, information on the
galvanomagnetic properties of NbH,g; is required to
explain this assumption.

5. CONCLUSIONS

1. We have refined the NbH phase diagram for
NbH; gs. We studied o' —»  —= A — A\’ phasetran-
sitions and determined the temperature boundaries,
entropy jumps, and lattice parameters of the 3, A, and A'
phases. We determined the A" phase which existsat T <
110 K and the degree of tetragonalness of this phase
was positive.
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2. The A — 3 phase transition for NbH, g5 IS more
likely of the first order but three-stage as for NbH, g,.
The one-dimensional ordering of the hydrogen atomsis
closely related to a substantial change in the elastic
moduli of the niobium matrix.

3. From an analysis of our data and the published
data we put forward the assumption that in an NbH,
interstitial aloy in the vicinity of hydrogen concentra-
tions x = 0.83-0.84 in the A' phase the Fermi surface
most likely changes substantially and the appearance of
anew surface, possibly an electron sheet, is most prob-
able. The smearing of the Fermi surface of thisintersti-
tial alloy isclearly small at 100 K.
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Abstract—An analysis is made of various methods of phenomenological renormalization based on finite-
dimensional scaling equations for inverse correlation lengths, the singular part of the free energy density, and
their derivatives. The analysisis made using two-dimensional Ising and Potts|attices and the three-dimensional
Ising model. Variants of equations for the phenomenological renormalization group are obtained which ensure
more rapid convergence than the conventionally used Nightingale phenomenological renormalization scheme.
An estimate is obtained for the critical finite-dimensional scaling amplitude of the internal energy in the three-
dimensional Ising model. It is shown that the two-dimensional Ising and Potts models contain no finite-dimen-
sional correctionsto theinternal energy so that the positions of the critical points for these models can be deter-
mined exactly from solutions for strips of finite width. It isalso found that for the two-dimensional Ising model
the scaling finite-dimensional equation for the derivative of the inverse correlation length with respect to tem-
perature gives the exact value of the thermal critical index. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Aswe know [1], the renormalization group method
lies at the basis of modern phase transition theory. In
this approach, the critical points of a system are identi-
fied with the fixed points of renormalization group
mappings. By linearizing the renormalization group
transformations near a fixed point it is possible to find
the critical indices of the system of interest.

Many different specific redlizations of the renormal-
ization group procedure now exist. One of these rediza
tions is the so-called phenomenologica renormalization
group proposed by Nightingale [2, 3] (see aso the
reviews [4, 5]). In this approach the scaling functional
relationship between the correlation lengths of partially
finite subsystems is interpreted as a renormalization
group transformation. Combining this with expressions
for the correlation lengthsin terms of eigenvalues of the
transfer matrices reduces theinitial functional equation
to a transcendental one and its solution gives an esti-
mate for the critical temperature.

Dos Santos and Sneddon [6] noted that a phenome-
nological renormalization group can be constructed
using not only the correlation length but any quantity
having a power divergence at the phase transition point.

Binder [7, 8] suggested a variant of the phenomeno-
logica renormalization group based on using the
moments of the distribution function of the order parame-
ter; the moments can be expressed directly in terms of the
susceptibility of the system. This method has been widely
used in calculations using the Monte Carlo method.
Recently, Itakura[9] expanded the Binder phenomeno-

* This work was partly carried out at the Landau Institute of Theo-
retical Physics, Russian Academy of Sciences, Chernogolovka,
Moscow oblast, 142432 Russia.

logical renormalization scheme using linear combina-
tions of different-order moments.

In the present study various phenomenological
renormalization variants using awide range of physical
guantities (such as the free and interna energy, ordi-
nary and nonlinear susceptibility, and so on) are used to
calculate the critical coupling in the two-dimensional
Ising and Potts models and aso in the three-dimen-
siona Ising model. An analysis can reveal the best
renormalization strategies. Increasing the convergence
is fundamentally important for three-dimensional sys-
tems because as aresult of the giant orders of the trans-
fer matrices, the eigenval ue problem can only be solved
for subsystems having extremely small transverse
dimensions.

However, a study of the convergence of various types
of renormalizations revea ed equations which can be used
to find exact vadues of the parameters of infinite systems
(critical temperatures and in one case, critical index) using
the characteristics of partialy finite subsystems.

Thisarticleis constructed as follows. Section 2 con-
tains equationsfor different variants of the phenomeno-
logical renormalization group. In Section 3 these equa-
tions are applied to the two-dimensional Ising and Potts
models and in Section 4 they are applied to the three-
dimensional Ising lattice. The conclusions reached are
summarized briefly in the final section.

2. EQUATIONS FOR THE PHENOMENOL OGICAL
RENORMALIZATION GROUP

In accordance with finite-dimensional scaling the-
ory [10-13], the inverse correlation length k, and the

singular part of the reduced free energy density f; (f; =
f. —f,, where f_ and f,, are the free energy densities of
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the subsystem and the total system, respectively) near
the critical pointt=h =0 (t = K—-K_ isthe “tempera
ture” or more accurately the deviation from the critical
coupling, and h is the externa field) satisfy the func-
tional relationships

Ki(t, h) = b7ky(t, ), )
fo(t, hy = b f5,(t, h). @)

Here d is the space dimension, L is the characteristic
linear dimension of the subsystem, b = L/L" isthe coef-
ficient of the scaling transformation. The renormaliza-
tion group equationst' = t'(t, h) and h' = h'(t, h) linear-
ized near the fixed point t = h = 0 have the form

t = b't+0O(t?), ©)

h = b"h+0(h?), @)

where y; and y;, are the thermal and magnetic critical
indices of the system.

In the Nightingae approach [2-5] the relationship (1)
is treated as a renormalization group mapping (t, h) —
(t', h"). In this case, theinverse correlation length of the
spin-spin correlation function is given by the standard
expression

k. = In(AIA), (5)

where A §L) and A éL) are the largest and second largest
eigenvalues of the transfer matrix of the subsystem,
respectively. As a result, for systems with phase dia-
gram symmetry h — —h (and thus h. = 0; we only con-
sider these systems here) the only unknown coordinate
of the critical point can be determined from the tran-
scendental equation

Lk (Ko) = (L=1)k_1(Ko) (6)

(in order to maximize the accuracy of the estimate K. it
isusualy assumed that L' = L — 1). Nightingale described
his renormalization method as “phenomenoclogica” [3]
(see also [14]) since it uses a scaling finite-dimensional
equation which is not derived microscopically using
the method.

Quite clearly, the phenomenological renormaliza-
tion (t, h) — (t', h") can be made with equal justifica-
tion using relation (2). In this case, we obtain the fol-
lowing eguation to determine the critical coupling K,

LYfP(Ke) = (L—=1)f7 4 (Ko). 7)

Thefree energy density of the partially finite subsystem
L9-1 x oo isthen calculated using the formula

f_= L%, (8)

and the “background” f,, istaken from outside.
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Differentiating expressions (1) and (2) mtimeswith
respect to temperature and n times with respect to the
field allowing for Egs. (3) and (4), we obtain [15]

Ll—myt NYh (m n)(t h) (9)
= (L),
Ld_myt_nyh s(m, n)(t h)
d—my,—ny, . s(m, n) (10)
= (L) foo ot h).

These relationships or some combinations thereof can
also be considered as implicit renormalization group
transformations. For large subsystem dimensions all
equations of this type should give the same results.
However, for small L which we need to deal with in
practice, the various renormalization group equations
yield estimates of different accuracy. Aswe shall see, this
circumstance means that it is possible to construct phe-
nomenologica renormalization schemeswhich givefaster
convergence than that achieved in conventionaly used
realizations of the phenomenological renormalization
group method.

In addition to Egs. (6) and (7) in the present study
we also give estimates of the critical coupling obtained
from the following renormalization group equations
[taking those ratios (9) and (10) from which the
unknown indicesy, and y,, are dropped a priori]:

(4)
XL

LXL

(4)
XL 1

) (L—l) XL—1

(11)

KC KC

where x, = 0%,/0h?, ., = fi°? is the susceptibility

and x? = 0% /o, - = F2> is the nonlinear sus-
ceptibility (Eq. (11) correspondsto the Binder phenom-
enological renormalization [7, 8]);

k) I = (L) s (12

L kP, = (L=1)" %P Xy, (13)

L2 ke = (-0 Wuxi,. 1
Here we have k™ = a% /oh"}, ., = k*" (K, 0). For-

mulas for the derivatives of the inverse correl ation length
and thefree energy with respect to h, expressed in terms of
the eigenvalues and eigenvectors of the transfer matrices,
suitable for programming are given in [16, 17].

For better clarity, Egs. (6), (7), (11), (12), (13), and
(14) will be denoted by the mnemonic symbols k, fS,
XAI%2, (KD)2fx, kAfx, and K@/x?, respectively when
the numerical data are given in the tables.
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Table1. Estimates of K for atwo-dimensional square Ising
lattice; K& = 0.440686...

Equation (2,3 3,4 (4,5)
K 0.42236 | 0.43088 (—2.23%) | 0.43595
X@Ix? | 042593 | 0.43242 (-1.88%) | 0.43672
K@/x2 | 042596 | 0.43243(-1.87%) | 0.43673
fs 0.44324 | 0.44168 (+0.23%) | 0.44105
KAy 0.47420 | 0.45153 (+2.64%) | 0.44626

3. TWO-DIMENSIONAL SYSTEMS

We shall first test various types of phenomenol ogi-
cal renormalization group eguations on the two-dimen-
sional Ising and Potts models, for which the positions
of the critical points are known in exact analytic form
[18, 19].

3.1. Ising Model

We shall start with the most studied system, the
Ising model. Table 1 gives results of our calculations of
the critical coupling for a simple square Ising lattice.
The calculations were made for L x oo strips having a
periodic boundary condition in the transverse direction.
Estimates are given for (L — 1, L) pairswith L < 5. For
a(3, 4) pair the relative errors of the estimates are also
given in parentheses; their sign indicates whether they
arelower (-) or upper (+) estimates. The types of renor-
malization group equations used are indicated in the
first column. We recall that in this model we have

2G |1

1
K, = é|n(1+[2), fo = =2 +3In2

(G isthe Catalan constant) [20].

It can be seen from the data presented in Table 1 that
the best lower estimate of K. is obtained from Eq. (14).
The Binder scheme gives dlightly inferior results. This
approach, which isusually used for Monte Carlo simu-
lations, as we noted in the Introduction [because it does
not have formulas of the type (5) for the inverse corre-
lation length], was used in the transfer matrix variant in
[21]. The Nightingale renormalization (first row in
Table 1) which is amost universal (except perhaps for
the study just mentioned [21]) is used for calculations
using the transfer matrix method and is only third in
terms of accuracy among the lower estimates.

It isworth noting that we al so succeeded in obtaining
phenomenological renormalization group equations
which also yield upper estimates of K, (the two lower
rowsin Table 1). Of these two estimatesthe renormaliza-
tion scheme using the singular part of the free energy
density [Eq. (7)] gives better-quality results. The values
obtained using this scheme are at the sametime the best
in terms of absolute value among al the lower and
upper estimates.
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Unfortunately the renormalization procedure using
the singular part of the free energy requires an advance
knowledge of the critical free energy of the system f,,.
In order to overcome this constraint, instead of the two
strips required to construct the renormalization group
equation, we take three. In other words we shall take
the triads (L,, L,, L3); an additional relationship can
eliminatethe parameter f.,. For the free energy densities
of the three subsystems at the critical point we have
i sz = f_ + é(;,

1 2 (15)

Here A, = L9f (0, 0) is the critical finite-dimensional
scaling amplitude of the singular part of the free energy
density. Eliminating the parameters f,, and A; from the
system (15), we arrive at the equation

Ld_Ld d
F(K) = F(K) -2l — o

16
Lg—LgDﬂD (16)
where
f, —f
F(K) = L b (17)
sz_fL3

Equation (16) can apparently be used to determine the
position of the critical point but it has no real roots.

All the eigenvalues of the transfer matrix of an L x co
Ising cylinder are known in exact analytic form for any
L [20, 22]. Thelargest eigenvalueis

AP = (25inh2K)
xexp[(ys+Vs+ ... +Ya_1)/2],
wherey; are the positive solutions of the equations
coshy, = cosh2K cosh2K — cos(1r/L). (29

Using formula (8) we then obtain expressions for the free
energy densties f (i =1, 2, 3) contained in Eq. (17).

L/2

(18)

Subsequent calculations using these formulas show
that the curves Z(K) do not intersect the abscissa and
thus the equation Z(K) = 0 has no real solutions (see
figure). However, it is noticeable that for various choices
of parametersL,, L,, and L the function Z(K) [and there-
fore &(K)] has an extremum positioned at the exact
value of the critical coupling. Differentiating relation (17)
with respect to K, we arrive at the equation

(u, —u )(f =) = (u,—u )(f —f), (20)

where u_ = 0f /0K is the interna energy of the sub-
system. By using this equation or finding the extremum
of the function F(K) we can extract exact values of the
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critical temperaturesfor infinite systems (at any rate for
some) from the characteristics of their finite sub-
systems. (This is the desired aim of any finite-dimen-
sional theory.)

Equation (20) can be approached from several posi-
tions. We shall analyze expression (10) in the first
derivative with respect to K (m= 1, n = 0). For a fixed
point this renormalization group transformation gives

L7 (Ko = (L) U (Ky),

where u; = u_ — U, is the singular part of the internal
energy density. It follows from Eq. (19) that

dy,/0K|,_, =0 (r#0)

(21)

(22)

(in this context see Fig. 118 in [23]). After differentiat-
ing we find that u (K, = /2 regardless of L. In other
words, al the finite-dimensional corrections to the
background u,, (=/2 [20]) are zero, i.e., the singular

part of the internal energy is completely absent. Conse-
guently, we obtain

u; (Ke) = 0. (23)

This property of the model leads to Egs. (20) and (21)
being satisfied.

We shall now analyze the first derivative with respect

to temperature of the other fundamental equation in finite-
dimensiona scaling theory, i.e., EqQ. (1).

The second eigenvalue of the transfer matrix of the
Ising model in terms of value is given by

AP = (2€inh2kK)
xexp[(Yo+VYao+ ... +Ya_2)/2].

Equations (5), (18), (19), and (24) can be used to find
an anaytic expression for the inverse correlation
length. Taking the first derivative with respect to K we

obtain the dependences K (K) = 0k /0K for various L.
All these dependences have a common point of self-
intersection and this is positioned at the exact value of
the critical coupling: kK, (K) =—2foral L =1, 2, ...

(i.e. in aninfinite lattice K,, =—2). Thus we have
KL(Ke) = Ke(K). (25)

Reversing this reasoning, we conclude that Eq. (25) can
also be used to determine the exact position of the critical
point of aninfinite two-dimensiona |sing lattice using the
solutions for strips of finite width.

Moreover, in accordance with relation (9) for m=1
and n = 0 we have

L/2

(24)

In(k /K,

Yo = Ly

(26)

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Voal. 91

335

F
20

15

0
0.1 0.3 0.5 0.7

09 K

Behavior of the function J(K) for triads of 1sing strip clus-
ters(, 2, 3), (2, 3,4), and (3, 4, 5) given by curves 1, 2, and 3,
respectively. In all cases the minimum of the function is
positioned at the exact value K, = 0.5In(1 + ./2) =
0.440686....

Consequently, this finite-dimensional expression tak-
ing into account condition (25) gives an exact value for
the thermal critical index of the two-dimensional Ising
model: y, =1

For the Ising model Eg. (25) can be generalized to
the form

(kLl_kLz)(KLZ_KL3)
= (kLZ_kL3)(KL1_KL2)

and the problem of determining K. can be reduced to
searching for the extremum of the function

(27)

K, — KL
D(K) = :

— (28)

3.2. Potts Model

In the two-dimensional g-position Potts model for
an isotropic square-cell lattice the critical coupling is

= In(1+./q) [24]. Table 2 contains estimates of K,
obtained by us using various constructions of the phe-
nomenological renormalization group for the Potts
model with three node states (q = 3). The free energy
background in this model is given by [25, 26]

f, = —+|n(2ﬁ,)+-|n(2+J§) (29)

An analysis of the data given in Table 2 shows that
Egs. (7) and (12) give substantially better-quality esti-
mates than the Nightingale approach (first row in the
table). The renormalization group equation based on
the scaling relationship for the singular part of the free
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Table2. Estimatesof K. for atwo-dimensional square three-
exact

position Potts lattice: K = 1.005052...

Equation (2,3 3,4 (4,5)
K 0.96248 0.98350 (—2.1%) 0.99467
KW’ Ix | 099311 0.99920 (—-0.6%) | 1.00380
fs 1.00927 1.00667 (+0.2%) | 1.00565

Table3. Estimates of K. for a three-dimensional simple
cubic Ising lattice; K& = 0.22165459(10)

Equation (2,3) (3,4

K 0.21340 0.21826 (-1.53%)
X@ry? 0.21823 0.22002 (—0.74%)
K@rx2 0.21824 0.22006 (—0.72%)
fs 0.22354 0.22236 (+0.32%)
K@rx 0.22658 0.22323 (+0.71%)

energy again gives the smallest errorsin terms of abso-
lute value.

Calculations made for L x oo strips with a periodic
boundary condition in the transverse direction then
uniquely indicate that in the two-dimensional g-posi-
tion Potts model all finite-dimensional corrections to

theinternal energy (u,, = 1+ 1/./q [18]) are aso absent
at the critical point. Consequently, the equation

U (Ke) = up(Ky)

gives the exact value of K. Satisfying condition (30)
then has the result that Eq. (20) is valid and thus the
extremum of the function (17) is positioned strictly at
the exact value of the critical coupling. It should be
noted that in computer calculationsit is morelogical to
search directly for the extremum of the function than to
differentiate the free energy numerically and then solve
the transcendental Eq. (30) numerically.

Equation (30) for thepair (1, 2) wasfirst obtained by
Wosiek from his postulated maximum principle for the
normalized moments of transfer matrices[27] (seeaso
[28]). In[29] the Wosi ek equation was then generalized
totheform (30). Our Eq. (20) isafurther generalization
of Eq. (30).

Note that in the Potts model the curves kK, (K) also

intersect. However, unlike the Ising model the points of
intersection are not now positioned at the exact value of
K.. At the exact value of the critical coupling the func-

tions K (K) have different values for various L. Unfor-

tunately the scaling formula (26) then only gives
approximate estimates of the thermal critical index

(30)
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which, for example for the three-node Potts model is
Y, = 6/5.

Returning to the two-dimensional 1sing modd we can
confirm that acompl ete system of equations of the type
(30) isin fact obtained for this mode:

ul (Ko) = ul(Ky), (31)

where u{ = afilaK are internal energy levels; this
term wastaken by analogy with the“free energy levels’

fl =LA, j=1,2, ... (see, for example [30]).

4. THREE-DIMENSIONAL ISING LATTICE

We shdl now consder a three-dimensiona Ising
modd for a smple cubic lattice. Unlike the two-dimen-
siond 1sing moddl, which is solved anaytically over the
entire temperature range, or the two-dimensional Potts
model whichis solved exactly at asingle point, the crit-
ical point, for the three-dimensional 1sing model we are
forced to confine ourselves to numerical estimates. The
highest-quality estimates for the critical coupling and
the free energy background have now been obtained by
Monte Carlo simulation for L x L x L cubes: K, =
0.22165459(10) [31] and f,, = 0.77790(2) [32].

Table 3 gives our results for the three-dimensional
Ising model. The renormalizations were made for L x
L x oo parallelepipeds with periodic boundary condi-
tions in both transverse directions. The calculations
were made for subsystems with sidelengthsL < 4, i.e,,
for transfer matrices having dimensions up to 65536 x
65536.

We can see from Table 3 that as in the two-dimen-
sional case, the best lower estimates of K, are provided
by the renormalization group Eq. (14). On comparing
the lower and upper estimates we can conclude that the
best of al the results is again given by renormalizing
the singular part of the free energy.

In the three-dimensional case the amplitudes of the
finite-dimensional corrections to the internal energy at
the critical point are no longer zero. In accordance with
the scaling Eqg. (21) we have

u (Ky) = u, + AL (32)

where A, isthe amplitude of the principal finite-dimen-
sional correction to the internal energy density of the
system at the critical point. Calculations using for-
mula (32) for a4 x 4 x « cluster using the values u,, =
0.990637(47) [33, 34] and y, = 1.5865(14) [31] give
A, = 1.19.

Since A, # 0, Eq. (30) now only reproduces an approx-
imate value of K. Also Eq. (20) is not satisfied exactly.
Calculations of the position of the minimum of the
function (17) for the triad (2, 3, 4) yield the estimate
K. = 0.233003. Unfortunately, the accuracy of this esti-
mate (5.1%) is significantly inferior to the errors of the
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estimates obtained from the other renormalization
schemes (see Table 3).

5. CONCLUSIONS

Nontrivial models with known values of the critical
coupling have been used to study phenomenological
renormalization schemes which for the same sub-
system dimensions give more accurate results than
those used so far. We established that for Ising models
the renormalization group equations using combina-

tions L1-2k /x? and L1-9k? /x, give uniformly
converging bilateral estimates of K. wheretheerrors(in
the three-dimensional, most important case) are less
than half those obtained in the Nightingal e method.

Another result of this study is related to the exact
results. We have shown that by making the amplitudes
of the finite-dimensional corrections to the interna
energy vanish, exact values of the critical temperatures
can be determined for the infinite two-dimensional 1sing
and Potts models from the solutions for their partially
finite subsystems. In addition, we have observed that for
the two-dimensional 1sing model the temperature deriv-
aive of the inverse correlation length has absolutely no
finite-dimensional corrections. Thismeansthat it is also
possible to find the exact value of the thermal crisis
index for this model from the finite-dimensional equa-
tion.

Both the conclusions reached from these results have
practical applications but separate analysesare required
to develop them.
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Abstract—An analysis is made of the influence of the spatial dispersion of LO phonons and the exciton effect
on the energy spectrum of magnetopolarons in a quantum well. It is shown that in optical experiments where
light isincident normally on the plane of the quantum well, adiscrete spectrum of magnetopolaronsis observed.
Both the phonon dispersion and the Coulomb attraction of an electron and a hole may lead to a shift of the dis-
crete magnetopolaron energy levels and additional contributions to the broadening of various levels. © 2000

MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

We shall analyze the energy spectrum of the elec-
tronic excitations in a quantum well positioned in a
strong magnetic field perpendicular to the plane of the
well. Since the system is homogeneous in the quantum
well plane (xy plane), any excitation, be it an exciton or
a magnetopolaron-hole pair allowing for Coulomb
electron-hole interaction, may be characterized by the
quasi-momentum J; in the quantum well plane if the
wave functions are suitably selected. For excitonsin a
strong magnetic field these functions were obtained in
[1] and for magnetopolaron—hole pairs they were
obtained in [2]. The quasi-momentum J{; can be a
guantum number since any excitation consisting of an
electron and aholeisneutral. (Werecall that in astrong
magnetic field states in which the vector 3{; is a quan-
tum number do not exist separately for an electron or a
hole.) The aim of the present study is to determine in
principle how magnetopolaron theory changes when
allowance if made for the dispersion of LO phonons
and the exciton effect, i.e.,, Coulomb interaction
between an electron forming a polaron and a hole
which interacts weakly with LO phonons.

If the excitations are generated in a quantum well as
aresult of exposure to light, the condition J; = K is
satisfied where K is the projection of the light wave
vector on the plane xy. For normal irradiation, i.e.,, kg =0
we obtain K = 0. Quite clearly, for J{; = 0 and finite
motion of excitationsalong the zaxisit isonly possible
to have a discrete energy spectrum. In particular, this
implies that for normally incident light neither allow-
ancefor the dispersion of the LO phonons nor Coulomb
interaction between an electron and a hole can lead to
smearing of the excited energy levelsin the band. These

factors can only cause a shift of the discrete levels and
changethereciprocal lifetimesy corresponding to these
levels. Theresults of the present study confirm thisgen-
eral assumption. It will be shown that allowance for the
exciton effect |eads to a dependence of the energy of a
magnetopolaron-hole pair on the energy of the quasi-
momentum K of the total motion which may be
observed experimentally including cases where the
light is obliquely incident on the quantum well plane.

The magnetopolaron effect, also known as the
Johnson-L arsen effect, wasfirst described in [3-5] (see
alsothereviews[6-8]). Magnetopolaronsareformedin
three-dimensional (3D) and in quasi-two-dimensional
(2D) systems, for example, in quantum wells. The
spacing between the magnetopolaron levelsin 3D sys-
tems is approximately a?%hw o [9] where a is the
dimensionless Frohlich coupling constant of electrons
with LO phonons [10] and in 2D systems this spacing
is approximately a¥?hwy, o [11-24].

2. INFLUENCE OF THE DISPERSION
OF LO PHONONS ON THE MAGNETOPOLARON
SPECTRUM

A theory of magnetopolaronsin aquantum well was
constructed in [19] neglecting the phonon dispersion,
i.e., using an approximation in which all the phonons
involved in the formation of polarons have the same
frequency w, o. The electrons interact with trapped and
interface phonons. In the continuum approximation
[25], i.e. inthelimit a — O, where a is alattice con-
stant, the trapped phonons have the frequency w, o with
no dispersion whereas the interface phonons possess
dispersion, i.e., the frequency depends on the modulus
gp of the phonon wave vector in the plane of the quan-

1063-7761/00/9102-0338%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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tum well. The frequency of the interface phonons
depends on the parameter q,d where d is the width of
the quantum well. Outside the limits of the continuum
approximation we need to allow in particular for the
dependence of the LO phonon frequency on the vari-
able g-a. In[23] we showed that in cases of fairly wide
guantum wells we can use an approximation in which
the interaction with trapped phonons is replaced by
interaction with bulk phonons and the interaction with
interface phonons can be neglected. Quite clearly, only
the dispersion caused by the departure from the contin-
uum model remains in this case. Polarons allowing
for interaction with interface phonons were consid-
ered in [14].

Magnetopolarons in a quantum well were classified
in [2, 23]. By way of example we consider the most
well-studied magnetopolaron which is denoted by A.
This occurs as a result of the crossing of two levels of
the electron—phonon system having indices m, n = 0,
N =1andm,n=1, N =0, where misthe quantum num-
ber of the electron size quantization, n is the Landau
guantum number, and N is the number of LO phonons.

The energy of thefirst level is €5, + 2, + fiw, o and that

of the second is €., + =, where €, isthe energy of the

size-quantized level m measured from the bottom of the
quantum well. For example, for awell having infinitely
high barriers we have

e _ fLZT[Zm2

€ - 1 (1)
" 2m.d’
where m, isthe effective electron mass, m=1, 2, 3, ....
We a so introduce the notation
_ gy _ 3wy _ |elH
Z0 - 2 ’ Z1 - 2 H (’oeH - meC (2)

(where eisthe electron charge, H isthe magnetic field,
and c is the velocity of light in vacuum). We shall
neglect the phonon dispersion for now. Quite clearly
the levels cross at the magnetic field where

Wen = Wio- (©)

If the resonance condition (3) is satisfied, therole of the
electron—phonon interaction increases sharply, leading
to repulsion of the levels of the electron—phonon sys-
tem and thus to the formation of a magnetopolaron.

The theory developed in [19] can be applied if the
widths of the quantum wells are not too great when the
spacing between the magnetopolaron levels (polaron
splitting) is small compared with the distance from the
next size-quantized level. It was shown in [23] that this
last condition is satisfied for a well in the
AlSb/GaAg/AlSh system where d < 500 A. We assume
low temperatures, at which optical phonons are not
excited.
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We consider a square quantum well of type | having
the band gap E,. The magnetic field is directed perpen-
dicular to the plane of the quantum well (along the
z-axis) and the vector potential is selected in the gauge
A = (0, xH, 0). The wave functions of the electronsin
the quantum well have the form

1

Jty

W n(xy.2) = (x+apk)—=€""052), (@)

where
H,(x/ &) exp(—x/ 2aj)

J%2"nia,, ’

H,(t) is a Hermite polynomial, L, is the normalization

length, ¢r,(2) isthereal electron wave function normal-

ized to unity, corresponding to the mth size-quantized
level (see, for example, [19]). We writethe electron—LO
phonon interaction in the form

V=S [ )b, + 65 (s, b1, )

Pn(x) =

where v is a set of indices consisting of the vector g
and other indices|j characterizing the trapped and inter-

face phonons, b, (b,) isthe phonon creation (annihila-
tion) operator,

Cre2) = Ce™ N2, 6)

where the values of C,n,(2) for interaction of electrons
with other species of phononsin the quantum well were
determined in [25]. We showed in [23] that for d =
200 A, in the case of GaAs we can use interaction with
bulk phonons, which gives a good approximation. In
this approximation the set of indicesv is converted into
g where g = (qp, q,) is the three-dimensional phonon
wave vector and according to [10] we have

@ = €%,
7)
. fmal’{? 1 (
C, =Cy = —|thOD—VO 0 g

| = Jh/2mw, o, a = (E42hw, ol)(Ve,, — Uey), Vyisthe
normalization volume, and gy(g,,) is the static (RF) per-
mittivity [10]. For GaAswe havel ~ 40 A, a = 0.071.
Using Egs. (4) and (6) we find that the matrix elements
of theinteraction are given by

IdS" q”i"fk'y, m 6y (o 2)Wn, Ky, m
(8)

- 2 1
N iaya,(k, + Kk
= B 1y-q UL (W exp o TI)
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g =hayoa'?

Fig. 1. Dependences of the function F(E) determining the
position of the magnetopolaron levels[formula (19)] on the
energy E when the resonance condition (3) is satisfied; B =

dl =751 = (ﬁ/2meu),_o)”2, Size quantization quantum
number m=1, (1) c=0, (2) ¢ = 0.04g1%, (3) c = 0.291%, g =
hay oo 2, E; ., E}, ., and E. denote the position of the levels

in the presence of dispersion, E, and E,, denote the position
in the absence of dispersion.

where we introduce the notation:

Unn(V) = CY ¥y n(@nds x H/H)MHY),  (9)

_ [/min(n!, n'!) .jp-mgs gt
Knn(s) = /\%I 50

(10)
2 ! 2
< exp 5 Hexp| B | (n-m) Ll w55
M) = Idz[¢§(z)12nv(z), (11)

s is a two-dimensional vector, s = Js{+s,, ¢ =
arctan(s,/s,) , and La(t) isaLaguerre polynomial.

Neglecting the phonon dispersion, the authors of
[19] obtained the following equation for the energy E of
magnetopolaron A:

Y Iuw)®

E-%, -
v E-3,—hw,

= 0, (12)

where the notation U(v) = U o(v) was introduced.
Using Egs. (10) and (11) we obtain

2 2 2 2
a, a
VWP = e 2 e 2w, (13
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Solving Eq. (12) we find that
_ 4+t hw g
E, = -

(14)

4

where the index p denotes one of two polaron levels:
p = a conventionally refersto the upper level [plussign
on the right-hand side of Eq. (14)] and p = b refersto the
lower level [minussign on theright-hand side of Eq. (14)].
The solution (14) is valid near the resonance (3),
exactly at the resonance

i/\/(zl—ZO—ﬁwLof_l_ ZlU(V)|21

By = 5+ [S UMW), (15)
P TEEY
so that the polaron splitting is
AE® = EF—E® =2 /Z|U(v)|2. (16)
v

In [19] calculations were also made of the wave func-
tions of magnetopolaron Ain statesp=aandp = b.
Neglecting the phonon dispersion, i.e., the depen-
dence of the frequency w, 5 on the indices v, using the
method described in [19] we aobtain instead of Eq. (12)

o Vo )* _
E-2, ZE—ZO—th-(qD) -
dp )

By way of example we consider the case of a fairly
wide quantum well when the approximation of electron
interaction with bulk phonons can be used. Neglecting
the anisotropy of the phonon spectrum, we define the
phonon dispersion as

W o(d) = Wo—Aw(d), Aw(q=0) =0 (18)
Then Eq. (17) istransformed to give
FE)=E-Z%,

(17)

(19)

_ U@s @) _
z E-Z,—fiw o + AW o(d) ’
q
wherein accordance with Egs. (7), (11), and (13) we have
V(A 0 = (o)

A4al a’
Voq2 2

(20)

2 qz ,
expE—5 ()",

00

M(a,) = Id2[¢ﬁ1(2)]2exp(iqzz)- (21)

Thefunction F(E) iscalcul ated for the case of quadratic
dispersion

Dwio(0) = cq’ (22)
and when the resonance condition (3) is satisfied. For
those values of the energy E when the denominator may
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E (a)
E,
zl qc q
E l——

2o+ iy o(q)

341

E (b)
E,
Z] q'(' q'h q
E, ' :

|

|

I
E, Zy+ hoyo(q) !

Fig. 2. Schematic diagram of the magnetopolaron levels E; , E,, and E; and dependences 2 + ity o(0). Figure 2a corresponds to

alower phonon dispersion than Fig. 2b.

go to zero, the integral was taken in the sense of the
principal value. Figure 1 givesthe function F(E) for the
case of zero dispersion: ¢ = 0 (curve 1), c/gl> = 0.04
(curve 2), c/gl> = 0.2 (curve 3), and g = 7wy a2
Curves 2 and 3 intersect the abscissa at the points Ej,

E. and E, obtained allowing for the dispersion of LO
phonons. The points E, = 2, — [y, UW)|* and E, =
>+ /Zv |U(v)|? of intersection of curves 1 with the

abscissa are consistent with the theory, neglecting the
LO phonon dispersion. It can be seen from Fig. 1 that
as the dispersion parameter increases, the differences
E,— E, and E, —E, increase. If the dispersionisweak,
the deviations are small, i.e., we obtain small shifts of
the polaron levels. The third point of intersection corre-
sponding to the energy E. only occurs when the disper-
sion is taken into account. This last result will be dis-
cussed below.

Phonon dispersion may lead to additional contribu-
tions to the reciprocal lifetimes of the polaron states.
This can be explained using Fig. 2 which gives the
energy levels E;, E. and E; and aso the schematic
curves describing the dependence of =, + %w, o(g) on
the absolute value g of the three-dimensional phonon
wave vector when the resonance condition (3) is satis-
fied. Figure 2b corresponds to higher phonon disper-
sion than in Fig. 2a. In Fig. 2athe curve 2, + 2w o(Q)

does not intersect the energy levels E, and E;. This
means that the denominators E, — 2, — AW, o(q) and
E, —3,—70), o(q) ontheleft-hand side of Eq. (19) do not
go to zero and the real solutions E, and E,, are exact.

Using the method developed in [19], we can show
that the wave functions of a magnetopolaron corre-

1 The main, radiative and nonradiative, contributions were calcu-
lated in [2].
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sponding to the exact solutions E; and E;, near theres-
onance (3) have the form

_ uwir ]
O, o0= |1+
ok { zE;—ZO—thO(V)

. 2
x LP(; o mF Z eXpIEIqux(ky_qy/z)]
Y a Ep—Zo—hw o(V)

(23)

x U E(V) LPS, ky—qy, mb\ti| |0D

where |00is a function describing the phonon vacuum,
and p isequal to a or b. The functions (23) differ from
the corresponding functions neglecting the phonon dis-

persion merely by replacing E, with E, and o with
W o(V) [19]. Thewavefunctionsare orthonormalized, i.e.,

Id3r< 0/©5kOpi|O) = By, pBy i

The condition for orthogonality of the wave functions (23)
having the indicesa and b is easily checked if we bear
in mind that the following relationship is satisfied

(24)

z |U(V)|2 =1,
v [Ea—Zo— 7w o(V)][Ep—Zo— i (V)] (25)

whichiseasily obtained if first E; and then E, aresub-
stituted on the left-hand side of Eq. (19) and one expres-
sion is subtracted from the other.

With reference to the energy E, it can be seen from
Fig. 2 that the curve 2, + iw, o(q) always intersects the
E.level sincethislevel iscloser totheenergy >, =3, +
hwy o, the weaker the dispersion. This implies that the
denominator E, — X, — W, o(q) on the left-hand side of
Eqg. (19) goesto zero for a certain value g, of the abso-

lute value of the LO phonon wave vector. Conse-
guently, the real value of E. is not an exact solution of

Eq. (19).
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Fig. 3. Position and broadening of the magnetopolaron lev-
el's under resonance conditions caused by the phonon dis-
persion asafunction of the dispersion parameter c: 35 = 7.5,

m=1,g= ﬁoq_oaﬂz, E, and Ey, arethelevel positionsin the
absence of dispersion, E; and E}, are the level positions

allowing for dispersion, and vy, is the reciprocal lifetime of
the lower level caused by the spatial dispersion.

In Fig. 2b the curve 2, + Aty o(Q) not only intersects
the energy level E. but also the lower polaron level E, .

From this it follows that only the real solution E, is

exact and the solutions corresponding to levelsc and b
should contain imaginary parts. Thisimpliesthat states

c and b have finite lifetimes, which are denoted as y*

and y," . We shall attempt to calculate the values of y,
andy,, For thiswe need to generalize Eq. (19) so that it
can have a complex solution. This generalization
involves replacing the true energy E by E + id where
0 — +0. An imaginary correction then appears in
Eq. (19) associated with going round the pole of the
integrand expression [in fact the function F(E + i0) is
the denominator of the single-particle retarded electron
Green function]. We shall assume that the reciprocal
lifetime y, of the magnetopolaron state p is very short.

Then, assuming E;, = E,, —iy,/2, where E,, isreal and
using an expansion asaseriesin termsof small y, inthe
zeroth approximation we obtain from Eqg. (19)

2
E;J_Zl—Rez ] |U(qD’ qZ)| — =0, (26)
;. Ep—2Zo—nw o(0) +1d

where & — +0 and in the next approximation

2
Yp = —2Iml'z , V(@c. 6o .
h 5 Ep—Zo—fiw o(d) +i0

(27)

%Tz |U(ap, qz)lza[ E;J —25—hw o(0)].
q
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Having calculated y,, we find that these values are
actually small and thus we check whether the method
that reduces to the equalities (26) and (27) isvalid. We
can say apriori that the method can be applied to level
b for fairly weak dispersion but not to level c.

We subdtitute Eq. (20) into the right-hand side of
Eq. (27) and use the dispersion (22). We calculate the
functions Jl(q,) using the wave functions

052 = (2/d)”sin(mnz/d), 0<z<d (28)

(and ¢(2) =0 outsidethisinterval, which corresponds
to awell with infinite barriers). We then obtain
2(2m)*(1 — cos
l(g)[*= f(Q) = 2EMM) (1= 0sQ)
Q[Q" —(2rmm)7]
where Q = g,d, mis the number of the size-quantized
level. Integrating on the right-hand side of Eq. (27) over
0y using a &-function, we express y, as an integral in
terms of the variable Q:

(29)

~ 20lhw; o

Gpd
Yo J’ dQe"xf(Q),  (30)
0
where E'p isthe energy of the polaron level p calculated

in accordance with Eq. (26) allowing for the LO phonon
dispersion:

dp = /_Z_O_tﬁ(*_c)_'-‘_J___l_E_E’ (31)
2 2 2
x= @
Bo
2d
Bo = Ja; (33)
H

If condition (3) issatisfied, wefind 3, =d/I. For any val-
ues of the number mwe have

[dQf (@ = 32 (34)
0

Thus, the integral on the right-hand side of Eq. (30) is
always smaller than 31v2. For very weak dispersion

dg,>1, ayq,>1, (35
theintegral is
qpd

J'dQe‘xxfm(Q) <1 (36)
0

Thisimpliesthat for thep = b level wefindy, — O as
the dispersion parameter c tends to zero since %, +

hwy o — E, in the denominator on the right-hand side of
Eqg. (30) tends to 2, + AWy o — E,. Figure 3 shows the
position of the E; level and also the position and broad-
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ening of the E; level as a function of the dispersion
parameter c. It can be seen that for low values of the
parameter ¢ the broadening is weak and the approxi-
mate expression (30) obtained above for vy, is valid.
However, as the parameter ¢ increases, the value of v,
increases to such an extent that the solutions (26) and
(27) cannot be considered to be correct. For compari-
son we give the formula for the magnetopolaron split-
ting AE™s obtained in [23] for broad wells in the limit
B, > 2mm. This formula has the form

AE™ = a"hw, o./61/d.

Comparing Eqg. (30) with Eq. (37), we find that 7y, >
AE"™s in cases of fairly weak dispersion.

(37)

For level ¢ we find in accordance with Eq. (30) that
as the dispersion decreases, thereciprocal lifetimey, of
thislevel increases. In fact the denominator on the right-
hand side of Eq. (30) contains the vdue >, + ity o — E;
which tends to zero as the dispersion parameter
decreases, whereas Y, tends to infinity. The fact that the
reciprocal lifetime y, is high in cases of weak disper-
sion indicates that the method of successive approxi-
mations (26) and (27) cannot be applied to analyze
level ¢c. The question of the existence of this level still
remains unresolved.

3. INFLUENCE OF THE EXCITON EFFECT
ON THE MAGNETOPOLARON SPECTRUM

In the previous section we studied a magnetopo-
laron formed by an electron. In this section we consider
amagnetopolaron-hole pair. We shal| assumethat Cou-
lomb forces have a weak influence on the spectrum of
an electron—hole pair which is satisfied under the con-
ditions

8ec > Ay Boc > d, (38)
where a,,. = fi%€,/U€? is the Vanier—Mott exciton radius
for zero magnetic fidd, 4 = mmy/(m, + m,) is the
reduced mass. For GaAs using the parameters mym, =
0.065, m/m, = 0.16, g, = 12.55, fiw, o = 0.0367 eV we
obtain
ay = 57.2A,

8o = 146 A, (39)

ay = JJch/(JéH,s) , Hes is the magnetic field corre-
sponding to the magnetopolaron resonance (3), and m,

isthe free electron mass. For GaAswehaveH, =20.27T.

From Eq. (39) wefind that (a;; /8% =~ 0.154, i.e., the
first of the two conditions (38) is satisfied although the
second requires usto analyze wells of width d < 146 A,
i.e., narrower than those considered in Section 2.
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Thefirst of the two inequalities (38) is equivalent to
the following:

0,/ 2 > AEg, (40)
where w,, = |eH/uc is the cyclotron frequency, and

AE,. = ﬁzluaﬁxc is the exciton binding energy in zero
magnetic field. If the conditions (38) are satisfied, the
Coulomb electron—hole interaction may be considered
to beasmall perturbation and we can calcul ate thefirst-
order correctionsto the energy of the el ectron—hole pair
(see [1] where the purely one-dimensional case was
considered). In [2] the unperturbed wave functions of
an electron-hole pair were taken as functions having
the index H; and the indices n and n' referring to the
relative motion of the electrons and the holes[26]. Note
that theindicesn and n' are uniquely related to the Lan-
dau quantum numbers n, and n,, of the electrons and
holes, respectively, and for n, > n, we have n = n,
n'=n,—n, < 0 whereasif n<n,wehaven=n, n' =
Ny — Ne > 0. Electron-hole pairs allowing for Coulomb
forces, which may be called excitons, are characterized
by the same sets of indices H{;, n, n' or I, ng, Ny, It was
shown in [1] that the corrections to the energy of an
electron-hole pair caused by Coulomb interaction
depend on the quasi-momentum ¥ in the quantum
well plane, i.e., the Coulomb forces lead to dispersion
of the excitons.

The corrections to the energy caused by the exciton
effect may divided into two parts. Thefirst part depends
only on the indices n, and ny, and corresponds to H; = 0.
The second part (residue) depends on 7, n., and n, and
describesthe exciton dispersion. The energy of an exci-
ton characterized by the quasi-momentum J{; and con-
sisting of an electron having indices n, and m, and a
hole having indices n,, and m,, where my(m,) is the
number of the electron (hole) size-quantized level, is
given by

1
%ne, Ny, mh(ﬂ{D) = Eg + seme + 8rf:‘h + B-le + E%%weH
(41)

# Bt 2o + 4%, (),

where A€, (H) is the Coulomb correction to the

exciton energy in which we isolate the contribution
Hy=0:

A€, o (Ho) = €, 0 (H=0)+A2,€, (Hp). (42

The exciton states having indices n,, n,, m,, my,, and 3,
are described by unperturbed (neglecting Coulomb
forces) wave functions which are not given here.

We shall consider a pair consisting of a magnetopo-
laron and a hole. For the case of a magnetopolaron A
the following levels cross: an exciton having theindices
n.=1, n, = 1, mand an exciton having indices n, = 0O,
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n,, = 0, m plus a phonon of frequency w, 5. We selected
n, = 1, my, = m, = msince this electron-hole combina-
tion may be generated by light in the case of an infi-
nitely deep quantum well. If we neglect the correction

A€, . (Fr) which depends on J{, the resonance
condition has the form

hWey = i o

_ _ (43)
+ 0o 1(H = 0)—A€, (I = 0).

Since the exciton corrections A€, ,(H;=0) and

A€, 1(H 5= 0) have different vaues, the resonance

condition (43) differs from the resonance condition (3)
obtained neglecting Coulomb forces. Using [19] we

can obtain the following equation for the energy € of
amagnetopolaron-hole pair:

€ —€1,1()n)

lUW)®

(44)
- 2% — 01T -0 —hw o

The inequalities (38) and the estimates (39) give fairly
stringent upper constraints on the quantum well width
which makes it difficult to use the approximation of
bulk phonons, at least for GaAs. Thus, the index v in
Eq. (44) istaken to mean the indices g and j, where |
refersto trapped and interface phonons, as noted above.
Since the dispersion of any phononsis neglected in this
section, the denominator in equation Eq. (44) does not
depend on the index j.

Measuring the energy from the level Ey + €5, + &, +
3hw,,/2 we obtain

€11(Hp) = 2+ 2€ 1(IHp),

(495)
€o1(Hn) = Lo+ 3XE01(IH0).

Quite clearly the corrections A,€,,_, () to the

energy yield two important results. First the energy of
a magnetopolaron—hole pair begins to depend on the
vector K. For normally incident light we have

A€, . (Ir) =0but adependence of theenergy onJi,

should be observed for obliquely incident light on the
surface of the quantum well. Second, the denominator
on the left-hand side of Eq. (44) contains the term
€0, 1(H5—qp) and thisshould give the same qualitative
results as allowance for the phonon dispersion, i.e.,
additional shifts of the energy €, of the upper and
lower polaron levels and additional contributionsto the
reciprocal lifetimes of the polaron states. In order to
obtain more accurate results we aso need to allow for
the dispersion of the LO phonons and the influence of
Coulomb forces.
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Abstract—The contribution of inelastic subbarrier impurity scattering of tunneling electrons to the nonreso-
nant transmission of a quasi-one-dimensional tunneling junction with weak (low impurity concentrations)
structural disorder at temperature T = 0 is determined. It is shown that this contribution leads to an increase in
the tunneling transmission and conditions are determined for which this increase may be appreciable. © 2000
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1. INTRODUCTION

The influence of eastic subbarrier impurity scatter-
ing of electrons on the tunneling transmission and cur-
rent—voltage characteristic of a quasi-one-dimensional
dielectric layer with weak structural disorder was
investigated in [1, 2] in resonant and nonresonant tun-
neling regimes.

In the present study we consider an additional chan-
nel for subbarrier scattering of tunneling electrons, i.e.,
inelastic scattering by impuritiesat T = 0, and in the
first order in terms of impurity concentration we cal cu-
late its contribution to the tunneling transmission of this
junction in the nonresonant tunneling regime.

We shall show that at T = O this contribution leadsto
an increase in the nonresonant tunneling transmission
compared with the case of purely elastic impurity scat-
tering. Conditions are obtained for which this increase
may be appreciable and, for example, for the typical
parameters of atunneling junction may be severalfold.

2. MODEL: BASIC EQUATIONS

We shall solve the problem of calculating the tun-
neling transmission of a quasi-one-dimensional dielec-
tric layer containing randomly distributed identical
impurities for electrons incident normally to the layer
and having the energy &, > 0 on entry to the layer.

We assume that the dielectric layer consists of a
fairly large number [2] of dielectric filaments of
length L with noninteracting impurities situated in the
ground state at T = 0. The regular (not perturbed by
impurities) barrier potential of the filament isuniform:
U, = const > g, The electron density in the incident
flux is so small that al interelectron interactions and

statistical correlations attributable to the Pauli principle
may be neglected over the entire barrier region. This
means that we can in fact consider a single-electron prob-
lem in which atunnedling eectron can undergo either dlas-
tic or indagtic scattering by impurities. The relaxation
time of an impurity, i.e., the time taken for it to be trans-
ferred from an excited gate to the ground state is assumed
to be much shorter than the time interval between succes-
sve collisons and the excitation energy is*dumped” into
athermostat situated at T=0. Thetunneling takes place by
a nonresonant mechanism, i.e., at energies €, some dis-
tance, first from the spectrum of resonant tunneling trans-
mission [1, 2] (inthe case of attractiveimpurities) and sec-
ond from the “ceiling” of the barrier U, so that quantum
trangtions of atunneling eectron into the energy range of
theresonant spectrum and into the subbarrier energy range
may be neglected. The mean free path for eectron hop-
ping from filament to filament is assumed to be large com-
pared to the filament length L and thus the one-dimen-
sond tunnding dynamics for each filament does not
depend on the others. The one-dimensional impurity con-
centration n per filament islow so that the following rela-
tionships are satisfied between the characteristic parame-
ters having the dimensions of length

o< <ni<lL, 1)

wherer is the radius of the electron—impurity interac-

tion, ag" = (U, — &)2 is the characteristic attenuation
length of an electron state having the energy €, in ahomo-
geneous barrier (A = 1, m= 1/2 isthe e ectron mass).

Sincein cases of weak disorder the principal contri-
bution of subbarrier impurity scattering effects to the
specific coefficient of attenuation factor of the nonres-
onant tunneling transmission is determined by first-

1063-7761/00/9102-0346%$20.00 © 2000 MAIK “Nauka/Interperiodica’



INFLUENCE OF INELASTIC SUBBARRIER IMPURITY SCATTERING

order terms with respect to the dimensionless impurity

concentration ¢ = nug1 < 1,inorder tofindthese, asin
cases of purely elastic scattering [1], it is sufficient to
consider the scattering of atunneling electron at aniso-
lated impurity Situated as an arbitrary point x; in the
dielectric filament (0 < x; <L).

The Schrodinger equation describing a system con-
taining an interacting electron and impurity has the form

A~

[Fo+Fo+ Ain]Wx §) = EO(x &),
0<E<U,,

where W(x, &) and E are the wave function and the total

energy of the system

02

Ho = —=+U( ©)

is the Hamiltonian of a free (not interacting with an
impurity) electron,

MJ, 0<x<lL,
Ux =0 ° (4)
O, x<0,x>L

isthe regular potential of the barrier,

19, yE
2Ma§ 7 ®)

is the Hamiltonian of a free impurity. The quantity ¢
can either be taken to be the internal vibrational degree
of freedom of the impurity or the overall vibrational
degree of freedom of the entire impurity. In this last

case & = x — x¥ isthe deviation of the impurity coor-

dinate x; from the equilibrium position x . In both
cases the free impurity is modeled by a one-dl men-
sional harmonic oscillator having the mass M and elas-
tic coupling constant y. The model Hamiltonian of the
electron—mpurity interaction,

A = B3E)S(x—x?), (6)

is the simplest generalization to the case of inelastic
scattering of the operator of the local (r, — 0) single-
impurity perturbation of the &-function type used in the
one-dimensional case [1]. Attractive impurities corre-
spond to the “interaction” constant 3 < 0 and repulsive
impurities correspond to 3 > 0.

We shall seek a solution W(x, &) of Eq. (2) in the
form of an expansion in terms of the eigenfunctions

¢ (&) [3] of theHamiltonian I:IE satisfying the equation

AS0E) = w0 &), k=012.., (7)
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where
- 1 _ly
Wi = k+50, Q= J&
&) = (2KTE) exp&ﬁ—mk%ao%

& = (MQ)™,

k 2
H(@ = (1) exp(2) TERZ)
dz

are Hermite polynomials.

To theleft of the barrier (x < 0) W(x, &) isasuperpo-
sition of waves incident on the barrier and reflected
waves:

W(x, &) = ¢y (€)exp(igox)

+) bed (&) exp(—igex) ©®
Z kP P(—1QkX),

where gy = Ve(k) , e(k) = E— k), 0o = O, ko =0isthe
quantum number of the oscillator before scattering.

To the right of the barrier (x > 0) W(x, &) is a super-
position of transmitted waves:

W(x &) = 5 &) expliax-L)]. 9)
k

The object of the calculationsis the tunneling trans-
mission of the barrier averaged over the impurity coor-
dinates:

gUtD
D(eg) = =0 (10)
Jx 80
where
(1)

gMo= Z 2./e(K) [Ef ¢ O
k

isthe transmitted flux (per filament), the angular brack-
ets denote averaging over the impurity coordinates,

i€ = 2./e0
istheincident flux.
Substituting Egs. (11) and (12) into Eq. (10), wefind

(12)

D) = 5 (2 E(k) e o] (13)

k
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or, going over here from summation over k to integra-
tion over e = E—(k + 1/2)Q, wefinally obtain

0 = [[£ ek

whereintegration is performed over all subbarrier ener-
giesO<e<U,.

(14)

3. DERIVATION
OF THE SUBBARRIER “KINETIC" EQUATION

Here the method proposed in [1] is generalized to
the case where inglastic scattering at impurities is also
taken into account and the subbarrier “kinetic” equa-
tion is derived to within terms of the first order with
respect to the impurity concentration.

Wewrite Eq. (2) inthe barrier region0< x< L inthe
form

0w
X2

—8°W = B3(E)d(x— X)W, (15)

where G% = U, — E + H5. We seek its solution in the
form

WX &) = > gdx)du(®). (16)
k

Substituting Eqg. (16) into Eg. (15), we obtain an equa-
tion for g(x):

2
d :;gx)_aigk(x) = BY fudx-x)gdx), (A7)
4

where a = U, —g(K), e(k) = E — w(K),

fue = I¢I(E)5(E)¢k-(2)dé = 0;(0)0(0). (18)
We write the solution g,(X) in the form of a sum:
9(®) = g + gX), (19)

wherethe functions gj (x) aredefined so that outside an

impurity they satisfy the equation
dgy +
=X = a,q; (20)

Introducing the Green function h(x - X) =
(2a) texp(—o, Jx —X|) of Eq. (17), we express g,(X) and
gi (x) asfollows:

9x) = exp(=a,x)g(0)

. (21
+explag(x—L)]g(L) —h(x—x)B z e k(X))
"
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exp(—0X)gy(0),
exp(—a,x)gi(0) —h(x—x)B

X< X

9(x¥) = (22)

X z feO(X), X>X;,
n

exp[a(x = L)]gi(L) —hy(x —x)

g(X) =< x BZ feOe(X), X<X (23)
n

expla(x—L)]g(L),
Note that the functions gi(x) have a discontinuity at
the point x = x;.

The conditions of continuity W(x, &) and dW(x, &)/0x
with respect to the variable x expressed in terms of the

functions g (x) at the barrier interfacesx = 0, x = L,
have the form

Okt by = 9(0) + g,(0),
i[O —bi] = o[ gk(0) —gi(0)],
gi(L) + gilL) = ¢

o[ Gk(L) —gL)] = iauC.

From thiswe obtain two relationships necessary for the
following calculations:

X > X;.

(24)

- 2iqo Oy +idy +
0) = — i + . 0), 25
9«(0) O — i g ek O(k—lquk( ) (29)

200, _
C = - L). 26
K ka—lquk() (26)
It follows from Eq. (26) that
% 4(12 —% _
[ef o= —— 5 (Dg(L)T (27
Oy + Qg

Thus, in accordance with Eq. (27), in order to find the

average L&} ¢, [ contained intheformulafor the tunnel-
ing transmission (13), we need to find the correlation

function Gy(x) = [ (X)g(X)Dat the point x = L.

We obtain the subbarrier kinetic equation for G(X)
following the ideology adopted in [1]. For this we first
note that, as in the case of pure elastic subbarrier scat-

tering at low impurity concentrations (c = na- < 1)
the second terms on the right-hand sides of Egs. (21) and
(25) for nonresonant tunneling are exponentially small
compared with the other terms with the probability 1 —c
and may be neglected. Physically, this corresponds to
neglecting waves reflected from the interfaces x = 0,
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x =L from the inner region of the barrier 0 <x< L. To
within exponential accuracy we then have from Egs. (21)
and (25)

¥ = exp(—0,x)gu(0)
(28)
—h(x=x)B z f e Gk(X),
o
2100
6(0) = =B (29)

Assuming in Eg. (28) x = x and taking into account
Eq. (22), we find

0%) = G =0 =55y Tud(0). (30
2

Equation (30) is adiscrete variant of the Fredholm sec-
ond-order integral equation for the function g,(x;). For
the model interaction Hamiltonian (6) the kernel fy.
[Eq. (18)] is degenerate [4] and an exact solution (30)
is easily found:*

(31)

g(X) = G(x—0) — Ukz fre k(X = 0),
%

where

Hi 2ak{ BZZKK}'

Substituting Eq. (31) into Eq. (22) and systemati-
cally assuming x = x, —0x/2 and X = X, + 0x/2, we obtain
inthelimit dx — 0 an equation for the smoothed func-
tion G(X) = [ (X)g(X) 0 averaged over the impurity
coordinates:

0G, (x
0 - 2ufe 00 + > WG (@)
(k¢k)
where
w
O(k = ak+n“kfkk_¥ (33)

is the attenuation coefficient for purely elagtic scattering,
Wiie = n“ﬂfkk"z' (34

Equation (32) was derived using an approximation of

random phases of the quantities g,(x) in accordance

L Note that for more “realistic” interaction when the kernel f,;. is
nondegenerate equation (30) can be solved by an iterative method
for afairly small interaction constant B and the first iteration has
the form (31) where py = 3(2a k)‘
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with which [5] for scattering at a macroscopic system
of impurities randomly distributed in space we have

3 fue k. (QGe()ID= fioc i ()G
A

S fiiefue B (960

Kk, K"

= 3 |fud” Wic (0G0
4

Note that in the limit of purely elastic scattering (when
k=ko and f. = 0 ) Eq. (32) yields the corresponding
Eq. (2.12) from [1].

Converting in Eq. (32) from summation over k to

integration over €, we obtain the subbarrier Kinetic
equation on the ex plane:

‘% - 20%e)GE, )+ I(e, %), (35
where
a®(e) = ae) + nu(e) f(e, &) - ML,
€ (36)
I(g, X) = Iw(e, €)G(g', X)de',
0
W(E, €) = np’(e)|f(g, £)°Q™ (37)

Note that in the “collision” integral (g, X) the section
e-Q<eg<e+Qis“cutout”

Equation (35) is solved with the boundary condition
derived from Eq. (29):

A05Q
neo) = 2q_02
Oy + o

G(e, 0) = n(€o)0(e —¢0), (38)

4. FOKKER-PLANCK EQUATION

Assuming (as aresult of the smallness of the impu-
rity concentration and the nonresonance of the scatter-
ing) that the energy exchange process between a tun-
neling electron and impuritiesis slow [the x coordinate
playstherole of timein Eqg. (35)], we find a solution of
Eqg. (35) in the diffusion approximation. For this purpose,
acting in the spirit of the procedure for deriving the Fok-
ker—Plank equation from the kinetic equation [6, 7], we
convert from the integrodifferential Eq. (35) to the corre-
sponding differential equation.
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Writing the function in the integrand in I(g, X) as a
dependence on the energy transfer d = € — €' and the
energy €' = € — 0, we express the integral in the form

I(e, x) = J’ w(e — 0, 0)G(e — 0, X)dd.

In accordance with the assumption that the energy
exchange process is slow, the function w(e — 9, 9),
being a “dow” function of the first argument € — 9,
decreases rapidly as the second argument & departs
from zero since the principal term in the integral (39)
gives very low values of |§| < g, Taking this into
account, we expand in powers of  in the argument € — 0
of theintegrand function w(e — 9, d)G(& — 9, X) to within
terms ~0? and then reduce Eq. (35) to the form

(39)

0G(g, X) _ inel
% =20 " (e)G(g, X)

; , (40)
— 5lV(e)G(e, )] +——[d(e) G(e, ],
of3
where
ainel(s) - ad(s)—A(E),
A(e) = %J‘w(e, 0)dd,
: (41)

ve) = [ we, 8)odd,

£—¢g,

de) = % [ we 5)52d.

Bearing in mind the boundary condition (38), the slow
variation of the functions v(g), d(€), and the bounded-
ness of x (0 < x< L), Eq. (40) can be further simplified
by replacing the functions v(€), d(€) with their values at
€ = gy and writing Eq. (40) in heform

0G(g, X) _ inel
k. =20 " (g)G(g, X)

2 (42)
_VGG(e, x)+d6 G(g, X)
68 682 ’
where
v = v(g) = J’w(s, 0)0d9d,
’ (43)

€9

d = dig) = % [w(e, 8)3dd.
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Equation (42) is the Fokker—Planck equation for the
tunneling process being considered. Thefirst term on the
right-hand side of Eq. (42) describes the attenuation, the
second describes the drift, and the third describes the dif-
fusion of the spectral component G(g, X) on the plane ex.

5. TUNNELING TRANSMISSION

An approximate solution of Eq. (42) with the
boundary condition (38) for a small diffusion coeffi-

cient J/dx < a? ~ &, (asymptotically exact in the limit
d — 0) hastheform

_ Nn(&y) (E—¢€— VX)Z
Gl ¥ = 4ndxeXp[ 4dx }
X (44)

xaquwﬂ%+wm4,
0

where

o™ (g + vy) = a®(go+ vy) —Afgy),

1
Ao = 5 !W(SO, d)ds, )
a®(ge + vy) = a(go+ vy)

D) e 89— e 202

a(gg+ vy) = JUg—(gg+ vy).

We note that only terms of the order n were retained in
the calculations of o™ (g, + vy) in accordance with
the accuracy of the model.

It can be seen from Eq. (44) that the trgjectory of the
maximum of the function G(g, X) with respect to € on
the ex plane is described by the equation €, = g5 + vX
and its characteristic width is of the order of magnitude

of ./dx. In this case, the procedure for converting from
Eq. (40) to Eq. (42) impliesthat the conditions vx < g,
aresatisfied forall 0< x< L.

Now assuming that Eq. (27) yields the inequality

4a’(g)
a’(e) + 9°(e)

and substituting Eq. (46) into Eg. (14), we obtain afor-
mulafor the tunneling transmission in the form

[ele)c(e)O = G(e, L), (46)

Dmm9=dw@mrqdﬁ%+wm4,(ﬂ)
0
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where

160°(€0) 9 (€o)
[a’(e0) + 9 (eq)]

When calculating the preexponential factor o(gy) in
Eq. (47) we neglected small terms ~vL/g, < 1 com-
pared with unity.

In order to estimate the contribution of inelastic
scattering effects to the tunneling transmission we find

a(gg) =

Dinel(so)
A = | , 48
(€o) n[ X (80)} (48)
where
D%(eg) = o(go) exp{—zpd(so)dy} (49)
0

is the tunneling transmission for purely inelastic scat-
tering.

Substituting Egs. (49) and (47) into Eq. (48), weobtain
L

Aeo) = 2I[ad(eo) —a™(e+ vy)ldy.  (50)
0

Taking into account that vy/a’ < 1foral O<y<L,we
find from Eg. (50) taking into account Eq. (45),

vL?
20(go)

Thus, since v > 0, A(gy) > 0, it follows that A(gp) > 0,
i.e., inelastic subbarrier scattering at T = 0 leads to an
increase in the tunneling transmission compared with
the case of purely elastic scattering at impurities.

Thisat first glance unexpected effect can be explained
qualitatively asfollows.

Allowance for inelastic processes in nonresonant
subbarrier scattering of tunneling electrons by impuri-
tiesat T = 0 not only leads to the appearance of addi-
tiona (inrelation to purely inelastic scattering) “inelas-
tic” tunneling channels where the energies of the trans-
mitted electrons are €, < g, [these correspond to terms
withn# 0) in formula (13)] but also leads to changes of
the tunneling transmission in the input, “elastic” chan-
nel [the term with n = 0 in Eq. (13)].

A specific feature of subbarrier (with imaginary
momenta ia,) scattering is that allowance for inelastic
processes in the input channel leads to an increase in
the real part of the amplitude Sy, of the elastic propaga-
tion of an impurity determined by

Jo(Xi +0) = Sgo(X —0).

Aeo) = +20(gg) L (51)

(52)
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Infact, substituting Eqg. (31) into Eg. (22), we obtain
thefollowing expressionfor Sy, in the second order of per-
turbation theory in terms of the interaction constant [3:

S = 1+ Fq, (53)

where
Foo = Foo+ Foo. (54)

is the amplitude of the subbarrier forward scattering in
the input channel,

e BfOO
= %0,
Foo 2a,

2 2
B | f00|2 (55)
(20,)
is the amplitude of the elastic forward scattering in the
absence of inelastic processes,

inedl _ |f0k|
Foo' = 20(02 20(k (56)

isthe contribution of inelastic process (“virtud” £, —= g,
electron transitions) to the amplitude of the forward
elastic scattering.

The fact that F'O'Z,d is pogitive ultimately leads to an

increase in the tunneling transmission of the layer in the
input channel compared with the case of purely eastic
scattering [theterm containing n = 0in Eq. (13)] whilethe
presence of inelastic tunneling channels [termswithn# 0
in Eq. (13)] gives an additional increase in the tunnel-
ing transmission.

Note that in the case of “above-barrier” (with real
momenta ¢,) scattering allowance for inelastic pro-
cesses leads to the opposite effect, a reduction in the
transmission coefficient of the layer [3]. The corre-
sponding formulas for the input channel in the quasi-
one-dimensional case considered here may be obtained
by substituting ia, — q, in formulas (55) and (56)
after which it can be seen that for above-barrier scatter-

ing Fae' < 0, which leads to a decrease in the real part

of the amplitude S, and ultimately reduces the coeffi-
cient of above-barrier transmission of the quasi-one-
dimensional layer.

We shall now estimate the right-hand side of
Eq. (51). For small energy transfers, & < g, when
oscillator transitions from the k, = 0 ground state to the
lower excited states with low values of k = &/Q are
important, for w(s,, 8) ((Eg. 37)) taking into account
Eqg. (18) and the explicit form of the functions ¢,(€)
((Eq. 7)) we obtain the estimate

W(Eo, 8) OnpeQ(8/Q)™,

p=1, (57)
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where Y, = J(gp)/€,. Then we have
€

Aey) = % [W(eor )35 Dniin %g (58)
Q

€

V(D) = [W(eo 8)3U5 = ko) BO0nu2e,,  (59)

where B~ g,In(e/Q) is the average energy transfer.

Substituting Egs. (58) and (59) into Eg. (51), we
obtain the estimate

2¢p| €0 o
A(gg) Dcpoig{agiﬁ + 4'”[54’ (60)

wherec = n0(51 <1, ¥ =0q,L > 1arethedimension-
less impurity concentrations and the barrier length,
respectively.

The estimate (60) should be made subject to the
constraint

vL 2

VE Qods < 1. (61)
&

The inelasticity of the subbarrier impurity scattering
strongly influences the tunneling transmission if
AEo) = 1. (62)

From Egs. (60)—62) we then obtain the corresponding
condition:

=]
E‘;&BZ + 43|n%‘%} scp<L (69
0
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For nonresonant energies €, the value of ué is no
greater than unity. Then, for example, for the typical
parameters of atunneling junction £ ~ 10, &,/ O(S ~1,
€/Q ~ 10-100 we find that for concentrations c such that

cug ~ 102 theinequalities (63) are satisfied, A(g,) ~ 1.

Consequently, even at low impurity concentrations
¢ < 1 and nonresonant energies g, inelastic subbarrier
scattering of electrons at impurities at T = 0 in fairly
long barriers £ > 1 may increase the tunneling trans-
mission severalfold.
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Abstract—A microscopic t—J- model with competing antiferromagnetic (J) and ferromagnetic (1) exchange
interactionsis proposed for strongly correlated electronsin RuSr,GdCu,Og. It is assumed that J > | for CuO,

layersand J < | for RuO, layers. A superconducting solution of dxz_y2 symmetry was obtained for the CuO,

layers while competition between ferromagnetism and p-type triplet superconducting pairing is obtained for
RuO, layers. It isshown that the RuO, layers have alower carrier concentration in the Hubbard subband formed
by coupled ((dy,—p)-19) orbitals compared with a bulk Sr,RuO, crystal, which leads to stabilization of the fer-
romagnetic state in the RuO, layer. © 2000 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

In the present paper we propose a microscopic
model of the electronic structure, electrical and mag-
netic properties of recently synthesized RuSr,GdCu,Oq4
layered oxides in which the coexistence of ferromag-
netism and superconductivity is observed [1, 2].

As aresult of the structural similarity of ruthenate
Sr,RuQ, and copper oxides, it has been possibleto con-
struct a hybrid compound RuSr,GdCu,Og in which the
RuO, and CuO,~Gd-CuO, bilayer are separated by
SrO buffer layers where the RuO, layers are responsi-
ble for ferromagnetism below the Curie point Te = 133 K
and the superconductivity below T, = 46 K is attributed
to the CuO, layers. However, the bulk Sr,RuO, crystal
does not exhibit magnetic properties and is a supercon-
ductor with alow value of T.= 1 K [3] and p-type pair-
ing [4]. A characteristic feature of Sr,RuQ, isits close-
ness to ferromagnetic instability which is observed in
the ferromagnetism of Sr,lr; _,Ru,O, [5] and the Rud-
del sdon—Popper series Sr,, ;. 1RU,O5, . 1 Withn=>2[6, 7].

The coexistence of ferromagnetism and supercon-
ductivity has been discussed on many occasions, begin-
ning with [8, 9]. There are two factors which destroy
the superconductivity in aferromagnetic medium: first,
exchange splitting lifts the energy degeneracy of the
partners of a spin-up and spin-down Cooper pair; sec-
ond, magnon exchange leads to repulsion for a singlet
pair [10] (although for triplet pairs this exchange gives
attraction additional to the phonon mechanism [11]). In
the compound being discussed, RuSr,GdCu,Og, coex-
istence occurs below T, and the superconductivity isnot

destroyed in the ferromagnetic state because of the spa-
tial separation of the CuO, and RuO, layers by SrO
buffer layers which suppress the relative influence of
the magnetic and superconducting layers. This means
that to a first approximation the superconductivity in
the CuO, layers and the ferromagnetism in the RuO,
layers can be considered independently. In this
approach the main question to explain the properties of
RuSr,GdCu,0O5 is as follows: why does the RuO, layer
exhibit ferromagnetic propertieswhile the Sr,RuQ, isa
superconductor?

Band calculations of Sr,RuO, using the density
functional method in the local density approximation
(LDA) give a nonmagnetic ground state [12, 13]
whereas GGA calculations using gradient corrections
to the density functional yield aferromagnetic Sr,RuO,
ground state [14]. The effective masses obtained in the
band calculations differ by almost an order of magni-
tude from the masses observed in experiments on the
de Haas—van Alfven effect [15] which suggests that we
need to alow for strong electron correlations in the
RuO, layers. For cuprates the important role of strong
electron correlation effects is also widely known (see,
for example, the review [16]). Thus, in the present
study we shall use the t—=J-I model which explicitly
allows for strong electron correlations and was pro-
posed in [17] to compare the superconductivity in
cuprates and ruthenates. This model is generalized to
the case of RuSr,GdCu,Og by having one set of param-
eters (t, J, 1) for the CuO, layer and another set of the
same parameters for the RuO, layer.
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The study has the following structure; in Section 2
we describe the t—J-1 model and its specific character-
istics for RuSr,GdCu,QOg, in Section 3 we describe the
superconductivity of CuO, layers, in Section 4 we ana-
lyze the competing ferromagnetic and superconducting
states of the RuO, layer, and Section 5 contains a dis-
cussion of the results.

2. GENERALIZATION OF t-J-1 MODEL
FOR RuSr,GdCu,Oq4

This compound, like oxides of copper and ruthe-
nium, is characterized by a mixed type of chemical
bond, with an ionic bond predominating in which al
ions entering the lattice participate. The weaker metal -
lic bond can be described using the multiband p—d

mode! which allowsfor the g, (dxz_yz and d ) orbitals

of copper, thety, (dyy, dy,, d,) orbitals of ruthenium, all
the p-orbitals of the oxygen ions, p—d hopping between
them, and al so for the Coulomb matrix elements at cop-
per Ug, and ruthenium Ugy,. In this model the Cd** and
SrO layersdl play apassive role.

In the weak correlation regime Ug, < W, Ug, <<
Wk, where W is the band half-width in the layersi =
Cu, Ru, asingle-electron approach works and the band
structure can be calculated from first principles. Such
calculations were recently made in [18, 19] which con-
firmed that Gd®* having the magnetic moment p = 7
does not influence the band structure of the CuO, and
RuO, layers. In these studiesit was shown that the el ec-
tronic structure of the CuO, layer isamost independent
of the magnetic state of the RuO, layer; despite the
strong exchange splitting (~1 V) of the spin subbands
in the ferromagnetic RuO, layer, the induced exchange
splitting in the CuO, layer is small, Ay, = 25 eV, which
is attributed to characteristics of the crystal, magnetic,
and electronic structures of RuSr,GdCu,Og. In fact the
magnetic moment of Ru is produced by the t,, orbitals
which are bound to the p,, p, orbitals of apical oxygen
by an extremely weak pdrt bond and have a zero over-
lap with the p, orbitals of apical oxygen. Inturn, the prt
orbitals of apical oxygen are not bound to the copper
dxz_yz and 4s orbitals. All these factors have the result

that the electronic structures of the CuO, and RuO, lay-

ers may be considered as isolated layers to a first
approximation.

The electron correlations in the band approach [18,
19] were taken into account using a generalized gradi-
ent approximation which cannot be used to describe the
electronic structure of CuO, and RuO, layers over a
wide range of concentrations, including the dielectric
in the undoped CuO, layer in addition to the metallic
phases. It is therefore interesting to consider a model
for the case of strong intraatomic correlations U, >
W, Ugr, = Wk, Although both layers (CuO, and
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RuO,) are metallic in this compound, the carrier con-
centration in these layers, as will be shown below, cor-
responds to weakly doped compositions in which
strong electron correl ation effects give substantial devi-
ations from Fermi liquid behavior [16].

In the strong correlation regime the three-band p—d
model at low quasi particle energies reduces to an effec-
tive t—J model [20-23]. The correlations raise the ener-
gies of the two-particle polar states, eliminating these
from the low-energy range. Mathematically this elimi-
nation leads to the constraint that part of the Hilbert
space is inaccessible as aresult of the zero occupation
numbers of the polar states. As a result for the CuO,
layer we obtain the effective t—J Hamiltonian (addi-
tional hopping between second neighbors t' and third
neighbors t" can also be taken into account in this
approach, but from the point of view of a qualitative
comparison of CuO, and RuO, layers they are unim-
portant in the present study):

HCuO2 = Z (SCu - H)X?G _tCuz X?OX?ft‘)
fo foo (1)

+JCu%BSf Esf+a_%_ﬁfnf+6%

Heref arethelattice sites, & isavector joining the near-
est neighbors of the site, X{"" = |m(Ih| are the Hubbard

operators, S is the spin operator, f; is the electron
number operator, €, is the energy of the single-hole
state, 1 isthe chemical potentid, ts, isthe hopping inte-

gral between nearest neighbors, and Jo, = 4t2,/Ug, is
the indirect antiferromagnetic exchange. For hole-
doped superconductors the local basis of the t—J model
includesthe states: |00)a Zhang—Rice singlet consisting
of two holes (number of electronsn, = 0) and the single-
hole states |ol,Jo = £1/2 (number of eectronsn,=1). The
constraint which eliminates local two-electron states
has the form

XP+y X =1 )
()

Typical valuesof the model parametersfor the CuO,
layer are: (J/t)c, = 0.4, and the parameter t is numeri-
cally small compared with the copper—oxygen p—d hop-
ping integral t ~ 0.1t [21]. For the typical value t,y =
1 eV weobtaint, ~ 0.1 eV. For these values of t., and
Jcu N the exchange pairing mechanism [24, 25] we
obtain T, ~ 100 K.

No similar derivation of the effective Hamiltonian
for the RuO, layer where the Ru layers have a d* elec-
tron configuration has been reported in the literature
although it is qualitatively clear from a genera
approach to the derivation of the effective spin Hamil-
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tonian eliminating polar states as aresult of strong cor-
relations that the hopping part of the Hamiltonian has a
form similar to theterm containing tc, in EQ. (1) and the

exchange interaction for a d* configuration is deter-
mined by two contributions: ferromagnetic 180° cat-
ion—anion—cation superexchange | (Fig. 1) and antifer-
romagnetic cation—cation exchange J ~ 4t§u /Ug, [26].

As aresult, we arrive at the Hamiltonian of the t—J—
model introduced in [17]:

z(em X = tr Y X7OX(%5

foo

+JRUZ% |:5f+8__rlfnf+6|] (3)

H RuO, —

_IRUZ% |:BH?‘)'{' nfnf+6|j

For the RuO, layer the Hamiltonian (3) describes
strongly correlated y-band electrons formed by intra-
planar hybridized (d,,—p)-Tt states. Here |OCand [oLCare
local (d,,—p)-Tt states of the RuO, cell having the num-
bers of holes n, = 9 and n,, = 1, and two-hole states of
theform |1, 1[Jdo not fall within the low-energy range.
Since the d* configuration contains two holes (mea-
sured from the vacuum term of the d® configuration),
the second hole is situated in a different orbital state.
According to band calculations [12, 13] for Sr,RuQO,
this hole belongs to the half-filled 3-band. For a peri-
odic multilayer superlattice such as RuSr,GdCu,Oq
essentialy is, tunneling across layers involving a- and
B-band electrons formed by hybrid (d,,—p) and (d,—p)
orbitalsis very weak and the role of strong correlation
effects for these states and also for their localization is
enhanced compared with a three-dimensiona Sr,RuO,
crystal.

Typical values of the parameters for an RuO, layer
are asfollows: tg, ~ 0.1 eV for the same reasons as t,
(independent confirmation of this value of tg, is
obtained from the value of the effective massm, ~ 10m,
in the Hubbard | approximation for the lattice parame-
ter of the RuO, layer). For Ug, = 4 eV the antiferromag-
netic exchange value is (J/t)g, = 0.1 or Jg, = 0.01 eV.
The ferromagnetic exchange parameter can be esti-
mated using the spin-wave formula for the Curie tem-
perature of a quasi-two-dimensional magnetic sub-
stance:

TcOzl/In(1/1), 4

where z is the number of nearest neighbors and for the
unknown ratio of the exchanges within the RuO, layer
(1) and between the layers (1)) we can assume on the
basis of the crystal chemistry similarity of the struc-
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Fig. 1. Diagram of (dy,—p)—Tt coupling in RuO, layer.

{UHB
T R LIPS
LHB/ A

Ru02

CuO, SrO
Fig. 2. Diagram of the band structure of a CuO,/SrO/RuO,

superlatticein the paramagnetic phase. Here UHB and LHB
denote the upper and lower Hubbard subbands. The hole a
band is also shown for RuO,. Carriersare holes at the LHB

top for CuO, layers and electrons at the UHB bottom for
RuO, layers.

tures of ruthenates and cuprates that by analogy with
cuprates I/I; ~ 10* [quite clearly as aresult of the loga-
rithmin formula(4) the exponent in thisratio very weakly
influences the result of the estimate). For Iz /tg, ~ 0.4 we
obtain T ~ 100 K which isin good agreement with the
experimental vaue of T = 133 K. According to the Good-
enough rules[26] for indirect 180° exchange d*-anion—d*
ferromagnetic exchange predominates over antiferro-
magnetic Iz, > Jg, @ was obtained in our estimate of
the parameters. The value of I, can also be estimated
independently using the temperature of the supercon-
ducting transition in Sr,RuO,, T, ~ 1 K which is
obtained for (I/t)g, = 0.4 and tg, = 0.1 eV within the
limits of the triplet pairing mechanism [17].

Interaction between the CuO, and RuO, layers not
contained in the Hamiltonians (1) and (3) is smal
although important from the fundamental point of view
since it ensures thermodynamic stability and deter-
mines the macroscopic symmetry of the superconduct-
ing and magnetic phases. We shall make a qualitative
analysis of the role of these interactions in Section 5.
Figure 2 shows a diagram of the electronic structure of
the CuO,/SrO/RuO, superlattice in the paramagnetic
state. The carriers in the CuO, layer are holes in the
lower Hubbard subband (LHB) and in RuO, they are
electrons at the bottom of the upper Hubbard subband
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(UHB) obtained by correlation splitting of the y band
responsible for the superconductivity in Sr,RuO, [27].
The a hole band in the RuO, layer (and aso the 3 band
not shown in the diagram) plays the role of an electron
reservoir and leads to the presence of carriers in the
RuO, layer without doping. A general chemical poten-
tial is established as aresult of theinterlayer tunneling.
The carrier concentration n, in the RuO, layer is a
parameter of the model. For Sr,RuO, we have ny = 0.28
[17]. The carriersin the CuO, and RuO, layers are spin
polarons, i.e. quasiparticles surrounded by local spin
fluctuations where both ferro- and antiferromagnetic
correlations make a contribution in the RuO, layers.

The Hamiltonians (1)—(3) can be used to analyze
two fundamentally different scenarios for the behavior
of the system.

1. If J >I, which is the case for cuprates, forn =1
(no = 0, completely filled LHB) the ground state pos-
sesses long-range antiferromagnetic (AF) order. We
know that the antiferromagnetic state is destroyed at
fairly low hole concentrations ny: = 0.03. In the range
Ny > N SUperconductivity may occur asaresult of anti-
ferromagnetic (J) exchange interactions.

2. 1f 1 > J, whichisthe case for ruthenates, forn=1
(no = 0 completely filled LHB), the ground dielectric
state is ferromagnetic (F). In the presence of carriers,
competition occurs between the saturated ferromag-
netic state and the normal (nonmagnetic) N state. Asa
result of this competition, at concentrations n, > ne the
system is converted to the N state and in this range
superconductivity may also occur as a result of ferro-
magnetic (1) exchange interactions. We observe differ-
ent results of this competition between the ferromag-
netic and superconducting states in Sr,RuO, (triplet
superconductivity in RuO, layers) and RuSr,GdCu,Oq
(ferromagnetism in the RuO, layers) and thus we shall
make a detailed analysis of this competition.

Omitting the index “Ru” in the Hamiltonian of the
t=J-1 model (3), we normalize thisto the half-width of
theinitial electron band W= zt. After aFourier transfor-
mation of the Hubbard operators

Ko = L5 e
f

' 1 iqf \,00
Xg" = =5 €°X
q f oo
N2

where the vectors k and g belong to the first Brillouin
band, we obtain the model Hamiltonian in the form

)

H/zt=h = hkin + hint! (6)
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Niin = Z (0 — ﬁ)xzoka
N (7)

1l k3
W = —Ezelk = Yo
3

_1 o0 o0
e = ZYOOGE D)
qo

—r(X3°X% + X3° X},

whereg = Jit, r = I/t, and p/zt = {1 isthe dimensionless
chemical potential. The Hamiltonian hy;, (7) describes
the electron kinetic energy and forms part of the Hub-
bard model for U = co.

3. SUPERCONDUCTIVITY IN CuO, LAYERS

In order to describe the magnetic and superconduct-
ing states of the model we use the mean-field approxi-
mation for strongly correlated systems in the formula-
tion of the method of irreducible Green’sfunctions[24,
28, 29] in which the higher Green’s functions are pro-

jected onto the subspace of the normal [IX;° | X [

and anomalous EDCEO| XEOD]] Green's functions cou-

pled by a system of Gorkov equations[24, 25]. Fluctu-
ations of the charge and spin states outside the limits of
the mean-field theory were recently explicitly taken
into account in [30] where the authors showed that the
solutions for the superconducting phase obtained in the
mean-field approximation are stable. The main differ-
ence between the carrier dispersion law allowing for
fluctuations and the Hubbard | approximation accord-
ing to [30] is that the spin correlation functions x, and
X between the first and second nearest neighbors are
taken into account. Thisleadsto some refinement of the
Fermi surface and the appearance of satdlites in the
spectral density but from the qualitative point of view
has little influence on the thermodynamic properties of
the system and consequently in the range of parameters
studied Jc /tc, = 0.4, Ig/tr, = 0.4, Jx/tr, = 0.1 we shall
confine ourselves to the mean-field approximation.

In the superconducting phase the anomalous aver-
ages By, = X, _oXsLdetermining the superconducting
gap A, are nonzero:

Akc,r = ﬁ%{ wp(Bp,—o_ Bpo) (9)

+ wk—p[(r _g)Bp,—o + ngc] } .

An andysis of the symmetry of the possible solutions
showed that three types of solution are possible [17].
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(1) sTypesinglet pairings, | =0,
Dy o = 200+ AW A, (20

where the coupling constant is A, = 2g — r and the
dimensionless order parameter is

1
A, = E‘NZ‘”k(ka +B,). (11)

Thefirst term in Eq. (10) originates from the kinematic
pairing mechanism [31] while the second originates
from the exchange pairing mechanisms.

(2) p-Typetriplet pairing, | = 1,
Ak,l = )\pl-IJp(k)Ap;

1, . _ (12)
Pok) = é(smkX +isink,)), A, =,

the coupling constant in the p-pairing channel A, =r is
only determined by ferromagnetic exchange; this state
cannot be achieved in CuO, layers with antiferromag-

netic Cu—Cu interaction.
(3) dxz_yz -Type singlet pairing, | = 2,

Dy, = MPg(K)Ag,

1 (13
Wyk) = é(coskx—cosky), Ag = 29-—T.

The coupling constant for the dxz_yz gap, Ay = 29 is

determined by the antiferromagnetic Cu—Cu interac-
tion (the ferromagnetic interaction | = rt for the CuO,
layers discussed in Section 2 can be neglected because
of its smallness).

Expressions for the gap and the chemical potential
are usually obtained from the corresponding self-con-
sistent equations. In addition, in a strongly correlated
system we also have another constraint, i.e., the con-
straint (2) which forbids the population of two-particle
states at asingle site. This condition may be written in
the form [24]

1
NZBM =0, (14
k

and it is easy to see that an s-type solution does not sat-
isfy this. Thus, neglecting electron—phonon interaction
assuming only magnetic pairing mechanisms for the
CuO, planes we obtain the only possible dxz_yz—type
state.

The gap A, is determined self-consistently from the
equation (for | = 2)

1
N NZ 2E (15)
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where T = kgT/zt is the dimensionless temperature, E,
is the quasiparticle energy in the superconducting
phase,

2
E, = ch(n)(mp —m)*+ -%—p'— (16)
c’(n)
Here we have c(n) = 1 — n/2 and mis the renormalized
dimensionless chemical potential,

m = [+ (g+r)n/4]/c(n).

A similar self-consistent equation for the gap (15)
was obtained earlier using a diagram technique for the
X operators in the t-J model [32].

The solution of the equation at T, for dxz_yz pairing

shows that at moderate values of the coupling constant
Aq = 0.5 we can obtain T, ~ 100 K and the high values

of T, are attributable to the closeness of the chemical
potential for the optimum doped layersto the Van Hove
singularity. A similar conclusion ontheincreasein T. as
a result of the Van Hove singularity in the supercon-
ducting state having dxz_yz symmetry caused by anti-
ferromagnetic fluctuations was reached in an earlier
study using the t—J model based on the Monte Carlo
guantum method [33].

In order to estimate T, we need to clarify the carrier
concentration in the CuO, layers. We express the
RuSr,GdCu,Og unit cell in the form of the successive
layers:

(Cu+2.5052 _ Gd+3 _ Cu+2.5052)

-0 —Ru™0’ - 07,
from which it follows that the number of holes per
CuQ, cdl in the layer isn, = 1.5. This concentration is
obtained for weakly dopedY Ba,Cu;O5 .  for x=0.5for
we know that the T(X) curve hasaplateau at T, = 55 K.
Thus, the value of T, = 46 K obtained in [1] for
RuSr,GdCu,Og is not surprising and suggests that this
compound falls within the range of weakly doped com-
positions. The jump in the specific heat at the transition
point Ay(T,) = C/T = 0.35 mJ/(g-at. K?) is also typical
of weakly doped superconductors [1].

17

4. COMPETITION BETWEEN FERROMAGNETIC
AND SUPERCONDUCTING STATES
IN THE RuO, LAYER
As we have noted for RuO, layers (and also in
Sr,RuO,) wefind Ig, > Jg,. The dxz_yz superconduct-
ing state with d-type pairing cannot be achieved in
RuO, as a result of the antiferromagnetic correlations
Jru Since the coupling constant isAy = (2Jg, — Iry)/try < O
[see dxz_yz (13)]. Subsequently we show that Jg, = O
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Fig. 3. n— phasediagram (T = 0), nisthe concentration, and
r isthe dimensionless parameter of ferromagnetic exchange
interaction. Curve 1 was obtained by comparing the ener-
giesof the F and N states and the region above curve 1 cor-
responds to the ferromagnetic F state. Curve 2 was obtained
from the equation (T = 0) for the superconducting gap with

theminimum A, ~5 x 10~4. Theregion above curve 2 cor-

responds to the p-type superconducting (SC) state, that below
the curve is the normal N region, and the region bounded by
curves 2 and 1 corresponds to the SC state.

and we retain the possibility of p-type superconductiv-
ity (triplet pairing) occurring as a result of ferromag-
netic exchanger = Ig /tg,. The description of a system
having the carrier concentration nyin the UHB is equiv-
alent to its description having the hole concentration n,
in the LHB. Using this procedure we determine the
states of the system for various values of the ferromag-
netic exchange parameter r and concentrationn = 1 —
Ny, i.€., we construct the n— phase diagramat T = 0.

For fairly high values of the exchange parameter r
and concentrations n in the RuO, layer our model gives
long-range ferromagnetic order. We can establish a
range of r and n valuesfor which the ground stateisfer-
romagnetic by comparing the energies of the normal
(N) and ferromagnetic (F) states since the energy of the
superconducting triplet states differs from the normal
state energy by a very smal relative quantity AE ~

A3p(er) ~ 102 eV (p(ee) isthe density of states at the
Fermi level).

In the normal (nonmagnetic) state in the mean-field
approximation [34] the distribution function at T = 0

has the form of a Fermi step: fE = 0(m - w,) and then

the interrelation between the electron concentration n
and the effective chemical potential miswritten asfol-
lows:
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I I gy
n= Nanko = 2c(n)Nka. (18)

From thisit follows that

m

n__ %Z eMm-w,) = Ip(&))dw =g(m), (19)
k -1

2—n

where p(w) = p(—w) isthe density of states correspond-
ing to the w, dispersion law. The energy of the N-state
(at thelattice site) allowing for ferromagnetic exchange
isgiven by

2

_1 N0 rn° _ rn
€ = Nkzwk%—émfk—T = (2-n)v(m)-—,
° - (20)
v(m) = J’wp(w)doo,
-1
and the energy of the saturated F-state is
_ rn?
ee(nr) = v(me) —=-, (21)

where n is the éectron concentration and mg is the
chemical potential inthe F-state whichisrelated to n by
the following equation:

s

n = g(mg) = J'p(w)dw-

Equating the energies of the F and N states we
obtain an expression for the values of the parameter r
above which ferromagnetism occurs at a given concen-
tration and below which normal or superconducting
phases are possible:

4
re(n) = n—z[V(mF) —(2-n)v(m)]. (22)

In order to establish acriterion for the occurrence of
superconductivity (SC) outside the region of ferromag-
netism, we set a very small fixed energy gap Dy, = 107
outside the entire range of concentrations. For this gap

we obtain for T — 0 the corresponding parameter r
using formulas (15) and (16) for | = 1 (p-type solution):

-1

Wi(k)

ree(n) = (23)
Dzmin
c*(n)

This function rg(n) depends very weakly on the value
of D, and thus we shall assume that above this value
of r, if no ferromagnetism occurs, the exchange param-

(@ —m)? + Pi(k)

NY
i
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eter is sufficient for superconductivity to occur whereas
below this value no superconductivity occurs.

Figure 3 gives the n— phase diagram of the system
wherethe curvesrg(n) and rg-(n)separate the regions of
existence of the various phases. Theright-hand point of
intersection of the curves corresponds to the hole con-
centration ny, = 0.09 and the parameter r = 0.26. The
three-dimensional superconductor Sr,RuO, has the
hole concentration n, = 0.28 and the dimensionless
parameter liesin the range r = 0.4-0.5 which leads to
superconducting transition temperatures of = 1-3 K
[17]. The RuO, layers lie in this range of r values but
since they are antiferromagnetic the hole concentra-
tions in them are considerably lower (in Fig. 3 this
range is shown by the closer shading).

5. DISCUSSION OF RESULTS

We shall compare the parameters of the model for
RuO, in RuSr,GdCu,Og and for Sr,RuO,. The value of
the exchange interaction I, is determined by the over-
lap of the planar molecular (d,,—p)-Ttorbitals, whichis
the samein both these cases so we shall assume that the
parameter |5, remains the same. The parameter tg,, the
effective Ru—Ru hopping parameter, also varies little
since it is caused by overlap of the same (d,—p)-Tt
orbitals. Thus, the dimensionless coupling constant r
can be considered to be the same. The hole concentra-
tion ny undergoes the largest changes. As we discussed
in Section 2, asaresult of the narrowing of thea and 3
bands involving z-oriented orbitals of ruthenium and
oxygen, the parameter n, should decrease. It can be
seen from Fig. 3 that for 0.4 <r < 0.5 the range of n,
values where the superconducting triplet phase is
replaced by a ferromagnetic one is 0.15 < ny < 0.20.
Consequently, a comparatively small reduction of the
hole concentration in the RuO, layer compared with the
three-dimensional Sr,RuO; leads to stabilization of the
ferromagnetic phase. Note that a similar conclusion on
the stabilization of the ferromagnetic phasein Sr,RuO,
was obtained in [14] where allowance was made for
gradient corrections to the local density functional
whereas calculations using the density functional
method in the local functional approximation give a
paramagnetic Sr,RuQ, state [12, 13].

Direct information on the carrier concentration in
the upper Hubbard subband of the RuO, layer could be
obtained, for example, from experiments on the
de Haas-van Alfven effect although such data are not
available at present. In the present study the value of n,
thus remains an undetermined parameter. At the same
time, some predictions for experiments to study the
influence of pressure on the thermodynamics of the
system can be made from the phase diagram. For exam-
ple, when pressure is applied perpendicular to the lay-
ers the Ru—Ru spacing in the layer increases and the
bands become narrower whereas the ratio 1/t changes
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little, and all these factors should lead to a reduction in
Ny and further stabilization of the ferromagnetic phase.
However, pressure applied parallel to the layersreduces
the Ru-Ru spacing, broadens the bands, and increases
Ny SO that the ferromagnetic phase may become unsta-
ble and the RuO, layer will be converted to the super-
conducting triplet state with T, ~ 1 K.

So far we have considered ferromagnetic RuO, lay-
ers and CuO, superconducting layers separately,
whereas in RuSr,GdCu,Og they form a ferromagnetic
metal/diel ectric/superconductor/dielectric  superlattice
with atomic-scale layer thicknesses. Interlayer influ-
ences and tunneling effectswere discussed in [18]. The
exchange splitting t,, of the Ru bands obtained in [18]
is large, ~1 eV but the exchange splitting induced by
them in the CuO, layer is two orders of magnitude
smaller asaresult of the absence of direct overlap of the
d,, states of Ru and the dxz_yz states of copper and the

weak indirect interaction via the chain of oxygen ions
Ori—Oapex—Ocy- Thus, the splitting of the electron states
at the Fermi surfaceis small and

Q = kFT _kFL DOOlkF

Under these conditions the superconductivity of the
CuO, layer is not destroyed by exchange splitting but
instead of the spatially uniform superconducting order
parameter, an inhomogeneous state [35, 36] with anon-
zero pair momentum Q and modulation length A =
217Q forms preferentialy.

Coupling between the neighboring superconducting
layers via the ferromagnetic layer will not destroy the
superconductivity if the phase of the superconducting
order parameter changes by 1tbetween the neighboring
layers. Then the phase within the ferromagnetic layer
will be close to zero which substantially reduces the
loss of Cooper pairs in the magnetic layer [37].

To conclude we note that the coexistence of super-
conductivity and ferromagnetism in RuSr,GdCu,Og in
our model is associated with a change in the ground
state of the RuO, layer compared with Sr,RuQ,. Both
systems are close to the interface between the ferro-
magnetic and triplet superconducting phases and small
changes in carrier concentration are responsible for a
transition between these phases.
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Abstract—A study is made of electron tunneling in semiconductor heterostructures having a complex disper-
sion law. A generalized Fabry—Perot approach is used to describe tunneling across the barrier. Mixing of elec-
tron states at the heterojunctionsis responsible for the asymmetric resonant structure of the transmission which
is characterized by a resonance—antiresonance pair. The resonance corresponds to a pole while the antireso-
nance corresponds to a zero of the scattering amplitude in the complex energy plane, i.e., near the pole and the
zero the transmission of the heterobarrier has a Fano resonance structure. It is shown that for certain barrier
parameters the resonances may collapse and localized states may appear in the heterobarrier, which is observed
on the current—voltage characteristics of the barriers. The two-valley model of a GaAg/Al,Ga; _, ASGaAs het-
erostructureis considered as an example. An analysisis made of the resonance structurein the barrier asafunc-
tion of thetype of boundary conditions used for the heterojunctions. The low-temperature current—voltage char-
acteristic of the barrier is calculated. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Studies of resonant electron tunneling in hetero-
structures have recently attracted increased interest [1].
From the application point of view this problem has
attracted attention because resonance states are respon-
sible for the operation of various quantum electronic
devices such as the resonant tunnel diode and the reso-
nant transistor. Theoretical studies of resonancesin het-
erostructures were first reported in [2, 3]. In order to
obtain a resonance level, we need to have at least two
thin wide-gap semiconducting layers (barrier) sepa-
rated by a narrow-gap semiconducting layer. The qua
sibound states formed between the barriers as a result
of constructivewaveinterference are approximately char-
acterized by two parameters. the position of the resonance
Er and itswidth I'. The resonance width is determined by
the eectron oscillation frequency in theinterbarrier region
and by the probability of tunneling across the semicon-
ductor layers. Quite clearly I is always finite since
there is afinite probability that the electron will escape
from the interbarrier region.

The aim of the present study is to show that in a
semiconductor heterostructure with a complex disper-
sion law it is possible to have afundamentally new sit-
uation where the resonance widths may go to zero, i.e, a
unique type of resonance collapse may occur. It has been
found that resonance collapse is accompanied by the
appearance of localized gtates in barriers and by qudita
tive changes in their transmission. This effect becomes
possible for asymmetric resonances (Fano resonances)

which are characterized by another parameter which
determines their asymmetry. The existence of asym-
metric resonances wasfirst noted by Fano [4] in astudy
on the autoionization of atoms. Recently Fano reso-
nances were al so observed in semiconductor structures.
For example, in a numerical ssmulation of tunneling
across an Al,Ga, _,Aslayer the authors of [5] observed
atransmission fine structure as afunction of the barrier
composition and width. Using various generalizations
of the effective mass approximation to the case of a
multivalley semiconductor, the authors of [6, 7] dis-
cussed the nature of the transmission dips and peaks.

In the present study we first use a generalized
Fabry—Perot method to make a detailed study of the
structure of an isolated Fano resonance in semiconductor
layers having a complex dispersion law. We shal then
study the resonance interaction and show that for certain
parameters of the structure the resonances may collapse
and discrete level s situated in the continuum may appear.
We shall also discuss the consequences of the appear-
ance of localized states for the tunnel transmission and
current—voltage characteristic of the barrier.

2. MODEL OF THE STRUCTURE
AND EQUATION

Figure 1 gives a schematic energy diagram of a het-
erostructure having acomplex dispersion law. We shall
assume that the z axis lies in the direction of tunneling
and the equations for the heterojunction planes are
determined by the expressions z= L /2. Then using the

1063-7761/00/9102-0361$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Energy diagram of an GaAs/Al,Ga; _,As/GaAs heterostructure. The position of the bands is shown schematically for the
case when the Al concentration in the barrier layer correspondsto: (a) the direct position of the bands (x < 0.45) and (b) theinverted

position.

effective mass model for systems with a complex dis-
persion law electron tunneling across the heterobarrier
is described by

#20 10U,
~Zozm 6z T 2 Enne

+ 3 VoodF 20, = EU,

where m, is the effective mass of an electron in the nth
valley, &(2) is a Dirac function defining the position of
the heterojunctions, E, , is a matrix describing the
intervalley electron interaction, and V,, ; is an off-diag-
onal matrix describing the mixing of states at the het-
erojunction.

By way of an example for specific calculations,
we shall consider the two-valley model of a
GaAs/Al,Ga, _ , As/GaAs heterostructures which was
introduced by Liu [8] and also amore genera situation
developed by Ando and Akera [9], and by Aleiner and
Ivchenko [10]. We also refer to the important study [11]
which discusses the more genera structure of the
boundary conditions.

(D)

3. TRANSMISSION MATRIX

We are interested in the multichannel transmission
matrix t which expresses the amplitudes of the waves
transmitted by the barrier in terms of the amplitudes of
the incident waves. The matrix t can be used to deter-
mine the barrier transmission, the tunnel current, and to
study the resonance states in the barrier. In order to
describe electron tunneling across the barrier, we use a
generalized Fabry—Perot approach in which the trans-
mission matrix is given by

—¢ 11
t = tRDl—rLrR%L’ 2

where t, r_ and tg, rg are the amplitude transmission
and reflection matrices of the left and right boundaries,
respectively. Using Eg. (1) we can easily find expres-
sionsfor the transmission and reflection matrices of the

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

heterojunctions. For the left boundary these matrices
can be conveniently written in the form

t, = idIIIL_lRLdL_la

_ (©)
rL = id||||__lk|d|_d|2,
and for the right boundary
tg = idg s K d,, @

g = idIIIR_lRIdI —dlz,

where k¥ = pvkY, kY are diagonal matrices whose non-
zero elements determine the electron wave vectors in

the nth valley: k! = J2m!(E—-E)) /4 (E!, being the
position of the bottom of the band of the nth valley, are
the solutions of (1) for the case of a corresponding bulk

semiconductor), p! = mym! (my, is the free electron
mass),

|||_ = iELl_VL, I|R = iRRI_VR, (5)

andd,, d,, and dy are diagonal matrices having the ele-
ments

(dy)nn = exp(i61)3, v, By = kjL/2.
The following notation is introduced in expression (5)

RLI _ %(U—Ikl*‘ULkL), |le _ %(u|k|+uRkR)

and
My
ViR = F(VL(R))n, n.

The matrices d, describe a change in the wave vector
caused by a shift of the heterojunctions relative to the
origin by z=+L/2. The index y indicates the region on
the left (L), right (R), or inside the barrier (1).

Substituting into (2) the expressions for the trans-
mission matrices of the heterojunctions and the reflec-
tion R from them, we expresst in the form

t = dg ' Mkd, (6)
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where
M = MK') "M, +i(vg—v,),
M, = (d,—d, )l g—ik'd,, ()
M, = I,.(d, +d, ™) —ik'd,.

4. ANALY SIS OF ZEROS AND POLES
OF THE TRANSMISSION MATRIX

The mixing effect between electronic states at the
heterojunction determines the resonance structure of
thetransmission. It isfound that the resonance structure
depends strongly on the type of boundary conditions.
We shall first consider a simplified situation assuming
that I'- and X-valley states play the main rolein tunnel-
ing, and mixing of states at the boundariesis described
by the matrix element V-  [8], i.e., we shall consider
the two-component function (Y, Wy). The boundary
conditions from [8] are obtained by integrating Eq. (1)
over small vicinities near the boundaries (along the nor-
mal to the layer). For example, integrating (1) near z=L/2
gives

Yr(L/72+0) = Yr(L/2-0), ®)
Yy(L/2+0) = Yy(L/2-0),
oPr(L/2+0) 0yYr(L/2-0) _ Lo
M= —Hr———— = Vixn
rROWx(L/2+0) | 0y(L/2-0) _ L0
Hx . 9z — Hx X 97 - VquEED

where v = myVr /A2 The boundary conditions for
z = —L/2 arewritten similarly. These boundary conditions
can be used for afairly wide Al,Ga, _,As layer when the
discreteness of the barrier variation can be neglected. In
this casethe matrices v| x becomereal and the conditions
for matching of the wave functions at the heterojunc-
tions are the same, i.e., the barrier can be considered to
be symmetric. It follows from (6) that the poles of thet
matrix are determined by

Det(M) = 0. 9)

According to (7) thisequation is satisfied for asymmet-
ric barrier when

Det(MJ) = 0 or Det(M,) = O. (10)

These equations correspond to the conditions for reso-
nant tunneling across symmetric and antisymmetric
statesin a X well. The conditionsfor total reflection are
determined from Eq. (6)

(M%nn =0, (11)

where M ¢ isthe cofactor of the matrix M. The analysis
of the resonant structure of the transmission is exactly
the same asthat used in [12—14] to study theinteraction
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of resonances and localization in open multichannel
systems. Assuming that the wave mixing isweak, using
thefirst equation in (10) we find the position of the pole
in the two-valley approximation

ES
s
EP

E,—il’,
(12)

S sl
Eo+E,,
where

_ 4#°v ks cosB;

rs
mya K

(13)

Esl 4%%v?kr cosBl-sinBk
P mya K

a = (kh)’sine! + (kk) cos’e, (14)

1

=L HEL
= Lol R 1R g
K| kx O2ky  kyO

N

The energy E; in (12) is obtained from the condition

tan®), = |kxl/KY, (16)

and the wave vectors, phases, and the factor K depend

on E;. For antisymmetric states the poles are deter-
mined by the expressions

E' = Ej-ir?,
a a al (17)
Eb = E5+EY,

where

o A1°vZkrsin’ey
T mpPK
2 2‘|OB () | (18)
a1_ 4h°v KrcosBrsinBr

P myBK '

B = sin’0l(kr)’ + (kr) cos’e.. (19)

The energy ES is obtained from the equation
tan®l, = —k/|KS. (20)

The conditions for tota reflection (11) are satisfied at
the energy E, for which we find

2.2 [ |
EozE3+4ﬁ v co_slersmer 21)
moer
No.2 2000
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5

0 0.2 0.4 0.6 0.8 1.0
E/IE

Fig. 2. Transmission of an Al,Gay _Asbarrier of thickness
2.1 nminthe energy range 0 < E < 1, where E isin units of

E= E')‘( (E'X =0.69, E'r =0.58). The calculations were

made for an Al,Gay _4As barrier with x = 0.4, Vr , =
0.01 eV nm.

for symmetric states and

4%%v?cosb; sinB;

E,=E2— =
moer

(22)

for antisymmetric states. The values of K, E;, and Ej
are determined by Egs. (15), (16), and (20), respec-
tively. It follows from this analysis that near the pole
and the zero the transmission matrix has a universal
structure of Fano resonances:

1 (e+q)’

S A+ )+ 1)

wheree = (E-E)/T, q=(E,—E)/l" arethedimension-
less Fano resonance parameters.

In order to illustrate these results we used known
dependences of the parameters of Al,Ga, _,As on the
composition [16]. Figure 2 gives the transmission T of
an Al,Ga, _,As barrier as a function of the energy E
when x = 0.4, and the barrier thicknessisL = 2.1 nm. In

the energy range Ey < E < Ey we can see a pair of

(23)

Fano resonances having the parameters Ef; = 0.748,
rs=0.0013, E; = 0.75, and E?, =0.917, r2=0.003,
E3 = 0.915 (the energy E* = Ej istaken as the unit of

measurement).
Using (12), (17), (21), and (22), we can easily obtain

L =1 0
q= 1% —~ '_‘—[Ek:ose'rsme'r. (24)
Ckr ke
In this expression the “—" and “+” signs are taken for
symmetric and antisymmetric states, respectively. The
structure of (24) is such that the sign of q is determined
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by thesign of cos6; or sinB} (the expressionin paren-
thesesis positive for E} < E < E%). When the phase of

the functions cosB; or sin®; changes, the parameter q

changes sign and the pole and zero of the Fano reso-
nance change places.

The structure of the resonances changes slightly if
we take into account the dependence of the interval-
ley mixing on the parity of the layers and the barrier
composition. To be specific we shall consider a
GaAd/(AlLGy _,As)\/GaAs barrier where the mixing
of the electronic states at the heterojunctions is taken
into account in the form

d ' O
VL(R) = O Vexp(l(pL(R)) D; (25)
Ovexp(-igr) 0 0

where the phase difference @z — @ of the matrix ele-
ments responsible for =X mixing is taken in the form
TiINX. This choice is justified by the fact that for pure
AlAs the phase difference is the same as the result
obtained by Aleiner and Ivchenko [10].
The position of the pole for symmetric states in the
barrier is determined by Eq. (12) in which
21%v %k cos’ 01 1 20sin’el O
sx LYV O O pp 4 qa(k.'—)ZEbB—z T -1

meaBK g oy [
(26)
o 2h%v%krcosPl-sing! 2 Lo
B = gk (2B + (k) + (k))),
® = 1-cos(pz—@,). (27)

For these boundary conditions the expression for the
zero of the Fano resonance [which generalizes (21)] is
written in the form

4%% v expi (g — ¢, ) 0SB SO
mokr K .
It can be seen from Egs. (26) and (28) that the minimum
resonance width and the position of the Fano resonance
zero in the complex energy plane are determined by the

phase difference @ — @ . Figure 3 gives the transmis-
sion of an (Al,Ga, _,As)y barrier as a function of the

energy (x=0.4,N=7, Ey <E< Eg). Thisfigure dem-
onstrates a pair of Fano resonances whose zeros are
shifted in the complex plane. The expressions for the
pole and the zero for the antisymmetric resonance have
asimilar structure and are not given here.

E,=Ej +

(28)

5. ELECTRON LOCALIZATION
IN HETEROBARRIERS

It can be seen from the expressions for the pole (13)
and the zero (21) in cases of symmetric states[and sim-
ilar expressions (18) and (22) for antisymmetric states]
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T
1.0

0.8
0.6
0.4

o2

0.70

0.80

0.75 0.85 0.99

E/IE
Fig. 3. Transmission of an (Alg 4Gag gAS)7 barrier asafunc-

tion of energy E in the range E'X <E< E>L<.

that as the parameters of the system vary, the poles and
zeros of the transmission matrix move in the complex
plane. As aresult, the resonant structure of the barrier

365

transmission may vary. Figure 4 shows the motion of
the singularities (pole, zero) of the heterobarrier trans-
mission in the complex energy plane during collapse of
a Fano resonance. As the barrier width increases and
approaches L, (Figs. 4a and 4b) the pole (light region
in the figures) moves in the direction of the real energy
axis and approaches the zero (dark region) of the Fano
resonance. When the barrier width becomes equal to
the critical value, the transmission singularities disap-
pear in this energy range and the resonance disappears
(Fig. 4c). A further increasein the barrier width leadsto
the appearance of aresonance (Fig. 4d). It can be seen
that the pole and the zero have now changed places
compared with those shown in Fig. 4a. The expressions
obtained for a resonance—antiresonance pair indicate a
possible scenario for resonance collapse in the barrier
when the resonance width goes to zero and the pole
goes over to the real axis and collides with the zero of
the scattering amplitude. We take the barrier width as

Im(E/E*) X 1072 (a) (b)
1.0F ' '

0.5k Sl

~0.5p St

—101 1 L 1 i 1 1 1 1 o

() (d)

1.0

o5 -

//_
//

-0.5 -7/_ _

- 1 .O 1 1

68 69 70 71

1 L L L i

72 6 69 70 71 72
Re(E/E*) x 1072

Fig. 4. Position of pole (light region) and zero (dark region) of the square of the modulus of the transmission amplitude t- (E) con-
tinued into the complex energy plane (E = ReE + iImE): (@) for L = 2.8 nm when the poleis on the left of the zero, ReEq > ReEy;
(b) the pole and zero converge as the barrier width increases; (c) asaresult of a“collision” between thepoleand thezeroat L =L,
the Fano resonance collapses; (d) asthe barrier width increases further, the pole and the zero change places, ReEq < ReE,,. A transition

from darker to lighter regionsin the figure implies an increase in T(E). The contours give isolines of the function |t -(ReE, ImE)|2.
The calculations were made for an Al,Ga; _,As barrier for x = 0.44.
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0.6[-
04
0.2f

0 1 1 1 1 1
1.0

0-8 /_\
0.6 (b)
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1.0

0.8 (©)
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0.60 0.65

Fig. 5. Transmission of an Al,Ga, _,As barrier for x=0.3,
Vr, x = 0.008 eV nm as a function of energy E in the range
E'x <E< E')‘( (E'X =0.75, E'r = 0.44) for various heterobar-
rier widths: L (a) = 4.7, (b) 4.8, (¢) 7.6 nm.

the control parameter. Then, if the following conditions
are satisfied

[cosO; = 0,

]

O Kx (29)
CtanB; = @

O Kx

the Fano resonance will collapse. We shall now discuss
the physical reason for this effect in greater detail. The
first equation in (29) determines a set of discrete states
in the continuum above the I" barrier having the energy

721 (2j + 1)°

E=E +
' 2m'rL2

=0,12... (30

The second condition in (29) is equivalent to the equa-
tion determining the spectrum of even levelsin asym-
metric potential well. Quite clearly for a certain heter-
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obarrier width (L.,) these levelswill be the same which
leads to unigque level degeneracy in the continuum. In
this case, the particle is “trapped” in the heterobarrier.
We give the explicit form of the wave function of the
localized states:

[(Dcos(krz), |4<L/2,

Ur@@ = 0O (31)
l2>L/2,

[0,
and
Wx(2)
_ DAexp(ikyz) + Bexp(-ikyz), 14<L/2, (32)
T Cexp( K4}, 2> L2

It is easy to see that this wave function will be a
solution of Eq. (1) if condition (29) is satisfied. In fact,
having substituted the symmetric solution (A = B)
determined by (31) and (32) into the boundary condi-
tions (8), we obtain

Dcoseﬁ =0, (33)

2Acos0!, = Ce'™. (34)
K-Dsing = vCe™. (35)
_[kce™ 4 2kl Asing!, = vDcosdl.  (36)

An analysis of (33) shows that: (1) if Eq. (33) is satis-
fied (cose'r = (0], Eqg. (36) will not contain the channel

coupling parameter v; (2) the amplitudes A and C will
be determined by the independent Egs. (34) and (36)
which yield the second relationship (29); (3) Eq. (35)
gives the rel ationship between the amplitudes D and C.
Note that the remaining amplitude is determined by the
normalization condition. Thus, we have established
that particles are trapped by the barrier and the reso-
nance collapses.

Similarly, the samelevel crossing existsfor the anti-
symmetric solutions (9) if the following conditions are
satisfied

CsinB = 0,

. |
[tan®) = —l_(—’L(.
O I

Note that the energy of the localized states lies in the
continuum of I states of the contact regions. Figure 5
shows the disappearance of the Fano resonance at x = 0.3
which is associated with the appearance of a localized
state in the barrier. If the barrier width is less than crit-
ica (L =4.7 nm), aFano resonance occursin the barrier
(see Fig. 5a). It can be seen from Fig. 5b that this reso-
nance disappears when the barrier width reaches the
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critical value (L, = 4.8 nm). As the barrier width
increases, the resonance reappears, as shown in Fig. 5¢
(L = 7.6 nm). In this case an effect occurs where the
pole and zero of the Fano resonance change places.
Thus, resonances may collapse when the virtual lev-
elslying above the barrier (inthe " valey) crosslevels

inthewell (X valey). Thelevelscan crossif Ef < EX”
(see Figs. 1a and 1b). From the experimentally deter-
mined dependence of E- on x [15] we find that thisis
satisfied when x < 0.63.

The more complex boundary conditions for the het-
erojunctions require an additional condition to be satis-
fied for resonance collapse. In this case for symmetric

states in the barrier in (29) we need to add another
equation:

cos(Ag) = 1
cosb; = 0

R >
tan@y = =<,

X

where we introduce the notation Ap= @y —@ . Itiseasy to
see that these conditions cannot be satisfied exactly as a
result of the discreteness of the variation in the barrier
width. Approximately satisfying the system (37) leads to
narrowing of the resonance in the barrier. Figure 6 shows
the transmission of a GaAd(Al,Ga, _,AS),/GaAs barrier.
The change in the Fano resonance structure as a function
of the barrier composition can be seen from Figs. 6a—6c.
Figure 6a corresponds to the case when the conditions
(37) are approximately satisfied (N=7, x=0.287, E, =
0.79). It can be seen that as the barrier composition var-
ies, the resonance becomes broader, the zero shiftsinto
the complex plane (Fig. 6b, x = 0.35), and the position
of the Fano resonance zero gradually shifts relative to
the pole (Fig. 6¢, x = 0.44). An estimate of the reso-
nance width in this case shows that it may be an order
of magnitude narrower compared with the case when
the system parameters are far from critical. However,
the conditions (37) can be satisfied exactly if we intro-
duce a new parameter controlling the width of the
Al,Ga, _,As monolayer. This parameter may be the
external electric field or the pressure [16].

6. DISCUSSION OF RESULTS

Thus, we have studied electron tunneling in semi-
conductor heterobarriers having a complex dispersion
law. We have show that the barrier transmission has a
Fano resonance structure which may vary qualitatively
as the system parameters vary. In particular, for critical
system parameters the resonances collapse accompa
nied by the appearance of localized states inside the
barrier. These states are doubly degenerate with one
state belonging to the discrete spectrum and the other to
the continuous spectrum.
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Fig. 6. Transmission of an (Al,Gay _,As); barrier asafunc-
tion of energy E in the range E'X <E< E';(: (8 x=0.287
(Ey =076, E; =0.42), (b) x=0.35 (Ey =072, E; =
0.51), (¢) x = 0.44 (Ey = 0.65, E; = 0.64).

The analytic expressions obtained above and the
gualitative conclusions on the resonance structure are
valid assuming weak interaction of -X valley states.
In order toillustrate the universal nature of these results
we made direct numerical calculations for a realistic
GaAg/AlGa, _ ,AsGaAs heterostructure.

Using the Esaki—Tsu formulafor thetunnel current [3],
we constructed the resonant current—voltage character-
istic of the heterobarrier. Figure 7 givesthe dependence of
the resonant current J on the applied voltage U. The unit
of measurement of the current was J* = en E*/21¢42 and

theenergy E* = E)L< wastaken asthe unit of measurement

of eU. The parameters of the Al,Ga, _,As barrier are:
L =14 nm, x = 0.44, and E: = 0.05 eV is the Fermi
energy. Regions of negative differential resistance can
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Fig. 7. Current-voltage characteristic of an Al,Ga; _,AsS
barrier having the parameters: x = 0.44, V- x = 0.011 eV nm,
L = 1.4 nm, Eg = 0.05 eV. The current is in units of J* =

em* E* /2143 and eU isin units of E*.

be clearly seen on the current—voltage characteristic of
the barrier. Quite clearly the profile of the current—volt-
age characterigtic is the same as that of the barrier. As
we have aready discussed, a change in the barrier
width leads to a change in the resonance width and in
particular to collapse of the resonances. On the current—
voltage characteristic this factor will be reflected in a
change in the size of the region of negative differential
resistance. In other words, it follows from this analysis
that the section of negative differential resistance on the
heterobarrier current—voltage characteristic can be
maodified, which may be used in nanoel ectronics.
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Abstract—Two methods for stabilizing the two-hole 3819 state as the ground state instead of the Zhang—Rice
singlet are determined on the basis of an orthogonal cellular basis for arealistic multiband pd model of a CuO,
layer and the dispersion relations for the valence band top in undoped and doped cases are calculated. In the
undoped case, aside from the valence band, qualitatively corresponding to the experimental ARPES data for
Sr,CuO,Cl, and the results obtained on the basis of the t-t—J model, the cal culations give a zero-dispersion vir-
tual level at the valence band top itself. Because of the zero amplitude of transitions forming the virtual level
the response corresponding to it is absent in the spectral density function. In consequence, the experimental
ARPES data do not reproduce its presence in this antiferromagnetic undoped dielectric. A calculation of the
doped case showed that the virtual level transforms into an impurity-type band and acquires dispersion on
account of the nonzero occupation number of the two-hole states and therefore should be detected in ARPES
experiments as a high-energy peak in the spectral density. The computed dispersion dependence for the valence
band top isidentical to the dispersion obtained by the Monte Carlo method, and the ARPES data for optimally
doped Bi,Sr,CaCu,Og ;. 5 SAmples. The data obtained also make it possible to explain the presence of an energy
pseudogap at the symmetric X point of the Brillouin band of HTSC compounds. © 2000 MAIK “ Nauka/lnter-

periodica” .

1. INTRODUCTION

Intense discussions about the choice of an effective
model for describing the physical properties of CuO,
planes in perovskite structures has been going on since
the discovery of high-temperature superconductivity.
Suggestions [1] that the single-band Hubbard model
could be the key to understanding the nature of the
unusual behavior of these materials were made back in
1987. In the strong correlations regime the Hubbard
model reduces to the so-called t-J model with
exchange interaction J = 4t?/U, corresponding to sec-
ond-order of perturbation theory. Following experi-
mental evidence [2, 3] showing that the maobile charge
carriersare primarily in the 2p, and 2p, orbitals, Emery
proposed a three-band generalized Hubbard model [4]
(the so-called Emery p—d model) for describing the
electronic structure. In this approach there is no longer
any obviousrelation to the single-band Hubbard model.
Considering the importance of charge-transfer pro-
cesses, asimilar approach was proposed in [5, 6]. Sub-
sequently, Zhang and Rice showed [7] that at |east for a
strong Coulomb repulsion and high charge transfer
energy the Emery model does indeed reduce to an
effective single-band model, since the doped hole
charge carriers are in a singlet state A;;—the Zhang—
Ricesinglet state, separated well by an energy gap from
the other possible two-hole states. The concept of a

Zhang—Rice singlet has been found to be true in princi-
ple and productive, even though once again it was
based on the perturbation theory for the tight-binding
case, where the Coulomb interactions on oxygen,
between oxygen and copper, aswell as oxygen—oxygen
charge transfer were neglected. Eskes and Jefferson
demonstrated [8] that this approach is not always cor-
rect for realistic values of the model parameters. None-
theless, calculations in Anderson’s impurity model [9]
aswell ascluster calculations[10, 11] based on athree-
band pd model indeed confirmed that the Zhang—Rice
singlet iswell separated in energy from the bulk of the
two-hole states. Jefferson, Eskes, and Feiner [12] and,
independently, Lovtsov and Yushankhaem [13] as well
as Schutler and Fedro [14], using a cluster method of
perturbation theory introduced previously by Ovchin-
nikov, Sandalov [15] and Jefferson [16], have given a
more accurate derivation of the single-band model. The
most complete derivation of the t—J model from the
three-band p—d model, using a cluster perturbation the-
ory, iscontained in the work of Belinicher, Chernyshov,
and Shubin [17]. The investigations have made it clear
that hops not only between nearest neighbors, t (inter-
sublattice hops), but also between the second neigh-
bors, t' (intrasublattice hops), and third neighbors, t",
are important for the dispersion law for a hole moving
against the background of antiferromagnetic (AFM)
spin order. It is the terms t' that made it possible to
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describe on the basis of the t—t'—J model the dispersion
law at the valence band top in Sr,CuO,Cl, [18, 19],
obtained experimentally by ARPES spectroscopy [20].
At the same time, there are a number of experimental
and theoretical indications showing that the three-band
p—d model is itself inadequate. Thus, the absorption
spectra of polarized X-rays (XAS) [21] and electronic
loss spectra (ELS) [2] have revealed an appreciable

(10-15%) population of d_. . copper orbitals in all

p-type HTSCs. In [23, 24] the effect of Coulomb repul -
sion on oxygen and between oxygen and copper on the
effectiveinteractionsin asingle-band model was exam-
ined, and the main consequences of using a realistic

dxz_yz, d.. »,Px Py, P, orbital basis on the possibility

37 —r
of constructing an effective one-band model were indi-
cated. Specifically, when the apical oxygen approaches
the CuO, plane as the degree of doping increases, the
two-holetriplet term 3B, can compete with the Zhang—
Rice singlet. As aresult, the systematic description of
the physics of the lower-lying excitations is no longer
possible in the one-band effective model. A similar
conclusion was obtained earlier on the basis of agener-
alized tight-binding method [15]. In this method all
possible multihole terms as well as Coulomb and
exchange interactions are taken into account. The
method formulated using the equations of motion for
the Green’s functions makes it possible, in principle, to
calculate in a unified approach the dispersion curves
and the spectral density of states and their temperature,
field, and concentration dependences.

The generalized tight-binding method has been used
to calculate the dispersion laws and density of states of
an undoped CuO, layer in the paramagnetic [25] and
antiferromagnetic [26] states. The band structure of the
quasiparticles was found to depend on the temperature,
magnetic field, and particle density. Specificaly, for
doping with holes new states, similar to deep impurity
levelsin doped semiconductors, appear in the semicon-
ductor gap [27, 28]. The results of the calculations of
the dispersion law of the valence band top in undoped
CuO, layer were found to be in good agreement with
the experimental ARPES-spectroscopy data for
Sr,CuO,Cl, [20]. However, the problem of the common
oxygen was solved in [15, 25-28] by artificially divid-
ing the CuQ, layer into two sublattices with the triplets
O—Cu-O as a unit cell in each sublattice. In addition,
the unit cell in one of the sublattices is turned by 90°
with respect to the unit cell in the other sublattice. Since
all Cu—O distancesin the planes are the same, there are
no reasons for such a separation into two sublattices. It
would be more systematic to use CuOgz (CuOs) cells
and the Shastry canonical-fermion representations
[29], asdonein[12, 16, 17, 23, 24]. In what followswe
shall combine the strong aspects of both methodsinto a
single approach. Specifically, in the present paper asys-
tematic formulation is given for the generalized tight-
binding method, where a CuO; cluster will serve asthe
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unit cell, and the problem of the nonorthogonality of
the molecular orbitals of neighboring clusters will be
solved in the obvious manner—by constructing the cor-

responding Wannier functions on the dxz_yz, d,. 2
Pw Py, P, five-orbital initial basis of atomic states.

The single-cell part of the Hamiltonian factorizesin
the new symmetric basis, making it possible to classify
according to symmetry all possible effective single-
particle excitationsin a CuO, plane. A subsequent exact
diagonalization of the Hamiltonian of a unit cell and a
transition to the Hubbard operator representation make
it possible to take account of the part of the Hamilto-
nian that corresponds to hops. The construction and
analysis of the dispersion relations are performed using
the generalized tight-binding method and the equations
of motion for the corresponding Green’sfunctions. The
nature of the states at the valence band top of HTSC
compounds and the behavior of the states as afunction
of temperature and hole density are analyzed in the
Conclusions.

2. EFFECTIVE HAMILTONIAN OF A CuO,
LAYER IN THE CELLULAR REPRESENTATION

Theinitial Hamiltonian of the model can be written
in the standard manner:

H=H+H+H,+H,, Hy= ZHd(r), (1)
r

+ 1 g —0
Hqy(r) = Z[(sx—ll)dxrodxra"'éuxnmnxr

Ao
O + + o «a O
+ z - ‘]dd)\rod)\rc'd)\'ro‘ + Zv)\)\'n)\rn)\‘r'D '
Ao N r O

H, = sz(i),

. + 1 o -0
Hp(l) = Z[(ga_u)paicpaic"'éUanainai

ao

g 0
+ Z Vaa'naina'i'i|’

a'i'c’

Hpa = S Hpaliv 1),

O,r0

de(i1 r) = Z (t)\up;icdr)\c"'va)\nging‘r)’

aAoa'

Hpp = Z Z(tu[}p;iopﬁjo"' H.c.),

O, rfopo
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where

(¢}

+
nai = paicpuio'

o _ gt
Mi = AyigOhio

The indices r and i run through the positions dxz_yz,

d.. .,andp, p, p,setsof localized atomic orbitals.

3z —r
Similarly, e, =¢g4 (A=dy), g4 (A=d)ande,=¢,(a =
Pw By): €, (0 =p,) are the energies of the correspond-

ing atomic orbitals; ty, =t,q (A =d,, a =py, py); tod/ J3
(A =d, o =p, p,) are the matrix elements of a hop;
Uy=Uq(A=d,,d)andU,=U, (a=p,, py, p,) areintra-
atomic Coulomb interactions; Vg, = Vg (00 =y, pys A =
dy, d,) and V4 (a = p, A = d,, d,) are the copper-oxy-
gen Coulomb repulsion energies. All matrix elements
of the Coulomb and exchange interactions are assumed
to be independent of the form of the d or p planar orbit-
as. A prime indicates an interaction with apical oxy-
gen. Thefirst step in converting our Hamiltonian to the
cellular basis corresponds to the analogous step in the
method of [23] and refers to the transformation of the
hopping part of the Hamiltonian.

Depending on the elements between CuO, layers,
the copper ion can have oxygen coordination 6 in
La,CuQ, compounds, 1-2-0-1 and 2-2-0-1 (Bi and Tl),
5 in the compounds 1-2-3, 1-2-4, 1-2-1-2, 2-2-1-2 (Bi,
TI), and 4 in the compound Nd,CuQ,. In what follows
we shall work with a CuQ; cluster as the most general
case. All subsequent calculations are also valid, with
minimal changes, for smaller coordination numbers.
Figure 1 displays the unit cell of the CuO, plane with
the accompanying apical oxygen. In accordance with
the choice of phasesin Fig. 1, the part of the Hamilto-
nian of a CuQq cell that takes account of the hops can
be written as follows:

c _ +
de - tpddx(px—llz,o_px+1/2,0+ py—1/2,0_py+112,0)

tqd,

+ 22D, oo F Pxswzot Py_120— P )+h.c,
,\/é x-12,0 x .0 y-1/2,0 Py+ 1.0

(2

c _ + +
pr - tpp(px—ﬂz,cpy+lj2,c_px—]JZ,pr—lIZ,o

+ +
- py+]J2,0px+112,c + px+1/2,cpy—112,0) +h.c.

In the initial reducible representation the choice of
phases can be made in any other manner, since the sub-
sequent Fourier- and linear transformations are similar
to using the method of projection operators in molecu-
lar-orbital theory to construct the functions belonging
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Fig. 1. Unit cell of a CuO, layer. The choice of phases cor-
responds to an initial reducible representation.

to irreducible representations and contained in the ini-
tial representation. We shall define the Fourier-trans-
form asfollows:

1 r
ko = ﬁzdxfcelma
T
3

e—ik Om

porkc -

1
ﬁ% Pamo

Summing over al cells and performing the indicated
Fourier transform, we arrive at

de = tpdzd;kc(_Zi)(Sxpxkc + Sypyko)
ko

t oA
+ %kzdzkoa(sxpxkc_sypykc) + h-C-,
’ (4)
Hpp = _4tppz styp;kopyko +hc,
ko

k k
EX, s, = sin.

S, = sin 3

Using the linear transformation S, we introduce the
new operators a,, and b, annihilating a p hole in the
molecular orbitals of oxygen:

1l o .0 [l
Dbkd D: SD pXkG |:|
Oa, U Dpykc O
®)
- %?Sx/uk i.Sy/l-lk % pxkcEL
Hisy/ M =18/ Wy L pyys U
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where

=g+, [§=1
The new operators satisfy the required commutation
relations{ by, , a,,} = 0. Making the substitution

[
Pxko = __(beko + Syako)v
Mk

pyko

i
__(Sybko _Sxako)!
Hi
we find that H,y and H,,, can be written as follows:

Hog = _2tpdz de;kobkc
ko

Pl Y (Eutiabio Nido) +ho

= _thdz p-ijd:(riobjc

ij

2t
de(EI]dZIGb +)\ d2|0ac)+h.C.,

(6)
Hpp = —2tppzvkb;0bko+2tppzvka;0ako
ko ko

- 2tppz Xk (Brodys + h.C.)
ko

= = 2t, 5 Viblobig + 2t S vialsay,

ijo ijo
+ 2tppz Xij (ai+objc + h.C.),
ijo

where

2 2
Ak = 58, £ = 2

Mk Mk

2
k:izsy(si

-S))-
Mk

Insideacell & - = 0and; -; = 0in agreement with the

fact that the by ,|00and a;,|00states belong to different
b, and a, irreducible representations. Similar transfor-
mations for contributions from apical oxygen to the
part of the Hamiltonian that takes account of hops,

H(p:)p = 1:'pp{ p;+ 1/2, c( px—]JZ, [

px+112,0_ py—]JZ,G
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+ py+112,0)_p;—ﬂz,o(px—ﬂz,o_px+ﬂ2,o (7)

—Py_12.6F Py+r12,6)} T hC,

o 2ty
de_-ﬁ,

lead to the following result:

(pz+ 1/2, odza pz—]JZ, oZdza + h-C-)v

Hpp = _ZtIppZ (ko Paobio + M Prcodio + N.C.)
ko

= _2tlppz (Eijop;objo +Ajj p;icajc +h.c),
" (®)

. 2t
de = Z(dzkcpzkc'l'hc)

_ 2tpd
- ,\/— Z(dzmpzm-'-hc)

As one can see from Egs. (6) and (8), the dependences
of the coefficients w;, vy, &;;, Ajj, and x;; on the intersite
distance AR;; completely determinein our approach the
rules for and the magnitude of the hybridization of the
oxygen molecular a and b orbitals with one another as
well aswith d . . and d, orbitals on different cellsi

and j. Thefunctions are summarized in Table 1 [23]. In
application to the Coulomb term, this procedure leads
to three- and four-center contributions to the aggregate
Hamiltonian:

ijo

Ir;](tj = z Z Vpdcblljn)\lpmo pu]c!
lij ahog' (9)

mt - ZZU Wik Pai 1 Paj 1 Pak: Pa:

ijkl «a

where pyts = &4, brg- Thus, aside from the standard single-
center Coulomb interaction, we obtain additional contri-
butions, for example, to the part of the aggregate Hamilto-

nian that takes account of hops ~V,®;; Ny Paic Pajo-
Direct caculations of the coefficients @y and Wyy;
show that ®gy, = 0.918, Py = —0.13, Py, = —0.02,
Woooo = 0.2109, and Wy, = —0.03. Since the computed

coefficients depend strongly on the distance, we retain
inwhat follows the strongest single-center interactions:

Ip?(; = pchOOO Z n un
iohoao' (10)
HI,;E = quJooooZ NN -
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Table 1. Dependence of the matrix elements on the distance (ij) [23]

00 10 11 20 21 22
M 0.95809 —0.14009 —0.02351 —0.01373 —0.00685 —0.00327
Y 0.72676 —-0.27324 0.12207 —0.06385 0.01737 0.01052
A 0.74587 -0.17578 0.06179 —-0.07134 0.01703 0.00925
& 0.00000 0.25763 0.00000 0.03913 0.00886 0.00000
X 0.00000 0.13397 0.00000 —0.04056 0.03043 0.00000
Thus, after this step our Hamiltonian becomes a sum of . 2ty .
intracell and intercell terms: Tpa = —=, Tpp = 2tpphe0-
3
H=Hc+He He= Z Hto ay N what follows, as a simplification, we shall drop the
fo

H,, = h® 4 h® 4 p@
(&) 1
1
h® = (e,nd +e4n] +€,07) + SUaning,

+1
2

+5 (Voang,np, + Viagng) + To(do25 + hc.)
£

1 v .0 O

QUpnpznpz

o _—0

Uanana +

_T‘pd(d;GpZU + hC) _t‘pp(a:rpzc + h.C.),
1
2

o _—O0

(b) _ o o 1 6 _—o
h™ = (g, +€4Ng ) + éudndxndx +5Upnp N,

o _ ¢ +
+ vadndxnb _sz (dysbs + h.c.),
a' o
R = 5 Ugng .+ UnZng
~

g _a o 0 ' g a0

(a) (b) (ab)

HCC = Z Z (hhop + hhop + hhop )1
(i#zj) o
2t .
h% = T;j)\ij(dzioajo + hC)
+ ZtDpViiaiJroajc - Zt'pp)\ij ( p;icajo +h.c),

(b)
hop

h

Jjo1

- 2tpdu|] (d;icbjG + bi+0'dXi0') - 2tppV|J b:—o-b

2t +
hiee = —£'%;(djobjo + he)

J3
+ 2tprij(ai+abjo +h.c.) —2t,,&;;( p;icbjo +h.c.),
where

€ = €p—2tp Voo, €4 = €5+ 2t Voo,
2t d)\OO
Ty = 2tpgHoos Ta = %1

JOURNAL OF EXPERIMENTAL AND THEORETICAL

coefficients Wy, and @y, When we write the Coulomb
interaction parameters: U, = Uy, = Uy = Up = UpWoy,
Vg = VpqWooo- Besides these parameters, which refer to
the Coulomb interaction in a plane, there are aso
parameters characterizing the analogous interaction
with theapical oxygen V4. The coefficients;;, v;;, and
A;; refer to hybridization of states possessing the same
symmetry and depend only on the distance between the
I and j sites. The coefficients &; and x; refer to the
hybridization of the states belonging to different a; and
b, representations, and they change sign on reflection
along one of the x or y axes. The Hamiltonian (11) does
not contain hopsd, ~— d,, p,~— p, and d, ~— p..
The holes in these states are less “mobile” than in the
planar d,, b, and a states.

Asthe next step, we shall determine the eigenvalues
and eigenstates of the single-cell Hamiltonian H,, that
can be found exactly and we shall then rewrite the total
Hamiltonian H in terms of these eigenstates. In the vac-
uum sector we have the proper state d'°p® or |0L1 In the

single-hole b, sector in the basis of |d;,|00and |b;|00
statesthe eigenvectors |5pD= By(b) lbs |00+ Bo(d) |y, |00
with energies €5, P= 1, 2, can be found by exact diag-

onalization
- O —. O
A® = g8 g (12)
U-t, g, U

In the single-hole a, sector in the basis [a,|00] |p,|00]
and |d;,|00states, the eigenvectors [a,0= a,(a) [ag |00+

0(P,) [P5 100+ a,(d,) |d;,|00with energies €5,,P=1,
2, 3 can be found by exact diagonalization

O O
|:| Edz Ta _TpdD
p@ _ [ . O
=81 & .0 (13)
|:| 1 1
[T Upd ~top €p, O
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The eigenstates of a cell in the two-hole A, sector
|AqD= Z‘ Aqi| AiLlwherethe coefficients are the eigen-
vectors A (i, 9= 1-9), and the set of basissinglet func-

GAVRICHKOV et al.

tions |A] are presented in Table 2. The |AQD eigen-
stateswith energy €55, CAN be found by exact diagonal-

ization of the matrix

O . O
A = Ohr 0 O
[l ~
00 hx 0O 14
Esb +&g + Vg —J21, 2, E
where hiy = U O
1 E -J21, 2g+U, O Er
0 =21, 0 2 +Uy0
0 . . . . 0
[Eat €, +Vp ~Tpd Ta —2th,  —/2ty, U
U 1l
0 —Thy &g +&€+Vyg ~thp J2t, 0 J2t, O
0 ‘ . . ‘ ' 0
-8 T th, o tEL TV 0 /2T, 42Ty o (15)
E —J2t, J21, 0 2¢,+U, O 0 E
5 -2t 0 — /2T 0 2,+U, 0 §
5 o Nt 2T, 0 0 264+ U]

In addition, the Zhang—Rice singlet |ZRJappears in it as
oneof thebasisdtates. In thetwo-hole sector B; we seek the

triplet eigenvectorsin theform |Bqud= Z B.i|Bin2(Q=

0

|:|€a + sdx + Vpd —Tp T,

E Ty gt tV, 0

ﬁ(é) _ E 1, 0 €q, +t €y + Vy4

E 0 T, =Ty

D ' L}

| ~Lpp 0 ~Tpd

E 0 _t'pp 0

Diagonalization of the Hamiltonian for a CuO; clus-
ter is done separately in different sectorswithn=0, 1,
and 2 holes. The vacuum section n = 0 corresponds to
the 3d'° configuration of copper and the 2p°® configura-
tion of oxygen. Figure 2 showsthe energies of the com-

peting singlet |ApD(p =1, 2) and triplet |I§1MDstat$as
afunction of the crystal field parameter Ay = €4 — €4 ,
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1-6,M=-1, 0, 1), wherethe corresponding coefficients B
and the set of basisfunctions [Byy[Lare presented in Table 3
with energies €28, found by diagonaizing the matrix

0 —t o A
T, 0 top E

-1, T 0 E (16)
€4+ €+ Vg 0 T E
0 €q *+€p +Vpg -1, E
~Tpd —T €t Ep,+ Vin

the difference in the energies of the 2p orbitals of the
planar and apical oxygen A,, = €, — €, , and the ratio
d,/dy of the distances from the copper atom to the api-
cal and the planar oxygen atoms. The energy of the
state |A1D = A(db)|ZRO+ Ag(dd)As+ Ay(bb)|AL
does not depend on the values of the parameters pre-
sented above. The contributionsfrom the cell orbitalsin

No. 2 2000



EVOLUTION OF THE BAND STRUCTURE OF QUASIPARTICLES

Table 2. Eigenvectors Ay and the set of basis singlet func-
tions |AO

i A IAL
1 + o+ + o+
1 Aq(dxb) |ZR= 72|Xm b; —d,, b, |00
2 Aq(bb) b} b} |00
3 Ag(dd) | [dy, dy, o0
1
4 A(PA2) Tzlp; a; - p,,a, |00
1
5 A(d) 72|d; a; —d;,a;|o0
1
6 Aq(dzpz) TZld; pz: - d; pzf|0D
7 Afaa) | latai|o0
8 Aypp) | Ipy, Py, 100
9 Aj(ddy) | |d},d},[o0

the other two states |A200 and |Bim[I change strongly
together with the values of the parameters, and they
cannot be identified with any specific orbitals from the
molecular orbitals with the same symmetry.

As the energy of the 2p orbital of apical oxygen
decreases, the state |Bivllis observed to approach the

Table 3. Eigenvectors By and the set of basis functions |B;y0

375

singlet |A1D (Fig. 2b). Together with the tendency for
crossover, there is also an appreciable increase in the
fraction of the dp,-symmetrized configuration in

|I§1MD It is important to note that thisis only the first

main mechanism of stabilization of the |BimOdtate, and it
is related with the large contribution from the d p,-sym-
metrized configuration. The increase of this contribu-
tion is confirmed by this dependence as well as the
dependence shown in Fig. 2a. Therefore, the same sta-
bilization mechanism operates in both cases. However,
inthefirst caseits natureisassociated with the decrease
in the energy of the p, orbital, whereas in the second
case it is associated with the dependence of the corre-
sponding hopping integral on the distance to the apical
oxygen. A decrease in the energies of the p, orbitals
gives rise more effectively to an increase in the d,p,
contribution in the ground two-hole state.

A decrease of the parameter Aq = &4 — &4, (Fig. 3c)
resultsin an increase in the Hund state fraction and ulti-
mately convergence of the ground |A1D singlet and the
|I§1MD states. This is the second basic mechanism for

stabilization of the |Bim state. Since it is associated
with a gain in the Hund interaction with an increasing
contribution of the d,d, configuration, it is all the more
effective the higher the energy of the 2p orbital of the
planar oxygen and the lower the energy of thed, orbital.

For this method of stabilization of the |BimOstate, the
fraction of p, states decreases in this state, and the frac-
tion of the Hund configuration d.d,, through which the
population of the d, orbitals could be observed,
increases.

i Byi IB; 10 Biol! [B;1 0

1 By(cha) d:, a’|od —}é it a’ +d’,at|o0 id%,a’jo0
2 By(ba) Ib*a’|o0] %2 b"a" + b a’|od Ib*a’ |00

3 By(chd) o, o, o0 %2 ot d, +d?,de,jo0 i’ d?, jo0
4 By(cib) i, b |00 %2 ot b! +d, b’ |00 d?, b0
5 Bq(chp) ;. p}, 00 —}éwz s, +d, s, 100 ;. p}, [0
6 Bq(bp) b7}, [o0 %sz p;, +b7p;, [0 o7 b}, fo0
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(a) (b) ()

2.0
1.5F Kz
1.0
>
o
5}30.5—
15) -~
3 0_/_31/_
—05F
A
-1.0 . -2
1.0 15 20 -2
dap/dpl

Fig. 2. Energies of |A;] |A,] and |ByyOtwo-hole states
versus the ratio du/dy of the distances from the copper

atom to the apical oxygen to the anal ogous distance to the
planar oxygen, where Ag = 2 eV and A,y = 0.5 eV (&) and

versus the energy difference between the 2p orbitals of the
planar and apical oxygen: Ay, = &, — €p where dg/dy =
1.2, Ay = 2 eV (b), and versus the crystal field parameter
Dg=ey —gy ,whered,y/dy =12, A3=05¢V (c).

Thus, the energy splitting between the triplet and
snglet statesis Ag, = 0.5 eV (Fig. 3a). Consequently, the

presence of two states |A:0J and |Biml] competing in
energy, for realistic values of the parameters makesit nec-
essary to take them into account smultaneoudy as basis
statesin our model and makesit impossible further reduc-
tion to an effective one-band Hubbard moddl. As a result
of exact diagondization, the Hamiltonian H,, for the anti-

ferromagnetic phase becomes
Hc = z (slpG_u)Xfp:c'i' Z (SZqG_zu)ngci
pfgo afgo (17)
fan FOA
where fg =
F. fOB.

Here p and q enumerate the single- and two-hole terms
of acel; X/ = |p| are Hubbard operators con-

Table 4. Matrix elements for quasiparticle excitations
O (b1g'A1). Here ¢, denotesd, or b

fe fa f
a 1 1 1 1
m 1 9 17 25
Ya,0 N(0)@so—1) ) B1(c)As(d,c)
1

Voo N(0)Bos—1) 3 B1(c)Ay(be))
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(a) (b)

n=0 n=1 n=2

Fig. 3. Sets of basal statesfor realistic multiband pd model ()
and for a single-band Hubbard model (b).

structed on the exact states of a cell. The sublattice lev-
els are split by the field of the antiferromagnetic state:
SlpA = Elp - Gh and SlpB = Slp + Gh The quant”:y h -~
JGE, Ll where the effective exchange interaction of near-
est neighbors J ~ ty /(€50 — 2€40) and ty; is determined
below (see Eq. (29)); €,5 and €,, are the energies of the
bottom singlee and two-particle terms. Doping
decreases h, which vanishesin the paramagnetic phase.
In the present work we confine our attention to a non-
self-consistent calculation, in which the magnetic state
is assumed to be given (antiferromagnetic or paramag-
netic). On the other hand the role of thefield histo sep-
arate the sublattices, just asin Bogolyubov’'s method of
quasiaverages. Effects due to the change in h taking
account of doping give band shifts by an amount of the
order of 102 eV, which is less than the resolution of
modern photoelectronic methods; we shall neglect
these effects. In the new basis the single-electron oper-
ators become

Cirxg = ZVAo(m)X?:w (18)

where Cytg = Oyigy sigy 8gy Dior PAg @Nd Mis the number
of the root vector a.,(pg). Here, to make it easier to
work with Hubbard operators, we employ the notation
of Zaitsev [30], where to each pair (initia—final) of
states |[g00 — |pOthere is associated a root vector
o(pQ), so that

pq a.(pg) m
Xfc > Xfc > Xfc-

The matrix elements of the hopping amplitudes y,;(m)

(m=1,2, ..., 32), corresponding to these root vectors,
can be calculated directly by performing an exact diag-
onalization of the Hamiltonian H. and are presented in
Tables 4-6. Only the two bottom terms (b, and a,) are

taken into account in the single-particle sector and As,
By are taken into account in the two-particle sector.
Thereforein Eq. (17) [pC= 3,0 [0:0and [qCE Aq, Biu .
All other terms correspond to a higher energy and are

of no significance for the physics of low-energy excita-
tions.

No. 2 2000



EVOLUTION OF THE BAND STRUCTURE OF QUASIPARTICLES 377

Let R, inthetwo-sublattice caserefer to the intrasu-
blattice neighbors and R, to the intersublattice neigh-

bors. Then the Hamiltonian of intercell hops can be
written in the matrix form

. . ZTM\(RD(Cf)\on+R ro +h.C.) ZTA)\(RZ)(Cf)\UCf+R }\0+hC)E
Ol it :
BA BB Ao DZ Tan(R2) (Cg)\ocg +ryvo T HC) z Taw(RY) (C;)\ocg +rpve T hC)O
Dng gR, O (19)
TR X XEs THS(K) XY io ]
Z zy)\c(m)y)\ c(n)D m D+ h. C.,
ANTkmn T)\)\ (k) Xchkc T)\)\ (k)YkonoD
where T(R)
ik IIR1
THK) = TR0 = 25 THR)e 9 0 0 2y 0 0 f
Ry 0 2pg, 2ty 0
O o 0 —=¢ Ajj O
AB BA AB ik ER2 B 3 A/f_i D
Tw(k) = Tuk) = ZTM(RZ) 0 2t 0 ( 0)
R, = D‘Z pd Hij TE” —2LppVij 2ppXij 2tpp€-u
S :
Xew and Yy, arethe Fourier transforms of the Hubbard 0 o 2lpg Ni 2t 2tpeVi —2thoA; O
operators, respectively, with respect to the A and B sub- E NE E
lattices. In the basis d,, d,, b, a, and p, the matrix for 0 o 0 -=2t.& —2ttA; 0
intercell hops has the form PRt e
Table5. Matrix elements for quasiparticle excitations o (3,4 I§1M). Here ¢, denotes d,, a, p,
Om am(élc'él—l) am(alo"élo) am(alo'éll)
fe fa fg fa fg fa fg
' 1 l 1 ! 1 ! 1 ! 1 ! 1 !
m 2 10 18 26 3 11 19 27 4 12 20 27
1
Yd,o 600'Iza1(ci)Bl(dxCi) T(l 500)201(0)51((j ci) 500-IZG1(Ci)Bl(dXCi)
Yoo %Z a4(c;)By(bc;) 75(1 —05¢) Z a4(c;)By(bc;) 6GG-Z a,(c,)By(bc))
Table 6. Matrix elements for the quasiparticle excitations am(Blo- élM). Here ¢, denotesd, or b
Om am(Blc'él—l) am(Blo'élo) am(Blo'éll)
fe fa fg fa fg fa fg
' 1 l 1 ! 1 ! 1 ! 1 ! 1 !
m 5 13 21 28 6 14 22 29 7 15 23 21
1
Yao _600'2 Bl(ci)Bl(aCi) T(l 600)281(C)Bl(ac) _BGG'ZBl(Ci)Bl(aCi)
I I
Ya,o _600'2 B1(c)B1(p.Ci) _Tz(l_600')ZBl(Ci)Bl(poi) —500-2 B1(c))B1(p,C)
1 1 1
1
Yoo B0y B1(C)By(d,C;) —72(1—606-)2Bl(ci)Bl(dzCi) 055 B1(C)B4(d,c)
I [ I
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3. DERIVATION
OF THE DISPERSION RELATIONS

Next, we shall derive the corresponding dispersion
relations for the valence band of a CuO, layer. For this, as
aready doneinthegeneralized tight-binding method [15],
we employ the Green's functions method. The equations

of motion for the operators X{y and Yg, havetheform

iXfo = [Xfe H] = QuXfe+[Xim Heel,  (21)

where Qﬁ = Qg(0ty) = €546 — E1pc- FOT any radius vector
R the corresponding commutator can be calculated in
the Hubbard 1 approximation:

[XPZF’ HCC]
=3 5 Y TaRIMYro X5 XX+ o]
ANo nl iR (22)
+y)\ G(I)y)\o(n)[xfm |+Rc |0]} = Z T)\)\'(R)

AN'NR
X y;\cc(n)y)\'o(n) Ffo(m)(xp+ Ro + X?—Rc)!

where Fgo(m) = Fgo(oy(pa)) = OXTE O+ OX{? Oisthe

filling factor [30]. Hence, taking account of the exist-
ence of the A and B sublattices, we obtain the system of
equations

ixfc - Q Xfc + Zzy)\o(m)y)\ o(n)FAo(m)

AA'n

n n D
xOY Xitr,oTan(Ry) + z Yis RonM'(Rz)%L
R, R, (23)

Yoo = QuXgo*+2' Y Vie(mYao(n) Feo(m)

AN'NR
n n D
X § Yg+ro Tan(RY) + Z Xg+r,0 T(R2)O
R, R, O
For the matrix Green's function,
f)ij — %DijO(AA) f)ijo(AB)EL
[Dij4(BA) Dijo(BB)U
where Dijg(AB) = [IX,| Y], we have an analogous
system of equations.
DI[a(AA) = Do(A)3); S
+2D(A)'S Yio(mYo(!)

AN
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x @zTM-(Ro Di’ g,jo(AA)

Ry

+ ZTM(RZ)D!ERZ,G(BA)EL (24)

R,

DG(BA) = 2D7o(B) Y Vio(MYnoll)

AN

x §TM-(R1)D!”+R1,-G(BA)

Ry

+ zTM(Rz) D’ ,G(AA)D

2

Here D2(A) = Fao(M)/(E — Q5 + ig), i.e., the zero-
approximation Green's function is diagonal with
respect to the matrix indices m and n. After Fourier
transforming

- Z Dmn ik [(R -R. )
the system of equations becomes
Dia(AA) = D(A)8ry + 2D(A)

X z y;\kc(m) y)\'c(l)
AN
X [Ton(K) Dio(AA) + Trn(k) Dis(BA)],

Dio(BA) = 2Du(B) Y Vio(mYao(l)
AN

(25)

X [Toa(K) Dio(BA) + Tin(K) Diig(AA)].
In the matrix form the system of equations (25) is
A(k)Dia = Do,

(k) _ |:|1 DU(A)Teff (k O') —DG(A)Teff (k 0') E

—DU(B)Teff(k O') 1- DG(B)Teff(k O')g

O

26)
Oomn, o ane, O
Teff(k, 0') — DTer;(kv 0) TerfB(k, 0')%
OTeit (K, 0) Tert(k, 0)0
Tam(k, ) =3 VoM T(K)Yao(r).
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Thus, the dispersion relations are determined by
the equation for the poles of the matrix Green’s func-

tion D:
(E—Q2)8m,

= 0. (27
Fo(m) @7

_ zz Vio(M Tix (K)Yao(n)

The equation (27) issimilar to the standard single-elec-
tron equation for the tight-binding method, differing
from it in two respects. In the first place, the single-par-
ticle energies are determined as resonances between
multielectron states taking account of strong correla

tions. In the second place, thefilling factors Fg(m) lead

to a concentration dependence of the band structure of
the quasiparticles. In the next section we shall present
and discuss the results obtained by solving Eq. (27).
The order of the determinant presented above is deter-
mined by the 32 x 32 matrix Green's function, con-
structed on a m x m basis from the root vectors. The
equation (27) is an equation for the generalized eigen-
value problem, where a diagonal matrix of the inverse
sum of the filling numbers of theinitial and final states
participating in the transition with a m root vector
appear instead of the usual “nonorthogonality matrix.”
Each root vector o, determines a charged spin-1/2

Fermi quasiparticle; their local energies are Qﬁ. The

intercell hops lead to dispersion of the local quasiparti-
cles.

4. COMPUTATIONAL RESULTS:
DISPERSION RELATIONS AND ENERGY GAP
IN AN UNDOPED DIELECTRIC WITH x =0

Figure 4 shows the computational results for the
undoped case (hole density n,, = 1 + x = 1) and the set
of parametersin units of t,:

&, =2, €, =16, g, =05,
ty = 046, t,, =042, Uy=9, U, =4, (28
Voo = 15, J4 = 1.

The directions of the Brillouin zone for calculating
the dispersion relations were chosen in accordance with
the directions along which the ARPES observations
were performed for antiferromagnetic dielectric com-
pound Sr,CuO,Cl, [20]. The valence band top with pre-
scribed values of the parametersis formed by quasipar-

ticle states with root vectors a,(bisA1). In addition,
the interband transitions with t,—the largest of the
possible hopping integrals—are responsible for the dis-
persion of the wide valence band. The form of the
valence band corresponds quantitatively to the ARPES-
spectroscopy results for Sr,CuO,Cl, (Fig. 4). In this
respect our calculation reproduces existing results for
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Energy, eV
-0.5
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-0.7
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-0.9
-1.0
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(m0) (0,0) (1 0) (0, M
k

(0, 0) (1

Fig. 4. Computed dispersion curvesfor x = 0 and directions
of the Brillouin zone presented in the ARPES experiments
(dots, Sr,CuO,Cl, [20]). The dashed line denotes the zero-

dispersion virtual level with zero spectral density.

the dispersion of the valence band top on the basis of
the t—t'-J model [19]. In contrast to the t—t'-J model, in
our calculation there appears an additional zero-disper-
sion level at the valence band top, for which the filling
factor and spectral weight ~x, i.e., they are zero in the
undoped case. For x = 0 this level can be called virtual.

In the undoped antiferromagnetic case we are deal-
ing with two quasiparticles at the valence band top:

(xm(f)m&l) and am(BllAl). At zero temperature,
neglecting Coulomb fluctuations, the filling numbers of

the |b1isC single-hole state for one spin projection are
zero in the A and B sublattices. Consequently, for this
spin projection a zero-dispersion level is present in the
undoped case. Since transitions between empty states
have zero amplitude, a peak corresponding to thistran-
sition is not observed in the spectral density, and only a
peak corresponding to the valence band is detected.
Thisis atypical effect of strong correlations. Similar
effects have been observed previoudly for the density of
states in the theory of magnetic semiconductors [31].
The valence band corresponds to a transition with the

participation of a |510D state with nonzero filling num-

bers. A large effect of quasiparticles o, (bi1sBim ) (with
participation of a triplet) on the dispersion of the
valence band is also observed. Thisis due to the small
energy splitting, approximately 0.7 eV, between the
triplet and ground singlet states in the two-hole sector
of Hilbert space. The largest changes due to such asin-
glet-triplet hybridization are observed near the symme-
try point X = (11, 0). We reproduce the computational
results obtained in the t—t'—J model [19] with t'/t = -0.35.
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Energy, eV
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0,0 (g 0) (0 0) (Tt 0) (0, T

k

(T, 1

Fig. 5. Computed dispersion curves of the valence band of a
CuO,, layer in the antiferrophase: hole density x = 0.01
(solid line); hole density x = 0.1 (dot-dashed line); in the
para phase the hole density x = 0.2 (dashed line).

In addition, in our case the ratio with asimilar meaning

L} 2
t_eﬁ - tdellq>d<|)p+tppvllcl)p —

2

teﬁ tpdp-loq)dq) p + tpij_o(I) p

where

024, (29

¢g = Ba(d) Au(dyid,) + B1(0) Ay(dyb),

¢p = Ba(di) Ay(dyb) + B,(0) Ay(bb).

Contributions from intersublattice transitions to the
dispersion of the valence band along the symmetric
direction X~— Y, i.e., along the boundary of the anti-
ferromagnetic Brillouin zone, are forbidden. However,
the width of the valence band in this direction and in
I =(0, 0) < M = (11, 1), where intersubl attice transi-
tions contribute in the experiment [20], are approxi-
mately the same. In reality, because of the closeness of
thetriplet, the widths are determined not by the integral
transfer, which is obviously much greater for intersub-
|attice than for intrasublattice transitions, but rather by
the hybridization of the singlet and lower-lying triplet
valence bands. Neglecting the triplet, a much smaller
dispersion was observed (just as in the t—J model [32])
inthedirection X~— Ythaninthedirection ~— M.
The valence-band widths themselves, in this case, just
as in the LDA calculations [33], were greater than the
observed values.
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The deeper valence bands are formed by quasiparti-

cles (a4 Buwm ) and o b10 Bum ). Theformer refer to

transitions between empty excited states and have zero
amplitude. In Fig. 4 these transitions correspond to a
zero-dispersion level deep in the valence band. The sec-

ond transitions form bands with much smaller disper-

sion than quasiparticles with am(bchl) root vectors,
since they correspond only to hole transport with
smaller hopping integrals toa, OF top. This can be easily
seen from the differences of Tables 4 and 6, where the
amplitudes of the transitions yg ,(m) and yye(m) are

zero for quasiparticles with vectors o bio élM) and
different from zero for o, (b10A1) quasiparticles.

5. EFFECT OF DOPING ON THE BAND
STRUCTURE OF THE QUASIPARTICLES
OF A CuO, LAYER

The behavior of the zero-dispersions virtual level
with doping isinteresting. In the undoped case thefilling

numbers of both two-hole states |A1D and |B,,lare zero
and correspond to a zero-dispersion virtua level. In the
presence of doping the filling numbers of the two-hole

gate |AsJare nonzero, n, = 1 + . In consequence, theini-
tial virtud level acquires disperson oW/ox ~ 1 €V. The
wide valence band remains unchanged, since itsfilling

factor F = n; + n; =1 does not depend on the number

of holes. Figure 5 shows the dispersion curves for x =
0.01 and for x =0.1.

The largest changes with doping, as one can see by
comparing Figs. 4 and 5, are due precisely to the disper-
sion of the previous virtual level; it is characterized by
the wide maximum near the points I and M and mini-
mum near the point X. At the same time the spectral
density of the new valence band is proportional to the
degree of doping x, i.e., thisband issimilar to theimpu-
rity bands in doped semiconductors. We underscore
that in our approach there are no impurity effectsin the
form of fluctuations of the impurity potential or hop-
ping integrals; doping influences only the hole density,
and consequently the term “impurity” band signifies a
band of quasiparticles whose spectral density for small
x < 1isproportional to the degree of doping. A mech-
anism, specific to strongly correlated systems, leading
to the formation of impurity levels with doping has
been discussed in detail on the basis of a two-orbital
Hubbard model [27].

Asthe hole density increases with x changing from x =
0.01 to x = 0.1, the largest dispersion of the impurity
band occurs near the points ' and M with a further
decrease of the minimum at the point X. However, adis-
cussion of the high hole densities requires a specia
clarification. The point is that in principle the genera
approach formulated in Section 2 makes it possible to
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study self-consistently the changesin the electronic and
magnetic structures. However, our Hubbard 1 approxi-
mation for intercell hops leads to the fact that the mag-
netic system is described by an effective Heisenberg
model, and its influence on the electronic system
reduces to a redistribution of the filling numbers
between the spin sublevels for a given sublattice. The
applicability of such an approximation is analyzed in
detail in [26], where it is shown that the results agree
with the data obtained by exact diagonalization of small
clusters by the Lanczos method for the Hubbard model
and the t—J and three-band p—d models. Thus, compar-
ing the perturbation theory for J < t with the exact
answers in the t—J model shows that the corrections to
the vertices are small [34]. For the undoped case in the
Hubbard model the spectral density of the quasiparti-
cles, whichis obtained by exact diagonalization, can be
described in the mean-field theory (spin density waves)
with a calculation of the magnetization of a sublattice
in the spin-wave theory [35]. Consequently, we study
the electronic structure against the background of a
fixed magnetic order, which itself depends on the dop-
ing. Since on doping a p-type hole moves primarily along
oxygen orbitds, additiona exchange Joyo = Joucu
arises, resulting in frustrations in the Heisenberg anti-
ferromagnet and rapid suppression of the three-dimen-
sional antiferromagnetic long-range order. The critical
densities [36, 37] and the concentration dependence of
the Néd temperature Ty(X) [38] were obtained in the
t—J model in the spin-wave approach. Although thereis
no long-range antiferromagnetic order for x > X, there
does exist a two-dimensiona short-range order with
coherence length x,g, > a for lightly doped composi-
tions, x < 1. Since the mean-free path length | ~ a and
| < &,em, the main effect of short-range order reduces
to motion of an electron within an antiferromagnetic
cluster, and the band structure can be interpreted simi-
larly to a doped antiferromagnet even for x > X, in the
lightly doped range. The fluctuation character of amag-
netic cluster introduces certain refinements in the pic-
ture described above. Specifically, instead of symmetry
of bands with doubling of the Brillouin zone in an anti-
ferromagnetic phase and the equivalence-coupled
statesk and k + Q (Q = (17a, Tva) isthe nesting vector)
which are equivalent because of Umpklapp processes,
under conditions of short-range order the coupling of
these states is of a dynamical character and is deter-
mined by the decay of the state k, as a result of damp-
ing, into the final state k + Q [39]. However, these dif-
ferences are not fundamental, and a doped antiferro-
magnet with x ~ 0.1 will be studied in order to
investigate the concentration evolution of the band
structure. The transition from a doped antiferromagnet
to an amost antiferromagnetic Fermi liquid seems to
OCCUr af X = X, Where X, = 0.18 isthe optimal doping
concentration for which Ty(X) possesses a maximum.
For optimal compositions &gy = 2a. Analysis of the
concentration dependences of the two-magnon spectra
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of Bi-2212 led the authors of [40] likewise to the con-
clusion that crossover occurs between a doped antifer-
romagnet and an almost antiferromagnetic Fermi liquid
at X = Xop- IN the paramagnetic phase the filling num-
bers of local terms do not depend on the spin index.
Doubling of the Brillouin zone as compared with the
antiferromagnetic phase removesthe equivalence of the
pointsI™ and M. Figure 5 shows (dashed lines) the band
structure with x = 0.2 in the para phase. As one can see
inFig. 5, inthe paramagnetic phase thereis one valence
band instead of two bands. The latter band reproduces
well the dispersion curves calculated by the Monte
Carlo method [19] and the dispersion curves observed
for the optimally doped samples[41], including theVan
Hove singularity near the symmetric point X.

6. DISCUSSION

The evolution of the band structure with doping can
be traced by comparing Figs. 4 and 5. It is the disper-
sion of the impurity band and the merging of this band
with the main band in the para phase that give the tran-
sition from an undoped structure with a maximum at

the point M = (172, 172) (Fig. 4) to the band structure
of a doped system with a maximum at the point M and
a saddlepaoint X (Fig. 5). An important effect of mag-
netic order in the doped caseis agap between theimpu-
rity and the main valence bands at the point X. Thisgap
is known as a pseudogap from NMR, inelastic neutron
scattering, and ARPES experiments (see review [39]).

Spin fluctuations fall outside the scope of the
present paper. Consequently, we cannot compare our
results with the ARPES results and calculations of the
spectral function on the basis of the quantum Monte
Carlo method [19, 42] in the entire range of doped hole
densities. However, for doping, an additional peak cor-
responding to a narrow impurity band and a high
energy is added in our approach to the peak corre-
sponding to a wide valence band and a quasiparticle
state with wave vector K. In addition, just asin [42], the
behavior of the low-energy peak is identical to the
behavior of the quasiparticle peak in the undoped case,
since the dispersion of the wide valence band does not
depend on the doping level. A high-energy peak is
observed only in the doped variant, where the virtual
level acquires dispersion. Indeed, as temperature
decreases, for low degrees of doping, the Monte Carlo
calculations for the t—=J model [42] and calculations in
the spin-bag model [43] show a similar splitting of the
quasiparticle peak into two peaks—low and high
energy. The splitting of the quasiparticle peaks in the
spectral density occurs, according to [41] only near the
symmetry point X. Calculations were performed for
temperatures T > 0.1t. Lower temperatures are inacces-
sible because the influence of thefinite size of the clus-
ter in the analysis on the computational results cannot
be controlled. This result becomes understandable if
one keeps in mind the fact that, according to calcula-
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tions in the theory of an almost antiferromagnetic lig-
uid [44], hot regions, where quasiparticles are most
sensitive to the short-range antiferromagnetic order,
exist near the symmetry points X and Y on the Fermi
surface. There is no splitting in the spectral function of
the experimental ARPES investigations. Nonetheless,
the presence of a pseudogap near X isindirect proof of
the presence of a high-energy peak, lying above the
Fermi level and consequently not observed in the
ARPES experiment.

The mechanism for acquiring additional dispersion
can be used to explain the ARPES-spectroscopy results
concerning the opening of an energy gap along the line
X «— M of the Brillouin zone [40] for
Bi,Sr,CaCu,Og . 5 Switching to dielectric samples, the

form of the dispersion curves from I' to M remains
similar to the corresponding section of the dispersion
curve of metallic sasmples. The dispersion curves near
the point X behave completely differently. The transi-
tion from optimally doped metallic samples to lightly
doped samples resultsin vanishing of the section of the
Fermi surface on the line X < M. For samples with
optimal doping (T, = 85 K) large areas of the section of
the Fermi surface were observed. If the rigid-band
model were valid, then a decrease of hole density
would result only in adecrease of the areaof the section
while its shape would remain unchanged. In addition, the
intersections of the Fermi surface by the line X ~—— M
should remain, which contradicts experiment, showing
opening of an energy gap on the Fermi surface along
the line X ~—— M. In a dielectric sample the filling
numbers of all two-hole states are zero, since transi-
tions between empty states have zero amplitude, a peak
corresponding to this transition is not observed in the
spectral density (zero-dispersion virtua level), but
rather a peak corresponding to the valence band for

nonzero filling numbers of the state [b:sUfor one of the
spin projections is detected. For doping, the virtua
level acquires dispersion but now according to the sce-
nario described above and it is detected in ARPES
experiments. The existence of an energy pseudogap is
based on the difference in the dispersion laws between
the valence and narrow impurity bands. Comparing the
computed dispersion curves with the ARPES observa-
tions [40] we conclude that dispersion, characteristic
for the paraphasein dl experimental samples, isobserved

in the experiment aong the direction F < M, while
near X asimilar dispersion is observed only for an opti-
mally doped sample. The appearance of an energy gap
near X is a consequence of the manifestation of an
impurity band near energies above the Fermi energy
with doping of antiferromagnetic CuO, layer. Our con-
clusions, just as the conclusions of [44], do hot support
the conclusions of [19] that it isimpossible to describe
in a unified approach the dispersion relations for an
antiferromagnetic diel ectric and doped sampiles.
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Calculation of the evolution of the Fermi surface
taking doping into account requires a self-consistent
calculation of the Fermi level for each hole density.
Since the band structure itself depends on the density
and cannot be described by a rigid-band model, this
problem requires a large volume of calculations and
falls outside the scope of the present paper.
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Abstract—A simple model is used to reconstruct for the first time the distributions of local values of the defor-
mation potential at one of the sheets of the Fermi surface of tungsten. © 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Studies of the Fermi surfaces of pure metals are now
fairly well advanced. Nevertheless, the problem of the
deformation potential characterizing the change in the
energy of the electronic states accompanying a defor-
mation of the lattice has not yet been fully resolved.
Thedifficulty isthat the deformation potential isalocal
characteristic of a state on the Fermi surface. This
means that each point on the Fermi surface of this metal
should have its own value of the deformation potential
(in general it is desirable to know all six independent
components of the deformation potential for each
point on the Fermi surface). Asfar asthe experimental
possibilities are concerned, we can most frequently
only record the response of a Fermi system to a defor-
mation as an integrated process, for specific “effec-
tive” orbits. Examples are the de Haas—van Alfvén
effect or the absorption of ultrasound in strong mag-
netic fields H || g. Scopefor local measurementsin this
scenario islimited.

In [1] the author noted possible methods for the
practical reconstruction of local values of the deforma-
tion potential A on the Fermi surfaces of metals using
experimental information. In the present publication
we shall attempt for thefirst timeto reconstruct patterns
of local values of various components of the deforma-
tion potential for one of the sheets of the Fermi surface
of tungsten (hole N-ellipsoids) using one of the meth-
ods proposed in [1], parametrization using a physicaly
substantiated model. The main constraint is that without
exception all known experimental data on the deforma-
tion dependence of the effective cross section areas
(more than 40 experimentally determined values, for
various effective cross sections and different deforma-
tions) should be exactly reconstructed on N-ellipsoids.

The data obtained subsequently may aso be impor-
tant for interpreting or detailed modeling of various mag-
netoacoustic effects associated with the Fermi surface
sheet being discussed or with various sections of it (for
example, quantum oscillations of the absorption and
transverse ultrasound velocity in a longitudina mag-

netic field [2], geometric oscillations of the absorption,
Doppler-shifted cyclotron resonance at reference
points, and so on).

Although ellipsoids congtitute a very small part of
the Fermi surface, this does not mean that they cannot
make a significant contribution to integral kinetic
effects. For example, according to estimates [3], elip-
soids give 30% of the total absorption of longitudinal
ultrasound in a strong magnetic field which is almost
equal to the contribution of an “electron jack.” We also
agree with [4] where the RF conductivity of molybde-
num is estimated in azero field and it is shown that the
contribution of the N-ellipsoidsis even greater than the
contribution of the hole “octahedron.” However, in those
caseswherethe contribution of some sections of the Fermi
surface was extremely small, it is quite possible to record
this experimentally against a background of weskly vary-
ing contributions of the remaining carriers if there is a
strong functional dependence (a peak, oscillations having
a characteristic frequency, and so on) on the magnetic
field for example.

We consider it very important to note that the term
“deformation potential” can have more than one mean-
ing. In different contexts this term denotes either a
derivative (M) of the energy of a given electronic state
with respect to a small elastic distortion or a similar

vaue A = A — A (the bar denotes averaging over all
states at the undeformed Fermi surface of the metal).
The analysis is made most easily using a specia
comoving coordinate system (for example, [5]) in
which the mesh of allowed Bloch states remains the
same after deformation. After deformation the initial
Fermi surface is not longer isoenergetic, with the result
that a new Fermi surface forms. However, in comoving
k space the volume below the Fermi surface should not
change (“charge conservation”). Ultimately it is found
that the derivative of the Fermi energy with respect to

the elastic distortion is A . Hence, the meaning of the
deformation potential A is abundantly clear: A shows
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how rapidly this state moves away (on the energy scale)
from the Fermi surface as the metal is deformed.

The relationship between the deformation potentials
A and A does not require special comment; we merely
note that if the complete pattern of local values of A
can be reconstructed on the entire Fermi surface, not
much remains to be done to determine A;;: only one
number needs to be determined. Quite clearly the first
part of this*“program” is immeasurably more complex
than the second. When we talk of the deformation
potential subsequently, we shall have in mind the
potential A.

2. CHOICE OF MODEL

The Fermi surface of tungsten contains six hole
“pockets’ positioned at the center (“N” type point) of
the rhombic faces of the Brillouin zone (tungsten has a
bce lattice). The pockets are converted from one to
another in the symmetry operations of the lattice; the
only difference is the different spatial orientation.
A specific characteristic of these fragments of the
Fermi surface of tungsten is that they are extremely
small compared with the characteristic size of the Bril-
louin zone. Thus, we have a natural small parameter:
the pocket sizein k space. This meansthat we can con-
fine ourselves to quadratic expansions of the carrier
energy intermsof k;, in the single-electron approxima-
tion

€= gu+ Zb”—kikj. (1)

i<

Here and subsequently the vector k s plotted from the
N type point at the center of the corresponding pocket.
Linear and cubic elements of the expansion with
respect to k do not appear in (1) since the N point is a
center of inversion: (k) = (—k). Multiparticle effects
dlightly distort this dispersion law in the immediate
vicinity of the Fermi energy and thus act completely
independently of the smallness (or lack of smallness) of
the k values, depending only on the single-particle
energy €. These effects are taken into account by intro-
ducing the phenomenological constant Y which
describes the renormalization of the velocities and effec-
tive masses at the Fermi surface. This value of the Fermi
energy can be considered to be constant compared with
the single-particle (“band”) model. The real dispersion
law for the energy range near the Fermi energy is mod-
eled by (see, for example [6])

e—E
E-E; = 1+uF' (2)

Combining expressions (1) and (2) (with a change in
the energy origin) we can write

ELK) = 3 Bykik;, 3)

i<
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where B;; = b;/(1 + ). Expression (3) formsthe essence
of our model.

Three important factors should be noted. First, the
energy E* in this expression is not measured from the
bottom of the band €g; in fact

ED = (E-&) - (Ee-g) i
Second, the expression is only valid in the immediate
vicinity of the Fermi surface. Third, the dispersion law
(3) iswritten in comoving coordinates (see, for exam-
ple [5]). In the absence of deformations the comoving
system is the same as the laboratory one. In the pres-
ence of elastic deformations the comoving system is
obtained by a geometric transformation to the initial
(undistorted) Brillouin zone. Thus, k isthe same asthe
electron wave vector only in an undeformed crystal [1].

Three mutually perpendicular planes of specular
reflection intersect at the point N in the initial (unde-
formed) Brillouin zone. Ultimately a natural system of
rectangular coordinatesisformed: each coordinate axis
is the intersection of a pair of planes. This system is
used subsequently.

Sinceintheinitia (undeformed) state all three coor-
dinate planes k; = 0 are specular, we have

By=0, if i#]. (4)

Tension or compression along any of the natural axes
conserves these symmetry elements. Relation (3)
remains valid as before although the values of the diag-

onal elements B;; and the Fermi energy Ef change.

Of greater interest are the consequences of shear
distortions. For instance, a distortion of the type uy; =
0u,/0X5 substantially changesthe | attice symmetry. Two
of the specular reflection planes are omitted, leaving
only one: k; = 0. In this case, another nonzero element
B3 # 0 may appear in the quadratic form (3). However,
as aresult of the symmetry of the problem it also fol-
lows (for example [5]) that in the linear approximation
with respect to small distortions u,; the energy of states
belonging to the k, = 0 and k; = O planes remains con-
stant. This implies that al three diagonal elements B;;
remain the same. In addition, the value of the Fermi
energy is conserved.

Ultimately it is found that the response of a hole
N-ellipsoid to any small distortions of the lattice may
be described by nine variations of the diagona ele-

ments of the matrix B/Ef (three for each of the ele-

mentary tension—compression deformations) and by
three variations of the off-diagonal elements (for three
“shear” distortions in the principal axes), i.e., only
12 parameters.

At present we do not have a sufficient volume of
experimental information to determine all 12 parame-
tersindependently. Hence it is desirable to introduce an
additional constraint in the model. If the dimensions of
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Fig. 1. Comparison of experimental and model values of the
quantum oscillation frequencies associated with a hole
pocket on the Fermi surface of tungsten.

the ellipsoid semiaxes a, are compared, it is found that
the values of a, and agare similar but they are 1.5 times
smaller than a,. In this sensethe direction k; is selected.
We shall assume that the changes in the smaller semi-
axes under tensile deformations can a so be considered
to be amost the same:

ou;  duy’
Thus, the model can be reduced to two equations: (3)

and (5). Of course this model must first be checked by
a comparison with the experimental data.

()

3. VERIFICATION OF THE MODEL
3.1. Fermi Surface Geometry and Cyclotron Masses

The basic equation of the model shows that the hole
pockets have the form of an ellipsoid. For the area S of
the central cross section of any ellipsoid we have the
simple relationship:

3

S? = z s ’cosq;, (6)
i=1

where q; are the direction cosines defining the orienta-
tion of the normal to the intersecting plane in the natu-
ral axes, and § are the areas of the principal cross sec-
tions of the ellipsoid. If this pocket isin fact an ellip-
soid, there are three numbers s which invert (6) into an
identity. The area of the effective cross sections is
uniquely related to the frequency of the quantum oscil-
lations. Consequently, the frequency of the quantum
oscillations can easily be calculated for an ellipsoid as
given by (6) for any orientation of the magnetic field
and the calculated frequencies can be compared with
those observed experimentally. The results of a com-
parison are plotted in Fig. 1 for all orientations of the
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Fig. 2. Dependence of the cyclotron masses on the quantum
oscillation frequency for the hole ellipsoid of the Fermi sur-
face of tungsten.

field tabulated in [ 7], around 40 pointsin total. The cal-

culated frequencies were determined for values of s;°
of 3971, 2190, and 1658 (au)2, respectively.

Another consequence of equation (3) is a universal
relationship for the cyclotron masses m, measured for
various orientations of thefield. Sincein this particular

case the dispersion law is 0S0E* = SE*, according to
the definition of the cyclotron masses we have

ﬁZ
e = o
F

(7)

Another independent method of checking the model
also emerges:. the cyclotron masses should be propor-
tiona to the effective cross-sectional areas and the fre-
guencies of the quantum oscillations. Figure 2 givesthe
cyclotron masses measured by Walsh [8] as afunction
of the quantum oscillation frequencies [7]. As we can
see, a linear dependence is obtained. In addition, the

graphin Fig. 2 can be used to determine Ef =-0.297 eV.

3.2. Response to I sotropic Tension—Compression

A considerable volume of the existing experimental
datarefersto changesin the areas of the effective cross
sections under isotropic quasihydrostatic tension Q.
The strain achieved in these experiments may be repre-
sented as the sum of three numerically equal tensile
strains along the three principal axes. Thus, the strain Q

having the numerical value 3 is expressed as ) u;;
where u; = /3. Taking into account the symmetry anal-
ysis made above this means that the values of the ele-
ments B;; change as aresult; in addition it is possible to
haveaFermi level shift. Asaresult theareas of the prin-
cipal cross sections of the ellipsoid 5 change although
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Variations of the reciprocal squares of the effective areas on the N-ellipsoid under isotropic tension—compression

4(S?)/0Q, 103 (au) 2
hkl' S au

value references weighted mean model
001 0.0159 717 [10] 674 66.9

69+ 7 [11]

56+ 9 [12]

66 + 13 [13]

58 + 13 [13]
011 0.0184 53+5 [11] 53+5 51.3
11y 0.0188 49+7 [10] 49+7 49.4
100 0.0228 31+10 [13] 3H5+4 35.8

36+5 [13]
1171 0.0205 42+6 [10] 42+ 6 415

the orientation of the principal axes is conserved. By
directly differentiating equation (6) we obtain

3 -2

20(InS) _ «9(s")

2 00 2 30 CosqQ;. (8)
Experimental values of the derivative d(In S)/0Q deter-
mined in the laboratory coordinates (the areas mea
sured are denoted here and subsequently by the tilde)
are known [9] for various orientations of the magnetic
field H. Thetransition to comoving coordinatesis made
by introducing special corrections, see[1]. Using these
data a linear regression method was used to determine

three values of a(s;2 )/0Q which are 66850, 41680, and

29820 (au)2, respectively. The experimental and calcu-
lated variations of the effective areas using (8) are com-
pared in the table; again we note the good agreement

between these values. Moreover, by knowing c?(si_2 )0Q
we can aso determine the derivatives da/0Q which

were found to be —1.00, -0.57, and —0.56 AL We
affirm that relation (5) is aso confirmed in this case.

3.3. Response to Angular Shear

Another possible method of checking the model is
provided by the results of experiments in which the
response of the effective areas to shear deformations of
thelattice[14, 4, 1] defined in the crystallographic axes
isdetermined. However wefirst need to introduce some
notation to simplify the following exposition.

All the experimental data used below are givenin a
system of crystallographic coordinate axes. These dif-
fer from the natural axes of the N-ellipsoid (see Fig. 3).
We subsequently assume the following agreement: the
orientationsin the crystallographic axes are denoted by
primed indices while those in the natural axes of the
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ellipsoid are denoted by those without primes. The dis-
tortions defined in the crystallographic axes x', y', Z can
be written as asum of elementary distortionsin the nat-
ural axes (for example[15]. The notation can be simpli-
fied if this sum is represented symbolically as a square
matrix. Thus, for example, the notation

1213 0
v=0p00 0 -10=BM,
0 00O

I
DI:H%H:II:J

implies that the distortion v whose magnitude is char-
acterized by the number [3, is expressed in the natural
axes of the ellipsoid as the sum of the distortions u,; =
/2, uy, = B/3, and u,; = 3. Hence the derivative of any

Fig. 3. Hole N dllipsoid of the Fermi surface of tungsten
(arbitrary) showing systems of crystallographic and natural
axes.
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_d(lnS)/dey
30

25 °
20
15F
10F
5L

|
0 1y
aq
Fig. 4. Deformation variationsin the effective areas for var-

ious directions of the magnetic field as a result of angular
shear deformation. The solid curve gives the model.

scalar ein terms of 3 of this composite distortion (this
is generally written as de/ov) has the form

Elae 10e E

de_ode _ Ezaun 30Uy, ; E
ov op O _ve g
B go 0O 50 0

0 0

O o 0 0 O

and is represented symbolically using the same matrix
M, intheform

de _ ,, 0e
v - M, 3
The deformation of the angular shear vy, = (Ugy +

Uy)/2 has the following representation in the natural
axes of the ellipsoid

0 |
g0 0 0 g

vx-y=BEo 12 0 % 9)
0o 0 -1/2

It follows from the symmetry properties of themodel in
Section 2 that the only consequence of this lattice dis-
tortion will be achangein the diagonal elements of the

matrix B/EF which is equivalent to a change in the

areas of the three principal elipsoid cross sections. All
the available experimentd data on the variations of the
effective cross sections have been obtained for orienta-
tions of the magnetic field perpendicular to [0107] =
(011). The direction of thefield in this case is uniquely
defined by the singleangle a, [see equation (6)] and the
dependence of the effective cross-sectional areas onthe
angle may be obtained by differentiating equation (6)

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

TKACH

and by means of subsequent simple transformations is
reduced to the form

20(Ing) 2
——=———= = a+bcosa
Sz ayx'y !

with the constants a and b.

The validity of thisrelationship is checked in Fig. 4
which requires some explanation.

Most of the data presented here was obtained by a
Canadian group [14]. The accuracy of the results pub-
lished in [14] differs appreciably for the two ranges of
angles. The random error of one measurement for the
main range 0 < a,; < 51712 was estimated from the scat-
ter of the experimental results relative to the mean (in
those cases where several values of d(InS)/dy,, were
obtained for one angle and it was possible to determine
the mean). The error A was +2.55 with a 95% probabil -
ity. Figure 4 gives the mean experimental value of the

derivative for each angle o, with the value A, = A/./n
plotted as the confidence interval, where n is the num-
ber of experimental points given in [14] for aparticular
angle. The correction taking into account the transition
from laboratory to comoving coordinates[1] is zero for
o, = 0 and at the other end of the interval a, = 172 its
value is approximately 1% and is negligible compared
with the indeterminacy of the results plotted in the
graph. Thus, in this case we can neglect this correction
over the entire range of angles.

The authors of [14] show that a small range of
angles (between 51712 and 172) cannot be measured
reliably because of the superposition of stronger but
similar-frequency oscillations from other extremal
cross sections. The confidence interval is not given for
these points but the errors in this case are far more
appreciable. The graph plotted in Fig. 4 also gives the
point a, = 172 determined in [1] from results of ultra-
sound experiments in a strong magnetic field [4].

The figure confirms that equality (10) is well satis-
fied for any angles a;. Thus, the model completely
agrees with the experimental data even in cases of
angular shear deformation.

(10)

4. RECONSTRUCTION OF COMPONENTS
OF THE DEFORMATION POTENTIAL

An analysis has shown that the assumed simple
model is consistent with all the available experimental
observations. Now we can reconstruct (using available
experimental information) patterns of the spatial distri-
bution of the deformation potentials over the surface of
a hole N-ellipsoid. Using the notation from the present
study the renormalized deformation potential A, [see,
for example, [5], formulas (2.2.2) and (2.8.5)] can be
written for states on the Fermi surface as follows:

OELK) 0Ef _

S0 = k). CED
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The states on the Fermi surface are described by [see (3)]

2 _ 1
K* = —*ZBijcosaicosa,-,

= (12)

i<j
where k = |K|. For a fixed triplet of direction cosines

deformation leads to changes in the Fermi energy and
the elements of the matrix B:

_2 * * —
d(k )l_ _ _E%Jri*aEF(k—const), (13)
dun| k2 aum EF EF aunl
whence
* —_ * -2 *
a2 dEe(k=const) OEF _o(kEr g,

aunI aunI aunI k_zl
Theenergy Ef was determined earlier. In addition, for
an undeformed crystal the dimensions of the principal
semiaxes of the ellipsoid a; = ,/EF / B;; arewell-known
so that k= can be calculated at the Fermi surface of the
undeformed metal:

(15)

Thus, thelast fraction in equation (14) isknown for any
angles.

Data on the def ormation dependence of the effective
ellipsoid areas have now been published for the following
types of deformation (for asummary of the data see [9]):

(@) isotropic tension—compression Q,
(b) tetragonal shear vy, Yy, Yz,
(c) one form of angular shear yy,.

In our notation these deformations are written as
follows [see also the equality (9)]:

(16)
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—/\Q, eV
3.2

2.8

24

2.0

Fig. 5. Values of the deformation potential corresponding to
deformation under isotropic tension—compression.

0 0
1 0 0 g
Y =BO0o-12 0 El
0o 0 -12[

4.1. Tension in Natural Axes

In the particular case of longitudinal deformations
U,, (or combinations of these deformations) only the
three ellipsoid semiaxes vary with the result that the
areas s of the three principal cross sections vary, see
equality (8). Having determined the three values of
d(Ing)/ou,, from the experimental data we can calcu-
late [see equations (14) and (15)] the corresponding
component of the deformation potential for an arbitrary
point on the ellipsoid surface:

—2E¢ z [0(Ina,)/du,,]a; cos’a,
Ann(@) = :
Z a;>cosaq;

Wefirst applied this approach to the isotropic defor-
mation Q considered in Section 3.2 which allowed us
to obtain for the first time the distribution pattern of the
potential Ag = (Aq; + Ay + A33)/3 Over the entire sur-
face of the ellipsoid. This pattern is shownin Fig. 5.

We shall explain the principle of the graphical rep-
resentation of the data on the deformation potential.
The position of any point on the elipsoid surface is
uniquely defined by the three direction cosines g;. In
this case we have

(17)

z cos’a, = 1.
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[100]

[010] [001]

Fig. 6. Orientation triangle.

Then in our caseit is sufficient to show the distribution
of any component of the deformation potential merely
inthe principal octant (TV2=z0a,=0, W22 0,20, W22
05 = 0) sincethe valuesin all the other octants can eas-
ily be obtained by applying simple symmetry concepts.
We shall take an equilateral triangle of unit height.
The sum of the distances from any point inside the tri-
angle to its three sides is one. Any direction from the
principal octant may be represented by a point on the
planewithin thistriangle of orientations, seeFig. 6. The
distance from the corresponding side of the triangle
should then be equal to the square of the direction cosine

coszmi . Thus, al the graphs of the deformation potential
va ues are plotted above the orientation triangle.

Using thismodel we apply the same schemeto com-
pletely separate the patterns A; corresponding to the
three elementary longitudinal deformations based on
relationships derived from equalities (16) and (9), see
Fig. 7

2
U115§Yz’+ Q,

18
Uy =Yy —Yz T Uy, (18)

Usz = Ugp — 2Yyy-

For the parameters determining the complete pattern of
tension—compression deformations in the principal
axes we obtain the following sets of three values:
o(Ing)/du,; = —0.72, 1.49, 1.71, then d(Ina)/duy, =
-23.2, 145, -16.7, and finaly d(Ing)/dus; = 9.34,
1.35, 1.55. It should be noted that all four graphs dem-
onstrate appreciable anisotropy.

4.2. Shear in Natural Axes

It follows from the relations (16) that the composite
deformations vy, and vy, also contain information on the
distortions u,5 and us,. In this case the difference uy; — U,
is not a deformation and merely describes rotation of
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(a)
—/\11, eV

1.5

0.5

-1.5

—/\22, eV

-2

Fig. 7. Values of the deformation potentials corresponding
to uniaxial tensile deformations u;;.

the body in space. Since rotation cannot lead to any
change in the electronic spectrum, we obtain Ay = Ag,.
Ultimately we can also determine the deformation
potential corresponding to the distortion uys.

We shall also assume that in this case the Fermi
energy does not change. This statement may be sub-
stantiated by symmetry concepts. It is sufficient to
assume for example that (U + Us) ~ (Y, —Y) and then
bear in mind that the crystallographic directions x' and
y are equivalent. We also notethat inthiscaseit follows
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%%§

i ;

Fig. 8. Values of the deformation potential corresponding to the shear uys.

from symmetry concepts that €, remains constant and
thisimpliesthat Ef also remains constant.

Effects associated with u,; can only beisolated from
the experimental data for two ellipsoid cross sections:
the cross section p, corresponds to the magnetic field
orientation H ||[100] and p, isformed for H ||[011].

However, it follows from symmetry concepts (Sec-
tion 2) that the outlines of the orbit p, cannot changein
the presence of distortions of the type u,s. Thus, for a
given orbit the experimentally measured changes in
areafor the deformationsy, andy, are (a) the same and
(b) form half of the deformation effect y, taken with the
opposite sign.

The p, orbit has no symmetry constraints. As a
result of the distortion u,; a change in areais observed
which may be determined from the available data by
one of two methods:

6(|nS) _ 9(In§) a(Ing)

0Uys ayy - oy, (19)
d(lnS) a(InS) , a(InS)

0Upy =2 ayy ¥ ay, (20)

Both variants give the same value: d(InS)/0du,; = 0.6 for
the p, orhit.

How is this value related to the parameters of the
model (3), (12)? First, for any deformations every cross
section has the form of an ellipse. Then, the distortion
U,; conserves the diagonal elements of the matrix B
although it leads to the appearance of a nonzero ele-
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ment B,;. Ultimately the cross section of the ellipsoid
with the plane normal to H || [011] conserves one of its
semiaxes a;. The second semiaxis a,, changes. The
energy of the state at the former Fermi surface satisfy-
ing the condition a; = 0; a, = a5 = T4 increases by
(6823/6u23)u23af[,4/2. This implies that after deforma-

tion the second semiaxis of the cross section of the
isoenergy surface changes by

day, = 2—( B,, + By) U238y4.

Finally for the p, orbit we have

= = , 21
OUy OUy 2(By, + By) 21)

from which we obtain the following numerical value
for the known parameters of the initial dispersion law

0B,/ 0Uy = 40 (eV A?).

Now we can reconstruct the deformation potential A,q
for any point on the model Fermi surface. Returning to
equations (14) and (12), we obtain

(0Bys/0 u23) €osa,Ccosa 3
Z a; > cosq;
[

Figure 8 gives the dependence of /\,; on the position of
the point on the N ellipsoid.

Nxp(a) = (22)
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5. CONCLUSIONS

To conclude we have considered a very simple
model of the dispersion law for small cavities on the
Fermi surface of tungsten, known as hole ellipsoids.
This contains asingle fundamental assumption, that we
can confine ourselves to elements no higher than third
order in the expansion of the energy in terms of k;.
A comparison with the experimental data revealed no
discrepancies between the model predictions and the
experimental data.

The model was used for the first time to reconstruct
the distribution of local values of the deformation
potentia for one of the sheets of the Fermi surface of
the metal. The local values of A3, A5, and Ag; and also
the value of the potential /A corresponding to isotropic
expansion—compression were completely determined
using the system of natural axesof the ellipsoid. Finally
the values of A\,; describing the shear were determined
in terms of the natural axes.

It should be stressed that the patterns of A values
obtained show complete agreement with the published
experimental data on the deformation variations of the
effective cross sections of the N ellipsoid without
exception.
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Abstract—An attempt is made to cal cul ate the energy bands and spectra of the characteristic CK, emission of
small-diameter carbon nanotubes. The calculated spectra for the nanotubes are compared with similar spectra
for graphite monolayers used as atest object and with known experimental resultsfor nanotubes. It is concluded
that the x-ray emission spectra can be used to identify thin carbon nanotubes. A classification of solid-phase
carbon is proposed which takesinto account the position of carbon nanotubesin the family of allotropic carbon
forms. The type of hybridization of the electrons in the carbon atom is used as the criterion for classification.
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1. DESCRIPTION OF MODEL
AND BAND STRUCTURE

The prediction of the various emission characteris-
tics of carbon nanotubes is important not only for indus-
trid applications but aso for diagnostics during the syn-
thesisprocessand at subsequent process stages[1]. Below
we describe results of calculations of the band structure
and the x-ray characteristics of the emission spectra of
ultrathin carbon nanotubes.

Zigzag-shaped (3,3) and (4,4) nanotubes having
diameters of 4.16 and 5.46 A were modeled. The num-
ber of hexagons over the perimeter of thetubesissixin
the first case and eight in the second. The z-axis is
directed along the axis of the tube and the x-axis is
directed along the radius inside the tube.

The energy band structure was determined at the
first stage of the calculations The nanotube bands were
calculated using the sdlf-cons stent method of full-poten-
tial linear muffin-tin orbitals (FP-LMTO) describedin[2].
The method is based on density functiond theory and
belongsto aclass of methodsbased onfirst principles. The
exchange correlation potential was taken in thelocal den-
Sty gpproximation in the Ceperley—Alder form [3] using
the Perdeu—Zunger parametrization [4].

In order to use the band cal cul ation method, a nano-
tube fragment was placed in an expanded cell whose
height z was taken to be equa to the translation period

inthisdirection (,/3ag; a,= 1.42 A). Inthe (x, y) plane
perpendicular to the nanotube axis the shape of the
expanded cell was selected so that it corresponded to
the rotational symmetry of the tube. For a (4,4) struc-
tureinwhich four units (atotal of 16 atoms) are distrib-
uted on a circle we took a square. For a (3,3) structure
in which three units (atotal of 12 atoms) are distributed
on acircle wetook a hexagon.

The test object was a graphite monolayer (graphene
sheet) whose band structure iswell-known. The expanded
cell inthis case contained two atoms. The band dispersion
for thetest object (see Table 1) showed satisfactory agree-
ment with the results of calculations made by other
authors and also with the experimental results. Experi-
mental and calculated dataare only givenin Table 1 for
the I' point in the two-dimensional Brillouin zone.
However, satisfactory agreement was also obtained for
other extreme points in the Brillouin zone. The band
notation in Table 1 is conventional.

Results of calculations of the nanotube bands are
plotted in Fig. 1. Figure 1a shows the band dispersion
of a(3,3) nanotube while Fig. 1b gives that for a (4,4)
nanotube. The number of valencebandsin Figs. laand 1b
is24 and 32, respectively. The calculations were made for
three mutually perpendicular directions (k,, k;, k,). These
results show that energy dispersion is only observed
along the tube axis, which corresponds to the direction of
the z-axis. The absence of disperson in the other two
directionsisattributableto the choice of fairly large values
of the translation parameters (or intertube spacings)
d, = d, = 15 au, i.e, intertube interactions are in fact
neglected. The trandation period selected for the calcula
tions aong the z axis of the tube precisdly corresponds to
that actually observed for zigzag tubes (d, = 4.65 au).

Figure 2 shows the dispersion of the p-bands along
the axesof (3,3) (a) and (4,4) (b) nanctubes near the Fermi
energy. The values of the wave number k, from the center
(k, = 0) to the edge of the Brillouin zonein the z direction
(point A or X) are plotted on the abscissa. The band edge
liesat adistance of 1.614 (au)~ from I for the (3,3) nan-
otube and 1.613 (au)? for the (4,4) nanotube. This
choice of electron energy range (-3...—2 €V) is not
arbitrary since thisis the range in which the main dis-
tinguishing features of p-band dispersion are obtained.

1063-7761/00/9102-0393%$20.00 © 2000 MAIK “Nauka/Interperiodica’



394

BRZHEZINSKAYA et al.

Table 1. Comparison of experimental dataand results of theoretical cal culations of the energy bands of graphite (at the center
of the Brillouin zone) from data given by various authors. The energy (in €V) is measured from the Fermi level

Subband Calculations Experiments
notation [6] [7] [5, 8] present study [9] [10, 11]
Valence band
o -20.8 -19.2 -19.2 -19.0 —20.75[10]
o -20.2 -18.9 -18.86
T -8.2 -7.9 -7.8 -7.70 -865+0.1 |[-7.75-8.7[1]]
T —-6.7 —-6.3 -6.4 —6.58 —7.25£0.1
o 4.7 -4.1 -34 -4.01 -495+0.1 -3.75[10]
Conduction band
o* 7.0 7.1 57 6.03
o* 7.3 7.3 79 6.64 7.2[10Q]
o~ 1.7 7.3 8.0 8.79
™ 105 12.20 10.7 [10]

Theinset to Fig. 2b aso shows the dispersionin the
1-band of the graphene sheet. The 'K direction in the
hexagonal Brillouin zone of the graphene sheet specif-
ically corresponds to the 'X (I A) direction in the zig-
zag nanotubes.

Qualitative agreement is observed between the dis-
persion of the r-bandsin the graphite monolayer and in
the (4,4) nanotube; the bands intersect near the Fermi
surface. However substantial differences are also
found. First, the degeneracy of similar bandsislifted by
0.5 eV or more. In our opinion, thisisattributableto the
nonequivalent states of the neighboring carbon atoms
in the zigzag tube as aresult of the considerable curva-
ture of the graphene sheet. This degeneracy lifting pro-
cess should most probably decrease as the tube diame-

Energy, eV
(@)
10 .
e ——————
]
e e e
0 Efp
10}
=20
r K M K r A

ter increases. The point of intersection of the bands
shown in Fig. 2b was shifted into the Brillouin zone by
1/3 fromthe I' X direction compared with the results for
the graphene sheet. This effect has aready been
described in the literature [12]. Another interesting
observation is that the points of intersection of the
bands are shifted downward on the energy scale by 0.2—
0.9 eV. This shift leads to changes in the density of
valence states and conduction-band states near the
Fermi energy.

We shall now consider Fig. 2a. The p-band disper-
sion for the (3,3) nanotube differs substantially from
that for the (4,4) nanotube and the graphene sheet.

For the (3,3) nanotube (Fig. 2a) there are eight sub-
bands of which some arefilled with € ectrons and some

Energy, eV
(b)

10

1

L
N2

=20

r Y M Y

!
>

Wave number

Fig. 1. Energy dispersion along the three characteristic directions of the Brillouin zone for (a) (3,3) and (b) (4,4) nanotubes.
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E \\ (b)
-0
KM ¢
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Py y

1 1 1 1
0.17 034 0.51 0.68 0.85

T k, arb. units

0

1 1 1 1 1
0.17 034 051 0.68 0.85 1.00
k,, arb. units X

Fig. 2. Dispersion of p-bands along the k,-axis near the Fermi level for (a) (3,3) and (b) (4,4) nanotubes. The inset shows the disper-
sion of the tband in a graphite monolayer. The letters on the curves indicate the preferential symmetry of the wave functions of

these subbands.

are empty. Only one subband is formed by p, electrons
athough this is situated fairly deep within the valence
band. Its top can be seen at the point I at the energy
-1.7 eV. Similar bands generally have wave functions
of mixed p, and p, symmetry. The unusual behavior of
the dispersion curvesis, in our opinion, attributable to
lifting of the degeneracy of similar bands, a reduction
in their width, and also to inversion. Two subbands
intersect the Fermi level, one intersecting it at a dis-
tance of 1/3 (I A) and the other at a distance of 2/3 (I'A)
(see vertical arrows in Fig. 2a). These subbands are
most likely responsible for the electrophysical proper-
ties of the (3,3) nanotube. The sign and magnitude of

the curvature of these subbands near the Fermi level
differs. They may be sources of two types of carriers
which not only have effective masses of different mag-
nitude and sign but also different dispersion laws.

A comparison between the resultsfor two nanotubes
of different diameter shows that the thinner nanotubes
are less stable because of the lower binding energy of
the valence eectrons. The bands become narrower and
are expelled upward on the energy scale. In order toillus-
trate this Table 2 gives the band energy at the extreme
points (band edges) for nanotubes and graphene shest.
Energy valuesfor a (5,5) nanotube were taken from [13].
These data convincingly demongrate that twisting of

Table 2. Comparison of results of theoretical calculations of the energy bands of nanotubes and graphene sheet. The energy

(in €V) ismeasured from the Fermi level

: Nanotubes
ooy | Pans o5 i sg | G
(o2 r -17.76 -18.57 -20.0 —22.0
X* -13.61 -14.37 -16.8 -14.6
(o)) r —7.92 -5.83 -3.0 -4.7
X -10.38 -9.44 -13.8 -14.6
O3 r -5.39 -4.7
X -9.01 -10.6
T r —7.88 -9.24 -8.0 -6.7
X 2.09 171 14 0
™ r 8.79 12.40 12.20
X 2.09 4.34
o5 r 9.34 6.64
X 15.40
o} r 8.12 8.80 8.79
X 11.72 13.40
* Point X, or A, or K depending on type of symmetry of the structure.
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Fig. 3. Emission spectra (a) calculated for graphene sheet
and (b) measured for pyrographite. Zero binding energy cor-
responds to the Fermi energy.

graphene sheet into a tube promotes narrowing of the
subbands and shifts them toward lower binding ener-
gies. This conclusion aso follows from an analysis of
Fig. 2.

2. CALCULATIONS OF THE CK, BAND
AND COMPARISON WITH EXPERIMENT

Taking into account optical selection rules and the
polarization of the characteristic radiation, the emission
spectrum of carbon is determined only by the partia
density of p-statesin the valence band. The probability
of photon emission cannot significantly change the shape
of the emission band which extends over the wavelength
range 4.3-4.7 nm. As aresult, we identified the intensity
distribution in the emission spectrum with the similar
density distribution of the p-states Ny(E), i.e.,

I(E) = Zw|Mg,142Np = kY Ny(E),
p p

where |M?, 1S|2 isthe probability of an optical transition
from the valence band to the island level, and w is the
frequency of the characteristic radiation. Assuming for
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Intensity
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Binding energy, eV

281 275 269
Photon energy, eV

287

Fig. 4. Calculated spectra (solid curves) of (a) (3,3) and
(b) (4,4) carbon nanotubes as compared with experimental
spectra [15] (dashed curves) of (a) light soot and (b) multi-
layer nanotubes.

simplicity that k is one, we obtain the model X-ray
emission spectrum. We assumed that the device used to
analyze the radiation collimates rays leaving the sam-
ple not only perpendicular to the graphene sheet or the
tube axis but also gliding along these. The only treat-
ment of the cal culated spectral curvesinvolved smooth-
ing the dependence I (E).

The main results are plotted in Fig. 3 for the test
object. The experimental X-ray emission spectrum was
obtained for a sample of pyrographite [14]. For the test
object the agreement between the cal culated curve and
the experiment should be taken to be satisfactory.

Figure 4 gives calculated CK, spectra for carbon
nanotubes (solid curves). The dashed curves give the
experimental results obtained in [15]. The curves were
matched according to the position of the principal max-
imum. The positions of the Fermi levels differed which
is probably attributable to the experimental error of the
measuring device.

Figure 4a contains two spectra: that calculated for a
(3,3) nanotube and an experimental spectrum obtained
for asample of “light soot” which was assumed to con-
tain predominantly single-layer carbon nanotubes. Fig-
ure 4b also shows two spectra: an experimental spec-
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BAND STRUCTURE AND CK, EMISSION OF ULTRATHIN NANOTUBES

trum for multilayer nanotubes and a theoretical one cal-
culated for a model (4,4) nanotube. In both cases the
agreement between the cal cul ations and the experiment
can be considered to be satisfactory.

At low energies (0-3 €V) the CK, emission spec-
trum of the (3,3) nanotube exhibits no significant singu-
larities (Fig. 4a). We merely observe the presence of a
small excess at a binding energy of around 3 eV. The
dominant structure in the form of peaks and excessesis
observed on theright shoulder of the spectral curve. We
can identify at least three clearly distinguishable local
maxima at binding energies of 6, 8, and 10 €V. The
experimental spectrum exhibits the same peaks which
are shifted negligibly toward lower binding energies.

In contrast, the cal cul ated spectrum of the (4,4) nan-
otube typicaly exhibits spectral singularities at low
binding energies on the left shoulder of the curve [16].
The spectrum of the multilayer nanotubes exhibits sim-
ilar characteristics (Fig. 4b, dashed curve).

Another general dependence characteristic of the
calculated spectra can aso be identified: the principal
peak shifts toward higher binding energies as we go
over from the small-diameter to the large-diameter tube
and then to the graphene sheet. For example, for the
(3,3) nanotube this peak is observed at abinding energy
of around 4.5 eV, for the (4,4) nanotube at 5.5 eV, and
for the graphene sheet at 6 €V (see Fig. 3).

To conclude we note that according to the data plot-
ted in Fig. 4, the profile of the CK, spectra of carbon
nanotubes is determined not so much by the number of
layers as by the curved surface of the twisted graphene
sheet.

3. ELECTRON HYBRIDIZATION
IN NANOTUBES

When analyzing the electronic structure of carbon
nanotubes we must not overlook the problem of the
degree of hybridization of the atomic orbitals forming
the valence wave functions.

By relating the densities of the s- and p states to the
total density of states, we established that for (3,3) and
(4,4) nanotubes the conventional formula determining
the hybridization of the atomic orbitals may be

expressed in the form S-4p,p™®. Here p is taken to
mean to total contribution of the p, and p, orbitalsto the
entire system of valence bonds. These valence states
are oriented radially and probably play the role of 1
states in carbon tubes. As a result of bending the
graphene sheet the Tt electrons become partially mixed
with the o system.

The curvature of the graphene sheet gives it athird
dimension asit were. For thisreason it isalso appropri-
ate to note that the (111) layer in diamond also has deflec-
tionsin theform of holes or cellswhich are repeated peri-
odicaly in space. The diameter of the spherica surface
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Fig. 5. Diagram showing the position of carbon nanotubes
in the family of allotropic forms of carbon. The numberson
the diagram correspond to the number of Tt electrons (per
atom) in a particular modification of carbon. Thei; = 1.6
line corresponds to the (3,3) and (4,4) nanotubes under
study.

corresponding to thisdeflectionin diamond is 4.62 A. For
condensed carbon this can be arbitrarily described as
critical sinceit corresponds to the maximum hybridiza-
tion of the valence dectrons. The diameter of the (3,3)
nanotube under study, 4.16 A, islessthan thecritical vaue
whereas the diameter of the (4,4) nanotube (5.46 A) is
larger than critical. This may well explain the substan-
tial difference between the properties of these nano-
tubes.

We attempted to determine the position of carbon
nanotubes in the family of allotropic forms of carbon
using the type of hybridization of the electrons in the
carbon atom as the classification criterion. For this we
used a qualitative three-component diagram (Fig. 5)
described recently in [17]. In the opinion the authors
[17] the three-component carbon phase has features of
the three known allotropic modifications of carbon:
graphite, carbyne, and diamond. In the variant of this
scheme assumed by us each side of the equilateral tri-
anglein Fig. 5 should correspond to the number axisi;,
(i,; is the number of Tt electrons in the atom). In our
view, the inner part of the triangle specifically corre-
sponds to the situation where the atom simultaneously
exhibits the features of three alotropic forms. For
example, the dashed linein Fig. 5 (i,,= 1) not only cor-
responds to the phase state of graphite but also to some
more complex formations having a single 1t electron.
The number of nonhybrid Tt electrons in the ultrathin
nanotubes studied hereis 1.6. The line inside the trian-
gle having this value is shown in heavy print. It corre-
sponds to the phase state of a carbon medium consist-
ing of ultrathin nanotubes. As the tube diameter
increases, this line should shift toward the dashed line
i, = 1. Hence, the shaded part of the diagram corre-
sponds to the phase state of nanotubular carbon.
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4. CONCLUSIONS

Theresults of the band cal cul ations presented above
supplement the known information [18] on the elec-
tronic structure of carbon nanotubes. For very small
diameters the distortion of the band spectrum is sub-
stantial, involving narrowing of the bands and lifting of
the degeneracy of some of them. This leads to changes
in the properties of the nanotubes. In particular the CK,
emission spectra were sensitive to distortion of the
band structure. The experimental results available in
the literature confirm this.

A general scheme for hybridization of all forms of
carbon, including nonequilibrium ones, has been pre-
sented and the position of nanotubesin this scheme has
been determined.
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Abstract—The colossal negative magnetoresistance (approximately 12%) in afield of 8.4 kOe over a wide
range of temperatures below the Curie point T = 240 K in a single-crystal Lay35Ndg 355rg3MnO; film on a
single-crystal (001)ZrO,(Y ,03) wafer substrate is discussed. 1sotherms of the magnetoresistance of this film
revea that its absolute value increases with the field, abruptly in the technical magnetization range and almost
linearly in stronger fields. For three single-crystal films of the same composition on (001)LaAlOs, (001)SITiO5,
and (001)MgO substrates, colossal magnetoresi stance only occurred near To=240K and at T < T it increased
weakly, almost linearly, with thefield. In thefilm on aZrO,(Y ,O3) substrate the electrical resistivity was almost
1.5 orders of magnitude higher than that in the other three films. It is shown that thisincrease is attributable to
the electrical resistance of the interfaces between microregions having four types of crystallographic orienta-
tions, while the magnetoresistance in the region before technical saturation of the magnetization is attributable
to tunneling of polarized carriers across these interfaces which coincide with the domain walls (in the other
three films there is one type of crystallographic orientation). The reduced magnetic moment observed for all
four samples, being only 46% of the pure spin value, can be attributed to the existence of magnetically disor-
dered microregions which originate from the large thickness of the domain walls which is greater than the size
of the crystallographic microregions and is of the same order as the film thickness. The colossal magnetoresis-
tance near T and the low-temperature magnetoresistance in fields exceeding the technical saturation level can
be attributed to the existence of strong s—d exchange which isresponsible for asteep drop in the carrier mobility
(holes) and their partial localization at levels near the top of the valence band. Under the action of the magnetic
field the carrier mobility increases and they become del ocalized from these level s. © 2000 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

Although manganites having a perovskite structure
have been known for some time [1, 2], they have
attracted a new wave of interest since 1995 following
the observation of colossal magnetoresistance in thin
films of various compositions a room temperature.
These compositions can be used as the basis to develop
various sensors. The colossal magnetoresistancein these
compounds is observed in a narrow temperature range
near the Curie point T.. Since any device should have
stable characterigticsin the operating temperature range,
for practical applications it is important to extend the
range of temperatures in which colossal magnetoresis-
tance could occur. It has been noted in various studies
using both bulk and thin-film polycrystalline samples
that ahigh magnetoresistance is observed at low temper-
atures and the pesk on the curve of the absolute magne-
toresistance as a function of temperature broadens sub-
santialy near T [3-17]. In weak magnetic fields before
technical saturation of the magnetization was achieved,
colossal magnetoresistance was ascribed to spin-polar-
ized tunneling between granules [9] or scattering of
carriers within domain walls which generally coincide

with intergranular boundaries [4]. However, in some of
these studies it was noted that in stronger magnetic
fields the absolute value of the magnetoresi stance con-
tinued to increase amost linearly with the field. A sim-
ilar aimost linear increase in the absolute value of the
magnetoresistance at low temperatures was also
observed in single-crystal samples. This phenomenon
has not been explained.

In an earlier sudy we observed that Lgy g5 15sMNO;
films on an (001)ZrO,(Y ,05) single-crystal wafer sub-
strate exhibit colossal magnetoresistance over a wider
temperature range than films on a (001)LaAlO; single-
crystal wafer substrate [18]. The problem for the present
study was to determine whether colossal magnetoresis-
tance could be observed over awide temperature rangein
single-crystal manganite films. For this purpose we stud-
ied thin single-crysta films of L&, 35Ndy35Sr55MNnO; on
subgtrates of (001)SrTiO,, (001)LaAlO,, (001)MgO, and
(ZrOy(Y,04) single-crystal wafers. This composition is
attractive because it is amost at the morphotropic
boundary between the orthorhombic (Pnma) and rhom-
bohedral (R3c) structures. Thus, the distortions of the
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perovskite structure are so small that they cannot be
detected by X-ray analysis. For this reason the lattice
stresses typical of manganite films are very small in
these films and need not be taken into account when
discussing the reasons for the colossal magnetoresis-
tance at low temperatures.

We established that the film on ZrO,(Y ,0O5) exhibits
colossal magnetoresistance not only near T but also at
T < T asfar as 80 K, the lowest temperature at which
studies have been made.

Another problem for the present study was to
describe the physical reasons for the colossal magne-
toresistance observed by us over a wide range of tem-
perature in the single-crystal film described above and
also for theincrease in the absol ute val ue of the magne-
toresistancewithfield at T < T observed in al thefilms
studied in magnetic fields exceeding the technical mag-
netization saturation level.

2. PREPARATION OF THIN FILMS
AND EXPERIMENTAL METHOD

The films were prepared by metal organic chemical
vapor deposition (MOCV D) using an aerosol source of
vapor of metal organic compounds (La, Nd, Sr, and Mn
dipivaloylmethanates [19]), The substrates were 1 mm
thick single-crystal substrates of (001)ZrO,(Y,0s),
(001)LaAlO,, (001)SrTiO; (in a pseudocubic arrange-
ment) and (001)MgO. The films were deposited in a ver-
tical reactor with an inductively heated substrate. After
deposition the films were additionally annealed in oxygen
at the deposition temperature (750°C) for 30 min.

An X-ray diffraction analysis of the films, including
determining the phase composition, the orientation and
lattice parameters, was made using a Siemens D5000
four-circle diffractometer with a secondary graphite
monochromator (CuK,, radiation). The composition of
the films was determined by X-ray structural analysis
(using a CASCAN scanning electron microscope).

The magnetization of the thin films was determined
using a SQUID magnetometer and the electrical resis-
tance was determined by a four-probe method. The
magnetoresistance was measured in the plane of the
film when the current through the film was parallel to
the magnetic field H.

3. EXPERIMENTAL RESULTS
3.1. Crystallographic Properties

A 6-20 sweep showed that the films on LaAlO;,
STiO;, and MgO are (001) oriented while that on
ZrO,(Y ,Os,) is (110) oriented. The planar orientation was
determined using ¢ sweeping. The films on LaAlO;,
SITiO;, and MO reveaed epitaxial ordering with the
substrate known as the “cube on cube” growth mode.
Thefilm on ZrO,(Y ,05) also exhibits planar orientation
but thisis more complex. In this case the bulk diagonals
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of the perovskite cubes are parallel to the diagonals of
the faces of the fluorite cube in the ZrO,(Y ,0;) struc-
ture and there are four equivalent orientational variants:

(1) [1-11)¢ [ [110]s, [-122]; || [-120];

(2) [1-11)¢ | [110]s, [-122] || [-1 - 1]
(3) [1-11); | [-110]s, [-112]¢ || [110];

(4) [1-11)¢ || [-110], [-112]¢ || [-1 - 10];

where the indices f and s denote the film and the sub-
strate, respectively. This has the result that in
Mn-O-Mn-O--- chains angles of 19.5°, 70.5°, and 90°
are formed on transition from one to another of the sec-
tions having the different crystallographic orientations
listed above. A similar orientation was observed earlier
inLa, _,Sr,MnO; filmson aZrO,(Y,03) substrate [18].

It can be seen from the table, which givesthe lattice
parameters of the films, that their crystal structure is
close to pseudocubic: the interplane parameter is simi-
lar to the intraplane parameter and the latter cannot be
resolved. These parameters do not vary for filmson dif-
ferent substrates. No reflections other than those typical
of asimple perovskite structure were observed. Thisis
because the L&, 35Nd; 35510 3sMNO; composition under
study for which the average ionic radius of the A cation
is1.225 A (tolerance factor 0.922) is positioned almost
on the morphotropic boundary between the orthorhom-
bic Pnma and rhombohedral R3c structures. The distor-
tions of the perovskite structure are thus so small that
they are below the experimental accuracy. Thisis evi-
dently why the lattice stresses typical of manganite
films almost relax in these films.

3.2. Magnetic Properties

The magnetization M of the films was measured in
amagnetic field applied parallel to the plane of the film
and corrections were introduced to the magnetization
of the substrate. Figure 1 gives the dependence M(H)
for al thefilmsat T =5 K. It can be seen that the mag-
netization of all the films, except that on MgO, satu-
ratesrapidly in afield of afew kilo-oersted. For thefilm
on MgO saturation in the range 7-25 kOe is followed
by an almost linear increase in M with further increas-
ing field (the maximum measured field is H = 50 kOe)
and the magnetic moment per chemical formula unit
increases from 1.9 to 2.6l. The limiting hysteresis
loops of al the films are fairly narrow and the coercive
force does not exceed 300 Oe. Curves of the tempera-
ture dependence of the initial magnetic susceptibility
M/H (H = 10 and 100 Oe) were used to determine the
Curie point T by extrapolating the steepest part of the
curves (M/H)(T) to itsintersection with the temperature
axis. The values of T for al the films studied here are
givenin thetable.
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M, pg/formula units

0 10 20 30 40 50
H, kOe

Fig. 1. Dependence of the magnetization M of
L&y 35Ndg 35519 3MNnO3 thin films on various substrates on the
magnetic field H pardld to the surface of the film: (0) MgO;
(.) SrT|O3, (+) LaA|O3, (<>) ZrOZ(Y203) aT=5K.

3.3. Electrical Properties

Figure 2 gives the temperature dependence of the
electrical resistivity p for al the films studied. Figure 3
gives the temperature dependence of the magnetoresis-
tance Ap/p = (Py — P = 0)/PH = o for films on SrTiO; and
ZrO,(Y ,0O5). Figure 4 shows Ap/p isotherms at various
temperatures for these films. The curves of (Ap/p)(T)
and (Ap/p)(H) for films on MgO and LaAlO; are simi-
lar to those plotted in Figs. 3a and 4a for films on

401
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Fig. 2. Temperature dependence of the electrical resistiv-
ity p of Lag3sNdg35Srg3MnOz on various substrates:

SITiO;. It can be seen from Figs. 3 and 4 that the mag-
netoresistance is negative. Our studies showed that
Ap/p does not depend on the direction of the electric
current density in the plane of the film nor on the angle
between this direction and the direction of the magnetic
field, i.e., the magnetoresistance is isotropic in the
plane of the film. The temperatures of the maxima on
the curves p(T) and the minimaon the curves (Ap/p)(T)
are given in the table for all the films studied.

Magnetic, electrical, and crystallographic characteristics of Lag 35Ndg 355r5sMnO3

Substrate
Characteristics
MgO LaAlO; SrTiO; ZrO,(Y ,05)
T, K (H=100¢) 242 231 219
Te, K (H =100 Oe) 241 223 245
M, pg/formula units: magnetization 17 16 2 19
Tmax, K: temperature of maximum resistiv- 252 252 252 225
ity p
Trin» K: temperature of minimum magne- 228 223 213 225
toresistance Ap/p (H = 8.4 kOe)
Prmax, Q CM: maximum p 0.085 0.13 0.084 0.63
Pk, Q cm: value of p at 82 K 0.0089 0.0059 0.0040 0.19
[AP/P|max: Maximum absol ute magnetore- 0.34 0.23 0.22 0.13
sistance (H = 8.4 kOe)
|Ap/pleok (T=82K, H=8.4KkOe) 0.04 0.03 0.03 0.11
Film thickness, A 4100 5500 5500 5500
Interplane parameter, A 3.882+ 0.001 3.880 + 0.002 3.872+0.001 3.874+0.001
Intraplane parameter, A 3.876 + 0.002 3.875+ 0.002 3.878 + 0.001 3.881+0.002
Perovskite cell volume, A3 58.32 + 0.08 58.26 + 0.09 58.23 + 0.05 58.25 + 0.06
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Fig. 3. Temperature dependences of the magnetoresistance Ap/p of Lag 35Ndg 35510 3MNO3 thin films on (a) (001)SITiO5 and
(b) (001) ZrOy(Y ,O3) substrates at H = (m) 2.2, (@) 4.5, (a) 6.7, and (¥) 8.4 kOe.
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Fig. 4. Isotherms of the magnetoresistance Ap/p of Lag 35Ndg 35579 3MnO3 thin filmson (a) (001)SrTiO3 and (b) (001) ZrO,(Y ;03)

substrates at T = (m) 82, (<) 100, (®) 152, and (a) 225 K.

4. DISCUSSION OF RESULTS

It can be seen from Fig. 2 that the curves of p(T)
have a minimum and as can be seen from Table 1, the
temperature T, a the maximum of p(T) for the film
on ZrO,(Y,03) is 20 K lower and that for the films on
SITiO;, MgO, and LaAlO; is approximately 20 K
higher than T.. The magnetoresistance is negative and
the curves (Ap/p)(T) pass through a minimum near T
(Fig. 3). Theisotherms of the magnetoresi stance do not
saturate over the entire temperature range studied (Fig. 4).
The magnetoresistance reaches 34% at H = 8.4 kOe for
the film on MgO and is lower for the other films, being
23, 22, and 13% for the films on LaAlO;, SITiO;, and
ZrO,(Y ,05), respectively (see the table). Thus, for
these films we observe col ossal magnetoresi stance near
Tc Similar to that obtained in manganites of different
composition [20-22].

A comparison of the p(T) curves for the film on the
ZrO,(Y ,0O5) substrate and the other three films on the
perovskite and MgO substrates (Fig. 2) shows that the
value of p for thefirst film is much higher than that for
the others. It can be seen from the table that the resis-

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

tivities at 82 K differ by more than an order of magni-
tude and near the maximum of p they differ between
four and eight times. The form of the curves also dif-
fers. For example, for thefilmson SrTiO;, LaAlO,, and
MgO p increases abruptly with increasing temperature
from T = 180 K whereas for the film on ZrO,(Y ,0Os3) p
begins to increases monotonically from 80 K, the low-
est measurement temperature, i.e., the maximum on the
p(T) curve is broadened substantially. The curves
(Ap/p)(T) differ even more strikingly: for the first three
films we observe an abrupt minimum at T,;, which is
dlightly lower than T whereasfor thelast film thismin-
imum, also positioned dlightly below T, is strongly
broadened and is barely observed on the low-tempera
ture side (Fig. 3). The absolute value of |Ap/p| for the
last film at low temperatures is high, reaching almost
10% in afield of 8.4 kOe, and from 100 K, increases
dlightly with further increasing temperature. The
curves (Ap/p)(H) (Fig. 4) for thefirst threefilmsand the
last differ substantially: for the first three films we
observe an amost linear increasein |Ap/p| with increas-
ing field at temperatures below the minimum on the
(Ap/p)(T) curve whereasfor thelast filmin aweak field
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up to 2 kOe we observe an abrupt increase in |Ap/p| fol-
lowed by an amost linear increase |Ap/p| in stronger
fields.

These dependences p(T), (Ap/p)(H), and (Ap/p)(T)
described above for the film on ZrO,(Y ,05;) are similar
to those observed earlier for polycrystalline bulk and
thin-film manganese samples[3—-17] whereas the depen-
dences observed for the films on SITiO;, LaAlO;, and
MgO are similar to those observed for single-crystal
samples [3-17]. The enhanced values of p in the poly-
crystalline samples can be attributed to spin-polarized
tunneling between granules[9] or scattering of carriers
within domain walls which generally coincide with the
intergranular boundaries [4], whereas the enhanced
values of |Ap/p|a T < T can be ascribed to the influ-
ence of the magnetic field on these processes. It was
shown in [23] that the nuclear resonance data for an
L&y s:Cay3sMNO; film indicate a reduced hole concen-
tration within the domain walls.

However, al the films studied here are single-crystd,
including that on ZrO,(Y ,O5). The difference between this
film and the others studied hereisthat, aswe noted in Sec-
tion 3.1, it condsts of microregions having four different
crystallographic orientations. This leads to the existence
of magnetic domains having at least four different direc-
tions of easy magnetization axes, and the boundaries
between them form different angles with the directions of
magnetization in the domains. In films on perovskite and
MgO substrates the axes of easy magnetization of their
different parts are parallel and thus most of the film
should be occupied by magnetic domains having 180°
walls.

It can be seen from the values of p at T < T, for
films on perovskite and MgO substrates (table) that
their conductivity is metallic. From this it follows that
exchange via carriers, i.e,, holes predominates in
L&y 35Ny 35S0 3sMNO,. The Curie temperature in this
caseisgiven by [24]

T O ztv, Q)

where t is the transport integral (the width of the con-
duction band W is proportional to t), z is the coordina-
tion number of the magnetic ion (Mn in this case), and
v is the number of carriers per magnetic ion. It can be
seen from the table that the Curie temperature of the
film on ZrO,(Y ,05) is approximately the same as that
for the other films. Thisimplies that exchange via car-
riers, i.e., holes, also takes place for this film and the
increase in its electrical resistivity by more than an
order of magnitude compared with the three other films
is attributable to the boundaries between the regions
having different crystallographic orientations. It has
been noted that the other three films studied here do not
have these boundaries. In this case, the electrical resis-
tivity of the film on ZrO,(Y ,05), asin polycrystaline
samples, consists of two components: the electrical
resitivity p; within the crystallographic regions
described in Section 3.1 having an average linear
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dimension L (or the electrical resistivity within isolated
granules in the case of a polycrystal), i.e., the intrinsic
electrical resistivity of the material, and the resistivity p,
within the boundaries between regionsof different crystal-
lographic orientation, having the average thickness L' (or
the electrical resistivity of the intergranular bound-
aries). The value of p iswritten in the form [25]

p=p,+(L/L)p,. 2

Inthefilm on ZrO,(Y ,O3) boundaries exist between the
regions of different crystallographic orientation, the
angles between these being 19.5°, 70.5°, and 90°. This
implies that the angles 6 in the Mn—-O-Mn-O-Mn—--
chains between lines connecting two manganese ions
with an oxygen ion, which are close to 180° within the
crystallographic regions, change abruptly to the values
given above within the boundaries between these
microregions.

We know that the width of the conduction band in
manganites (single-electron approximation) is propor-
tional to cos’® [22] so that an abrupt decrease in ©
within the boundary between microregions of different
crystallographic orientation leads to a sharp drop in
conductivity within this boundary. Electron micros-
copy of this film has shown that the thickness of the
boundary is close to the lattice constant [26]. However,
al the sections of the films on SITiO;, LaAlO,, and
MgO have the same crystall ographic orientation and do
not exhibit these boundaries. Consequently the increase
inpinthefilmon ZrO,(Y,0,) isonly attributable to the
second term in expression (2). Assuming that the value
of p; isthe samein all four films and is approximately
6 x 10 Q cm (table) and substituting this value and
asoL'=4A and L =400 A [26] into expression (2), we
find that p, = 18.4 Q cm at 82 K. Hence, the electrical
resigtivity inside the boundary between microregions of
different crystallographic orientation is more than three
orders of magnitude higher than that inside the
microregions and is of the same order of magnitude as
the semiconductor value.

The small thickness of the boundary layer and the
high value of p, suggest that the conduction here is
achieved by tunneling through this boundary. It will be
shown that some of these boundaries coincide with the
domainwalls. Inthiscase, thetunnding hasaspecific fea
ture associated with the fact that amost completely spin-
polarized electrons tunnel. This case was described in [9]
for polycrystaline bulk manganese samples. When the
electron spin is conserved during tunneling and the
magnetic moments of neighboring granules are not par-
alel, the magnetoresistance is described by the follow-
ing expression [9]:

2P = T [m’(H, T) =m0, T)], €©)

where Jisthe intergranular exchange constant, P isthe
electron polarization, and m is the magnetization nor-
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malized to the saturation value. This expression can
evidently be used for the film on ZrO,(Y ,O5). It can be
seen from expression (3) that when technical saturation
of the magnetization is reached, the absolute value of
the magnetoresi stance should al so saturate.

However, Fig. 4 shows that for the film on
ZrO,(Y ,05) no saturation is observed on the magnetore-
sistanceisothermsat low temperatures although saturation
of the magnetization had already been achieved (see
Fig. 1). It can be seenfrom Fig. 4 that at low temperatures
the magnetoresistance isotherms initially show an
abrupt increase in |Ap/p| in fields up to 2 kOe followed
by a slower amost linear increase with further increas-
ing H. Thus, we should assume that in addition to the
spin-polarized tunneling noted above, some other pro-
cesses are also responsible for the low-temperature
magnetoresistance in fields exceeding the technical sat-
uration field.

We have aready noted that the enhanced low-tem-
perature electrical resistivity and magnetoresistance in
polycrystalline samples has al so been attributed to scat-
tering of carriers by disordering of the spin system
inside the domain walls. However, this explanation is
hardly applicable to manganites for which strong s—d
exchange takes place and the domain wall thicknessis
considerable. It was noted in Section 3.2 that the coer-
civeforceisapproximately 300 Oein all these films. It
follows from Fig. 1 that the saturation magnetization is
M = 300 G for al the films. The effective magnetic
anisotropy constant cal culated from these datais Ky =

9 x 10* erg/lcm®. Hence the films considered here pos-
sess low magnetic anisotropy which is typical of man-
ganites [27] so that the domain wall thicknessis large.
According to estimates [28] in similar magnetically
soft materials this may reach 10%a (a is the lattice con-
stant) in bulk samples.

In thin-film samples, where the film thickness is of
the same order as the domain wall thickness indicated
for abulk sample (the thickness of the films considered
here is 4100-5500 A), the domain structure is more
complex. At present there is no common viewpoint on
its structure [28]. Thus, to a rough approximation we
assume that the domain wall thickness in thin filmsis
the same as in the bulk sample. As has been noted, the
size of the crystallographic microregions in the film on
ZrO,(Y ,0,) isapproximately 400 A or 102awhichisan
order of magnitude smaller than the possible domain
wall thickness. Since long-range magnetic order is
achieved in this film, each magnetic domain should
contain more than ten crystallographic microregions.
However, in some parts of the film long-range magnetic
order may be absent because the domain wall thickness
is larger than the size of the crystallographic microre-
gions and is of the same order as the film thickness. It
can be seen from Fig. 1 and the table that the magnetic
moment per chemical formula unit for this film is
severely underestimated compared with that predicted
for the complete ferromagnetic ordering of all theions

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 91

ABRAMOVICH et al.

(including the magnetic sublattice of Nd** ions) and is
approximately 46% of this. In such awide domainwall,
spin flipping takes place gradually and as aresult of the
strong s—d exchange the carrier spinis aligned parallel
to the spin of theion at which it is located at any given
moment and the carrier is not scattered [24].

It can be seen from Fig. 3 that the curves of
(Ap/p)(T) have a minimum near T for al four films
studied. The absolute value of Ap/p at the minimum,
|AP/Pmax 1S high: 34% for the film on MgO and 13% for
thefilm on ZrO,(Y ,O5); for the other two filmswe have
22.5% in afield of 8.4 kOe (table). For comparison
we should note that in ordinary magnetic substances
such asferrites, the value of |Ap/p|ya NEar T iStwo or
three orders of magnitude lower. The compound
L&y 35Nd, 35sMNnOg isastrongly strontium-doped antiferro-
magnetic  semiconductor L&, 3sNdy3sMNnO; in which
metallic conductivity is observed below T and a trans-
tion to semiconducting conductivity takes place near T
(see Fig. 2). It was shown in [29] that in manganites of
this type with strong s—d exchange there are two mech-
anisms by which impurity—magnetic interaction influ-
ences the resistance: carrier scattering which reduces
their mobility and the formation of localized states near
thetop of the valence band. Near T, the carrier mobility
drops sharply and they are partialy localized at alevel
near the top of the valence band. Under the action of a
magnetic field the impurity—magnetic scattering of car-
riers diminishes and these become del ocalized from the
tail of the valence band.

It can be seen from Fig. 3b that for the film on
ZrO4(Y ,053) the minimum on the curve (Ap/p)(T) near
T is barely distinguishable and the absolute value of
|Ap/p|inthe low-temperature rangeisonly 2—-3% lower
than that near T.. This suggests that the nature of the
magnetoresistance at low temperatures in fields above
the technical saturation of the magnetization and near
Tc isthe same. At low temperatures in spin-disordered
microregions occupying around 54% of the film area
the carriers are situated under approximately the same
conditions as near Tc: the spins are strongly disordered
and strong s—d exchange takes place. However, thisis
only possible when the spin-disordered regions exist in
fields higher than the technical saturation of the magne-
tization.

Thus, we can explain the behavior of the low-tem-
perature magnetoresistance in fields above the techni-
cal saturation level in films on SITiO;, LaAlO,, and
MgO substrates since these films also contain spin-dis-
ordered microregions. This is evidenced by the exces-
sively low magnetizations of the films on SrTiO;,
LaAlO;, and MgO compared with the pure spin value
for ferromagnetic ordering of all theions (seetable and
Fig. 1). It can be seen from Fig. 1 that for the film on
MgO saturation in fields between 10 and 25 kOeisfol-
lowed by an almost linear increase in the magnetic
moment with the field. We know that as aresult of mis-
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match between the crystal structures of the material and
the substrate manganite films exhibit stresses which
increase the magnetic anisotropy. However the stresses
infilms on aMgO substrate relax rapidly. Aswas noted
in Section 3.1 in films having this composition the
stresses are very weak because this composition is posi-
tioned near the morphotropic boundary between the
orthorhombic and rhombohedral structures which fur-
ther intensifies the relaxation of the film on MgO. This
filmisclearly the least stressed of all those studied and
thus the field-induced spin ordering observed by us
takes place in magnetically disordered microregions
described above.

By replacing Nd with La in Nd,,Sr,sMnO; we
hoped to increase the Curie temperature of the film. We
based this on the following reasoning. We know that in
an undistorted perovskite structure the Mn-O-Mn
bond angle is 180°. When Nd ions are replaced with
smaller Srions, the lattice becomes distorted. It could
be predicted that partialy replacing Nd ions with larger
Laionswill make the bond angle close to 180° resulting
in broadening of the conduction band, and thus increas-
ing the transport integral t and intensifying the exchange
viathe carriers. As aresult, in accordance with expres-
sion (1), the Curie temperature increases. However, as
can be seen from Table 1, replacing half the Nd ionswith
Ladid not give the predicted result: the value of T, 240K
for Ndy;Sr;sMnO; [30], remained the same for
L&y 35Ndy 35S sMNnO;. This may be attributed to the
crystallographic disordering of the A sitesin ABO; per-
ovskite described, for example, in [31]. As aresult of
this disordering the orthorhombic distortion of the per-
ovskite lattice in this last compound is the same as in
the first which leads to equal transport integrals t in
both compositions and consequently their Curie points
are the same in accordance with expression (1).

5. CONCLUSIONS

We have described a new possibility for the exist-
ence of colossal magnetoresi stance over awide temper-
ature range in manganites, and specifically in single-
crystal thin filmsin which microregions having different
crystallographic orientations exist. These epitaxid films
differ from polycrystaline films in that they contain sev-
eral types of microregions with different crystallographic
orientation and they have an ordered configuration in the
plane of the film. Since the crystallographic orientations
in neighboring microregions differ, boundaries exist
between them at which the anglesin MH—O-Mn-O—---
chains differ from 180° so that the electrical resistivity
of these boundaries p, is strongly enhanced compared
with p, within the microregions. The existence of this
possibility is described for an Lag3sNdg355r0;:MNO;
epitaxial film on aZrO,(Y,0;) substrate. The thickness
of the boundaries between the microregions of different
crystallographic orientation is 5 A and the ratio is
p,/p; ~ 10° the conductivity within the microregions
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being metallic. The most probable mechanism for elec-
troconduction acrossthisboundary iscarrier (hole) tun-
neling.

An egtimate of the effective magnetic anisotropy
constant Ky showed that K = 9 x 10* erg/cm?. This
means that the wall thickness between the magnetic
domains is very large (~10%a), of the same order as the
film thickness and an order of magnitude larger than the
dimensions of the microregions of different crystalo-
graphic orientation. This has the result that some regions
of thefilm are magnetically disordered, asisevidenced by
the approximately halved magnetic moment per chemical
formula unit. As a result of the absence of long-range
magnetic order in these microregions, we can assume
that the nature of the magnetoresistance in them is the
same as that near T.. For instance, the existence of
strong s—d exchange leads to impurity—magnetic carrier
interaction which causes scattering of the carriers,
reducing their mobility, and leads to the formation of
localized states near the top of the valence band. In the
temperature ranges indicated above the mobility of the
carriers diminishes abruptly and they are partially local-
ized at levels near the top of the valence band. Under the
action of amagnetic field the impurity-magnetic scatter-
ing of the carriers increases and they become delocal-
ized from levels near the top of the valence band.

A sharp increase in the magnetoresistance with the
field when technical magnetization has not yet been
achieved can be attributed to spin-polarized tunneling
across boundaries between microregions of different crys-
tallographic orientation which coincide with the domain
walls. The magnetoresistancein fields below thetechnical
saturation of the magnetization can hardly be attributed to
scattering of the charge by disordering the spin system
within domain wallswhosethicknessisvery large. In such
awide domain wall, spin flip takes place gradudly and as
a result of the strong s-d exchange the carrier spin is
aligned parallel to the spin of that ion at which it is sit-
uated at a particular moment; in this case no carrier
scattering occurs [24].

Spin-disordered microregions can exist in both bulk
and thin-film polycrystalline manganite samples pro-
vided that the dimensions of some of the crystallites do
not exceed the domain wall thickness.
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Abstract—An analysis is made of the problem of current flow in heterophase inhomogeneous media in the
quantum Hall effect regime. Duality relations are derived and expressions are obtained for the effective conduc-
tivity of inhomogeneous media over the entire range of concentrations. Local current distributions (fields) are
determined in the quantum Hall effect regime. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In studies of current flow in inhomogeneous media
we encounter the problem of determining the effective
conductivity o, which is defined as the proportionality
factor between the average current density J and the
field E:

J = o.E. 1)

For amedium consisting of two phases having conduc-
tivities 0, and g, and corresponding concentrations x
and 1 — x the expression for the effective conductivity
may be written in the form

o, = 0:f(e, h), )

where e = X — X, is the excess over the percolation
threshold x., h = 0,/0; isthe conductivity ratio, and f is
a function to be determined. An expression for the
effective conductivity of two-phase media was first
obtained in the effective medium approximation [1]:

f(e,h) = (1+h)e+/(1+h)%+h. (3)

We know that this approximation is well satisfied for
weakly inhomogeneous media. For strongly inhomoge-
neous media in the critical region h < 1, i.e., near the
metal-insulator transition a similarity hypothesis is
used [2]. According to this hypothesis, near the perco-
lation threshold the conductivity of a strongly inhomo-
geneous two-phase medium may be written in the scal-
ing form:

f(e, h) = hgf Eh%"%’ @)

where s, t are the critical indices in percolation theory
which describe the asymptotic power behavior of the
function f. Nevertheless, these generally recognized
methods are approximate. Due to the dual symmetry, in
the two-dimensional case exact results were obtained:
the Keller reciprocity theorem [3] and the Dykhne sym-

metry transformation [4]. It was shown that at the per-
colation threshold (equal phase concentrations) the
effective conductivity of two-phase media is equal to
the geometric mean:

O¢ = 4/0107, 5)

whereas for arbitrary phase concentrations we obtain
the duality relation:

O(€)0e(—€) = 010, (6)

(A medium having the same geometric distribution of
phases as the initial one and differing only in position
of the phases is called a dual medium.) These results
were obtained as a result of the symmetry of the two-
dimensional direct-current equations relative to linear
rotation transformations. This macroscopic approach
was used in [5] to study the stability of the Hall conduc-
tivity plateau relative to changes in the concentration of
the metal phase in an inhomogeneous medium. It was
shown that over awide range of concentrations asfar as
the percolation threshold metal inclusions do not influ-
ence the Hall conductivity plateau. This approach was
recently used to study the fractiona quantum Hall
effect in the two-phase approximation [6]. Expressions
were obtained for the components of the conductivity
tensor in a magnetic field, a phase diagram was con-
structed in the coordinate plane oy, 0, and it was
established that regions of phase intersection have a
substantial influence on the components of the conduc-
tivity tensor.

The aim of the present paper isto study current flow
in inhomogeneous multiphase media in the quantum
Hall effect regime (o, = 0, 0, = const). Duality rela-
tions are obtained for effective multiphase systems and
the effective characteristics of inhomogeneous media
are determined over a wide range of concentrations.
Some of the results for the three-phase case were pub-
lished in [7]. The second part of the study is devoted to
finding local current distributions for doubly periodic
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systems with square inclusions using methods from the
theory of functions of a complex variable. Following
[8, 9], for acertain class of systems with inclusions we
constructed corresponding conformal mappings and
solved Riemann boundary-value problems. This
allowed us to determine local current distributions
(fields) for these systems in the quantum Hall effect
regime.

Thearticleisconstructed asfollows. In Section 2 we
describe ageneral method for studying inhomogeneous
two-dimensional media based on linear rotation trans-
formations. In Section 3 we derive duality relations for
two-phase media and these results are used to study the
quantum Hall effect in a mixture of metal and Hall
phases. An expression is derived for the effective Hall
conductivity above the percolation threshold. A mul-
tiphase randomly inhomogeneous Hall medium is stud-
ied in Section 4. Duality relations are derived and
expressions are obtained for the effective conductivity
over a wide range of concentrations. In Section 5 we
generalize the results of a phenomenological approach
developed in[6] to the four-phase case. In thisapproach
the influence of the regions near the phase boundaries
is taken into account as a boundary condition. In Sec-
tion 6 we introduce basic concepts required to solve
two-dimensional problems using methods from the the-
ory of functions of a complex variable and formulate
the boundary conditions for current flow in the quan-
tum Hall effect regime. In Sections 7 and 8 we con-
struct conformal mappings for various classes of peri-
odic systems, solve corresponding boundary-value
problems, and obtain distributions of local currents and
fields for these systems under conditions of the quan-
tum Hall effect. The results are discussed in the Con-
clusions.

2. DESCRIPTION OF METHOD BASED
ON ROTATION TRANSFORMATIONS

We shall briefly describe the method proposed in
[4]. We shall consider a conducting medium. In the
static case this is described by the direct-current equa-
tions and Ohm'’s law:

divj = 0, j = oe. @)

In the two-dimensional case the direct-current equa-
tions are invariant relative to linear transformations of
the rotation:

rote = 0,

j =blnxe], e=dnxj]. (8)

Here n is the unit vector of the normal to the plane, b
and d are constant coefficients. As aresult of the linear-
ity of these transformations Ohm'’s law is conserved:

j' = o€, C)

where the conductivity of the primed system isgiven by
= b

g = Jo° (20
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A similar relationship is obtained for the effective con-
ductivity. If the coefficients b, d are taken in the form

= %‘ = /0,0,

the primed system will only differ from the initial one
by the exchange of the phases, i.e, it is dual with
respect to theinitial system:

O(€) = 0—€).

Thisthen yieldsrelation (6).

If the two-dimensional medium is placed in a per-
pendicular magnetic field B, Ohm’s law has the tensor
form:

(11)

(12)

j = de, (13)

where ¢ isthe conductivity tensor in the magnetic field
having the components

__o _ _ OB
Oux = 1—_[32, Oy = Oy = 1+_[32,
isthe Hall factor, p isthe particle mobility, and cisthe
velacity of light.

In this case we need to use generalized rotation
transformations:

uB
C

B:

j = aj'tb[nxe€], (14

For the primed system we also obtain Ohm'’s law in the
tensor form:

e =ce+dnxjT.

j' = 0'¢,
where the conductivity tensor has the components
. o,(ac+ bd)
" (0pd) + (040 +a)”
. _ Oucd+(0,c—b)(0,,d+a)
(00 +(0,d+a)’

(15)

(16)

Xy

3. HALL CONDUCTIVITY PLATEAU

We shall show that in a mixture of Hall and metal
phases where the concentrations of the Hall phase
exceed the percolation threshold, the effective Hall
conductivity of the medium is constant and equal to the
value for the Hall phase:

e 2
W = 0%, (17)
In other words, the Hall conductivity plateau is stable
relative to metal inclusions over a wide range of con-
centration as far as the percolation threshold. In order
to solve this problem we consider the general case of a
two-phase medium situated in a magnetic field, we
derive some genera relations, and then go over to the
limit of the Hall phase of interest to us (0, = 0, Oy, =
const) in these formulas. It was noted earlier [10, 11]

o
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that an initial two-phase system in amagnetic field may
be transformed into a primed system having given
(known) properties by at |east three methods. In thefirst
transformation the primed system is dual relative to the
initial one:

6-‘2 = 611

6-;_ - 6-2, (18)

(19)
This transformation is defined by the coefficients
ol + o

(1) ~(2) (2) (1)°
Oy ny T Oy Oxy

Ge(€) = Ge(—€).

a=-c d=

(20)

Here the following duality relation is obtained for the
effective characterigtics:

O-ix(e) O-iy(_e) + O-ix(_e) O-iy(e)
0-xx(e) + o-xx(_e)

21)
(1) (2 (2) (1) (
— Oxx O-xy + Oy ny
1) (2)
Oxx T Oxx

In the second transformation the primed system dif-
fersfromtheinitial one by aexchange of the phases and
by reversal of the direction of the magnetic field:

0'(1) (2)

xx = Oxx1

(2) _ (D) !

Oxyx = Oxx» ny = _Oxy' (22)

In this case the tensor components of the primed system
are

(S]]

e e e
O = Gxx(_e)’ 0-xy(_e) = _oxy(e)

and the following duality relation is obtained

(23)

O-ix(e) O-iy(_e) _ O-ix(_e) 0-iy(e)
o-ix(e) - 0-ix(_e)

(1) (2 (2) (1)
- Oyx ny — Oy 0-xy

o (2

xx — Oxx

(24)

The third transformation reduces the initial system
to asystem which only differs by a changein the direc-
tion of the magnetic field:

'

Oxx = Oxxs O-;<y = —Oyy- (25)

In this case we obtain the following relation linking the
components of the effective conductivity tensor:

[(05()” + (05,(e)) Ted
+05,(€)(ac—bd) —ab = 0.

Thisisvalid for any phase concentrations.

We shall apply these relationsto the problem formu-
lated above which isof interest to us. L et us assume that
the concentration of the first metal phase is below the
critical value X, = 1/2, i.e., the diagonal component of

(26)
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the conductivity tensor is zero, o}, (€) = 0 since an infi-

nite cluster forms from the Hall phase in this system. It
can be seen from formulas (21) and (24) that over the
entire range of concentrations, as long as flow takes
place in the Hall phase, the effective Hall conductivity
remains constant:

e (2)

Oy = Oyy- (27)

This result also agrees with relation (26) according to
which, over the entire range of concentrations where

the diagonal component o}, vanishes, the effective
Hall conductivity should have a constant value.

Thisresult has aclear physical meaning. In aninho-
mogeneous medium, current flows such that the mini-
mum Joule heat isreleased in the medium. In our case,
itisonly possible for current to flow in the Hall phase
with the minimum, zero, heat release which is
achieved. In addition, the electric field in the metal
phase should be zero, otherwise dissipation will occur.
We shall show that thisisin fact the case. From the def-
inition of the averages we have

oy dnxeld + oy [nx el = og[n xE],

Y (28)
(e[ + [e[} = E.
Solving this system of equations, we obtain
¢ —g? oW _g°
el = EH, e} = EH. (29)
xy — ny ny - Oxy

Thus, when an infinite cluster formsin the system from

the Hall phase, which corresponds to o, = o', the
electric field in the metal phase goesto zero. When Hall
currents flow around the metal clustersasurface charge
appears at the interface, its field exactly compensating

for the external field in the metal phase.

4. MULTIPHASE MEDIUM:
DUALITY RELATIONS
AND EFFECTIVE CONDUCTIVITY

Let us assume that four phases exist in the quantum

Hall effect regime having different conductivities o).
We shall aso assume that the concentrations of the

even and odd phases are equal

X, = Xa Xp = Xy, (30)
and are of arbitrary magnitude with the condition
2(X,+X,) = 1. (3D

For convenience we express the concentrations of
phases 1 and 2 in the form

X, = %1+5, X, = i—a. 32)
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(Two- and three-phase mediaare particular cases of this
problem.) Following a general method we establish
possible exchange symmetries and corresponding dual -
ity relationships. We exchange the even and odd
phases:

0, = 0;, O3 = Oy,

(1<~ 2,3« 4).

0, = O,,
: (33)
0, = 04

According to the conditions (33) and formula (16), this
transformation is defined by the coefficients

b = 0,0,(03+ 0,) —030,(0; +0y)
1= ,
0-10-2 - 0304
(34)

a.l = _Cl’

_0,10,-03-04
l - .
0,0,— 050,

We stressthat for arbitrary values of the conductivities,
this transformation is only possible for media in the
guantum Hall effect regime.

For arbitrary phase concentrations the primed sys-
tem is dud relative to the initid one: 0(d) = 0 (-9).
Thus, we obtain the following duality relation for the
effective conductivities of four-phase inhomogeneous
mediain the quantum Hall effect regime:

d;04(-0)0(0) + b, = a,[T(-0) +Td)].  (35)
In addition to this symmetry, this problem also has
another possibility for exchange of the even and odd
phases. 6; =0,, 0, =03, O; =0, 0, =0; (1-— 4,
2-—= 3). In this case, the coefficients a, b, d have the
values

a, = —C,,
_ 0,04(0, + 03) —0,05(0, + 0,)

b2 1
0104 - 0203

(36)
_0,+0,-0,—-03

2" 0,0,-0,05 '

and another duality relation is obtained similar to (35)
but having the coefficients a,, b,, ds.

This system also possesses additional symmetry,
exchange within the even and the odd phases:

o, = 04, O3 = Oy,
(1-—3,2--4).

0; = Oy,

e (37)

o, = 0,

In this case, the primed system is macroscopicaly

equivalent to the initial system o, (d) = 0.(d) and the
effective Hall conductivity is given by

d50.(3)* + b, —2a,04(8) = 0. (38)

Here the coefficients a;, b;, d; are obtained from the
conditions (37). Hence, the effective conductivity of a
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four-phase system in the quantum Hall effect regimeis
given by

0-10-3 - 0204
01 + 03 - 02 - 04

Oy(£0) =
+ |:D 0103 - 0204 |:?|'
o, +03-0,-0,U

+ 0,040, + 03) —0,05(0, + 04)}112
01 + 03 - 02 - 04 )

(39)

A transition to media with fewer phases can be
made quite easily: a three-phase medium corresponds
to the limit 0, = 0, and a two-phase medium corre-
spondsto o, = 05, 0, = 0,. Wereemphasize that the Hall
conductivity plateau does not depend on the phase con-
centration over awide range. Another interesting factor
isthat the plateau height depends on the conductivities
of al four phases down to low concentrations.

These unexpected results are attributable to the
unusual nature of the current flow under the conditions
of the quantum Hall effect. We know that the Hall cur-
rent is always perpendicular to the electric field:

j = oy[nxe]. (40)

From divj = 0 allowing for the potentiality of the
electric field rote = 0 we obtain

exVa,, = 0. (41)

Consequently, the lines of flow cannot intersect the
lines of constant o,,. In other words, the Hall current
cannot flow from one phase to another and “freeze’ in
each phase. This explains why the g,, plateau is con-
stant over awide range of concentrations. We also note
that our results indicate that the Hall conductivity at the
percolation threshold depends strongly on which phases
form the infinite cluster via which the threshold value of
0,, Was reached. Two phases are sufficient to form an
infinite cluster so that six independent methods of form-
ing an infinite cluster of different phases (there are six
combinations) are possible in afour-phase system.

5. CHESSBOARD MODEL

The anaysis of a multiphase system described
above has shown that near the percolation threshold
even a low concentration of inclusions of different
phases can strongly influence the effective characteris-
tics of inhomogeneous media. In order to understand
this we shall consider a four-color chessboard model.

Each colored box has its own conductivity cf('}, i =
1, ..., 4. Following [6] where the two-phase case was
considered, we shall assume that the odd-numbered
phases 1 and 3 are separated in the corners by small
gaps (see Fig. 1). For low values of o,, the current
should be concentrated in the corner to flow through the
entire system. We shall consider in greater detail the

No. 2 2000



QUANTUM HALL EFFECT IN INHOMOGENEOUS MEDIA

node at which all four phases are adjacent. According
to the charge conservation law, the sum of the inflowing
currentsis equal to the sum of the outflowing currents:

(42)

We also assume that because of their small width the
effective transmittivity of the gaps can be simply
replaced by the boundary condition

L+l = 1,41,

I+ 15

L, (“43)
where a isthe parameter of the problem. The main dif-
ference in the four-color model is that in order to find
the average currents and field we need to analyze four
cellsof dimension a. Thus, the average current and field
components will be

_ itz 4y _ it lg=ly—1y

JX ’ - [}
4a y 4a
\;44)
V,+V,-V; -V, Vo +V,+V,+V;
E, = . E = .
4a y 4a

After suitable calculations we find the components of
the effective conductivity tensor for the four-phase
case:

qav 4 1=y_B _1-PO

e 6, o0, o o3U
Oxx = , (45)
o208 L 1=Bf , qy , 1-Vy(F
6, o3U Lo, o,U
Y 1=y, 208 L 1=-BO
o, O lo, o, U
e _ 2 4 1 3
Oy = . (49)
2B 1-Bf oy  1-vF
lo, o0 Lo, o,U
Here we introduce the parameters
_ % _ 9
- \Jl + J3! y - \]2 + \]4 (47)

According to the current conservation law and the
boundary condition (43), B and y are interrelated by

_1 10
v = 5ral-3n

Itiseasy to seethat the values of 3 =y = 1/2 correspond
to the two-phase case and the expressions obtained give
the familiar ones:

(48)

e _ 00,0,(0,-0,)

(a0,)’ +0;
5 (49)
e _ 0,0,(0°0,+0;)

Xy

(00,)° + 0}

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Voal. 91

411

Fig. 1. Four-color chessboard model. The cell color isindi-
cated by numbers.

Consequently an analysis of the four-color chess-
board model confirms that at the percolation threshold
(when the concentrations of all four concentrations are
equal), the vaue of the effective characteristics
depends strongly on the method of going to thelimit. In
thismodel it is defined by the permittivity of the nodes,
the boundary condition (43).

6. COMPLEX REPRESENTATION
IN TWO-DIMENSIONAL CONDUCTIVITY
PROBLEMS

The macroscopic approaches described above can
be used to find the average characteristics of inhomoge-
neous media although they cannot give the local distri-
bution pattern of the currents and fields. Nevertheless,
for some two-dimensional periodic systems the prob-
lem can be solved using methods from the theory of
functions of a complex variable. For this purpose we
reformulate the problem in terms of complex quantities
[8]. We convert to the plane of the complex variableZ =
X+ 1Y and introduce the complex values of the current

density and electric field strength:
i@ = 1Py =i y), (50)
E¥2 = EP(x y)—iEP(xy), k=12 (51)

We know that this representation is valid for functions
satisfying the Cauchy—Riemann conditions. We shall
check the validity of these conditions. The equation of
current continuity gives one of these conditions
aj j®
x - _Zdy

0X oy’

and the second follows from rote = O, which for cells
having constant values of o and [ is equivalent to curl
j=0:

(52)

0’ _ 9iy”

oy - X (53)
Similarly, the equations rote = 0 and dive = 0

(derived from divj = 0) yield the Cauchy—Riemann
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dy ]

1 2
al bl

2 1
dy ¢

Fig. 2. Two-color doubly periodic chessboard structure.

ap  d & by ai
7 g

ap  d &

Fig. 3. Correspondence between points in conformal map-
ping of cells on half-planes.

conditionsfor the electric field. Ohm’slaw iswrittenin
complex form as

@ =

(6)
T EE@: (54)

7. LOCAL CURRENT DISTRIBUTION
UNDER CONDITIONS
OF THE QUANTUM HALL EFFECT

We shall analyze a doubly periodic two-color struc-
ture (chessboard), see Fig. 2. Asaresult of the symme-
try of the problem, the pattern of the fields and currents
is doubly periodic so that it is sufficient to find the cur-
rent distribution in two different-colored squares. We
denote the physical values in these squares by the indi-
ces 1 and 2. For an Ohmic contact at the phase bound-
ary the conditions of continuity of the normal current
components and the tangential components of the field
strength are satisfied:
in=1iw E =E. (55)
In addition, we are interested in current flow in the
quantum Hall effect regime:

i@ = —i%E(z).

Consequently, the boundary conditions at the phase
boundary 0 <x <1,y =0, | have theform

iP 0 = 1P -y),
Bl (1)( y) _ BZ (2)(X

(56)

(57)
-y).
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It is easy to see that this system of equations is
equivalent to the normal components of the current
going to zero at theinterface O <x <1,y =0, I

iPxy) =0 = jPx,-y). (58)

The boundary conditionsfor the sectionsx =0, | and
0<y<I|arewritten similarly:

iDxy) = 0=j20-xy-1. (59)

Using the equalities between the currents and
strengths in the same cell for points separated by adis-
tance of half the perimeter, these boundary conditions
forO<y<I,x=0, | may be expressed in the more con-
venient standard form:

i y) =0 =j2(x-y). (60)

We then map the inner regions of adjacent squares
onto the plane { = € +in using the Weierstrass function
P(2). Then square 1 is mapped onto the lower half-
plane and square 2 onto the upper half-plane with a
branch cut along the n-axis. The correspondence of the
points in the mapping is shown in Fig. 3. Here we have
e, = P(l), & =P(l +il), & =P(il), and e, = —e;. The
boundary conditionsin the ¢ plane are conserved in the
complex current notationj®(2) = j& (€, n) =i j{y) €, n)
and have the form

W+’ =0, —e<E<0, g<Ei<m, -

-0 =0,
Here the bar above the function denotes complex con-
jugation.

We shall briefly explain the method of solving the

problem (for further details see [9]). We introduce the
piecewise analytic vector function:

—wo<f<-g, 0<g<e.

_ 05
*0Q) = 5o

On the &-axis this has the limiting values
e = 2O
*0 = g0
- — [j_z(E)D
@ = 5@

In this form the boundary conditions formulate a vec-
tor-matrix Riemann boundary-value problem:

®(E) = GER)P (), (62)

where the G matrix is G(&€) = UE, E is the unit matrix,
and

1, _oo<§<—e1, 0<§<e1

HE) =0

1, —-€<&<0, g <<oo.
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The next step is to simplify the boundary conditions.
We introduce a new piecewise-analytic function:

@
P = gﬁi«)%

Thisisrelated to the vector function ®({) by

00 (),
'y =
© = Bvog),

Here M is a matrix which is the same as the matrix of
the boundary conditions G onthe sections—o < & < —g,,
0 < & < —e,. On the remaining part of the real axis the
boundary conditions have the form

Im(¢) >0
Im(2) <O.

W) = MTWE). (63)
Introducing the function F({) using
W(Q) = SF(Q), (64)

we select the matrix Sso asto diagonalize the matrix of
the boundary conditions. As aresult we obtain asystem
of independent boundary-value problems:

Fi8) = MFi@),  Fa(®) = AF4(E). (65)

The solution is then constructed by a standard method
using the theory of the Riemann scalar problem [12]
and has the form

F1(Q) = CXQ), F,Q) = C,X(Q),

-
2e,(

Returning to the initial vector function we can confirm
that the values of C; and C, are real. We finally obtain
expressions for the current distributions:

(66)
X(Q) =

i» = CXQ), j1 = C: X,
2_ 2 (67)
X0 = [eg

These formulas show that the current density distribu-
tion has a concentration at some opposite corners of the
squares and goesto zero at the other corner points. This
reflects the characteristics of current flow in the quan-
tum Hall effect regime: it is impossible for current to
flow from one phase to another across al interface
points, except for those selected. The question of the
effective Hall conductivity will be discussed in detail in
the next section.

8. DOUBLY PERIODIC MEDIUM
WITH INCLUSIONS IN THE QUANTUM HALL
EFFECT REGIME

In this section we find the current distribution in a
doubly periodic two-phase medium containing square
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Fig. 4. Two-phase medium with square inclusions of athird
phase. Asaresult of the symmetry it is sufficient to consider
the square fle flf2'

S €1 b
1 2
¢ &)
aj by by a
C2 d Cl
2 : 1
h ey hi

Fig. 5. The selected squareis analyzed to construct aconfor-
mal mapping.

inclusions of a third phase (see Fig. 4). This model
allows for the influence of inclusions on the nature of
the current flow and is useful since it can be solved
exactly. As aresult of the periodicity and symmetry of
the problem, it is sufficient to consider afigure consist-
ing of phases having the conductivities o, and o, and
inclusions of athird phase (Fig. 5).

Let usassumethat the electric field isdirected along
the x-axis. In this case the lines bounding the square
under study will either belines of equal potential (f,e,f>,
f,ef,) or lines of constant current (f;a,f,, f;a,f,). In Hall
media the x component of the current goes to zero on
these lines:

i“=0 k=12 (68)
(We also note that these lineswere selected purely from
the symmetry of the problem.) At the interfaces
between the first and second phases the normal compo-
nents of the current also go to zero. Allowance must
also be made for the conditions at the interfaces with

the third phase.

In order to simplify the cal culations we shall assume
that the inclusions are dielectric so that the conditions
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hH e di by ap
a— —

[ ] Ad ) '_
fl €l d] €1

Fig. 6. Correspondence between points in conformal map-
ping of afigure on half-planes.

at the boundary with the third phase can be expressed
inthe sameform: forx=1-h,0<y<h

(2

iPxy) = 0= jPx-y) (69)
andfory=1I1-h, (I —h) <x<I| wehave
1P, y) = 0= jP(x,-y). (70)

We then construct conformal mappings of the regions
of adjacent figures onto the plane { = & — in using
Jacobi elliptic functions[13]:

z

W e ot
-!)-Jt(l—t)(l—Kt)(l—)\t)(l—ut).

(71)

Then figure 1 is mapped onto the lower half-plane
and figure 2 is mapped onto the upper half-plane with a
branch cut along the &-axis. The correspondence of the
pointsin the mapping is shown in Fig. 6. The boundary
conditions have the form

940, oL,

(k) (k) (72)
jg —Jg =0, &0L,.
Here region L; includes the segments [a;, by], [¢;, di]
and region L, includes the remaining part of the -axis.

Having made the necessary simplifications and cal-
culations similar to those made above, we obtain a two-
element Riemann problem with a diagonal matrix of
boundary conditions. Using a standard method of con-
structing solutions, we obtain solutions over the entire
range:

Q) = CXQ) + C,X 1),
Q) = CXQ) + C,X 1),

-1
X(Z) - /\/ (Z_I_K ) —.
((=A)(C—-u)

Since the current cannot penetrate into the dielectric
phase, the constants C, and C, should be zero. These
solutionsimply that, in the quantum Hall effect regime,
in a medium containing dielectric inclusions current

flowsfrom one phase to another at the joint between the
phase interface and the dielectric inclusions. In this

Im(2) >0,

Im(¢) <0, (73)
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case the phases are connected in series, i.e., the recip-
rocal resistances are added:

20, = o] +0,. (74)

A different situation arises if the inclusions are

“superconducting”: o(xi) — o0, |n order to solve this
problem it is more convenient to search for the electric
field distribution, since in superconducting inclusions
the field goes to zero. Consequently we obtain bound-
ary conditions for the electric fields which correspond
to vanishing of the tangential components of the elec-
tric field, similar to (59) and (60). Thus, the solutions
for the local electric field distributions will also have a
similar form but will differ by the factor i (by the phase
102). From physical reasoning current singularities
should occur when current flows into highly conduct-
ing inclusions and thus the coefficients C; and C,
should be zero. This corresponds to current flow from
the first phase to the second via highly conducting
inclusions by two independent methods which corre-
sponds to paralel connection of the phases. Thus, the
effective conductivity will be

0,+0,
2 1
which agrees with formula (39).

In general current flows as aresult of overflow near
the join between three phases and as a result of flow
across highly conducting inclusions of the third phase.

O, = (79)

9. CONCLUSIONS

The main feature of current flow in inhomogeneous
mediain the quantum Hall effect regimeisthat the nor-
mal components of the current go to zero at the phase
boundary, in other words current cannot flow from one
phase to another. This factor explains the constant pla
teau of the Hall conductivity o,, over a wide range of
concentrations as far as the percolation threshold since
the current circulates enclosed in the phasesforming an
infinite cluster. This conclusion holds for a mixture of
Hall and metal phases and for many-phase heteroge-
neous media. In four-phase media, various methods of
forming a percolation cluster from two phases are pos-
sible: (1) odd—odd phases (1 + 3), (2) even—even phases
(2 + 4), and (3) odd—even phases (1 + 2,1+ 4, 3 + 2,
3+4).

In this case, according to our results (36), (38), (40),
the values of the Hall conductivity plateau for each per-
colation cluster are the same.

The transition from one plateau to another is
achieved by ajump at the percolation threshold. A solu-
tion for the local current distribution in a two-phase
medium shows that even at the percolation threshold
current only flows from one phase to another at corner
points having the maximum current concentration and
not over the entire phase boundary. Thus, small regions
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near the corner points of the phase intersection have a
substantial influence on the effective characteristics in
the quantum Hall effect regime. Thisis confirmed by a
phenomenological analysis using the chessboard
model where the influence of other phasesistaken into
account as a boundary condition and by solving the
problem for dielectric and superconducting inclusions.

The power behavior of the electric field and current
densities near the corner points may be explained as
follows. Near a corner at distances much smaller than
the cell dimensions the problem has no characteristic
spatial dimensions. Thus, the solution of the Laplace
equation on these scales has a power form. The value of
the exponent is obtained by solving the problem and is
determined by the surface charge distribution at the
boundaries of the region under conditions of the quan-
tum Hall effect.
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Abstract—A theoretical analysisis made of the resonant absorption of RF electromagnetic wave energy in lay-
ered conductors having aquasi-two-dimensional electron energy spectrum. An analysisis made of theinfluence
of possible drift of carriersinto the conductor and their Fermi-liquid interaction on the position of the cyclotron
resonance lines. A reason is given for the substantial difference between the cyclotron effective masses deter-
mined from the temperature dependence of the amplitude of the Shubnikov—de Haas oscillations and from mea-
surements of the cyclotron resonance frequenciesin [5-7]. It is shown that by means of an experimental inves-
tigation of cyclotron resonance in amagnetic field parallel to the layers, it is possible to find the carrier vel ocity
distribution at the Fermi surface in layered organic conductors. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The observation of Shubnikov—de Haas oscillations
of the magnetoresistance of tetrathiofulvalene salts,
layered conductors of organic origin having a quasi-
two-dimensiona electron energy spectrum [1-3], sug-
geststhat these possessametdlic type of conductivity and
that the carrier dispersion law in these sdlts can be conve-
niently determined using methods fairly well substanti-
ated in the theory of metals[4]. In these methodsthe eec-
tron energy spectrum is reconstructed by means of an
experimental investigation of the physica properties of
these conductorsin a strong magnetic field. In addition
to intensive studies of quantum oscillation effects and
galvanomagnetic phenomena in charge transfer com-
plexes based on tetrathiofulvalene, various experimen-
tal studies of RF phenomenain these conductorsin the
millimeter wavelength range have recently been
reported.

In layered conductors the electrical conductivity
paralel to the layers is considerably higher than that
along the normal n to the layers. Thisis most probably
attributable to the abrupt anisotropy of the conduction
electron velocities at the Fermi surface €(p) = € so that
their energy

&(p) =  &nPw Pycos{anp,/ii +an(p, P}, (1)
n=0

depends weakly on the projection of the momentum

p,= pn on the normal to the layers. The Hermitian

nature of the single-particle Hamiltonian is ensured by
the relations

sn(px- py) = 8n(_pxa _py)-

2
an(va py) = _an(_pxa _py)- ( )

The coefficients of the cosinesin formula (1) gener-
ally decrease rapidly with increasing number n, and the
maximum value of the function €,(py, p,) at the Fermi
surface is neg < €, where ) is the quasi-two-dimen-
sionality parameter of the electron energy spectrum, a
is the distance between the layers, and # is Planck’s
constant.

Resonant interaction between carriers and an elec-
tromagnetic wave propagating normal to the layers has
been observed in various organic conductors [5-7] in a
fairly strong magnetic field H when the reversa fre-
guency of the conduction electrons Q = eH/m*c is
higher than their collision frequency 1/t and compara
ble to the electromagnetic wave frequency w. The
cyclotron effective mass m* of the carriers determined
inamagnetic field parallel to the normal n to the layers
ina (BEDO-TTF),KHg(SCN), conductor was approx-
imately three times heavier than the free electron mass
my [5, 6] whereas in (BEDO-TTF),ReO,(H,0) it was
almost the same as m, [7].

The carrier effective masses determined in [5—7] dif-
fered appreciably from the effective cyclotron masses
determined using the temperature dependence of the
amplitude of the Shubnikov—de Haas oscillations of the
magnetoresistance [in the (BEDO-TTF),ReO,(H,0)
charge transfer complex the values of the cyclotron
effective masses differed by a factor of 2.5-3 whereas
in (BEDO-TTF),KHgQ(SCN), they differed by a factor
of approximately 1.5]. Even more surprising was the
substantial difference, by a factor of 27, between the
carrier free drift timein astatic field and in an RF field
in the millimeter range [7].

This factor provided us with the stimulus to analyze
the reason for such an abrupt difference between the
cyclotron effective masses and the free drift times of
the conduction eectrons, which casts doubt on one of the
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spectroscopic methods of studying the electron energy
spectrum in organic conductors noted above.

Cyclotron resonance in metals in a magnetic field
paralel to the surface of the sample [8] has proved to
be ahighly sensitive method of studying the carrier dis-
persion law in metals. However, the authors of [5-7]
preferred to study resonant absorption in cases where
the Poynting vector and the magnetic field are orthogo-
nal to the surface of a quasi-two-dimensiona conduc-
tor. Under these conditionsthe resonant frequencies are
shifted asaresult of carrier drift into the sample[9] and
the error in the determination of the cyclotron effective
masses from the position of the resonant line increases.
Although the carrier drift velocity along the normal to
the layers v, islow (of the order of v, where v isthe

characteristic Fermi velocity of the conduction elec-
trons along the layers), at such high electromagnetic
wave frequencies w = 10™ s the skin layer depth &
may be lower than or comparableto In = vin, whichis
the displacement of the carriers across the layers over
the free drift time 1. In this case, it is very important to
allow for theinfluence of the Doppler effect on the pro-
file of the cyclotron resonance line.

We shall consider the resonant absorption of the
energy of electromagnetic waves propagating along the
normal to the layers (z-axis) in alayered conductor tak-
ing into account Fermi liquid effects.

The conduction €electrons responsible for the elec-
tronic properties of the conductors are a Fermi liquid
[10, 11] and their energy spectrum depends on the car-
rier distribution function and the correlation function
describing the component of the interelectron interac-
tion not renormalized by the self-consistent field. As a
result, the response of the electronic system in the con-
ductorsto an external influence depends strongly on the
correlation function.

In static fields, allowance for Fermi-liquid effects
generally leads to renormalization of the carrier energy
in the gas approximation (see, for example, [4, 12]).
However, in a variable field a Fermi-liquid analysis of
electronic effects sometimes leads to very specific
effects, unique cyclotron and spin waves in nonmag-
netic conductors [13-15], “softening” of metals in a
quantizing magnetic field [16].

If the quasi-two-dimensionality parameter of the
conductor n is not too small, and specifically the dis-
tance between the quantized energy levels of the carri-
ersisfiQ < neg, asemiclassical description of the RF
phenomena can be applied [15]. In this case, the quan-
tum corrections to the conduction are small in terms of
the smallness of the parameter 2Q/ne: and in this
approximation the carrier energy can be expressed in
the following form:

ep.r, 1) = () +W(p, 1, 1), ©)
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where g(p) is the energy of the conduction electronsin
the gas approximation (1), and the function

2d3 pI
(2ph)°
allows for correlation effects associated with the inter-
electron interaction, ®(p, p') isthe Landau correlation
function, and of(p, r, t) = f — fo{ &(p)} is a nonequilib-
rium correction to the Fermi carrier distribution func-
tion f,{€(p)} which should be determined by solving
the transport equation

of , draf , dpof _
ot T atar Tatap - Vel 1 ©)

The equation of motion for the carriers then has the
form

Wp,r,t) = ch(p, pYof(p',r,1) (4)

0D _ o 4 €0E ] 0
dt _eE+c[apr} or’ ©)

and the collision integral W_,{f} is made to vanish by
the equilibrium Fermi function fy(€) which depends on
the energy € of the elementary excitations allowing for
correlation effects.

The complete system of equations for the problem
consists of the Maxwell equations

rotH = —iwE +4m/c, (7)
B = H+4nM (8)

and the transport equation (5) which can be used to find
the relationship between the current density

2d°p
(2mh)°

of 3
= —J’equ(p,r,t) O{Gi‘(p)}(;i;;?» =

and the electric field of the wave E(r, t).

In conductors possessing ho magnetic ordering, the
magnetization M and the magnetic susceptibility x; =
0M;/0B; are generally small and thereis no need to dis-
tinguish between the magnetic field H and the magnetic
induction B. We shall assume that the perturbation of
the carrier system by the electromagnetic wave isfairly
weak and in expression (9) for the electric current den-
Sity we confine ourselves to alinear approximation for
the weak electric field. We shall take the collision inte-
gral inthe T approximation, i.e., when

fole)—f _ Pofq(e)
T T 0¢

Solving the Maxwell equations in the eigenfunction
basis of the integral collision operator can only refine
numerical factors which are of the order of one and in
order to determine the magnetic field dependence of the
surface impedance and the damping length of the elec-

rotE = iwB,

i = Ieg—;f(p, [, 1) .
LevyO

Wcol{ f} = (10)
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tromagnetic waves it is quite sufficient to use the T
approximation for the collision integral .

In this approximation the transport equation (5) has
the following form:

ED£+eEv—a—qJ—Va—w—a—wE
ot ot o oty
(11)
Ofofe@} _ wof{e(p)}
o< T os
or
oy, o0, o0y y_ov
ot Var e, tT T e TEEV (12)
where
_0g(p) dy _e oy
V=0 &, ol HIgy

The Maxwell equations then become linear and the
electromagnetic wave can e considered to be mono-
chromatic having the frequency . This assumption in
no way affects the general nature of the problem since
its solution for an arbitrary time dependence of thefield
isasuperposition of the solutions of the Maxwell equa-
tions with different harmonics. Thus, in the Maxwell
equations (7) and (8) differentiation of the electromag-
netic waves with respect to time is replaced by multi-
plying them by —iw. Subsequently, t will denote the
time of charge motion in the magnetic field as given by

dp/dt = gv x H. (13)

Following Reuter and Sondheimer [18], we con-
tinue the electric field to the region of negative z as an
even function and use a Fourier transformation. If the
surface of the sample (z=0) on which the wave isinci-
dent isacrystal symmetry plane and reflects the carri-
ers specularly, in the magnetic field orthogonal to the
layers, the relationship between the Fourier transforms
of the current density j,(k) and the electric field Eg(K) is
local:

Jo(K) = Oap(K)Eg(k), (a,B) = (x,Y).

In this case, using simple transformations we can
easily find Ey(k) and then using the inverse Fourier
transformation:

(14)

E,(2) = %JdkEu(k) cos(k2), (15)
0

we can find the distribution of the electric field of the
wave in the conductor.
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The Landau correlation function ®(p, p') may be
expressed as an expansion in terms of acomplete set of
orthonormalized functions @,(p):

O(p, p) = Z D,0,(P) PP, (16)
n=0
_ 0fy(g0) 2d°p
I cpn(lo)cpm(lo)———a80 ———( P 17)

= Lp(P) Pr(P)L= O,
and the function W(p, z, t) can be sought in the form

Yp,zt) = J’dkexp{ikz—iwt}

° (18)
x Z eE;(K) W(K) @n(p).
n=0
Then, the integral equation
W(p. zt) = j @(p, P W(p', 2 1) —Y(p', 2 1)}
(19)

N of(€" 2d3p'
oe' (Znﬁ)s

for the function W(p, z t) reducesto a system of alge-
braic equations for the Fourier components W;(k), i.e.,

(L+ )W) +iw'y [ R Wiy (K)

=, (20)
= R0
where
Rg(t) = Jdta®) 1)

x exp{v(t' —t) +ik[z(t) - ()]},
andv =Ut-iw
The solution of the transport equation (12) allowing

for (20) can be used to find the Fourier transform of the
components of the RF electrical conductivity tensor

o;(K) = eztviﬁekvjm—iwezz [V R, W (K). (22)
n=0

The depth of penetration of the electromagnetic
field in the conductor, determined by the rootsk = k; + ik,
of the dispersion equation

Oy, o ATt 0 O
detg% —ggaw—?ow(k)g_ 0, (V)

naturaly depends on the interelectron interaction,
athough for kin < 1 dlowance for interelectron Fermi-
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liquid interaction has little influence on the position of
the resonant lines since the k dependence of the reso-

nant denominator of the resolvent Ry,

t

J’ di'g(t) exp{ v(t' —t) +ik[z(t) —z(t)]}
Rag(t) = =L

l-exp{(L/t—iw+ikv,) T} (24)
isnegligible. In this case, the width of the resonant line
ismainly determined by theratio T/t, where T = 2WQ =
2rim*c/eH is the period of the charge motion in the
magnetic field.

Under conditions of the anomal ous skin effect when
kin = 1, the resonant denominator in formula (24)
depends strongly on the velocity of the carrier drift into
the sample. Sincetheroots of the dispersion equation (23)
are complex, ashift of the resonant frequency isaccom-
panied by broadening of the resonant line [19, 20].

The authors of [7] evidently determined the carrier
free drift time from the width of the resonant line,
which was strongly broadened. In order to understand
the size of the error in the determination of the cyclo-
tron effective massesin [7], we shall analyze the reso-
nant behavior of the surface impedance for the case
when the constant &,(py, py) is equal to neg and all the
other functionse,(py, py), wheren= 2 are zero. In addi-
tion, a(px, py) = 0for any n. Inthe case, the velocity of
the carrier motion along the normal to the layers

ap,
v, nsFﬁsm 7

does not depend on t and the velocity of the electron
motion parallel to the layers in the principal approxi-
mation with respect to the parameter | does not depend
on p,. Theresolvent of the kinetic equation then hasthe
fairly simple form:

RaQ(t) =

1 -
zg“meXp{ant}_ (25)

Assuming that the function gq(py, p,) is isotropic,

i.e., only dependson p; = (pf + pf)m, in order to cal-
culate the RF electrical conductivity we only need to
know the first harmonic with n = £1 of the periodic
function @.(t, p,, €):

Onlt, P2 €) = chi‘n(pz, g)exp{inQt}. (26)

In the gas approximation for a Fermi system of car-
riers, the dispersion equations have the form

KK (kovn)?+ (UT—iw+iQ)} Y = iwwd, (27)

where w, is the frequency of the plasma oscillations of
the electron gas.
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Resonant absorption of millimeter wave energy by
electrons can only occur when krn < |, wherer = v/Q
isthe radius of curvature of the trgjectory of a conduc-
tion electron in the magnetic field. The resonant line
width

AH/H = {(krn)2+ (r/1)3 ™ (28)

in the collisionless limit is then determined by the skin
layer depth & = 1/k and the resonant impedance

2

8|oo-r (29)
K*c® — 4 w04 (K)
where

H = H,e = meE—b{w—Zklkzvlnz} (30)
has the form

Zes = Z(Hied = Z(O){krn}"?. (31)

Here o,(k) are the diagonal components of the tensor
Tgp(K).

It is easy to see that the resonant value of the mag-
netic field depends not only on the effective cyclotron
mass m* = p0p/0g(py) to within small corrections
proportional to n which is the same for all cross sec-
tions of the Fermi surface with the plane p, = const but
also depends on the free drift time of the carriers and
the skin layer depth. Thereal k; and imaginary k, parts
of the roots of the dispersion equation (27) have the
same order of magnitude and thus in formula (31) and
all subsequent formulas k denotes their modulus.

For krn = 1,i.e, d <rn, an electron barely hastime
to undergo acomplete orbit of the magnetic field during
its motion in the skin layer and no cyclotron resonance
occurs.

The depth of penetration of the electromagnetic
wavesfor krn = 1

2 2. 1/3
o = {vc'nfowy} (32)

in the millimeter range of electromagnetic waves is of
theorder of 107 cm. The skin layer depth is of the same
order of magnitude in resonance when

r/l <km < 1.

Theratio 1:3:1000 between the values of the electri-
cal conductivity along the crystallographic axes in
(BEDO-TTF),Re0,(H,0) at room temperature[7] sug-
gests that the quasi-two-dimensionality parameter of
the electron energy spectrum n is approximately 1/30.
Since long mean-free paths, of the order of 10 cm, are
needed to observe resonance, it is readily understood
that the case of an anomalous skin effect (6 < In) was
achieved in the experiment reported in [7].
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The shift of the resonant frequency asaresult of car-
rier drift into the sample

2 =@ () (ken),

under the experimental conditionsin [7] was very sub-
stantial so that the results of this study are qualitative.
In order to explain the difference between these results
and the known values of the effective carrier massesin
these compounds there is no need to use Fermi liquid
effects although allowance for these under conditions
of theanomalous skin effect strongly influencesthe cyclo-
tron wave spectrum studied in detail by Silin [13-15] and
later workers (see, for example, [21, 22]) and the liter-
ature cited there).

The results of [13-15] can easily be generalized to
the case of an abruptly anisotropic electron energy
spectrum. In layered conductors the interaction of con-
duction electrons from various layers is appreciably
suppressed and it is quite appropriate to assume that the
correlation function depends weakly on the projections
of the momentum on the normal to the layers.

For the case of an isotropic dependence of the car-
rier energy on their quasimomentum in the plane of the
layers the Landau correlation function can be conve-
niently expressed as an expansion in terms of Legendre
polynomials:

(33)

®(p, p) = H LaPn(cos(6-6)), (34)
n=0

where cos6 = p, /p; and cosb' = p; /py.

In order to determine the Fourier components of the
electrical conductivity tensor we only need to know the
coefficient of the first Legendre polynomial. Simple
calculations can give the following expressions for the
components GGB (k) alowing for the Fermi-liquid cor-
relations of the conduction electrons:

Gu(K) = Oyy(K)

A1 D

= onx( 0+ [0 + LK) Sn(w) (35)

wp
Oy(K) = —0y(K) = 0,(K) D(c), (36)

where a,4(k) are the Fourier transforms of the compo-
nents of the electrical conductivity tensor in the gas
approximation, and

81 wd

K
ol(1+ q))oxx( )

D(w) = gL+
]
(37)

l

N EulLE DQ[crxxoo + 02 (K] m

w2(1+ D) [0
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In cases of weak interelectron interaction when the
Fermi-liquid interaction constant ® = L,m*/2mh%a is
small, the dispersion equation (23) neglecting quadratic
and higher-order small termswith respect to the param-
eter ® < 1 hasthe form

1/2

kzcz[(k vr]) + Dl‘—|oo+|QDzD

D 38
Q)Q)Z% + wwlil‘l[(k Vn)2+ i ot |Q|:]2:|1/£E|l)
O 4me?v? * E; - 0O

For ® = 1 the roots of the dispersion equation (23)
taking into account (35)—(37) depend strongly on the
Fermi-liquid interaction athough they are of the same
order of magnitude as those neglecting interelectron
interaction, so that the shift of the resonant frequencies
determined by formula (33) acquires an insignificant
numerical factor of the order of one asaresult of correla
tion effects. Consequently, the cyclotron effective masses
can only be reliably determined from the position of the
cyclotron resonance line in the experimental geometry
achieved in [5-7] when & > n(rl)Y2.

In cases where the dependence of the carrier energy
on the projections of their momentum in the layer plane
is significantly anisotropic, in the expansion ®(p, p') it
is more convenient to use basis functions proportional
to the Fourier components of the conduction electron
velocity. Thischoice of basis appreciably smplifiesthe
system of equations (20). Apart from numerical factors
of the order of one which depend on the specific type of
carrier dispersion law, the position and width of theres-
onant line are the same as those for an isotropic func-
tion gy(pp), i.e., the criterion for the reliability of deter-
mining the cyclotron effective mass is the same as
before.

InamagneticfieldH = (0, Hsind, Hcosd) deflected
from the normal to the layers by the angle 9, the rela-
tionship between the Fourier transforms of the current
density and the RF field is nonlocal:

Jik) = 0y(K) E;(k) +Idk'Qu(k, K)E;(K).

Thekernel of theintegral operator Q;(k, k') depends
strongly on the surface state of the sample, i.e., on the
probability of specular reflection of carriers. Conduc-
tion electrons gliding along the smooth surface of the
sample make a fairly large contribution to the RF cur-
rent when & = 1 and this is taken into account by the
nonlocal term in formula (39).

(39)

In order to determine the skin layer depth we need
to correctly solve the problem alowing for a boundary
condition for the Boltzmann transport equation [23-25].
However, the resonant behavior of the impedance is
merely associated with singularities of the tensor g,g(K).
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As 3 increases, the drift velocity of the conduction
electrons along the normal to the layers decreases v, =

nvecosd and the Doppler effect has aweaker influence
on the cyclotron resonance frequency. As a result not
only the shift of the resonant frequency but also the res-
onant line width decrease. For 9 closeto 172 the carrier
orbits € = const, py = pH/H = const are highly elon-
gated and the condition Q1 > 1 can only be satisfied in
regions of very strong magnetic fields which arerealis-
tically unattainable for (W2 —9) < 1.

For § = 172 carriers of energy € move over open
periodic orbitsin momentum space having the compar-
atively small period

2Trﬁ/ad

C pA

T(pn) = eH I v
0 X

and almost constant velocity v,. In this case, the peri-
odicity of the carrier motion may reappear many times
over the free drift time t and the carriers can only drift
in the layer plane, moving only along the z-axis by a
value of the order of nry wherer, = ci/eHa.

The velocity of the carriers in the layer plane v =
(Vy, vy, 0) for 9 = 12 varies slowly with time since
p, = const and

(40)

eHv (t)

pdt) = p«0) J'dt (41)

and for the model carrier dispersion law used earlier

ap,

£(p) = £(po) + Nercos T, (“2)

far from the self-intersecting cross section of the Fermi
surface py = p, to within small corrections in terms of
the parameter n, v,(t) is aharmonic function:
eHv (0)
c

vt) = —nngsith, Q = (43)

Using relation (43) we obtain the following asymp-
totic expression for o,g(k) forn < 1.

2dpyVqVg

Gb( ) - J.(ZTIIﬁ) v,
0 (44)

U . @tDD
X IdtJO%rir] Ssz D%BXp{ vt},

where Jy(u) isaBessel function.

Cyclotron resonance is completely observable for
krn = 1 when the skin layer depth is smaller than or
comparable to the largest displacement of the carriers
into the sample whereas for krn < 1 the resonant
dependence of g,5(k) on the magnetic field is only

observed in small corrections proportional to n>2.
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For krn > 1 the main contribution to the integral
over tinformula(44) is made by small vicinities near the
Steady-state phase points on the open electron trgectory
so that, in addition to cyclotron resonance, when

n=123,.. (45)

electron transport of the electromagnetic field into the
sample takes place over the distance rr in the form of
narrow bursts as predicted by Azbel’ [26].

Thewidth of the cyclotron resonance linesin amag-
netic field parallel to the layers for any relationship
between | and &/ is determined only by the free drift
time of the carriersinvolved in forming the resonance.
The resonant denominator in formula (24) does not
depend on the roots of the dispersion equation and con-
sequently, the Fermi-liquid description of the resonant
effects does not change the position of the resonant
lines compared with the gas approximation.

The period of the carrier motion over the open tra-
jectory has a minimum at the central cross section of
the Fermi surface p, = 0 and from the cyclotron reso-
nance condition wT(0) = 2m we can determine the
velocity v, at the central cross section of the Fermi sur-
face with fairly good accuracy.

An increase in T(py) with increasing py is accom-
plished on the self-intersecting orbit p, = p. where the
period T goes to infinity. For a fairly complex carrier
energy spectrum additional extreme values of T(py),
and consequently, additional resonant frequencies, may
appear on the path between p, = 0 and py = p.. How-
ever, cyclotron resonance at frequencies satisfying the
condition wT(0) = 2rm will always occur for any type
of electron energy spectrum.

By studying experimentally cyclotron resonance for
various orientations of the magnetic field in the layer
plane, we can determine the mean carrier velocities
vV = 21ry/T(0) in the plane xy and ultimately, to within
nv, find the velocity distribution over the Fermi surface.

In amagnetic field deflected from the surface of the
sampl e the resonant frequencies depend strongly on the
Fermi liquid interaction of the carriers. The most reli-
able information on correlation effects in layered
organic conductorsin amagnetic field may be obtained
by comparing the results of an experimenta study of
resonant absorption of the energy of electromagnetic
waves propagating parallel and perpendicular to the
layers by these conductors.

WT gy = 21N,
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Abstract—An experimental and numerical study ismade of the chaotic behavior of Lagrangian trajectoriesand
transport of a passive tracer in a quasi-two-dimensional four-vortex flow with a periodic time dependence of
the Euler velocity field. Quantitative measurements are made of tracer transport between isolated vortices in
physical space and in “action” variable space. The theory of adiabatic chaos is used to interpret the measure-
ments. The simplest phenomenological models of liquid particle random walks are proposed to describe the
anomalous transport in terms of the action. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The understanding and description of processes of
transport of a passive scalar by nonsteady-state two-
dimensional flows of an incompressible fluid is cur-
rently one of the most topical problems in hydrody-
namics, having numerous applications. A remarkable
property of these flows is that the stream function
which completely determinestheir propertiesis an ana-
log of energy so that the motion of liquid particles can
be described in terms of the Hamiltonian mechanics of
systems with 3/2 degrees of freedom [1, 2]. As we
know, dynamic chaos occurs in such a system even in
cases where the stream function has a periodic time
dependence. In terms of hydrodynamics we should talk
about Lagrangian chaos in a regular Eulerian velocity
field. Similar situations occur when vibrational hydro-
dynamic regimes are established, during wave propaga-
tion along streams, and so on.

The Hamiltonian nature of the equations of motion
of Lagrangian particles means that many well-known
results based on perturbation theory, symbolic dynam-
ics, and so on, can be applied. A laboratory study of lig-
uid flows then opens up additional possibilities for
studying general problems relating to the description of
dynamic chaos. Of course, we should not forget that
hydrodynamic systems correspond to a certain particu-
lar class of Hamiltonians whose general properties are
far from clear.

The complexity of the behavior of Lagrangian par-
ticlesin inhomogeneous flows prevents us from obtain-
ing asimplified kinetic description suitable over awide
range of scales. A common problem for dynamic sys-
tems with atime-dependent Hamiltonian (stream func-
tion) isthe relationship between regularity and random-
ness in the dynamics of the particle flows and also
between the dynamic and statistical approachesto their
description [3, 4]. The description of processes with

medium and small scales is the most complex. For
Hamiltonian systems it is usually effective to use
“action” and “phase” variables. The time dependence
of the Hamiltonian leads to rapid phase mixing and
slow action mixing. A statistical (kinetic) approach can
be successfully developed to describe action mixing
[3]. In the simplest cases this leads to the Fokker—
Planck equation. However, the space-time inhomoge-
neity of flows may result in anomalous diffusion, i.e.,
laws for spreading of particle ensembles which differ
substantialy from Fick's law. Superdiffusion deter-
mined by the extension of the flow lines appearsin the
direction of the main system of flow lines. Subdiffusion
may occur perpendicular to the flow lines because in
certain sectionsthe flow lines exhibit ahyperbolic char-
acter [5-10]. Inthese cases, it isquite natural to attempt
to obtain nonlocal diffusion equations based on various
mathematical models of random walks assuming jumps
over random distances and across random time inter-
vals, i.e, assuming “traps’ and “flights’ [6]. These
equations take the form of a Montroll-Weiss equation
[10], a fractal generdization of the Fokker—Planck
equation [7, 8], and so on. The integral kernels appear-
ing in these equations are either calculated using a
dynamic description of processes within the cell or are
considered as generalizations of phenomenological
coefficients.

Qualitatively each specific stream function may be
characterized by certain relationships between the
parameters of the steady-state and nonsteady-state flow
components. Depending on these parameters, various
chaos and transport regimes are established which
require different approaches for their description. The
main dimensionless parameter is the ratio of the ampli-
tudes of the nonsteady-state and steady-state compo-
nents of the stream functions, which characterizes the
degree of perturbation of the base flow. Another impor-
tant parameter which isnaturally called the adiabaticity
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parameter is the ratio of the characteristic time of
motion in the base flow to the time of variation of the
stream function.

Most of the results obtained for hydrodynamic and
for other Hamiltonian systemsrefer to cases of small or
fast perturbations when the base flow defines the main
coordinate system [11-13]. If the base flow describes a
closed system, for example a system of vortices sepa-
rated by separatrices, in the absence of any perturbation
the motion in the system will take place along closed
flow lines within each vortex. The presence of atime-
periodic perturbation in a Hamiltonian system describ-
ing the trajectories of Lagrangian particles in the flow
being studied leads to randomization of the tragjectories
inside the vortices and their random walk between vor-
tices, and consequently to intersection of the steady-
state separatrices. If the nonsteady-state field compo-
nent issmall, it follows from the Kolmogorov—Arnold—
Moser theory that stable invariant tori are conserved
near the center of the vortex. Particles located in the
central regions do not go outside these, although the
motion may become randomized near resonant trajec-
tories for which the period of rotation about the center
is a multiple of the perturbation period. Results
obtained using a Poincaré mapping or by calculating
the Melnikov function indicate that a near-separatrix
layer also appears where the motion is chaotic. As the
amplitude of the perturbation increases, the resonant
layers expand and join with the separatrix layer, caus-
ing its thickness to increase. Phase instability leads to
particle transport along the separatrix and intervortex
exchange. If the perturbation becomes sufficiently
large, it should be expected that the motion will be cha-
otic at all pointsin the system being analyzed.

Of considerableinterest is the case when the stream
functions of the main and perturbing flows are compa-
rable but the time rearrangement of the motion takes
place fairly slowly. This situation has been considered
for several dynamic systems and has been called adia-
batic chaos [14-19]. As the adiabaticity parameter
tendsto infinity, the particle trgjectories are determined
by the conservation of the adiabatic invariant (action)
everywhere except for a certain vicinity of the point of
intersection of the tragjectory with the separatrix whose
position depends parametrically on time. The region of
randomization is determined by the region of existence
of instantaneous separatrices.

The present paper is devoted to studying the validity
of existing theoretical concepts for fairly large pertur-
bations and not very large adiabaticity parameters. The
values of these parameters are typical of most real
hydrodynamic systems. We present and analyze results
of alaboratory study of the transport of a passive tracer
by a four-vortex quasi-two-dimensional flow in which
thevelocity field isthe sum of steady-state and harmon-
ically time-dependent components[20]. The qualitative
character of the intervortex random walk which indi-
cates a regime close to adiabatic chaos was described
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in[21]. In the present study, on the basis of |aboratory
experiments and numerical integration performed
using the measured velocity field, we attempt to give a
guantitative description of the transport of a passive
scalar in action space. In Section 2 we consider the
properties of the hydrodynamic velocity field in the
Eulerian description. In Section 3 we describethe main
results of the laboratory experiment and in Section 4 we
give an interpretation of the results of the laboratory
and numerical experiments from the point of view of
adiabatic chaos theory. In Section 5 we examine the
simplest analytic models suitable for describing the
general properties of Lagrangian trajectories and diffu-
sion of a passive scalar in action space in the system
under study. The main results are discussed in the Con-
clusions.

2. PROPERTIES OF THE VELOCITY FIELD
IN A FOUR-VORTEX SYSTEM

The four-vortex quasi-two-dimensiona flow stud-
ied using a laboratory experiment is excited magneto-
hydrodynamically in a cell having horizontal dimen-
sionsL, =24 cm, L, = 12 cm filled with athin layer of
electrolyte and placed in amagnetic field having a spe-
cially selected configuration. The amplitude of the
velocity field in the vortices is determined by the mag-
nitude of the dc electric current passed between the
electrodes positioned on the large sides of the cell. At a
critical current J, = 215 mA the four-vortex flow
becomes unstable and self-oscillations are excited in
the system, these being conserved as far as extremely
high supercriticality values. The supercriticality is
defined as s = J/J, — 1 where J is the instantaneous
value of the current strength. The oscillations are
expressed in the periodic reclosure of the vorticesalong
each of the flow diagonals. The velocity field was mea-
sured experimentally using track photographs (the
measurements were made by V.A. Dovzhenko and
V.A. Krymov) taken every 5 s (flow period 47.5 ) at a
current J = 450 mA. At this current the flow isin a
supercritical regime with asupercriticality value of 1.1.
The flow properties and procedure for reconstruction of
the velocity field were described in detail in[20,21]. An
analysis of the measurements revealed that the two-
dimensional velocity field can be considered to be non-
divergent and consequently it is determined by the
stream function Y(x, y, t) whichisrelated to the vel ocity
field by the expressions

el - oy
Ty’ Yy T Tox 1)

The number of tracksis such that thefield of the stream
function was reliably reconstructed using a 64 x 32
point mesh. We subsequently used an expansion of the
experimental stream function in terms of spatial har-
monics

Vx

fon = SN(MMx/L,)sin(nmy/ L),
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which satisfy the boundary condition that the stream
function goesto zero at the cell walls. The steady-state
component of the stream function is given by a combi-
nation of even harmonics whereas the oscillating com-
ponent includes only odd harmonics whose amplitudes
obey a harmonic time dependence. In order to make a
numerical simulation of Lagrangian trajectories and
passive tracer transport, we confined ourselves to
allowance for afew leading harmonics having the max-
imum amplitudes so that the liquid flow was deter-
mined by the stream function

lIJ = l.|J0(X, y) + qu(X1 yv t)! (2)
where
Yo = Azzsm EﬁnE?TWD
+ A4zs|n ErsntzﬂyD

W, = Allsinaz%ng_ﬂ%n(m)
X y
- AglsinggLLD(%sin E’L-[—ygcos(m)
X y

—AlgsmEL Eﬁm Egn(Qt)

Here A; are the amplitudes of the harmonics whose
experimental estimates are: A,, = 3.1 cm?/s, A, =
1.1 cm?fs, Ay = 4.1 cm?/s, Ay = 2.8 cm?/s, and A5 =
1.2 cm?/s. Refinement of the description used for the
numerical calculations does not improve the agreement
with the experimental results but increases the compu-
tation time many times. In addition to the stream func-
tion, the flow is aso characterized by the vorticity
w(X, Y, t) = Al and by an analog of the Gaussian curva-
ture of therelief K which indicatesthelocal divergence
of the trajectories,

_ Pty _plu
K= 9% ayz _@XGyD' ©)

The most important parameter can be considered to
be the ratio of the amplitudes of the fundamental har-
monics of the nonsteady-state and steady-state compo-
nents, o = A;1/A,,, in our case 1.3, and the adiabaticity
parameter [3 which we arbitrarily define as the ratio of
the maximum vorticity calculated for the fundamental
harmonic to the angular frequency of thetime variation.
Inour case 3 =8.2.

For aslowly varying stream function the behavior of
the system isin many respects determined by the rear-
rangement of the flow lines which takes place over the
period of the oscillations. Figure 1 showsthat this rear-
rangement takes place for the flow established at super-
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Fig. 1. Rearrangement of instantaneous stream function
lines during an oscillation period for a flow having the
supercriticality 1.1: (a) four separate deformed vortices at
the instant when the bridge between vortices having the
same vorticity sign disappears; (b) formation of a new
bridge; (c) disappearance of the hyperbolic point at the cen-
ter followed by a similar chain of events for another pair of
vortices. The stream function is cal culated using the experi-
mentally measured velocity field. Arbitrary units of length
are plotted on the axes.

criticality 1.1. The time during which four separate
deformed vortices can be distinguished is the same as
the time when the bridge between vortices having the
same vorticity sign disappears (Fig. 1a). At thistimethe
entire system is divided into four vortex regions sepa-
rated by separatrices of which two rotate clockwise and
two rotate counterclockwise. Subsequently the separa-
trix separates into three unconnected branches (two
outer and one inner) and the system is divided into five
regions (Fig. 1b). In addition to the isolated vortices
rotating about elliptic points, there is a region of drift
motion about two elliptic and one hyperbolic points.
The areas of these regions vary with time and at a cer-
tain time the elliptic points merge with the hyperbolic
point and the inner separatrix collapses into a point
(Fig. 1c). This series of events is then repeated for
another pair of vortices. In the model velocity field the
central hyperbolic point does not convert to an elliptic
one although the ensuing difference only affectsasmall
part of the phase space.
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Fig. 2. Behavior of atracer initialy positioned in a single
vortex (laboratory experiment): (a) distribution at time
taken as the initial time; (b) after T, (c) after 2T; (d) after
12T. Arbitrary units of length are plotted on the axes.

3. EXPERIMENTAL RESULTS

The dynamics of aLagrangian particlein an incom-
pressible two-dimensional velocity field are described
by a system of Hamilton equations

dx _ oy dy _ 0w @
dt dy’ dt ox’
Bronze powder was used to study these dynamicsin a
laboratory experiment. As a result of surface tension
the powder particles are not deposited on the bottom of
the cell but form clusters at the liquid surface, having
typical dimensions between fractions of a millimeter
and a millimeter. These clusters move as liquid parti-
cles because of their small sizes and mass. We used a
system for digital analysis of video images to obtain
information on the spatial distribution of the tracer par-
ticles: the frames of the video images of the tracer field
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were converted into intensity distributions. These dis-
tributions werefiltered to remove the background asso-
ciated with irregularities of the reflection coefficient of
the bottom, weak reflections from surrounding objects,
and too-small particles. This experimental technique
has the disadvantage that the concentration field of the
passive tracer is only arbitrarily identified with the
intensity field of theimage of particlesof different sizes
and there is a known degree of uncertainty. As aresult
of their finite dimensions, as they move the clusters
may decay into smaller ones and combine although the
relative contribution of this type of event is small. In
order to reduce the influence of the variable number of
particles, the distributions were constructed for arela
tive number of particles. In previous experiments [21]
we used different impurities which were not suitable
for aquantitative analysis.

We initially placed the tracer particlesin one of the
vortices and then measured the intensity distributions
in a specific phase of the period over along time inter-
val (10-15 periods). We then systematically recorded
five frames for this phase. By superposing these we
obtained track images of the velocity field and by com-
paring these with the existing experimental measure-
ments we were able to obtain the field of the stream
function for the selected phase of the period. The juxta-
position operation is elementary since the centers of the
vortices are displaced during an oscillation period and
we only need to match these centers.

Figure 2 shows the evolution of the spatial distribu-
tion of an tracer placed initially in one of the vortices
over twelve periods (we give the distribution at the time
taken as zero, and after one, two, and twelve periods).
Lines giving the instantaneous stream functions are
plotted on each distribution. As we can see, in this par-
ticular phase the flow is divided into two separate and
two combined vortices distributed over the diagonals.
The observations showed that the vortices distributed
along one diagonal (having the same direction of rota-
tion) exchange particles to a large extent per period.
Over several periods we observe mixing between vorti-
ces of the same sign whereas relatively few particles
penetrate into the other circulation. As a result of the
mixing we observe the formation of elongated (phase-
extended structures) which exist for severa periods.
With each period an increasing number of particles
leave the vortices, forming a chaotic cloud covering the
near-separatrix layer and penetrating into the other cir-
culation. Figure 3, constructed using the experimental
data, shows the relative numbers of particles nin two
counterclockwise-rotating vortices as a function of
time. The upper curve shows the total number of parti-
clesin the vortices. It can be seen that long-lived peri-
odic oscillations of the number of particles occur in
each vortex. Mixing between vortices of the same sign
may be estimated as over atime interval of five or six
periods. Over this time exchange with other regionsis
relatively weak and the total number of particles does
not decrease too rapidly. The overall behavior of the
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particle trgjectories indicates features such as random-
ness and regularity.

4. ADIABATIC CHAOS
IN A FOUR-VORTEX SYSTEM

For 1/B < 1, which is satisfied in our case, the the-
ory of adiabatic chaos can be applied to understand
how the mixing occurs [14-19]. In a system with
slowly varying flow parameters, the motion of liquid
particles outside the vicinity of the separatricesis deter-
mined by the constant value of the adiabatic invariant
(the action 1) which can be constructed by a standard
method for each subregion of the phase space bounded
by the separatrices [18]. The action at a fixed time is
equal, to within 1/2m, to the area bounded by a curve
with a constant value of the stream function if thisvalue
is positive. If the region inside the curveis doubly con-
nected, we define the action in terms of the total area of
the two subregions. For negative values of the stream
function we define the action as the area outside the
closed curve. By this definition, the action is continu-
ous as it passes across the separatrices.

Figure 4 gives the time-dependent positions of the
inner and outer separatrices on the action—time plane
(using a model representation of the stream function
and expressing the action in arbitrary units). The solid
curve corresponds to the main (outer) separatrix sepa-
rating the different circulations and the dashed curve
givestheinner separatrix. The separatricesisolate three
regions in the range of action values. The relationship
between the areas of the different regions is a funda
mental characteristic of the system which in our case
depends primarily on the coefficient a associated with
the supercriticality of the system. In the adiabatic limit
the action isinvariant. Trajectories whose initial action
is located in region 1 do not intersect the separatrices
and remain near theinitial value of the action, not leav-
ing the vicinity of one of thedliptic points, i.e., the cen-
tral nucleus of one of the vortices. Thesetrajectoriesare
absent if no hyperbolic point exists between the vorti-
ces (which is characteristic of experimental flow and
may be achieved for model flow by slightly increasing
the parameter a). Trgjectoriesin regions 2 and 3 inter-
sect the separatrices as a result of which the action
undergoes random jumps proportional to a/f [16-19].
These trgectories undergo action mixing. If a particle
is situated in region 2, it intersects the inner separatrix
and is entrained into the diagona circulation but
remains within a region having the same direction of
rotation. This corresponds to mixing between vortices.
Finally, particles in region 3 intersect both inner and
outer separatrices. Thisis atransition region where the
motion is less adiabatic and where particles initially
belonging to different circulations are mixed. Therela
tive width of the region of nonadiabaticity near the sep-
aratrix depends on the parameter 1/[3.

Figure 5a shows particle trgjectories with different
initial values of the action obtained by numerical mod-
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Fig. 3. Relative numbers of particles in two counterclock-
wise-rotating vortices. The dashed curve gives the total
number of particlesin two vortices. Normalized to the num-
ber of particlesinitially in the vortex.
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Fig. 4. Action at the separatrices of a model velocity field
during an oscillation period. The solid curve corresponds to
the global separatrix while the dashed curve corresponds to
the inner separatrix. The action is given in arbitrary units.
The intersection of the separatrices corresponds to the situ-
ationin Fig. 1a, atransition from diagonal circulationin one
direction to diagond circulation in the other. The situation
inFig. 1cisnot achieved for the model field. The horizontal
lines divide the entire range of variation of the action into
regions (1, 2, 3) with different mixing characteristics.

eling. For a particle whose trgjectory does not intersect
the separatrix (region 1) the changesin action are small.
The action undergoes oscillations corresponding to
particle motion along orbits and estimated analytically
in [16, 18]. The number of these oscillations over an
oscillation period aso gives an estimate of the adiaba-
ticity parameter. For a particle which only intersects
inner separatrices (region 2) action jJumps can be seen
at the intersections but these are small. A particle mov-
ing in region 3 exhibits appreciable oscillations of the
action and large jJumps as it intersects the separatrix.

When atrgjectory intersects a separatrix, the action
at it changes depending on the phase. As aresult of the
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Fig. 5. Action for three particlesin regions 1, 2, and 3 for (a) the model velocity field and (b) the doubled velocity field.

evolution of phase instability, the change in the action
may be considered to be a random quantity whose
spread amplitude depends on the parameter a/B. In an
numerical experiment we can increase the adiabaticity
parameter by increasing the amplitudes of all the har-
monics in the expansion of the stream function. In
Figs. 5b and 5c¢ the particle vel ocities and consequently
the adiabaticity parameter are doubled. The figure
shows that the variations in the action decrease as the
adiabaticity parameter increases athough the action
jumpsfor particles whose trgjectories are confined near
the separatrix may be appreciable.

The theory of adiabatic chaos can provide a fairly
good interpretation of the experimental results. The
entire flow is clearly divided into separate regions with
different mixing rates within these regions. Region 1is
not observed for the experimental flow because of the
influence of higher harmonics neglected in the numeri-
cal simulation (in model flow this occupies asmall part
of the phase space). Mixing between regions 2 and 3
only takes place as aresult of particles whose action is
situated near the boundaries of the regions. Conse-
guently this mixing is a slower process. Figure 6a
shows histograms constructed using the results of the
laboratory experiment described above, which give the
evolution of the particle distribution in terms of the
action plotted in arbitrary units for the entire flow. The
entire action range is divided into 20 intervals where
the regions of high and low values (four intervals each)
correspond to the interior of the isolated and combined
vortices (region 2). The central part corresponds to the
near-separatrix layer (region 3). The thin solid line
shows the initial particle distribution over the action
while the heavy solid line shows the distribution after
12 oscillation periods. Each region is characterized by
a more or less uniform concentration distribution
whereas equalization of the action concentrations
between the regions is a slow process. This is demon-
strated in Fig. 6b which gives the time evolution of the
relative numbers of particlesinside theisolated vortices
(counterclockwise rotating), the combined vortices
(clockwise rotating), and in the separatrix layer. We
note that although phase mixing takes place consider-
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ably faster, it also does not immediately lead to a uni-
form distribution which suggests that additional
“idands’ of stability may exist in phase space. Atten-
tion was drawn to this effect in [21] although it requires
further study.

Figures 6¢—6f refer to a similar experiment but the
particles were situated in the separatrix layer not inside
avortex. Figures 6¢ and 6e were plotted for oscillation
phases shifted by half a period. The heavy lines corre-
spond to observation times of 16 and 18 periods. In
Fig. 6¢ the region of isolated vortices corresponds to
higher values of the action. The dip near the 15th inter-
val corresponds to the position of the outer separatrix
for this phase. Here the wall regions of the cell where
the tracer particles penetrate to a lesser extent also
make a contribution. After half a period the outer sepa-
ratrix correspondsto the fifth interval and we observe a
dip there. Figures 6d and 6f show that fromt=15T (T is
the oscillation period of the system) the numbers of
particlesin each region are amost constant but the dif-
ference between the two type 2 regions is already
appreciable. We made special measurements for two
phases of the period in order to show that these are not
associated with the choice of phase. Quite clearly the
difference disappears at an even longer time. Some dif-
ference between the similar dependences in Figs. 6d
and 6f may be attributed to the fact that the action
boundary between the vortices and the separatrix layer
is not exact because the action step is too coarse.

5. ANALYTIC MODELS OF TRANSPORT
IN ACTION SPACE

Experiments have shown that the behavior of the
Lagrangian trgjectories of liquid particles transporting
a passive scalar combines regular and stochastic traits.
By isolating a compact particle cloud at a certain time,
we can see that up to a specific moment it moves over
certain orbits with barely varying action, its phase
becoming extended as would occur in a steady-state
spatially inhomogeneous flow. Theisolated particles or
particle clusters gradually begin to drift to other orbits.
Thus, we obtain a process similar to random walk in
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Fig. 6. (a), (c), and (e): distributions of the relative particle concentration over the action; (b), (d), and (f): and relative numbers of
particles in the vortices (curves 1), combined vortices (curves 2), and the separatrix layer (curves 3). (a), (c), and (b): the thin solid
line gives theinitial distribution, the heavy solid line gives the final distribution after (a) 12, (c) 16, and (e) 18 periods; the dotted
curve gives the distribution after one period and the dashed curve gives that after two periods. The particlesarelocated in, (a) and (b), the
vortex or, (c)—e) the separatrix layer. Observations are made at times, (c) and (d), to + nT and, (e) and (f), tg + (n + L/2)T.

action space. Through each point on the action-time
plane there passes an infinite number of trajectories
which can be considered as belonging to a random
ensemble on the basis of the assumption that the suc-
cessive action jumps across the separatrices are inde-
pendent [16—-19]. The characteristics of the process are
the particlelifetimein aparticular orbit and thejumpin
action space. Similar modelswere considered in [9] for
example for the simplest flows.

We shall describe the trgjectories I(t) using a
Poincaré mapping [3] at timest, = t, + nT. The descrip-
tion of the process can aso be simplified by roughly
approximating the range of action values. We shall con-
sider two models in which the random sequence I(n) is
a Markov process. The first model assumes random
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jumps in action space at times t,, which are described by
the transition probabilities W(I;, 1;). The second model
considers particle random walks on the plane (I, t)
which are described by the transition probability
W, b, 1, t).

In order to select the model for the description we
consider the dependences of I(t; + T) on the initia
action I(ty) plotted in Fig. 7 which were obtained by
numerical simulation for various values of the adiaba-
ticity coefficient, Constructing these dependences
involves following alarge number of particleswhichis
technicaly difficult in a laboratory experiment. The
distributions plotted in Fig. 7 were obtained by inte-
grating 5000 trajectories where theinitial particle coor-

No. 2 2000



430

I(ty+T)

0 5 10 15

1(t)

Fig. 7. Dependence of I(tg + T) on I(tg) plotted for 5000 par-
ticles with random coordinates uniformly distributed over
the phase plane of theflow: (a) model vel ocity field; (b) dou-
bled field; (c) quadrupled velocity field.

dinates are distributed uniformly over phase space. The
initial time was taken as the time when the outer separa-
trix dividesthe phase space into parts of equal action. As
we have aready noted, two regions 2 and 3 participating
in the mixing can beidentified in action space (separated
by the vertical straight lines). In the separatrix region 3
mixing takes place fairly rapidly. In region 2, however,
the particles are delayed around theinitial action value.
In Fig. 7a these differences are not yet very defined.
However, in Figs. 7b and 7c where the velocities and
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adiabaticity coefficient are doubled and quadrupled, the
two mixing processes can be identified quite clearly. If
the mixing is characterized in terms of the mean square
displacement of the action per period, it decreases with
increasing adiabaticity. At the same time equalization
takes place considerably faster inside region 3. For a
doubled velocity field the concentration is amost
equalized within two or three periods. The pattern
observed in the laboratory experiment corresponds to
slower mixing than that showninFig. 7. The reason for
the greater “regularity” of the Lagrangian particle tra-
jectories in the laboratory experiment can be found in
the details of the velocity field which are not repro-
duced by the model field. Unfortunately, even the com-
plete experimental field contains defects near the
hyperbolic points which have low absolute values but
are important for obtaining the more regular behavior
observed in the laboratory experiment [21].

We shall consider mixing in the near-separatrix
region using the first random walk model. Then, in
order to describe the evolution of the particle number
concentration we can use the Chapman—Kolmogorov
equation for the particle number probability density for
agiven action:

(0 = [0, n=DW(, L, (5)

For small perturbations of the steady-state velocity
field (for small a) we can convert from this equation to
the Fokker—Planck equation or its generalizations. In
our case, however, the entire near-separatrix region
beginsto fill even after one period, as shown in Fig. 7.
Thus, assuming that thisfilling takes place more or less
uniformly, we express the transition probability in the
form

W(ly, 1) = C(I,—1) +(1-C)/(Ds,)  (6)

where D isselected from the normalization conditions.

The solution of the equation describing the time-
exponential equalization of the concentration within
region 3 has the form

f(I,n) = f(l, Q)exp(nInC)
+ OF{1-exp(ninC)),

where [@is the concentration averaged over the layer.
The coefficient C can be roughly estimated from the
numerical or laboratory experiment using the mean-
square displacement of the action per period. For the
case of adoubled velocity field this value gives an esti-
mate of the mixing time of around one period. It should
be noted that the dependences in Fig. 7 still demon-
strate some nonuniformity in the mixing of the action
per period which suggests that the selected model is
approximate. In addition, the equalizationinregion 3is
masked by mixing with the regions 2. The agreement
between the model (7) and the experiment is improved
by increasing the adiabaticity coefficient.

(7)
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Particle exchange between regions 2 and 3 is more
conveniently described using a different model in
which the particle state in the region will be character-
ized by the lifetime in this region 1,(m) and t53(m),
respectively where mis the number of intersections of
the boundary. For both regions we introduce the life-
time probability density ¢, 5(1,3). We shall assume
that the lifetime in the region after the transition does
not depend on the preceding lifetime. The probability
density functions of the particle lifetimes in regions 2
and 3 determined using the numerical experiment are
plotted in Fig. 8. The probability density function is
plotted using the results of integrating the trajectories
of 764 particles over 500 periods. As we can see, the
function decreases with time amost according to a
power law, which is consistent with existing theoretical
concepts on the distribution of particle residence times
in “traps’ [5-10]. In the main time interval the expo-
nent is close to —2. The “tail” of the function at long
times has a“noise” character, indicating that the accu-
mulated statistics is inadequate. Using the Montroll—
Weiss approach [6, 8, 10], we write the expression for
the particle concentrations in the layersin the form

ni(t) = ni(0)

-ni(0) H [6[t-t(2m-1)] - [t —t;(2m)])]

+n(0) 'y H8[t—t;(2m-1)] -6[t—t;(2m)])0

where for the moments of the transition we have the
expressions

m-1

t(2m-1) = t;(1) + Z (ti(k) —7(K)),
k=1

m-1

t@m = @)+ + S (1K) +1,(0).
k=1

In this description we have gone over to a continuous
time normalized per period since the particle transport
over asingle period can be considered to be small. We
also note that the particle selected inside the region is
characterized by two lifetimes. “forward” and “back-
ward” (from the time of arrival until the time of obser-
vation and from the time of observation until the time
of leaving the region) so that we need to define the dis-
tributions t; (1). For simplicity we shall subsequently
assume that the particles are at the interface between
the layers, i.e, n(0) = 0, t (1) = 0. Then, using the
properties of a 6-function and the independence of the
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Fig. 8. Probability density of particle lifetimesin regions 2
(solid curve) and 3 (dashed curve) for transport in a model
velocity field. The straight line gives the power law closest
to the observed distribution.

successive particle residence times in the layers, we
find

n(0) -dp

o | p SPPHQAR), G

ni(t) =
where theintegral istaken over the complex plane and

_ S(M[1-S(p]
AP = TS5

S(p) = Cexp(—pt)0= J'exp(—pr)wi(r)dt

For t > 1 when the main contribution to the integral is
made by the values of the function in the integrand for
small p we have

t
_ 1,1
n(t) = n;(O){fdw(T)dT}- )
0
In accordance with the numerical experiment we take
2t,
W) = —— (10)
(T’ +to)
We then have
1t
n® = n©@5F -8 (11)

(p 2mtO

This result indicates that the diffusion is anomalous,
i.e., that the equalization of the concentrationsis slower
than exponential, which agrees qualitatively with the
experimental results plotted in Figs. 6b, 6d, and 6f.
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6. CONCLUSIONS

Laboratory, numerical, and analytic studies have
been made of passive tracer transport in a nonsteady-
state vortex hydrodynamic system. The fairly slow
change inthe velocity field in the system meansthat the
experiment can beinterpreted from the point of view of
adiabatic chaos theory. The Lagrangian trajectories of
liquid particles combine features of regularity and ran-
domness, and the diffusion in action space is anoma-
lous: they are accelerated in the near-separatrix layer
and slowed in regions adjacent to the centers of the vor-
tices. An approximate quantitative description of the
diffusion process in action space can be obtained using
generalized models of particle random walks. In this
description phenomenological transition probabilities
determined experimentally are introduced in the theo-
retical model. Thetheoretical models can be applied for
fairly high values of the adiabaticity coefficient. It
should also be noted that in order to achieve correspon-
dence between the numerical and laboratory experi-
ments the velocity field must be reconstructed very
carefully, particularly near the singular points of the
system. The phase mixing is also not completely uni-
form but this process requires further study. Of particu-
lar interest is a study of transport in hydrodynamic
systems under conditions of two-dimensional turbu-
lence [22].
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