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#### Abstract

To account for the microlensing events observed in the Galactic halo, Gurevich, Zybin, and Sirota have proposed a model of gravitationally bound, noncompact objects with masses of $\sim(0.01-1) M_{\odot}$. These objects are formed in the expanding Universe from adiabatic density perturbations and consist of weakly interacting particles of dark matter, for example, neutralinos. They assumed the perturbation spectrum on some small scale to have a distinct peak. We show that the existence of this peak would inevitably give rise to a large number of primordial black holes (PBHs) with masses of $\sim 10^{5} M_{\odot}$ at the radiation-dominated evolutionary stage of the Universe. Constraints on the coefficient of nonlinear contraction and on the compactness parameter of noncompact objects were derived from constraints on the PBH number density. We show that noncompact objects can serve as gravitational lenses only at a large PBH formation threshold, $\delta_{c}>0.5$, or if noncompact objects are formed from entropic density perturbations. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Dark objects with masses of $\sim(0.01-1) M_{\odot}$ were detected in the Galactic halo when the microlensing of stars from the Large Magellanic Cloud was observed. Brown and white dwarfs and Jupiter-like planets were proposed as possible baryonic candidates. According to the latest data [1], dark objects must account for about $20 \%$ of the hidden mass in the Galactic halo. However, the theory of primordial nucleosynthesis imposes much more stringent constraints on the number of such baryonic objects. Gravitationally bound, noncompact objects, which are also called neutralino stars, were considered among nonbaryonic candidates; these objects can explain some microlensing events with evidence of gravitational lenses being noncompact $[2,3]$. The hypothetical noncompact objects are the lightest objects in the hierarchical large-scale structure of the Universe. In the model of Gurevich, Zybin, and Sirota [3], these are formed immediately after the passage of the Universe to the dust stage.

To reconcile the parameters of noncompact objects with data for the observed microlensing events, Gurevich et al. [3] assumed the cosmological density perturbation spectrum on some small scale to increase sharply with an rms fluctuation of the order of 1 at the peak. For adiabatic perturbations, rms fluctuations of the order of 0.05 correspond to these fluctuations at the radiation-dominated stage on the cosmological horizon scale. As was shown in [4, 5], fluctuations with such an rms value give rise to primordial black holes (PBHs) at the radiation-dominated evolutionary stage of the Uni-
verse. As we will see below, the mass of the forming PBHs exceeds the mass of noncompact objects by several orders of magnitude. The large difference between the masses of noncompact objects and PBHs stems from the fact that the mass of the radiation contained in a fixed comoving volume at the radiation-dominated stage is much larger than the mass of cold dark matter (CDM) in the same volume at the dust stage.

If the power spectrum of primordial cosmological perturbations is a power law with an index $n \geq 1$, then PBHs are formed in a wide range of masses. If, however, the spectrum has a peak on some scale, then PBHs are formed mostly in a narrow range of masses, near the mass that corresponds to this peak. A sharp peak emerges in the fluctuation spectrum if the inflationary potential $V(\phi)$ has a flat segment $[6,7]$. Indeed, if the derivative at some value of the scalar field is

$$
V^{\prime}=d V(\phi) / d \phi \longrightarrow 0,
$$

then a peak emerges in the perturbation spectrum on the corresponding scale, because the mean density perturbation on the horizon scale is

$$
\delta_{H} \sim M_{\mathrm{Pl}}^{-3} V^{3 / 2} / V^{\prime},
$$

where $M_{\mathrm{Pl}}$ is the Planck mass. A similar effect is achieved in inflationary models with several scalar fields $[8,9]$. In this case, the spectrum outside the peak can have an ordinary shape (for example, it can be a Harrison-Zel'dovich spectrum) and can give rise to galaxies, their clusters, and superclusters according to standard scenarios.

Certain evidence for a deviation of the initial perturbation spectrum from a simple power-law shape, more specifically, for a spectral break near large scales, $k \approx$ ( $0.06-0.6$ ) $h \mathrm{Mpc}^{-1}$, was obtained in the counting of APM galaxies and in the Boomerang and Maxima cosmic microwave background (CMB) anisotropy measurements [10]. Therefore, there is reason to suggest that the spectrum may also exhibit features on small scales.

Here, we show that, if the perturbation spectrum has a peak, then there is a clear relationship between the masses of noncompact objects and PBHs; a PBH mass of the order of $10^{5} M_{\odot}$ corresponds to a noncompact object mass of the order of $0.1 M_{\odot}$. For noncompact objects to be able to serve as gravitational lenses, they must originate from sufficiently large dark matter density fluctuations. At the radiation-dominated stage, these fluctuations logarithmically increase with time and become nonlinear even at this stage. To study the evolution of the fluctuations at the radiation-dominated stage, we use the nonlinear model proposed by Kolb and Tkachev [11] and specify the initial data for this model according to the linear theory.

Based on standard astrophysical constraints on the PBH number density in the Universe, we obtained constraints on the rms fluctuations at the peak. In turn, the constraints on the fluctuations give constraints on the radius of a noncompact object. As was shown in [3], a noncompact object can serve as a gravitational lens and can produce observable microlensing events only if its radius exceeds the Einstein radius for this object by no more than a factor of 10 . Stringent constraints on the coefficient of nonlinear contraction for noncompact objects follow from this condition.

The inferred relationship between noncompact objects and PBHs holds only for adiabatic cosmological density perturbations. If the density perturbations are entropic, then even if there are large fluctuations in the dust component, the radiation density on the horizon scale is almost uniform and no PBHs are formed.

It should be emphasized that when talking about a common origin of noncompact objects and PBHs, we have in mind not the relationship between individual noncompact objects and PBHs but the fact that the fluctuations from which the entire collection of noncompact objects and the entire collection of PBHs originate have a common spectrum. If a PBH emerged at some point in space, then a noncompact object can no longer emerge at this point. Conversely, if there is a noncompact object, then no PBH was previously (at the radia-tion-dominated stage) formed at this point.

## 2. THE FORMATION OF PBHS

The PBH formation criterion was analytically derived by Carr [5] and confirmed by numerical calcu-
lations [12, 13]. The region of space with a density

$$
\rho>\rho_{c}=\frac{3 H^{2}}{8 \pi G}
$$

can be roughly considered to be part of the closed Universe. Gravitational collapse of this region and the formation of a PBH take place if the relative radiation density fluctuation

$$
\delta_{H}=\frac{\rho-\rho_{c}}{\rho_{c}}
$$

at the time the PBH goes under the horizon satisfies the conditions

$$
\begin{equation*}
\delta_{c} \leq \delta_{H} \leq 1, \tag{1}
\end{equation*}
$$

where $\delta_{c}=1 / 3$. The left-hand inequality implies that the radius of the perturbed region at the time $t$ that its expansion stops exceeds the Jeans radius $c t / \sqrt{3}$, while the right-hand inequality corresponds to the formation of a PBH rather than an isolated universe. The mass of the forming PBH in this model is

$$
\begin{equation*}
M_{B H}=\frac{M_{H}}{3^{3 / 2}}, \tag{2}
\end{equation*}
$$

where $M_{H}$ is the mass within the horizon.
In recent years, numerical experiments have revealed the so-called critical gravitational collapse, during which the mass of the forming PBH is [14, 15]

$$
\begin{equation*}
M_{B H}=A M_{H}\left(\delta_{H}-\delta_{c}\right)^{\gamma}, \tag{3}
\end{equation*}
$$

where $\mathrm{A} \sim 3, \gamma \approx 0.36$, and $\delta_{c} \approx 0.65-0.7$. The mass (3) can be much smaller than $M_{H}$. However, as shown in [16], the PBH mass distribution for critical gravitational collapse is concentrated near $M_{B H} \sim M_{H}$, and the contribution of low masses to the cosmological PBH density is modest. Here, we consider various cases where $\delta_{c}$ lies within the range $1 / 3 \leq \delta_{c} \leq 0.7$.

Following [6-8], we assume that there is a sharp peak in the fluctuation spectrum on some fixed (in comoving coordinates) scale $\xi=r / a(t)$. Since the PBH formation threshold is large, $\delta_{H}>1 / 3$, most $\xi$-scale fluctuations do not collapse into a PBH but are preserved until the passage to the dust stage if the dark matter particle free streaming length is moderately large [3]. The mass $M_{H}$ within the horizon as a function of the mass $M_{x}$ of the dust component in fluctuations of the same comoving scale can be calculated by using the standard Friedmann equations. Noncompact objects are formed on time scales $t \leq t_{\text {eq }}$, where $t_{\mathrm{eq}}$ is the time of equality between the matter and radiation densities. At this epoch, a flat cosmological model serves as a good approximation:

$$
a(\eta)=a_{\mathrm{eq}}\left[2 \frac{\eta}{\eta_{*}}+\left(\frac{\eta}{\eta_{*}}\right)^{2}\right],
$$

$$
\begin{equation*}
c t=a_{\mathrm{eq}} \eta_{*}\left[\left(\frac{\eta}{\eta_{*}}\right)^{2}+\frac{1}{3}\left(\frac{\eta}{\eta_{*}}\right)^{3}\right], \tag{4}
\end{equation*}
$$

where

$$
\eta_{*}^{-2}=2 \pi G \rho_{\mathrm{eq}} a_{\mathrm{eq}}^{2} / 3 c^{2},
$$

$a_{\text {eq }}$ is the scale factor at time $t_{\text {eq }}$,

$$
\begin{gather*}
\rho_{\mathrm{eq}}=\rho_{0}\left(1+z_{\mathrm{eq}}\right)^{3} \\
=3.2 \times 10^{-20}\left(\frac{h}{0.6}\right)^{8}\left(\frac{\Omega_{m}}{0.3}\right)^{4} \mathrm{~g} \mathrm{~cm}^{-3},  \tag{5}\\
1+z_{\mathrm{eq}}=2.32 \times 10^{4} \Omega_{m} h^{2} \\
\rho_{0}=1.9 \times 10^{-29} \Omega_{m} h^{2} \mathrm{~g} \mathrm{~cm}^{-3}
\end{gather*}
$$

is the present cosmological matter density, and $h$ is the Hubble constant (in units of $100 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ ). We perform our calculations for two cosmological models: the model with the present matter density parameter $\Omega_{m}=$ 0.3 and the cosmological term $\Omega_{\Lambda}=1-\Omega_{m} \approx 0.7$ and the model without the $\Lambda$ term and with $\Omega_{m}=1$. The presence of the $\Lambda$ term reduces only to a change in $\rho_{\mathrm{eq}}$; it does not affect the formation of noncompact objects, because the $\Lambda$ term contributes negligibly to the total cosmological density on time scales $t \leq t_{\mathrm{eq}}$.

For $M_{H}$ and $M_{x}$, we have the expressions

$$
\begin{equation*}
M_{H}=\frac{4 \pi}{3} \rho_{H}\left(a\left(\eta_{H}\right) \xi\right)^{3}, \quad M_{x}=\frac{4 \pi}{3} \rho_{0}\left(a\left(\eta_{0}\right) \xi\right)^{3} \tag{6}
\end{equation*}
$$

On the horizon scale,

$$
a\left(\eta_{H}\right) \xi=2 c t_{H}
$$

with $\eta_{H} \ll \eta_{*}$ and $\rho_{H}=3 / 32 \pi G t_{H}^{2}$. The present density is

$$
\rho_{0}=\rho_{\mathrm{eq}}\left(a_{\mathrm{eq}} / a_{0}\right)^{3}
$$

Using (4), we obtain

$$
\begin{gather*}
M_{H}=\frac{1}{2^{2 / 3}}\left(\frac{3}{2 \pi}\right)^{1 / 6} \frac{M_{x}^{2 / 3} c}{G^{1 / 2} \rho_{\mathrm{eq}}^{1 / 6}}=1.96 \times 10^{5}  \tag{7}\\
\times\left(\frac{M_{x}}{0.1 M_{\odot}}\right)^{2 / 3}\left(\frac{\Omega_{m}}{0.3}\right)^{-2 / 3}\left(\frac{h}{0.6}\right)^{-4 / 3} M_{\odot} \\
t_{H}=\frac{G M_{H}}{c^{3}}=0.5\left(\frac{M_{H}}{10^{5} M_{\odot}}\right) \mathrm{s} \tag{8}
\end{gather*}
$$

Denote the rms density fluctuation $\delta_{H}$ by

$$
\Delta_{H} \equiv\left\langle\delta_{H}^{2}\right\rangle^{1 / 2}
$$

The fraction of the radiation mass that transformed into PBHs at time $t_{H}$ is then $[5,8]$

$$
\begin{gather*}
\beta=\int_{\delta_{c}}^{1} \frac{d \delta_{H}}{\sqrt{2 \pi} \Delta_{H}} \exp \left(-\frac{\delta_{H}^{2}}{2 \Delta_{H}^{2}}\right) \\
=\frac{1}{2}\left[\operatorname{erf}\left(\frac{1}{\sqrt{2} \Delta_{H}}\right)-\operatorname{erf}\left(\frac{\delta_{c}}{\sqrt{2} \Delta_{H}}\right)\right] \approx \frac{\Delta_{H}}{\delta_{c} \sqrt{2 \pi}} \exp \left(-\frac{\delta_{c}^{2}}{2 \Delta_{H}^{2}}\right)^{(9)}, \tag{9}
\end{gather*}
$$

where $\operatorname{erf}(x)$ is the error integral. Since, according to [16], the fraction of the collapsing mass of the Universe for critical gravitational collapse is $0.8 \beta$, Eq. (9) for critical collapse is also a good approximation.

Using (7) and (9), we can calculate the cosmological PBH density parameter $\Omega_{B H}$ at the present time $t_{0}$ :

$$
\begin{align*}
& \Omega_{B H}=\frac{\beta}{2^{2 / 3}}\left(\frac{3}{2 \pi}\right)^{1 / 6} \frac{c}{M_{x}^{1 / 3} G^{1 / 2} \rho_{\mathrm{eq}}^{1 / 6}}=3.45 \times 10^{5} \\
& \times\left(\frac{M_{x}}{0.1 M_{\odot}}\right)^{-1 / 3}\left(\frac{\Omega_{m}}{0.3}\right)^{-2 / 3}\left(\frac{h}{0.6}\right)^{-4 / 3} \frac{\Delta_{H}}{\delta_{c}} \exp \left\{-\frac{\delta_{c}^{2}}{2 \Delta_{H}^{2}}\right\} \tag{10}
\end{align*}
$$

To within a factor of order unity, expression (7) can be derived from a simple estimate

$$
M_{H} \approx M_{x} a\left(t_{\mathrm{eq}}\right) / a\left(t_{H}\right) \approx M_{x}\left(t_{\mathrm{eq}} / t_{H}\right)^{1 / 2}
$$

where $t_{H}=G M_{H} / c^{3}$ and $t_{\text {eq }} \sim 6 \times 10^{10} \mathrm{~s}$ is the completion time of the radiation-dominated stage. In the same way, we can derive (10) from the estimate

$$
\Omega_{B H} \approx \beta a\left(t_{\mathrm{eq}}\right) / a\left(t_{H}\right)
$$

PBHs are formed in the tail of the Gaussian fluctuation distribution, while most noncompact objects are formed from rms fluctuations. Therefore, we repeat that not every fluctuation, by any means, from which a noncompact object formed could collapse into a PBH at time $t_{H}$.

## 3. THE EVOLUTION OF PERTURBATIONS

The evolution of a radiation density perturbation at the radiation-dominated stage follows the law [17]

$$
\begin{equation*}
\delta_{r}=x f(x)+\frac{3 x^{2}}{x^{2}+6} \frac{d}{d x} f(x) \tag{11}
\end{equation*}
$$

where for the growing mode

$$
f(x)=A_{\text {in }} j_{1}(x / \sqrt{3})
$$

$j_{1}$ is the spherical Bessel function, $A_{\text {in }}$ is the normalization constant, $x=k \eta$, and $k$ is the comoving perturba-


Fig. 1. The evolution of a CDM density perturbation $\delta$. The plot corresponds to the parameters $\delta_{H}=0.04, M_{x}=0.1 M_{\odot}$, and $\Omega_{m}=0.3$. The curve was obtained from formula (13) before the point ( $y_{i}=3.96 \times 10^{-6}, \delta_{i}=0.2$ ), and a numerical solution to Eq. (14) was used at $y>y_{i}$. The cosmological expansion of a noncompact object stops at the radiationdominated stage at $y=a / a_{\mathrm{eq}} \approx 0.49$. The dashed line indicates the evolution of $\delta$ according to the linear theory (13).
tion wave vector. The physical perturbation wavelength $\lambda_{\text {ph }}$ satisfies the relations

$$
\begin{gather*}
\lambda_{\mathrm{ph}}(\eta)=a(\eta)\left(\frac{2 \pi}{k}\right)  \tag{12}\\
M_{x}=\frac{4 \pi}{3} \rho_{0}\left(\frac{\lambda_{\mathrm{ph}}\left(t_{0}\right)}{2}\right)^{3} .
\end{gather*}
$$

On the horizon scale, $\lambda_{\mathrm{ph}} / 2 \approx 2 c t, x_{H} \approx \pi$, and we obtain from (11)

$$
\delta_{r}=\delta_{H}=A_{\mathrm{in}} \phi
$$

where $\phi \approx 0.817$.
For adiabatic perturbations, the perturbation in nonrelativistic matter at $x \ll 1$ is $\delta=3 \delta_{r} / 4$. In [17], an analytic solution was found for $\delta(x)$ in the entire interval from $x \ll 1$ to $x \gtrdot 1$ at the radiation-dominated stage. At $x \gg 1$, this solution is

$$
\begin{equation*}
\delta=\frac{3 A_{\mathrm{in}}}{2}\left[\ln \left(\frac{x}{\sqrt{3}}\right)+\gamma_{E}-\frac{1}{2}\right], \tag{13}
\end{equation*}
$$

where $\gamma_{E}-1 / 2 \approx 0.077$ and $A_{\text {in }}=\delta_{H} / \phi$ is the same as in (11).

The applicability of (13) is limited to a linear stage, $\delta \ll 1$. When passing to a nonlinear stage, we will use the spherical model from [11]. In this model, the evolution of adiabatic perturbations is described by the equation

$$
\begin{equation*}
y(y+1) \frac{d^{2} b}{d y^{2}}+\left[1+\frac{3}{2} y\right] \frac{d b}{d y}+\frac{1}{2}\left[\frac{1}{b^{2}}-b\right]=0 \tag{14}
\end{equation*}
$$

where $y=a(\eta) / a_{\text {eq }}$ and the following parametrization was introduced for the radius of the perturbed region:

$$
\begin{equation*}
r=a(\eta) b(\eta) \xi \tag{15}
\end{equation*}
$$

Here, $\xi$ is the comoving coordinate, and $b(\eta)$ allows for the deceleration of cosmological expansion in the region of enhanced density. The quantity $b$ in (15) can be expressed in terms of $\delta$ as

$$
\begin{equation*}
b=(1+\delta)^{-1 / 3} \tag{16}
\end{equation*}
$$

This relation means the passage from the Eulerian description of the perturbation evolution (13) to its Lagrangian description (14).

To solve (14) requires specifying $\delta_{i}$ at some initial $y_{i}$, $b_{i}=\left(1+\delta_{i}\right)^{-1 / 3}$ according to (16), and the expansion rate $d b / d y$. In [11], Eq. (14) was solved for entropic perturbations when the initial velocity may be disregarded, $d b / d y \approx 0$. In our case of adiabatic perturbations, the initial velocity is large; we specify it according to the solution (13). At $x \gg 1$ and $y \ll 1$, we have

$$
\begin{gather*}
x=\frac{\pi}{2^{2 / 3}}\left(\frac{3}{2 \pi}\right)^{1 / 6} \frac{y c}{M_{x}^{1 / 3} G^{1 / 2} \rho_{\mathrm{eq}}^{1 / 6}}=2.86 \times 10^{6} y  \tag{17}\\
\times\left(\frac{\Omega_{m}}{0.3}\right)^{-2 / 3}\left(\frac{h}{0.6}\right)^{-4 / 3}\left(\frac{M_{x}}{M_{\odot}}\right)^{-1 / 3}
\end{gather*}
$$

We obtain from (13), (16), and (17)

$$
\begin{equation*}
\left.\frac{d b}{d y}\right|_{y_{i}}=-\frac{\delta_{H} b_{i}^{4}}{2 y_{i} \phi} \tag{18}
\end{equation*}
$$

We solve Eq. (14) numerically. The time $y_{i}$ must be chosen in such a way that (13) and (14) are simultaneously valid. An optimum choice is the time when $\delta_{i}=0.2$. A test shows that the results of our calculations change by no more than $15 \%$ for a different choice of $\delta_{i}$ in the range $0.1-0.3$. Having specified $\delta_{i}$, we obtain $x_{i}$ and $y_{i}$ from (13) and (17). The evolution of $\delta=b^{-3}-1$ is illustrated in Fig. 1.

The cosmological expansion of noncompact objects stops when $d r / d t=0$. According to [11], this is equivalent to

$$
\begin{equation*}
\frac{d b}{d y}=-\frac{b}{y} \tag{19}
\end{equation*}
$$

Denote $b$ and $y$ at the time the expansion stops by $b_{\text {max }}$ and $y_{\text {max }}$, respectively. The CDM density in noncompact objects at the same time is

$$
\begin{equation*}
\rho_{\max }=\rho_{e q} y_{\max }^{-3} b_{\max }^{-3} \tag{20}
\end{equation*}
$$

and, consequently, the radius of the noncompact object at the stoppage time is

$$
\begin{equation*}
R_{\max }=\left(\frac{3 M_{x}}{4 \pi \rho_{\max }}\right)^{1 / 3} \tag{21}
\end{equation*}
$$

The numerically calculated dependence of $R_{\max }$ on $\delta_{H}$ is shown in Fig. 2.

Thus, we have shown how the radius of a noncompact object at the time its cosmological expansion stops can be determined for the specified perturbation $\delta_{H}$ on the horizon scale.

## 4. THE PARAMETERS OF GRAVITATIONAL LENSES

After its cosmological expansion stops, a noncompact object begins to contract, with its final radius being

$$
\begin{equation*}
R_{x}=\kappa R_{\max }, \tag{22}
\end{equation*}
$$

where $\kappa$ is the coefficient of nonlinear contraction. It is generally believed [18] that, after the cosmological expansion of a noncompact object stops, it is virialized, radially contracting by a factor of 2 , i.e., $\kappa=0.5$. According to the theory of gravitational instability, $\kappa \approx 0.3$ in a multiflow region [3]. At present, the physical processes that could cause a noncompact object to contract to $\kappa<0.3$ are unknown. Therefore, we take $\kappa \approx 0.3$ as the lower limit.

For a noncompact object to be able to serve as a gravitational lens producing observable microlensing events in the Galactic halo, its radius should not significantly exceed the Einstein radius

$$
\begin{equation*}
R_{E}=2 \sqrt{G M_{x} d / c^{2}}, \tag{23}
\end{equation*}
$$

where $d \sim 20 \mathrm{kpc}$ for microlensing in the halo. We define $\varepsilon$ as

$$
\begin{equation*}
\varepsilon \equiv 10 \frac{R_{E}}{R_{x}} . \tag{24}
\end{equation*}
$$

According to calculations [3], the inequality $\varepsilon \geq 1$ must hold. If $\varepsilon<1$, then the theory comes into conflict with observational data on the light curves [3]. One of the microlensing events with a lens mass $M_{x} \approx 0.02 M_{\odot}$ was studied in detail in [19]. A comparison of the observed and calculated light curves showed that, if a noncompact object has no baryonic core at its center, then it must have the size $R_{x}=1.6 \times 10^{13} \mathrm{~cm}$ and a compactness parameter (in our notation) $\varepsilon \approx 19$. In the presence of a baryonic core with a mass of $0.05 M_{x}, R_{x}=5.7 \times$ $10^{13} \mathrm{~cm}$ and $\varepsilon \approx 4.8$. It was noted in [19] that the model of a pointlike lens for this event is also acceptable because of the large observational errors.

We obtain from (21), (23), and (24)

$$
\begin{gather*}
\kappa \varepsilon=10 \frac{R_{E}}{R_{\max }} \\
=\frac{1.9 \times 10^{15} \mathrm{~cm}}{R_{\max }}\left(\frac{M_{x}}{M_{\odot}}\right)^{1 / 2}\left(\frac{d}{20 \mathrm{kpc}}\right)^{1 / 2} . \tag{25}
\end{gather*}
$$

On the other hand, using our calculations (see the preceding section), we derived a relationship between $R_{\max }$ and $\delta_{H}$; the quantity $\delta_{H}$ defines the present cosmological PBH density according to Eq. (10). It should be


Fig. 2. Radius $R_{\text {max }}$ of noncompact objects at the time their expansion stops versus perturbation magnitude $\delta_{H}$ on the horizon scale. Solid curves 1,2 , and 3 correspond to the masses of noncompact objects $M_{x}=1 M_{\odot}, 0.1 M_{\odot}$, and $0.01 M_{\odot}$ in the cosmological model with $\Omega_{m}=0.3$. Dashed lines 4,5 , and 6 were constructed for $\Omega_{m}=1$ at the same masses.


Fig. 3. PBH density parameter $\Omega_{B H}$ versus nonlinear contraction coefficient and compactness parameter for noncompact objects $\kappa \varepsilon$ in the model with $\Omega_{m}=0.3$. Curves 1 , 2 , and 3 correspond to the masses of noncompact objects $M_{x}=(0.01,0.1,1) M_{\odot}$ at $\delta_{c}=1 / 3$. Curves 4,5 , and 6 correspond to $\delta_{c}=1 / 2$; curves $7-9$ correspond to $\delta_{c}=0.7$ for the same masses. The horizontal and vertical lines correspond to the upper observational limits $\Omega_{B H}=0.1,10^{-3}$ and to $\kappa \varepsilon=0.3,1.44$, respectively. The admissible regions lie below the horizontal lines and to the right of the vertical lines.
noted that noncompact objects are formed from rms fluctuations. Therefore, $\delta_{H}$ from the preceding section should be set equal to the rms fluctuation $\delta_{H}=\Delta_{H}$. Using our numerical calculations, we derive the dependence of $\Omega_{B H}$ on the product $\kappa \varepsilon$ (see Figs. 3 and 4).

There are several astrophysical constraints on the mass and number of PBHs. It follows from a constraint


Fig. 4. Same as Fig. 3 for the cosmological model with $\Omega_{m}=1$. The vertical lines correspond to $\kappa \varepsilon=0.3,1.44$, and 5.7.
on the age of the Universe that $\Omega_{B H} \leq 1$. If PBHs provide the dominant part of dark matter in the Galaxy, then they must tidally interact with globular clusters by disrupting them. The PBH mass was constrained for this case in [20], $M_{B H} \leq 10^{4} M_{\odot}$. At $\Omega_{B H} \sim 1$, PBHs are capable of distorting the CMB spectrum if they are formed about 1 s after the annihilation of $e^{+} e^{-}$pairs [5]. Mass accretion by black holes at the pregalactic and present epochs contributes to the background radiation in different wavelength ranges [21]. However, calculations strongly depend on the model and yield $\Omega_{B H} \leq$ $10^{-3}-10^{-1}$ for $M_{B H} \sim 10^{5} M_{\odot}$. In [22], the constraint $\Omega_{B H}<0.1$ on intergalactic PBHs was obtained from the condition for the absence of reliable gamma-ray-burst lensing events for $10^{5} M_{\odot}<M_{B H}<10^{9} M_{\odot}$. A more stringent lensing constraint, $\Omega_{B H}<0.01$ for the mass range $10^{6} M_{\odot}<M_{B H}<10^{8} M_{\odot}$, was obtained from VLBI observations of compact radio sources [23].

Let us first consider the microlensing event studied in [19] by assuming that $\varepsilon=0.3$. If the noncompact object has no baryonic core (the vertical line $\kappa \varepsilon \approx 5.7$ in Figs. 3 and 4 corresponds to this case), then the constraint $\Omega_{B H}<0.1$ rules out the interpretation of this event as microlensing by noncompact objects for all $\delta_{c}=1 / 3-0.7$ in the two cosmological models under consideration. In the presence of a baryonic core (the vertical line $\kappa \varepsilon \approx 1.44$ ), the case with $\delta_{c}=0.7$ remains admissible in the cosmological model without the $\Lambda$ term (Fig. 4).

Consider the less stringent condition $\kappa \varepsilon>0.3$, which is satisfied at $\varepsilon>1$ and $\kappa>0.3$. At $\Omega_{\Lambda} \approx 0.7$ (Fig. 3), the constraint $\Omega_{B H}<0.1$ rules out all models with $\delta_{c}<0.5$. At $\Omega_{B H}>10^{-6}$, the case with $\delta_{c} \approx 0.7$ remains possible. If $\Omega_{\Lambda}=0$, then the constraint $\Omega_{B H}<0.1$ leaves a narrow
region (see Fig. 4) with $M_{x}>0.1 M_{\odot}$ and $\delta_{c}=1 / 3$. The constraint $\Omega_{B H}<10^{-3}$ completely rules out the models with $\delta_{c}=1 / 3$, but allows the cases with $\delta_{c}>1 / 3$.

## 5. CONCLUSIONS

We have shown that the formation of noncompact dark-matter objects (neutralino stars) proposed in [2, 3] to account for the observed microlensing events in the Galactic halo must be preceded by the formation of PBHs with masses on the order of $10^{5} M_{\odot}$. These PBHs and neutralino stars are formed from the same peak in the primordial fluctuation spectrum.

Astrophysical constraints on the number of PBHs in the Universe allowed us to constrain the coefficient of nonlinear contraction and compactness parameter for a noncompact object; our constraints are shown in Figs. 3 and 4. The most stringent constraints are obtained in the presence of a cosmological term $\Omega_{\Lambda} \approx 0.7$. In this case, noncompact objects can serve as gravitational lenses only at a large PBH formation threshold, $\delta_{c}>0.5$, which was calculated in the model of critical gravitational collapse. At smaller $\delta_{c}$, the model of noncompact objects as microlensing objects is ruled out. The constraint on $\kappa \varepsilon$ is significantly relaxed if the $\Lambda$ term is small (Fig. 4). However, this possibility is currently considered to be unlikely.

It is important to note that to avoid the situation where $\ln \left(\Omega_{B H}\right) \ll 0$ requires an accurate adjustment of the parameters for the inflationary model that ensures that $\Delta_{H}$ is in a narrow interval, $\approx 0.05-0.12$. Therefore, if the observed microlensing events are actually produced by noncompact objects, then these objects most likely originate from entropic density perturbations. In this case, our constraints are removed, as discussed in the Introduction.

The constraints can also be significantly relaxed if, for some reason, PBHs are formed in smaller quantities than that given by expression (9). This is possible, for example, in the case of great importance of the nonlinear effects that accompany the generation of metric perturbations at the inflationary stage if these effects suppress the appearance of large fluctuations [24]. Note, however, that the role of nonlinear effects is presently not completely understood, and the results of calculations depend on the specific inflationary model. For example, it was found in [25] that nonlinear effects cause the PBH formation probability to increase, which is directly opposite to the result from [24].

Conversely, if the noncompact nature of lenses is proven in the future, then for adiabatic density perturbations this will lead us to conclude that a large number of PBHs with masses of the order of $10^{5} M_{\odot}$ can be formed at the radiation-dominated sage of the Universe. These PBHs must affect the evolution of galaxies and their nuclei. It may well be that one of such PBHs was found by the Chandra space X-ray observatory in the
galaxy M 82 [26]. In a separate paper [27], we develop a model for the formation of galaxies through multiple mergers of protogalaxies with condensation centers in the form of massive PBHs. The mergers of galaxies and the growth of central massive black holes at the galactic nuclei take place simultaneously with the formation of galaxies. The recently found correlations between the masses of central black holes and the bulge velocity dispersion have been shown to arise naturally in this scenario.

Since noncompact objects and PBHs originate from a common perturbation spectrum, we can in principle reconstruct the shape of the perturbation spectrum and determine the PBH mass function from the distribution of noncompact objects in mass and radius using a Press-Schechter-type theory [28]. Unfortunately, only a few objects were detected by microlensing, and such a calculation will become possible only in the future when the statistics improve.

We may consider a situation that, in a sense, is reverse to the situation described previously. According to the hypothesis [7], the dark halo objects responsible for microlensing are PBHs with masses of the order of $(0.01-1) M_{\odot}$. If elementary particles with a free streaming length $\ll \xi$ compose the remaining part of the dark matter, then miniclusters will be formed from these particles at the dust stage. Using formula (7), we can immediately estimate the minicluster mass as $\left(10^{-11}-\right.$ $\left.10^{-8}\right) M_{\odot}$. Such masses are possible if the mass of the dark-matter particles exceeds 1 GeV [3]. The formation of PBHs with $\Omega_{B H} \sim 1$ requires rms fluctuations $\Delta_{H} \approx$ 0.06 . At time $t_{\mathrm{eq}}$, fluctuations in the dust component $\delta \sim 1$, which give rise to miniclusters, correspond to them.
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#### Abstract

The method of intermittent pulse loading is used for obtaining the dependences of the mean free path of individual dislocations in SiGe single crystals with various concentration of Ge ( $0-5.5 \mathrm{at} . \%$ ) on the duration of loading pulses and time intervals between them. It is found that these dependences change qualitatively upon an increase in the Ge concentration. It is shown that the motion of dislocations in SiGe crystals under small shear stresses is characterized by a nonlinear drift of kinks and the formation of superkinks. A theory of the motion of dislocations under the action of intermittent pulse loading under the conditions of heterogeneous kink dynamics is developed. Extended quasi-one-dimensional defects repeating the shape of a part of a segment of a moving dislocation are discovered in SiGe crystals containing $0.96 \mathrm{at} . \% \mathrm{Ge}$. The mechanism of formation of such defects as the result of the shedding of a part of the impurity atmosphere by a dislocation segment during overcoming of a local obstacle is proposed. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The Peierls relief, i.e., a periodic dependence of the energy of a dislocation on its position in the slip plane, is a direct consequence of the translational symmetry of the crystal lattice. It is manifested most clearly in crystals with covalent bonds (diamond, $\mathrm{Si}, \mathrm{Ge}$, and their alloys). It is generally assumed that the motion of dislocations in the Peierls relief occurs through thermal-fluctuation-induced formation of pairs of kinks and their subsequent expansion to the ends of a dislocation segment or until annihilation with opposite-polarity kinks from adjacent pairs on a dislocation line [1, 2]. Kinks are short segments of a dislocation, connecting dislocation segments in adjacent valleys of the relief. The Peierls mechanism of the motion of dislocations has been generally accepted for crystals with a deep relief. Moreover, the existence of kinks has been confirmed recently by direct observations in a high-resolution electron microscope [3-5].

An analysis of experimental results on the dynamics of dislocations and kinks in silicon and germanium [6, 7] having identical crystalline structures proved that a number of serious discrepancies with the predictions of the theory of motion of dislocations in an ideal Peierls relief $[1,2]$ are observed even in high-purity semiconducting crystals. It was found that the discrepancies observed in Si crystals in the region of small shear stresses are due to the entraining of mobile point defects and impurities by a dislocation [6, 8]. As the concentration of point defects in the vicinity of a dislocation attains a certain critical value, the dislocation mobility decreases abruptly down to its complete arrest (starting stresses for the motion of the dislocation). In
weakly doped Ge crystals for which the starting stresses for the motion of a dislocation are not revealed, the discrepancies with the theory of motion of a dislocation in an ideal Peierls relief are due to the interaction between the dislocation and the surrounding point defects and impurities which determine the barriers for the motion of a kink, which are distributed at random along the dislocation $[7,9]$.

Thus, the nucleation and motion of dislocation kinks determine the mobility of dislocations in semiconducting materials. However, the dynamics of these topological excitations in systems with a random disorder has not been adequately investigated experimentally. Such investigations are especially important in view of the possibility of the emergence of anomalous modes in the motion of kinks in such systems. It was proved earlier $[10,11]$ (see also the review in [12]) that, in the presence of a considerable amount of impurities, an excitation of the crystal lattice may result in the change from the conventional kink dynamics to the so-called heterogeneous mode. This phenomenon is of a general nature and must be manifested not only for dislocation kinks, but also for other topological defects (twin and domain boundaries, interfaces, etc.). The change of the mode occurs when the driving force $F$ for a kink becomes smaller than a certain critical value $F_{c}$ determined by the extent of disorder created by defects. The new type of the dynamics is characterized by a nonlinear drift, in which the displacement of a kink with time satisfies the equation

$$
\begin{equation*}
x \approx x_{0}\left(\frac{t}{t_{0}}\right)^{\delta}, \quad \delta=\frac{F}{F_{c}} \leq 1 \tag{1}
\end{equation*}
$$

where $x_{0}=k T / F_{c}, t_{0}=x_{0}^{2} / 2 D_{k}, D_{k}$ is the diffusion coefficient for the kink, $k$ is Boltzmann's constant, and $T$ is the temperature.

In SiGe crystals, Ge atoms are distributed at random and can be regarded as a low-mobility neutral substitutional impurity in a Si crystal, which, together with mobile impurities, is responsible for a random modulation of the Peierls relief. This work is devoted to the experimental investigation of the effect of this modulation on the formation and motion of dislocation kinks.

## 2. EXPERIMENTAL TECHNIQUE

Single crystals of the $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}(0 \leq y \leq 0.15)$ alloy having a diameter up to 42 mm were grown by the Czochralski method at the Institut für Kristallzüchtung in Berlin (Germany) [13]. The ingots were characterized by a small Ge concentration gradient in the direction of the growth axis [111], were weakly doped with phosphorus or boron with a concentration of the order of $10^{15} \mathrm{~cm}^{-3}$, and contained oxygen with an approximate concentration of $6 \times 10^{17} \mathrm{~cm}^{-3}$.

The samples of SiGe in the form of right-angle prisms with edges oriented along the [150], [11 $\overline{2}]$, and [111] axes, having a size of $35 \times 4 \times 1.5 \mathrm{~mm}$ and a Ge concentration up to $5.5 \mathrm{at} . \%$, were cut from a part of the ingots free of dislocations and subjected to mechanical and chemical polishing. The Ge concentration was determined from the position of the $T O$ phonon line [14].

Individual dislocation half-loops were introduced by indentation of the broad (111) sides of the sample with a diamond pyramid at room temperature, followed by loading at 873 K through four-point bending about the [11 $\overline{2}$ ] axis. The dislocations introduced in this way were "dispersed" to a diameter of $200-220 \mu \mathrm{~m}$ by a reduced shear stress of 30 MPa . It should be noted that in the given geometry, dislocation half-loops are generated and slide in the $(\overline{1} 1)$ and $(\overline{1} 11)$ planes, while the segments emerging at the (111) surface can have only the $60^{\circ}$ orientation (a priori $60^{\circ}$ side) on one side of the indents and both $60^{\circ}$ and screw orientation (hybrid side) on the other side [15].

Considerable starting stresses $\sigma_{s}$ for the motion of dislocations in SiGe samples were detected earlier [16]; the magnitude of these stresses depends on the state of the dislocation atmosphere of point defects [17, 18]. The reproducibility of the results requires that similar conditions of the atmosphere state be created. For this purpose, before each loading, dislocations were "dispersed" for 10-15 min under the action of shear stresses $\sigma=30 \mathrm{MPa}$ at temperature $T=873 \mathrm{~K}$. Then the sample was slowly cooled with the furnace and the positions of dislocations were revealed by selective chemical etching in the Sirtl etchant $1 \mathrm{CrO}_{3}+2 \mathrm{H}_{2} \mathrm{O}+3 \mathrm{HF}$ [19]. Immediately before the main loading, a short-term (120 s)
preliminary loading by a shear stress of 50 MPa was carried out, which made it possible to reduce the starting stresses considerably and to study the kink dynamics under small stresses. The geometry of traces behind dislocations was determined and studied by removing the material layer by layer in the polishing solution $7 \mathrm{HNO}_{3}+1 \mathrm{HF}$ and by selective chemical etching.

The dynamics of kinks on $60^{\circ}$ dislocations was studied by the method of intermittent pulse loading (IPL) [6, 7], which is based on the loading of a sample containing individual dislocations by a sequence of stress pulses $\sigma_{i}$. The duration $t_{i}$ of an individual pulse is comparable with the mean time of the displacement of a dislocation through a crystal lattice parameter, $t_{a}=a / V_{\mathrm{st}}$, where $V_{\mathrm{st}}$ is the velocity of the steady motion of the dislocation under conventional static loading. Pulses are separated by pauses of duration $t_{p}$, during which no stress is applied $\left(\sigma_{p}=0\right)$. During a loading pulse, new pairs of kinks are formed on the dislocation and propagate in addition to equilibrium kinks. During a pause, when the pulse load is removed, these kinks become nonequilibrium and collapse to the nucleation centers under the action of the applied stress, mutual attraction of pairs, and due to the interaction of the dislocation and the kink with point defects. It will be shown in Subsection 3.2 that information on the kinetics of the formation of kink pairs and their expansion and relaxation can be obtained by varying the duration of pulses and pauses and by measuring the characteristics of the path length distribution of dislocations.

The samples were deformed through four-point bending by a series of load pulses produced by an electromagnetic transducer with a shear stress amplitude $\sigma_{i}=15 \mathrm{MPa}$. The total duration $\sum t_{i}$ of active loading was maintained at a constant level and was chosen equal to the time of static loading under which dislocations were displaced over distances of $40-50 \mu \mathrm{~m}$. The duration of the loading pulse leading edge was kept unchanged ( 4 ms ). The temperature was measured by a thermocouple and maintained constant to within $\pm 1 \mathrm{~K}$. In order to determine the temporal characteristics of the formation of a pair of kinks and their drift, we measured the dependences of the mean paths of $60^{\circ}$ dislocations both on the pulse duration, $l\left(t_{i}\right)$ (for $t_{i}=t_{p}$ ), and on the pause duration, $l\left(t_{p}\right)$, for a fixed duration of load pulses.

## 3. RESULTS AND DISCUSSION

### 3.1. Mobility of Individual Dislocations and Kink Dynamics

Figure 1 shows the dependences of the velocity of individual $60^{\circ}$ dislocations on shear stresses in SiGe single crystals with various Ge concentrations. It can be seen that the three dependences differ insignificantly in the range of high stresses. On the contrary, the difference between the curves corresponding to different Ge


Fig. 1. Dependence of the velocity of individual $60^{\circ}$ dislocations in $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}$ crystals on the shear stress; $y=0.02(1)$, 0.033 (2), and 0.055 (3); $T=873 \mathrm{~K}$.


Fig. 2. Mean free paths of individual $60^{\circ}$ dislocations under the IPL in $\mathrm{Si}(1)$ and $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}(y=0.048)(2)$ as functions of the duration of load pulses ( $t_{p}=t_{i}$ ). The paths are normalized to the mean free path value under static loading, $\sigma_{i}=15 \mathrm{MPa}, T=873 \mathrm{~K}$. Light rhombi correspond to the results obtained on Si samples grown by float zone technique for $\sigma_{i}=7 \mathrm{MPa}, T=873 \mathrm{~K}[6]$.
concentrations in the region of small shear stresses becomes considerable (dashed curves in Fig. 1).

In order to study the kinetics of kinks on the dislocation line by the method of intermittent pulse loading, we measured the dependence of the mean path of dislocations on the duration of loading pulses for Si and SiGe samples (Fig. 2). It can be seen that with increasing pulse duration, the dislocation path lengths increase both in Si and in SiGe . However, the rates of this increase differ considerably. In silicon, path lengths of dislocations increase sharply for $t_{i} / t_{a} \approx 0.5$ in analogy
with the situation observed in silicon samples grown by the float zone technique [6] (light rhombi). The curve obtained for SiGe samples slopes more gently; i.e., the mean path lengths of dislocations in SiGe samples attain values on the order of the steady-state path length for much larger relative durations of a pulse $\left(\sim 10 t_{a}\right)$ than in Si samples $\left(\sim t_{a}\right)$.

It was proved by us earlier [6] that such a long time of attainment of saturation for the dislocation velocity is associated with the accumulation of kinks on the dislocation line and the formation of superkinks. Superkinks are formed in the presence of sufficiently high barriers for the motion of kinks, when the time required by a kink to move over an obstacle is longer than the time of formation of a new pair of kinks. In the theory, two types of obstacles for the motion of a kink were considered. The first type is formed by structural defects of the dislocation core or defects located in the immediate vicinity of the core: dislocation jogs, clusters of impurity atoms, etc. [20, 21]. The second type is associated with fluctuations in the density of point defects along the dislocation line, which determine the localization of a kink in the random force field [10].

The kink dynamics is determined to a considerable extent by the dominating type of obstacles. We analyzed the kink dynamics with the help of experiments in which the mean path length of dislocations in SiGe samples with different Ge concentrations was studied as a function of the duration of pauses between loading pulses (Fig. 3). It can be seen that the curves differ qualitatively. The samples with Si concentration of 2 at . \% (curve 1 ) are characterized by an $S$-shaped curve with a point of inflection. Similar curves were observed for Si crystals grown by zone melting [6]. A model providing a qualitative explanation of such dependences as the result of entrainment and redistribution of mobile point defects by a moving dislocation completely immobilized during long "pauses" was proposed in [8].

The crystals with Ge concentrations of 3.3 and 5.5 at. \% (curves 2 and 3 in Fig. 3) display a monotonic decrease in dislocation path lengths upon an increase in the duration of "pauses" in analogy with the behavior of Ge crystals [9]. However, a stress of the opposite polarity had to be applied during pauses for a similar decrease in Ge samples.

Let us compare these dependences with the model taking into account only the change in the kink energy in the field of a point defect [20,21]. This model determines the linear drift of a kink under the action of the applied force.

In accordance with the theory, there exists a thermodynamically equilibrium density of kinks on a dislocation even in the absence of shear stresses. The application of a load causes a drift of kinks, which must result in the motion of the dislocation even for an indefinitely large duration of pauses. Such thermal kinks determine a certain minimum (but not zero) value of the disloca-
tion velocity under the IPL conditions in the absence of additional loading during pauses [22]:

$$
V_{\min } \approx \exp \left[-\frac{\left(\alpha a b \sigma_{i}\right)^{1 / 2}}{k T}\right] V_{\mathrm{st}}
$$

where $\alpha$ is the elastic interaction constant for kinks and $b$ is the Burgers vector for the dislocation. Under the experimental conditions, $V_{\min }$ was approximately equal to $V_{\text {st }} / 2$. However, its value obtained in our experiments was smaller by more than an order of magnitude.

In accordance with the theory [23], the nonequilibrium kinks generated during stress pulses lead to the following contribution to the path lengths of dislocations, which decrease linearly upon an increase in the duration of pauses under the IPL conditions:

$$
\begin{equation*}
\frac{l}{l_{\mathrm{st}}}=1-\frac{\left|v_{p}\right|}{v_{i}} \frac{t_{p}}{t_{i}} \tag{2}
\end{equation*}
$$

where $v_{i, p}$ are the velocities of kinks during an pulse and during a pause. This prediction does not match the obtained experimental results. Curve 3 in Fig. 3 is obviously nonlinear and contradicts Eq. (2) even qualitatively. At first glance, curve 2 can be described approximately by a linear equation. It can be seen from the behavior of curve 2 that complete relaxation of kinks occurs during the time $t_{p} \approx t_{i}$. The agreement with the experimental results could be reached only for

$$
\frac{\left|v_{p}\right|}{v_{i}} \approx 1 .
$$

To this end, it is necessary that the virtually identical forces act on kinks during load pulses and pauses. However, in the experiment under investigation, no external forces were applied during pauses, while internal stresses associated with the long-range elastic interaction of kinks in a pair [1] are too small according to simple estimates.

Thus, our experimental results on the motion of dislocations under the action of intermittent pulse loading in SiGe crystals cannot be described in the model for the motion of kinks in a random potential. We must take into account the nonuniformity in the distribution of impurities between adjacent grooves of the Peierls relief. This nonuniformity is determined by the redistribution and accumulation of point defects in the vicinity of the dislocation core, which are responsible for an additional decrease in the dislocation energy. This creates a force returning kinks to their nucleation centers and determines the emergence of starting stresses for the motion of dislocations [24]:

$$
\begin{equation*}
\sigma_{s}=\left(c_{1}-c_{2}\right) \frac{u}{a b} . \tag{3}
\end{equation*}
$$



Fig. 3. Mean free paths of individual $60^{\circ}$ dislocations in $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}$ under the IPL as functions of the relative duration of "pauses" between pulses: $y=0.02(1), 0.033(2)$, and $0.055(3) ; t_{i}=0.8 t_{a}, \sigma_{i}=15 \mathrm{MPa} ; T=873 \mathrm{~K}$.

Here, $c_{1,2}$ are the concentrations of point defects in adjacent grooves of the potential relief, and $u$ is the energy of the short-range interaction of the dislocation with a point defect.

It was mentioned above that in this approximation, the perturbation of the potential relief by point defects (including randomly distributed Ge atoms) changes the kink dynamics. Under certain conditions, the motion of kinks can be characterized by a qualitatively different type of kinetic mechanisms, viz., the so-called heterogeneous dynamics with the nonlinear drift (1) for $\sigma<\sigma_{c}$,

$$
\begin{gather*}
\sigma_{c} \approx \sigma_{0}+\sigma_{s},  \tag{4}\\
\sigma_{0}=\left(c_{1}+c_{2}\right) \frac{u^{2}}{2 k T a b} . \tag{5}
\end{gather*}
$$

For stresses $\sigma>\sigma_{c}$ not very close to the threshold, the velocity of a kink in the field of a random force can be described by the formula $[11,12,25]$

$$
\begin{equation*}
v_{k}=\frac{D_{k}}{k T}\left(\sigma-\sigma_{c}\right) a b \tag{6}
\end{equation*}
$$

where $\sigma$ assumes the values of $\sigma_{s}$ during "pauses" and $\sigma_{i}-\sigma_{s}$ during load pulses. If, however, we estimate the parameter $\delta=\sigma / \sigma_{c}$ (see Eq. (1)), it follows from Eq. (4) that, in our experiments, $\delta$ is always smaller than unity during "pauses" and, hence, the model of linear drift (2) is also inapplicable in the approximation of the modified kink velocity (6). Thus, we must consider the mode of nonlinear drift of kinks. The model dealing with this mode will be described in the next subsection.

### 3.2. Motion of a Dislocation under the Action of Intermittent Pulse Loading under the Conditions <br> of Heterogeneous Kink Dynamics: Model and Comparison with Experiment

Let us briefly describe some concepts of the heterogeneous kink dynamics that are required for describing the experimental results considered above. A transition to the heterogeneous dynamics is connected with the existence of a broad spectrum $P(\tau)$ of the kink delay $\tau$ at the obstacles created by the density fluctuations of defects. The transition takes place when the kink drag at a single most intense barrier within the mean free path becomes dominating over the kink retardation by many typical average-intensity barriers. This can be illustrated by the following simple consideration [10].

Let $P(\tau)$ (the probability of encountering a barrier with a delay time longer than $\tau$ ),

$$
P(\tau)=\int_{\tau}^{\infty} p(t) d t
$$

where $p(t)$ is the probability density, decrease for large values of time as $1 / \tau^{\delta}$. In this case, the mean time of overcoming the barrier,

$$
\langle\tau\rangle=\int_{0}^{\infty} \tau p(\tau) d \tau=\int_{0}^{\infty} P(\tau) d \tau
$$

is finite for $\delta>1$ and diverges for $\delta \leq 1$. Thus, for $F \leq$ $F_{c}$, where $F_{c}$ corresponds to the value of $\delta$ equal to unity in Eq. (1), $\langle\tau\rangle \longrightarrow \infty$ and the mean velocity of kinks becomes zero.

Under these conditions, the time required for traversing a certain segment of the path is determined by the most intense barrier in it. The probability of encountering a barrier with a delay longer than $t$ over the path length $x$ can be estimated as $(x / \Delta l) P(t)$, where $\Delta l$ is the average barrier width and $x / \Delta l$ is the number of independent positions. As a rule, the highest and, hence, the most uncommon barrier existing over the length $l$ satisfies the following condition:

$$
\frac{x}{\Delta l} P(x) \approx 1 .
$$

This relation leads to the following nonlinear dependence of displacement $x$ on time $t$ (cf. formula (1)):

$$
x \approx \frac{\Delta l}{P(t)} \propto t^{\delta}
$$

It should be emphasized that this kinetic law is not determinate and it is more appropriate to use its probabilistic interpretation in which $x$ is generally a random quantity with a mean value equal to the average distance $\langle x\rangle \approx \Delta l / P(t)$ between the corresponding barriers.

Although the motion of a kink under the heterogeneous conditions cannot be described by the average velocity (which is equal to zero), the dislocation pre-
serves, a finite mobility and its velocity can be estimated on the basis of the following considerations. We denote by $J_{0}$ the rate of formation of kink pairs per unit time per unit dislocation length under the action of a constant stress. The number density of kinks generated by the instant $t$ is $J_{0} t$ and the mean distance between the kinks is $1 / J_{0} t$. The average displacement of kinks over this time interval is

$$
x \approx x_{0}\left(\frac{t}{t_{0}}\right)^{\delta} .
$$

When this displacement becomes equal to the mean distance between the kinks, the process of their coalescence begins, and the dislocation passes to the next valley of the Peierls relief. Thus, the duration $t_{a}$ of the transition is determined by the equation

$$
\begin{equation*}
\frac{1}{J_{0} t}=x_{0}\left(\frac{t}{t_{0}}\right)^{\delta} \tag{7}
\end{equation*}
$$

leading to the following expression:

$$
t_{a}=\frac{t_{0}}{\left(J_{0} t_{0} x_{0}\right)^{1 /(1+\delta)}} .
$$

Hence, the velocity of the steady motion of the dislocation is given by

$$
\begin{equation*}
V=\frac{a}{t_{a}}=\frac{a}{t_{0}}\left(J_{0} t_{0} x_{0}\right)^{1 /(1+\delta)} . \tag{8}
\end{equation*}
$$

The intermittent pulse loading is the most suitable method for experimental investigation of nonlinear modes of motion of a kink. It was proved in [16] that the motion of dislocation kinks in SiGe in the stress range under investigation has the form of a nonlinear drift both in the "forward" direction under pulse loading and in the "backward" direction during "pauses." In both cases, the displacements of a kink are described by the kinetic law (1), but with different exponents $\delta_{i}$ and $\delta_{p}$ due to different magnitudes of the forces acting on the kink: $F_{i, p}=\sigma_{i, p} a b$. It should be noted that the barriers for the forward and backward movements of the kink are formed by fluctuations of different polarities. For this reason, these barriers are not correlated with one another (the barrier for the forward motion does not play any significant role in the backward motion, and vice versa).

In contrast to the steady-state mode of motion, a new possibility to return during the "pause" to the nucleation center and to annihilate with its "partner" appears for a newly born kink in the case of intermittent loading. Consequently, we must take into account only the kinks remaining after the complete loading cycle "loading pulse + pause." At the stage of kink movement, we must take into account the possibility of returning to the initial position in front of a barrier during the pause for kinks which surmounted the barrier during the preceding pulse, as well as a decrease in the
effective frequency of attempts to overcome the barrier due to the backward motion of a kink from the barrier during the preceding "pause." The inclusion of these corrections (see the Appendix) makes it possible to derive the following expression for the dislocation path lengths under intermittent pulse loading:

$$
\begin{equation*}
\frac{l}{l_{\mathrm{st}}}=\left(I_{1} I_{2}^{\delta_{i}}\right)^{1 /\left(1+\delta_{i}\right)}, \tag{9}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{1}=\int_{0}^{1} d t \frac{t^{2 \delta_{i}}\left(t^{\delta_{i}}+3 x_{p} / x_{i}\right)}{\left(t^{\delta_{i}}+x_{p} / x_{i}\right)^{3}},  \tag{10}\\
I_{2}=\int_{0}^{1} d t \frac{t^{\delta_{i}}(1-t)^{\delta_{i}}}{\left(x_{p} / x_{i}+t^{\delta_{i}}\right)\left[x_{p} / x_{i}+(1-t)^{\delta_{i}}\right]}, \tag{11}
\end{gather*}
$$

$x_{i} \equiv x_{i}\left(t_{i}\right)$, and $x_{p}$ is the mean distance between the barriers for backward motion with the surmounting time longer than the duration $t_{p}$ of the pause ( $x_{i, p}(t) \equiv$ $\left.x_{0}\left(t / t_{0}\right)^{\delta_{i, p}}\right)$.

Let us now compare the experimental results (curve 3 in Fig. 3) with the theory. According to the theory developed by Hirth and Lothe [1], the velocity of the steady motion of a dislocation with a linear drift of kinks can be expressed as follows in terms of the kink concentration $c_{k}$ and the kink velocity $v_{k}(6): V=a c_{k} v_{k}$. It was proved in [1] that the kink concentration in the region of low stresses is independent of the stress. Thus, the dependence of the velocity of the dislocation on the stress for $\sigma>\sigma_{c}$ has the form

$$
\begin{equation*}
V=c_{k} \frac{D_{k}}{k T}\left(\sigma-\sigma_{c}\right) a^{2} b . \tag{12}
\end{equation*}
$$

In the region below the threshold $\left(\sigma<\sigma_{c}\right)$, the stress dependence of $V$ is nonlinear and is defined by formula (8).

In order to estimate the critical shear stress $\sigma_{c}=$ $F_{c} / a b$, for which the mean velocity of a kink vanishes, we plot the dependence of the mean velocity of a dislocation on the shear stress. Figure 4 shows the $V(\sigma)$ dependence for SiGe samples with the Ge concentration of $5.5 \mathrm{at} . \%$ in linear coordinates. It can be seen that for stresses $30-70 \mathrm{MPa}$, the experimental results are correctly described by a linear dependence of the form (12) with $\sigma_{c}=17.68 \mathrm{MPa}$. Using this value and choosing $t_{0}$ and $x_{0}$ as fitting parameters, we calculated dependence (9). The solid curve in Fig. 5 presents the results of fitting. It can be seen that the results of calculations are in good agreement with the experimental data obtained for the following values of the parameters: $t_{0}=8.25 \mathrm{~ms}$ and $x_{0}=22 b$.


Fig. 4. Velocity of $60^{\circ}$ dislocations as a function of stress in $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}(y=0.055)$ (curve 3 in Fig. 1) plotted in linear coordinates.


Fig. 5. Comparison of the experimental data presented in Fig. 3 (curve 3) with the results of calculations based on the model (9)-(11) (solid curve).

Using these values, we can estimate the diffusion coefficient for a kink from the relation

$$
\begin{equation*}
D_{k} \approx \frac{x_{0}^{2}}{2 t_{0}}=2.29 \times 10^{-15} \mathrm{~m}^{2} / \mathrm{s} \tag{13}
\end{equation*}
$$

and the activation energy from

$$
\begin{equation*}
W_{m}=k T \ln \left(\frac{v_{D} b^{2}}{D_{k}}\right) \approx 1.55 \mathrm{eV} . \tag{14}
\end{equation*}
$$

This value is quite close to the estimate obtained for the energy of kink migration on dislocations in pure silicon [6].

An analysis of the results obtained for a SiGe sample with an intermediate Ge concentration of 3.3 at . \% (curve 2 in Fig. 3) revealed that, in the framework of model (9), a satisfactory description of experimental results cannot be obtained. Apparently, a more complex


Fig. 6. The (111) surface of a $\mathrm{Si}_{1-y} \mathrm{Ge}_{y}$ sample $(y=0.0096)$ upon gradual removal of material layers by chemical polishing and selective chemical etching: removed layer thickness is 7.5 (a), 10.7 (b), and $13.5 \mu \mathrm{~m}$ (c); dislocation etch pits (1) and traces behind dislocations (2).
model taking into account the nonuniformity of the point defect distribution along the dislocation line (retardation of kinks in the field of a random force) as well as the defect concentration gradient across the dislocation (entrainment of mobile impurities by the moving dislocation) is required for describing this dependence. The development of such a model requires a separate analysis.

Thus, the qualitative change in the shape of the curves in Fig. 3 upon an increase in the Ge concentration indicates a gradual change in the mechanism controlling the kink dynamics from the avalanche-like entrainment of impurities with the immobilization of dislocations (in the case of pure Si ) to the quasi-static effect of impurities with a clearly manifested nonlinear drift of kinks in the case of Ge.

### 3.3. Traces of Dislocations in SiGe Crystals

One of numerous manifestations of the interaction between a dislocation and point defects is the revelation of various types of traces left by moving dislocations on the etched surfaces of various materials [26-30]. In this work, we observed traces in the form of randomly distributed flat-bottomed etch pits on the line of intersection of the swept part of the dislocation slip plane and the surface of observation, which are left by individual dislocations moving under the action of stresses vary-
ing from 20 to 35 MPa in SiGe samples containing $0.96 \mathrm{at} . \% \mathrm{Ge}$ at 873 K after selective etching. The size of pit traces was noticeably smaller than the size of dislocation etch pits (Fig. 6).

It should be noted that, in contrast to the traces observed earlier [28-30], the traces in our samples were revealed only after the removal of the surface layer of thickness $3-4 \mu \mathrm{~m}$. The layer-by-layer removal of the material and etching showed that the traces located closer to the initial position of a dislocation are revealed first (Fig. 6a). The subsequent removal of layers revealed new traces located closer to the final position of the dislocation in addition to the traces observed earlier (Fig. 6b). Some of the latter traces remained noncorroded. The maximum number of pits in a chain was revealed after the removal of a layer $10-15 \mu \mathrm{~m}$ thick. The number of etching pits decreased upon subsequent polishing (Fig. 6c). After the complete removal of the dislocation half-loop, traces were not etched either.

It was also found that traces are revealed only behind definite types of dislocations. On the sample surface where compressive stresses were acting, chains of traces were etched only on the mixed side (both behind screw dislocations and $60^{\circ}$ dislocations), while, on the stretched surface, traces appeared only on the $60^{\circ}$ side.

An analysis of the change in the position of etch pits upon the removal of layers shows that they have the form of extended quasi-one-dimensional defects similar to those observed in [28]. These defects lie in the dislocation slip plane, but are oriented parallel to the dislocation segment located at the opposite end of the half-loop rather than to the segment generating them.

After the repeated movement of dislocations under the same conditions, it was found that the position of the traces revealed after the first loading remained unchanged. It should be noted that etching of the freshly swept part of the slip plane revealed traces only after the removal of a surface layer of thickness $10-12 \mu \mathrm{~m}$ as in the case of the first loading. In this case also, the pits located closer to the initial position of the dislocation are revealed first. The maximum number of traces in a chain was now revealed after the removal of a layer 20-25 $\mu \mathrm{m}$ thick.

Subsequent loading showed that, in each next loading, the depth at which traces start being revealed increases, while the number of etch pits in the chain decreases. When the overall time of sample deformation exceeds 1.5 h , no traces are revealed. In this case, the time during which the samples are kept in the furnace at temperatures of $723-873 \mathrm{~K}$ (including the time of extraction, temperature stabilization, and cooling with the surface) amounts approximately to 5.5 h . No traces behind dislocations introduced into a sample annealed preliminarily for 3 h at 873 K were revealed either.

What is the origin of the traces revealed in SiGe crystals? The traces in the form of etch pits [27] observed earlier in alkali-halide crystals were interpreted as the result of etching of dislocation dipoles appearing upon cross slip. However, dipoles are formed in silicon (in fact, the samples under investigation were made of strongly alloyed silicon) only as a result of a considerable plastic deformation at temperatures 200300 degrees higher than the temperature used in our experiments [26].

Another possible reason for the emergence of a chain of etch pits is the multiplication of dislocations upon overcoming local obstacles. However, the stresses and temperature used in our experiments are too low for the multiplication of dislocations. In addition, the size of etch pits in the traces was considerably smaller than for the dislocation etch pits, and their position remained unchanged after repeated loading.

In this connection, it was proposed that the reason for the emergence of traces behind dislocations lies in the shedding of a part of the point defect atmosphere by a dislocation. It was shown in [28] that, under certain conditions (upon a change in the direction of motion or a sharp increase in the velocity), a dislocation may shed a part of its impurity atmosphere. In the regions of such a shedding, flat-bottomed triangular pits were revealed using selective chemical etching.


Fig. 7. Diagram of the formation of one-dimensional defects in the course of the formation of superkinks on a dislocation segment (broken line) while overcoming a local obstacle (filled circle). Numbers 1, 2, and 3 mark successive positions of the dislocation loop; light circles are point defects; the horizontal dashed line indicates the depth at which a trace starts being revealed; the arrow marks the position of the trace.

The nonuniform distribution of pits suggests that atmosphere shedding occurs as a result of overcoming of randomly distributed obstacles by a dislocation. Figure 7 shows the possible scheme of such a process. When a dislocation encounters a local barrier, its parts located at large distances from the obstacle continue their motion, leading to the accumulation of kinks in the obstacle region and to the formation of superkinks. After the surmounting of the barrier, superkinks that were formerly at rest start moving, shedding a part of the point defect atmosphere. Since one of the superkinks is parallel to the surface of observation, the trace left behind it can hardly be revealed by selective chemical etching. However, another superkink directed along [ $0 \overline{1} \overline{1}]$ leaves the trace sought. The emergence of traces only in a certain range of shear stresses confirms this hypothesis: the formation of superkinks becomes disadvantageous from the energy point of view for low shear stresses, while, for high stresses, the dislocation overcomes the local barrier in a forced manner without the formation of superkinks.

The fact that no traces are revealed after the annealing of crystals shows that the obstacles for the motion of a dislocation are readily annealed. This is indirect proof of the fact that local barriers are clusters of point defects. A gradual increase in the depth starting from which traces start being revealed can be explained by the annealing of clusters and by the emergence of point defects at the sample surface. SiGe samples with 0.96 at . \% Ge were cut from the initial part of the ingot in the vicinity of the seed. Since no traces were revealed in the samples with a higher Ge concentration, which were cut from parts of the ingot separated from the seed by longer distances, we can assume that the reason for the emergence of point defect clusters is supersaturation of the initial part of the ingot with point defects in the process of crystal growth.

## 4. CONCLUSIONS

It has been established that the disorder introduced by Ge atoms leads to the formation of superkinks on the dislocation line during the motion of the dislocation under the action of stresses $\leq 30 \mathrm{MPa}$. It is shown that an increase in the Ge concentration in SiGe leads to a gradual change of the mechanism controlling the kink dynamics from the avalanche-like entrainment of impurities accompanied by immobilization of dislocations to the quasistatic effect of impurities with a clearly manifested nonlinear drift of kinks. Traces in the form of chains of etch pits revealed in SiGe samples containing 0.96 at. \% Ge are probably associated with the formation of superkinks at point defect clusters.
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## APPENDIX

Let us describe the expected regularities in the motion of dislocations with a nonlinear drift of kinks under loading by pulses of amplitude $\sigma_{i}$ separated by "pauses" during which a stress $\sigma_{p}$ of the opposite sign (or equal to zero) is applied. Two main stages can be singled out in this process: the formation of kink pairs and their propagation until the recombination with kinks from neighboring pairs. Let us first consider the stage of formation of a kink pair. It was mentioned above that the number of kinks generated per unit length of a dislocation during any time interval $d t$ under the action of a constant stress is equal to $J_{0} d t$. In the case of intermittent loading, a new possibility appears to return to the nucleation center and to annihilate with its "partner" during a "pause." Consequently, we must take into account only the kinks remaining after a complete loading cycle. Let us calculate the number of such kinks.

Assuming the independence of fluctuations in the density of defects creating various solitary barriers, we will describe their spatial separation with the help of the Poisson distribution with the mean density $n=P(t) / \Delta l$. Although such an interpretation is not quite accurate and a more correct description can be obtained on the basis of Levi's laws (see, for example, [12, 31, 32]), we will use this interpretation owing to its simplicity and evidence. Among other things, it provides a simple description of the distribution of separations between the barriers. For example, the probability that a kink does not encounter a barrier over a distance $x$ is $\exp (-n x)$, while the probability that a next barrier is encountered at a distance from the previous barrier in the interval between $x$ and $x+d x$ is $\exp (-n x) n d x$.

The probability that a kink generated at instant $t^{\prime}$ after the beginning of a loading pulse is separated from the site of its birth by a distance in the interval from $x_{1}$
to $x_{1}+d x_{1}$ by the end of an pulse of duration $t_{i}$ is given by

$$
\exp \left[-\frac{x_{1}}{x_{i}\left(t_{i}-t^{\prime}\right)}\right] \frac{d x_{1}}{x_{i}\left(t_{i}-t^{\prime}\right)}
$$

Here, $x_{i}(t)$ is the mean distance between the barriers with a surmounting time longer than $t$,

$$
x_{i}(t) \approx x_{0}\left(\frac{t}{t_{0}}\right)^{\delta_{i}}
$$

Similarly, the probability that the second kink in the pair moves through a distance in the interval from $x_{2}$ to $x_{2}+d x_{2}$ is

$$
\exp \left[-\frac{x_{2}}{x_{i}\left(t_{i}-t^{\prime}\right)}\right] \frac{d x_{2}}{x_{i}\left(t_{i}-t^{\prime}\right)}
$$

The probability density $p_{r}(x)$ for the kink of a pair to be separated from each other by a distance $x$ is given by

$$
\begin{gather*}
p_{r}(x)=\int_{0}^{\infty} \int_{0}^{\infty} \frac{d x_{1}}{x_{i}\left(t_{i}-t^{\prime}\right)} \exp \left[-\frac{x_{1}}{x_{i}\left(t_{i}-t^{\prime}\right)}\right] \\
\times \frac{d x_{2}}{x_{i}\left(t_{i}-t^{\prime}\right)} \exp \left[-\frac{x_{2}}{x_{i}\left(t_{i}-t^{\prime}\right)}\right] \delta\left(x_{1}+x_{2}-x\right)  \tag{15}\\
=\frac{x}{x_{i}^{2}\left(t_{i}-t^{\prime}\right)} \exp \left[-\frac{x}{x_{i}\left(t_{i}-t^{\prime}\right)}\right]
\end{gather*}
$$

Then, the probability $P_{r}(x)$ that a pair of kinks does not annihilate during a pause is equal to the probability that the total path length traversed by the kinks during the "pause" is smaller than $x$. Since the probability density that the kinks in the pair are characterized by the relative path length $x^{\prime}$ ' during a "pause" is equal to $\left(x^{\prime} / x_{p}^{2}\right) \exp \left(-x^{\prime} / x_{p}\right)$ (in analogy with formula (15), where $x_{i}$ is replaced by $x_{p}$ ), we have

$$
\begin{align*}
& P_{r}(x)=\int_{0}^{x} \frac{x^{\prime}}{x_{p}^{2}} \exp \left(-\frac{x^{\prime}}{x_{p}}\right) d x^{\prime}  \tag{16}\\
& =1-\left(\frac{x}{x_{p}}+1\right) \exp \left(-\frac{x}{x_{p}}\right)
\end{align*}
$$

Integrating the product of probabilities (15) and (16) with respect to all possible values of $x$ from 0 to $\infty$, we obtain the fraction of kinks that survived after the "pause":

$$
\begin{aligned}
v\left(t^{\prime}\right) & =\int_{0}^{\infty} \frac{x d x}{x_{i}^{2}\left(t_{i}-t^{\prime}\right)} \exp \left[-\frac{x}{x_{i}\left(t_{i}-t^{\prime}\right)}\right] P_{r}(x) \\
& =\frac{x_{i}^{2}\left(t_{i}-t^{\prime}\right)\left[x_{i}\left(t_{i}-t^{\prime}\right)+3 x_{p}\right]}{\left[x_{p}+x_{i}\left(t_{i}-t^{\prime}\right)\right]^{3}}
\end{aligned}
$$

Consequently, the total number $\Delta N$ of kinks generated during a loading cycle is

$$
\begin{equation*}
\Delta N=J_{0} \int_{0}^{t_{i}} d t^{\prime} v\left(t^{\prime}\right)=J_{0} t_{i} I_{1} \tag{17}
\end{equation*}
$$

where $I_{1}$ is defined by formula (10).
Thus, the "pauses" between pulses lead to the transformation of the frequency $J_{0}$ of generation of kink pairs under static loading into the "effective" frequency $J_{0} I_{1}$.

Let us now consider the stage of propagation of a kink during a loading pulse. It should be recalled that, in the approximation we are dealing with, the displacement of a kink during a loading pulse is mainly determined by the distance to a strong barrier (which is referred to as the principal barrier) with a given surmounting time $\tau$. If, however, the fraction of kinks surmounting the barrier during the time $d t^{\prime}$ is equal to $d t^{\prime} / \tau$, the presence of "pauses" in pulse loading introduces two corrections.

The first correction is the possibility for the kinks that have surmounted a barrier during an pulse to return to their initial position in front of the barrier during the next "pause." The probability that a kink surmounting a barrier at instant $t^{\prime}$ is found at a distance $x$ from the barrier (in the interval from $x$ and $x+d x$ ) is

$$
\exp \left(-\frac{x}{x_{i}\left(t_{i}-t^{\prime}\right)}\right) \frac{d x}{x_{i}\left(t_{i}-t^{\prime}\right)}
$$

The probability that the kink does not return to the initial position is equal to the probability of the presence on the length $x$ of a barrier with the surmounting time longer than $t_{p}$, i.e., $1-\exp \left(-x / x_{0}\right)$. Integrating the product of these two probabilities over all possible values of $x$, we obtain the fraction of kinks surmounting the barrier during a complete cycle,

$$
\frac{x_{i}\left(t_{i}-t^{\prime}\right)}{x_{p}+x_{i}\left(t_{i}-t^{\prime}\right)},
$$

which renormalizes $d t^{\prime} \tau$.
The second correction is due to a decrease in the effective frequency of attempts at surmounting a barrier due to the backward motion of a kink from the barrier during the previous "pause." Under the action of a constant stress, a kink is permanently pressed against the barrier, while, under the conditions of intermittent loading, a kink regresses during "pauses." Its return to the barrier takes a certain time after the beginning of a loading pulse, and a shorter time is left for surmounting the barrier.

The probability of the regress to a distance lying in the interval between $x^{\prime}$ and $x^{\prime}+d x^{\prime}$ is

$$
\exp \left(-\frac{x^{\prime}}{x_{p}}\right) \frac{d x^{\prime}}{x_{p}}
$$

The probability that a kink returns to the barrier by instant $t^{\prime}$ after the beginning of an pulse is $\exp \left(-x^{\prime} / x_{i}\left(t^{\prime}\right)\right)$. The integration of the product of these two probabilities over all possible values of $x^{\prime}$ gives the additional factor

$$
\frac{x_{i}\left(t^{\prime}\right)}{x_{p}+x_{i}\left(t^{\prime}\right)}
$$

to $d t^{\prime} / \tau$. Thus, the fraction of kinks surmounting the barrier during a cycle is

$$
\int_{0}^{t_{i}} \frac{d t^{\prime}}{\tau} \frac{x_{i}\left(t^{\prime}\right) x_{i}\left(t_{i}-t^{\prime}\right)}{\left[x_{p}+x_{i}\left(t^{\prime}\right)\right]\left[x_{p}+x_{i}\left(t_{i}-t^{\prime}\right)\right]}=\frac{t_{i}}{\tau} I_{2},
$$

where $I_{2}$ is defined by formula (11).
We now have all what is required for generalizing Eq. (8) and calculating the modified velocity of dislocations under intermittent pulse loading. Let the transition of a dislocation to the next valley of the minimum take $n$ cycles. This means that the barrier controlling the propagation of a kink and preventing its annihilation with an antikink is surmounted over $n$ cycles with a probability close to unity:

$$
n I_{2} \frac{t_{i}}{\tau} \approx 1 .
$$

The mean free path for a kink equal to the mean distance between such barriers determining the annihilation of kinks is $x_{i}(\tau) \approx x_{i}\left(n I_{2} t_{i}\right)$.

We also know that the number of kinks generated per unit dislocation length during $n$ cycles is $n \Delta N$ and the mean distance between them is $1 / n \Delta N$. Equating the mean distance between kinks to the mean free path of kinks, we obtain the condition for the passage of the dislocation to the next valley:

$$
\begin{equation*}
\frac{1}{n \Delta N}=x_{i}\left(n I_{2} t_{i}\right) . \tag{18}
\end{equation*}
$$

Solving this equation for $n$, we obtain the renormalization of the duration $t_{a}$ of a dislocation transition under the static loading conditions to the effective duration $n t_{i}$ under intermittent loading. Assuming that the displacement $l$ of the dislocation is inversely proportional to the duration of the transition process, we arrive at formula (9).
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#### Abstract

The effect of alloying with nonmagnetic $\mathrm{Mg}^{2+}$ ions on the low-frequency branch of resonance of a noncollinear quasi-one-dimensional $\mathrm{CsNiBr}_{3}$ antiferromagnet is investigated experimentally. It is found that a weak dilution ( $x=2$ to $4 \%$ ) leads to a considerable (up to $15 \%$ ) reduction of the resonant gap and of the spin-flop field. The results agree with the theory of Korenblit and Schender, according to which the small parameter of perturbation of the initial system is $x \sqrt{J / J^{\prime}}$ rather than the impurity concentration $x$; i.e., a quasi-one-dimensional amplification coefficient exists, which is equal in this case to approximately six. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The introduction of nonmagnetic impurities into a magnetic material brings about considerable changes in its properties. These changes are especially pronounced in magnetic structures of reduced dimensions, in particular, in quasi-one-dimensional antiferromagnets. The problem on the properties of dilute antiferromagnetic chains was treated theoretically by Bulaevskiĭ [1]. He has demonstrated that the rupture of antiferromagnetic chains due to nonmagnetic inclusions is accompanied by the emergence of magnetic defects (additional degrees of freedom) associated with the fact that half of the chain segments will exhibit uncompensated spin. The emerging defects behave as a paramagnetic impurity.

Real quasi-one-dimensional antiferromagnets at $T<$ $T_{N} \sim \sqrt{J J}$ ( $J$ is the constant of exchange interaction along the chain and $J$ is the interchain interaction constant) are characterized by three-dimensional magnetic order. At low temperatures, the magnetic defects due to alloying cease to be independent and come to be associated with other spins. This fact must influence the process of ordering and all of the magnetic properties of the system. The effect of impurity on the properties of a quasi-one-dimensional antiferromagnet was treated theoretically within the classical approximation of the spin-wave theory at $T=0$ by Korenblit and Schender [2]. The corrections to the values of the susceptibility $\chi_{\perp}$ and of the gap in the spin wave spectrum $\omega(q=0)$, calculated in the first order of perturbation theory, are defined by the following expressions, depending on the impurity concentration $x$ :

$$
\begin{aligned}
& \chi=\chi(x=0)\left(1+\alpha x \sqrt{\frac{J}{J^{\prime}}}\right), \\
& \omega=\omega(x=0)\left(1-\frac{\alpha x}{2} \sqrt{\frac{J}{J^{\prime}}}\right),
\end{aligned}
$$

where $\alpha$ is a numerical coefficient of the order of unity, dependent on the configuration of spins and on the number of nearest neighbors. Therefore, the small parameter of perturbation is $x \sqrt{J / J}$ rather than the impurity concentration $x$; i.e., a "quasi-one-dimensional amplification" of the impurity effect exists.

Considerable variations of the ordering temperature $T_{N}$ and magnetic susceptibility in the case of alloying were observed in a number of experimental studies (see, for example, [3-5]). It was further found [6] that the introduction of $\mathrm{Mg}^{2+}$ ions into a quasi-one-dimensional antiferromagnet with a noncollinear ("triangular") structure, $\mathrm{CsNiCl}_{3}$, caused a reduction of the energy gap in the spectrum $v_{1}(H=0)$ (at $x=0.07$, the frequency of antiferromagnetic resonance in zero field decreased almost by half) in accordance with theoretical predictions [2]. However, the introduction of a $2-3 \% \mathrm{Mg}$ impurity into single crystals of $\mathrm{RbNiCl}_{3}$ isomorphic to $\mathrm{CsNiCl}_{3}$ brought about qualitatively different results [7]: an insignificant increase in the gap $v_{1}(H=0)$ was accompanied by the emergence of additional resonance absorption in the range from 3 to 20 GHz . The field dependence of the frequency of this additional line resembles the acoustic branch of resonance $v_{3}(H)$ characteristic of triangular structures of strong easy-axis anisotropy. Note that no resonance absorption is present in this frequency range for pure $\mathrm{RbNiCl}_{3}$, and the frequency $\mathrm{v}_{3}(H=0)$ is estimated at only 0.5 GHz . In order to interpret this strange phenomenon, it was assumed that the $\mathrm{Mg}^{2+}$ ions introduced into $\mathrm{RbNiCl}_{3}$ did not get to the lattice sites, this resulting in strong distortions and in the emergence of additional anisotropy causing an increase in the oscillation frequencies $v_{1}$ and $v_{3}$. This assumption is supported by the fact that it is impossible to grow single crystals of


Fig. 1. Lines of absorption of a microwave signal in (1) pure and (2) dilute $\mathrm{CsNiBr}_{3}$ at different frequencies. The impurity concentration in dilute substance $x=0.04, T=1.3 \mathrm{~K}$.
$\mathrm{RbNi}_{1-x} \mathrm{Mg}_{x} \mathrm{Cl}_{3}$ with an Mg concentration of more than $3 \%$. Therefore, there is no doubt interest in investigating the effect of substitutional impurity on resonance frequencies in other triangular quasi-one-dimensional antiferromagnets, in which the oscillation branch $v_{3}$ is known to be in the microwave-frequency range, and to find out how it varies when an impurity is introduced.

We investigated $\mathrm{CsNiBr}_{3}$ whose magnetic properties were experimentally studied by a number of researchers (see, for example, [8-10]). According to the results of those studies, three-dimensional magnetic ordering occurs at $T<T_{N} \sim 12 \mathrm{~K}$, and, as in the case of $\mathrm{CsNiCl}_{3}$ and $\mathrm{RbNiCl}_{3}$, a plane "triangular" magnetic structure arises, with the spin plane being perpendicular to the basal plane of the crystal. The acoustic branches of oscillation at $H \| C_{6}, H<H_{c}$ are described by the following formulas (see [11, 12]):

$$
\begin{gather*}
v_{1}^{2}=\gamma^{2}\left(\eta H_{c}^{2}+H^{2}\right), \quad v_{2}^{2}=0, \\
v_{3}^{2}=\eta \Delta_{3}^{2} \frac{H_{c}^{2}-H^{2}}{\eta H_{c}^{2}+H^{2}}\left[1-\left(\frac{H}{H_{c}}\right)^{2}\right]^{3}, \tag{2}
\end{gather*}
$$

where

$$
\eta=\left(\chi_{\|}-\chi_{\perp}\right) / \chi_{\perp}, \quad \Delta_{3} \sim v_{1}(H=0) \frac{D}{J}
$$

$H_{c}$ is the spin-flop field, $H_{c}^{2}=D /\left(\chi_{\|}-\chi_{\perp}\right)$, and $D$ is the easy-axis anisotropy constant.

At $H \perp C_{6}$, the first two branches are the roots of the biquadratic equation

$$
\begin{align*}
& v^{4}-v^{2}\left(H^{2}+\eta H_{c}^{2}+\eta^{2} H^{2}\right) \\
& +\gamma^{2} \eta^{2} H^{2}\left(H_{c}^{2}+H^{2}\right)=0 \tag{3}
\end{align*}
$$

and the third branch is independent of the field.

## 2. EXPERIMENTAL PROCEDURE AND SAMPLES

Microwave spectrometers with direct amplification were used to investigate the antiferromagnetic resonance. The measurements were performed at helium temperatures in the frequency range from 9 to 36 GHz and in fields of up to 65 kOe .

Single crystals of $\mathrm{CsNiBr}_{3}$ were grown similarly to single crystals of $\mathrm{CsMnBr}_{3}$ [13]. The method used to prepare single crystals of solid solutions of $\mathrm{CsNi}_{1-x} \mathrm{Mg}_{x} \mathrm{Br}_{3}$ was as follows. Single crystals of $\mathrm{CsNiBr}_{3}$ and metallic magnesium in the form of shavings ( $1-2 \%$ by weight) were placed in a quartz ampoule. The ampoule was evacuated and sealed. It was then cautiously heated by a burner to initiate the $\mathrm{CsNiBr}_{3}+\mathrm{Mg}=\mathrm{CsMgBr}{ }_{3}+\mathrm{Ni}$ reaction. After that, the ampoule contents were melted and stirred. The ampoule was placed into a furnace for growing a single crystal. According to our observations, $\mathrm{CsMgBr} r_{3}$ melts at a lower temperature than $\mathrm{CsNiBr}_{3}$; therefore, the top portion of the obtained single crystal is richer in magnesium than its bottom portion. The impurity of metallic nickel formed does not interfere with the crystal growth. The Mg content in the samples selected for measurements was determined by $\gamma$-activation analysis [6].

## 3. EXPERIMENTAL RESULTS

Figure 1 gives examples of recordings of resonance lines for pure and doped $\mathrm{CsNiBr}_{3}$ at $T=1.3 \mathrm{~K}$ in a field directed parallel to the $C_{6}$ axis. One can clearly see that, in the case of alloying, the resonance line corresponding to the $v_{3}$ mode broadens severalfold and shifts towards lower fields. No absorption in fields higher than $H_{c}$ was observed in the region of the $v_{2}$ branch at any one of the measuring frequencies. No respective recordings at $\mathrm{H} \perp C_{6}$ are given, because the $v_{3}$ branch cannot be observed in this orientation due to the absence of dispersion over the field, and the impurity had almost no effect on the $v_{2}$ branch. Figure 2 gives the results of our measurements of the $v_{2}(H)$ and $v_{3}(H)$ curves for pure single crystals and single crystals with an impurity of $\mathrm{Mg}^{2+}$ ions with the concentrations $x=$ 0.02 and 0.04 and field directions $\mathrm{H} \| C_{6}$ and $\mathrm{H} \perp C_{6}$. The solid curves indicate the results of calculations by formulas (2) and (3) with the parameters $\eta=0.75, H_{c}=$ $75.3,64.0$, and 53.4 kOe , and $\Delta_{3}=25.3,23.9$, and 22.1 GHz for $x=0,0.02$, and 0.04 , respectively. The inset gives the dependences of the relative variation of $\Delta_{3}$ and $H_{c}$ on the impurity concentration, as well as their linear fits with the coefficients three and seven, the first
of which defines, according to formula (1), the value of quasi-one-dimensional amplification of the impurity effect. In our case, this parameter is equal to approximately six,

$$
\begin{equation*}
Q=\frac{2}{x}\left(\frac{\Delta_{3}(0)}{\Delta_{3}(x)}-1\right)=\alpha \sqrt{\frac{J}{J^{\prime}}} \approx 6 . \tag{4}
\end{equation*}
$$

Note that the values of $H_{c}$, determined from our fits for all samples, prove to be less than the real field of spin plane flop $H_{s f}$. For example, the spin-flop field determined by the results of magnetostatic measurements for $\mathrm{CsNiBr}_{3}[8]$ is approximately 90 kOe . This is apparently due to the existence in the samples of two successive spin-reorientation transitions, as was observed in another quasi-one-dimensional easy-axis triangular $\mathrm{CsMnJ}_{3}$ antiferromagnet [14]. In this case, the field dependence $v_{3}(H)$ at $H<H_{c}$ differs rather little from that derived from formula (2); however, the $v_{3}$ branch relaxes at both points. The field of first transition is determined by fitting. Also indicative of this is the absence of resonance absorption in fields $H>H_{c}$ in a sample with $x=0.04$, in spite of the fact that the calculated values of the resonance fields corresponding to the $v_{1}$ and $v_{2}$ branches lie within the accessible experimental range. Our results indicate that the effect of impurity on the field $H_{c}$ proves to be twice as strong as its effect on the gap $\Delta_{3}$; this is possibly the result of broadening of the intermediate range $H_{c}<H<H_{\text {sf }}$ due to alloying. The dependences $v_{3}(H)$ in the case of deviation of the magnetic field from rational directions are also well described by the theoretical formulas of [12]. Therefore, one can conclude that, in the case of light alloying, a type of magnetic ordering persists, and the observed reduction of the resonance gap and critical field with increasing impurity concentration is in qualitative agreement with theory [2].

In order to perform a qualitative comparison, one must determine the ratio $J / J^{\prime}$ from other experiments. The value of $J$ may be calculated from the results of magnetostatic measurements (according to [8], $J=17 \mathrm{~K}$ ) or from the excitation spectrum obtained using the inelastic neutron scattering (it follows from [9] that $J=22 \mathrm{~K}$ ). The difference in the values of $J$ obtained from different experiments is $20 \%$ (we assumed in calculations that $J=20 \mathrm{~K}$ ). The constant $J^{\prime}$ may be calculated using the experimentally obtained value of $v_{3}(H)$. It follows from our data, in view of the results of Kambe et al. [10], that $J^{\prime}=1.3 \mathrm{~K}$.

Therefore, the experimentally observed quasi-onedimensional amplification coefficient for $\mathrm{CsNiBr}_{3}$ is close to the estimate that may be derived from the data given above for $J$ and $J^{\prime}$. The observed discrepancy may be attributed both to the difference of the coefficient $\alpha$ from unity and to the errors in determining the parameters $J$ and $J^{\prime}$, which are inevitable in the case of describing quasi-one-dimensional magnetic systems


Fig. 2. The resonance frequencies $v_{2,3}$ as functions of magnetic field for $\mathrm{CsNi}_{1-x} \mathrm{Mg}_{x} \mathrm{Br}_{3}$ at $T=1.3 \mathrm{~K}: \Delta, x=0$; $\bullet, x=0.02$; $\square, x=0.04$; solid curves, calculation by formulas (2) and (3) (dashed curves, not observed experimentally). The inset gives the relative variation of the parameters $\Delta_{3}$ and $H_{c}$ with the impurity concentration in view of linear fits.


Fig. 3. The resonance absorption frequency as a function of magnetic field at $T=1.3 \mathrm{~K}$ for $\mathrm{CsNi}_{0.74} \mathrm{Mg}_{0.26} \mathrm{Br}_{3}$. The curves indicate the theoretically obtained dependence for spin glass, calculated by formula (5).
within the classical approximation of the spin wave theory. Note that the inclusion of the contribution by zero oscillation to the magnetization and to the spin wave spectrum would bring about excess accuracy as compared with the theoretical results [2].

In the case of strong dilution, the form of the spectrum changes. Figure 3 gives the experimental data for $\mathrm{CsNi}_{0.74} \mathrm{Mg}_{0.26} \mathrm{Br}_{3}$. This spectrum is close to that char-
acteristic of transversely polarized resonant modes of spin glass [15],

$$
\begin{equation*}
v_{1,2}=\sqrt{\Delta^{2}+\left(\frac{\gamma H}{2}\right)^{2}} \pm \frac{\gamma H}{2} \tag{5}
\end{equation*}
$$

The theoretically obtained dependence $v_{1,2}(H)$ for spin glass with $\Delta=65 \mathrm{GHz}$ and $\gamma=3 \mathrm{GHz} / \mathrm{kOe}$ is shown in the same graph by solid curves. However, additional investigations are required before making a conclusive statement to the effect that spin glass is formed in this case.
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#### Abstract

A universal theory and calculation results for the bremsstrahlung of electrons on complex atoms are presented. The theory accounts for the dynamic polarization of the core in the energy range from 0.5 to 10 keV , which is characteristic of radiation energy losses in a hot plasma with heavy ions. The treatment is based on the statistical atom model and the quasi-classical approximation of the incident electron. The model accounts for the penetration of the incident electron into the atomic core, which affects the relationship between the polarization and static radiation channels. The contribution of the polarization channel in both the spectral and the total radiation loss of electrons at various frequencies, nucleus charges, and energies of the incident particle is analyzed. It is shown that the contribution of the polarization channel is comparable with that of the static channel (which was calculated elsewhere) in a wide range of parameters. The results obtained are in a reasonable quantitative agreement with the detailed quantum-mechanical calculation carried out for individual atoms. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Radiation loss of electrons in a continuous spectrum under scattering by heavy atoms is due to their bremsstrahlung in the atomic potential field (we do not consider the loss due to the excitation of atomic electrons, which correspond to a discrete radiation spectrum). A specific feature of these processes is the penetration of the incident electron into the atomic core, which results in the increase of the effective charge interacting with the electron. As a result, the dependence of the bremsstrahlung spectrum on frequency increases, while it decreases for the purely Coulomb field (see survey [1]). This phenomenon plays an important role in the diagnostics and radiation loss in plasma with heavy ions, which possess a substantial electron core. In fact, we face here the interaction of electrons with energies between 0.5 and 10 keV with atoms with the nucleus charge greater than 20.

Calculations of the bremsstrahlung in a static atomic potential were performed by various methods-in [2] in the framework of Born's approximation, in [3] on the basis of the semiclassical approach, in [4,5] on the basis of a numerical solution of the Schrödinger equation in the Thomas-Fermi potential, in [6] by the selfconsistent field method, and in [7] by the quasi-classical method. In the latter case, it was shown that the classical approximation is exact for atomic potentials in the case of moderate electron energies, which is characteristic of plasma. Moreover, the so-called "rotational approximation" can be used for the calculation of spec-
tra in the range of high frequencies, which are responsible for the greater part of electron energy loss. This approximation accounts for the radiation at the most curved part of the electron's trajectory in the atomic potential. In the framework of this approximation, the spectrum of the bremsstrahlung is entirely determined by the dynamics of the electron's scattering and is expressed in terms of a functional of this potential (for details, see [1,7] and below). A detailed comparison of the results of classical and quantum-mechanical calculations confirmed a high accuracy of the classical method. It is about $5 \%$ for the purely Coulomb potential and varies within $20 \%$ for complex ions depending on the structure of the ion core.

Despite a good agreement on the whole between the theories based on the static potential of the electronatom interaction, the comparison of the calculated data [6] with those found by experiment [8] shows a systematic discrepancy for atoms with a large nucleus charge ( $Z>60$ ), which is especially significant in the low-frequency range.

This disagreement between the theory and experiment can be caused by a number of factors including the contribution of the polarization channel associated with the dynamic polarization of the atomic core, which is not taken into account in the consideration of the ordinary (static) bremsstrahlung. Numerous calculations of the polarization bremsstrahlung show that the contribution of this process can be comparable to (or even exceed) the static channel contribution. A detailed quantum-mechanical calculation of the polarization
bremsstrahlung on a multielectron atom was carried out in [10] for krypton by the chaotic phase approximation method with exchange. Calculation of the polarization bremsstrahlung spectra similar to that for the static potential [7] is carried out in the present paper. The statistical atom model and quasi-classical approximation similar to that used in [7] for the static bremsstrahlung is used as the working theoretical model. Thus, it becomes possible to directly compare the polarization bremsstrahlung and static bremsstrahlung for all types of atoms in a wide range of frequencies of emitted quanta and energy of the incident particles.

## 2. ROTATIONAL APPROXIMATION IN THE THEORY OF THE POLARIZATION BREMSSTRAHLUNG

It was mentioned in the Introduction that the rotational approximation was successfully used for the calculation of the static radiation of quasi-classical electrons in the atomic potential [7]. In addition to being very accurate, this method is characterized by simple computations. The expression for the effective spectral radiation over the static channel, which was first obtained in [7], has the form (in this paper we use atomic units)

$$
\begin{align*}
& \left(\frac{d \kappa}{d \omega}\right)_{\mathrm{st}}^{\mathrm{rot}}=\frac{8 \pi A}{3 c^{3} \sqrt{2 T}} \int_{0}^{\infty}\left(f_{\mathrm{st}}(r)\right)^{2}  \tag{1}\\
& \times \sqrt{1+\frac{|U(r)|}{T}} \delta\left(\omega-\omega_{\mathrm{rot}}(r)\right) r^{2} d r .
\end{align*}
$$

Here $A$ is the normalizing factor, $U(r)$ is the atomic potential,

$$
\begin{equation*}
f_{\mathrm{st}}(r)=-\frac{d U}{d r}=\frac{Z_{\mathrm{eff}}(r)}{r^{2}} \tag{2}
\end{equation*}
$$

is the conventional "static" force acting on the incident electron, $Z_{\text {eff }}(r)$ is the effective atomic charge at the distance $r$ from the nucleus, $T$ is the initial kinetic energy of the incident particle, and $\omega_{\mathrm{rot}}(r)$ is the rotational frequency determined by the equation

$$
\begin{equation*}
\omega_{\mathrm{rot}}(r, T)=\frac{\sqrt{2(T+|U(r)|})}{r} \tag{3}
\end{equation*}
$$

The quantity $\omega_{\text {rot }}(r, T)$ naturally arises in the quasi-classical limit of matrix elements that determine the spectrum of bremsstrahlung in the atomic potential. The delta function in Eq. (1) accounts for the dominance of the matrix elements with the difference of frequencies $\omega-\omega_{\text {rot }}$ over the corresponding matrix elements with their sum (see [7]). Since the same quasi-classical wave functions of the incident electron are also involved in the calculation of the polarization bremsstrahlung, it is natural to use the rotational approximation for the polarization channel as well.

The simplest variant of the rotational approximation in the polarization bremsstrahlung theory consists in replacing the "static" force by the "polarization" one [11]. The polarization force, which depends on frequency, is determined by the equation

$$
\begin{equation*}
f_{\mathrm{pol}}(r, \omega)=\frac{N_{\mathrm{pol}}(r, \omega)}{r^{2}}, \tag{4}
\end{equation*}
$$

where $N_{\mathrm{pol}}(r, \omega)$ is the effective charge of the atomic core that causes radiation at the frequency $\omega$ over the polarization channel. In the local electron density model [11], this charge can be represented in the form

$$
\begin{equation*}
N_{\mathrm{pol}}(r, \omega)=\omega^{2}\left|\int_{0}^{r} \beta\left(r^{\prime}, \omega\right) 4 \pi r^{\prime 2} d r^{\prime}\right| \tag{5}
\end{equation*}
$$

Here $\beta(r, \omega)$ is the space density of dynamic polarizability of the target for which we will use the BrandtLundqvist approximation [12], which corresponds to the statistical plasma model of the atom,

$$
\begin{equation*}
\beta(r, \omega)=\frac{n(r)}{4 \pi n(r)-\omega^{2}-i 0}, \tag{6}
\end{equation*}
$$

where $n(r)$ is the local electron density of the atomic core. The presence of the current radius (distance from the nucleus) in the upper integral limit in (5) accounts for the penetration of the incident electron into the target's core and related effects (see below).

It must be noted that introduction of the polarization force (4)-(6) is rather conventional, since it is determined by both the real and the imaginary part of polarizability (6). The possible interference of the static and polarization radiation channels can be related only to the real part. The relative smallness of interference effects, which is confirmed by numerical calculation [10], is associated with the fact that polarization effects, in accordance with (5), are proportional to the square of the emitted frequency $\omega^{2}$; hence, the contribution of the real part of polarization can be noticeable only at sufficiently large values of $\omega$. However, the effective core charge (5) decreases due to the penetration of the incident electron into the core, while the effective charge $Z_{\text {eff }}$ increases; hence, the interference terms are small. Thus, the smallness of the interference contribution is caused by the penetration of the incident electron into the target's core, which is essential in the frequency and energy ranges under consideration. It must be noted that the interference of the static and polarization radiation channels can play an important role in the cases when the penetration can be neglected [13] or is insignificant [14].

The approach based on Eqs. (5) and (6) can be called the local plasma frequency approximation. It can be used to study polarization effects in the framework of statistical atom models.

Substituting (4) into (1), we obtain the following expression for the spectral loss of energy on radiation
over the polarization channel in the framework of the rotational approximation:

$$
\begin{align*}
& \left(\frac{d \kappa}{d \omega}\right)_{\mathrm{pol}}^{\mathrm{rot}}=\frac{8 \pi A}{3 c^{3} \sqrt{2 T}} \int_{0}^{\infty} N_{\mathrm{pol}}^{2}(r, \omega)  \tag{7}\\
& \times \sqrt{1+\frac{|U(r)|}{T}} \delta\left(\omega-\omega_{\mathrm{rot}}(r)\right) r^{-2} d r
\end{align*}
$$

It is pertinent to note that the electrostatic interaction of electrons with each other is small compared with their interaction with the nucleus, which is known to exceed the former interaction by a factor of seven in the ThomasFermi model (see the problem in [15, Section 70]). This fact enables us to use in the treatment of the polarization bremsstrahlung the same trajectory of the incident electron as in static bremsstrahlung.

The presence of the delta function in (1) and (7) makes it possible to find the integrals in an explicit form. Then, with regard for (3), we find for the static channel (cf. [7]) that

$$
\begin{gather*}
\left(\frac{d \kappa}{d \omega}\right)_{\mathrm{st}}^{\mathrm{rot}}=\frac{8 \sqrt{3} \pi \omega}{3 c^{3} \sqrt{2 T}} \\
\times \frac{Z_{\mathrm{eff}}^{2}\left(r_{\mathrm{eff}}(\omega, T)\right) \sqrt{1+\frac{\left|U\left(r_{\mathrm{eff}}(\omega, T)\right)\right|}{T}} r_{\mathrm{eff}}^{2}(\omega, T)}{\omega^{2} r_{\mathrm{eff}}^{3}(\omega, T)+Z_{\mathrm{eff}}\left(r_{\mathrm{eff}}(\omega, T)\right)} \tag{8}
\end{gather*}
$$

Similarly, we have for the polarization channel

$$
\begin{gather*}
\left(\frac{d \kappa}{d \omega}\right)_{\mathrm{pol}}^{\mathrm{rot}}=\frac{8 \sqrt{3} \pi \omega}{3 c^{3} \sqrt{2 T}} \\
\times \frac{N_{\mathrm{pol}}^{2}\left(r_{\mathrm{eff}}(\omega, T), \omega\right) \sqrt{1+\frac{\left|U\left(r_{\mathrm{eff}}(\omega, T)\right)\right|}{T}} r_{\mathrm{eff}}^{2}(\omega, T)}{\omega^{2} r_{\mathrm{eff}}^{3}(\omega, T)+Z_{\mathrm{eff}}\left(r_{\mathrm{eff}}(\omega, T)\right)} . \tag{9}
\end{gather*}
$$

In formulas (8) and (9), we introduced the characteristic radiation radius in the rotational approximation $r_{\text {eff }}[1$, 7]. It is determined from the equation

$$
\begin{equation*}
2(T+|U(r)|)=\omega^{2} r^{2} \tag{10}
\end{equation*}
$$

The physical meaning of (10) is that the radiation under our approach is determined by the distance from the target's nucleus at which the radiation frequency coincides with the angular rotation velocity of the classical electron in the atomic field at the point of the closest approach.

Formulas (8) and (9) imply the following expression for the spectral $R$ factor in the rotational approximation:

$$
\begin{gather*}
R^{(\mathrm{rot})}(\omega, T)=\left\{\frac{d \kappa_{\mathrm{pol}}(\omega, T)}{d \kappa_{\mathrm{st}}(\omega, T)}\right\}^{(\mathrm{rot})}  \tag{11}\\
=\left[\frac{N_{\mathrm{pol}}(r, \omega)}{Z_{\mathrm{eff}}(r)}\right]_{r=r_{\mathrm{eff}}(\omega, T)}^{2}
\end{gather*}
$$

In the low-frequency limit, we obtain from (5) and (6)

$$
\begin{equation*}
N_{\mathrm{pol}}^{(0)}(r, \omega)=\omega^{2}\left[\theta\left(r-R_{0}\right) \frac{R_{0}^{3}}{3}+\theta\left(R_{0}-r\right) \frac{r^{3}}{3}\right] . \tag{15}
\end{equation*}
$$

Note that (15) entails the following relation for the static dipole polarizability of the target:

$$
\alpha_{0}=\omega^{-2} N_{\mathrm{pol}}^{(0)}\left(r>R_{0}, \omega\right)=\frac{R_{0}^{3}}{3}
$$

for atoms and ions with closed shells and a sufficiently large number of bound electrons ( $N_{0 e} \geq 30$ ); this formula has a reasonable accuracy if the atom (ion) size is calculated according to the Thomas-Fermi-Dirac model [11].

In static models, the electron density of the neutral atom core, which determines the polarization charge (see (5), (6)), can be represented in the form (see [15])

$$
\begin{equation*}
n(r)=Z^{2} f\left(\frac{r}{r_{T F}}\right) \tag{16}
\end{equation*}
$$

Here $r_{T F}=b / Z^{1 / 3}$ is the Thomas-Fermi radius, $Z$ is the nucleus charge, and

$$
b=\left(\frac{9 \pi^{2}}{128}\right)^{1 / 3} \approx 0.8853
$$

The form of the function $f(x)$ depends on the underlying statistical model. In the Thomas-Fermi model, we have (see [15])

$$
\begin{equation*}
f_{T F}=\frac{1}{4 \pi b^{3}}\left(\frac{\chi(x)}{x}\right)^{3 / 2}, \tag{17}
\end{equation*}
$$

where $\chi(x)$ is the Thomas-Fermi function. The following expression for $f(x)$ obtained in the framework of the Lenz-Jensen statistical model provides a better description for the behavior of the electron density at large distances from the nucleus (see [16]):

$$
\begin{equation*}
f_{L J}(x) \approx 3.7 e^{-\sqrt{9.7 x}} \frac{(1+0.26 \sqrt{9.7 x})^{3}}{(9.7 x)^{3 / 2}} \tag{18}
\end{equation*}
$$

Note that for $x \leq 1$ functions (17) and (18) give practically the same result.

Substituting (16) and (17) into (5) and (6), we obtain the following expression for the polarization charge in the Thomas-Fermi model:

$$
\begin{equation*}
N_{\mathrm{pol}}(r, \omega, Z)=Z g\left(\frac{r}{r_{T F}}, \frac{\omega}{Z}\right) . \tag{19}
\end{equation*}
$$

Here, we use the universal function

$$
\begin{equation*}
g(x, v)=v^{2}\left|\int_{0}^{x} \frac{\chi^{3 / 2}\left(x^{\prime}\right) \sqrt{x^{\prime}} d x^{\prime}}{b^{-3}\left(\chi\left(x^{\prime}\right) / x^{\prime}\right)^{3 / 2}-v^{2}-i 0}\right| \tag{20}
\end{equation*}
$$

which is the polarization charge normalized to the total number of the atomic electrons as a function of dimensionless distance $x=r / r_{T F}$ and the reduced frequency $v=\omega / Z$. Formulas (19) and (20) provide a universal representation of the polarization charge in the Tho-mas-Fermi model.

Note that (19), (20) extend the one-parameter similarity law for dipole polarization of the Thomas-Fermi atom, which was first obtained in [17], to the case of two variables. The dipole limit for $N_{\text {pol }}$ is obtained from (19), (20) by replacing the upper integration limit in (20) by infinity; i.e., $g^{\operatorname{dip}}(v)=g(x \longrightarrow \infty, v)$.

We compared the calculation results for the real and imaginary parts of the dipole polarization of a krypton atom (multiplied by the frequency squared) obtained in the framework of the approach under consideration with the results of quantum-mechanical calculations on the basis of the chaotic phase approximation with exchange [10]. It was discovered that, in the case of the Thomas-Fermi atom, the local plasma frequency method gives an averaged description of the exact spectral dependence of the shell atom structure. For the Slater electron density, our method results in the appearance of maxima and minima associated with ionization of electron subshells; however, the universal character of the description, which is characteristic of the Thomas-Fermi atom, is lost. Thus, we conclude that the approximation under consideration yields a rather accurate value for the atom's dipole polarizability without going into quantum-mechanical details of the atomic electron distribution.

In what follows, we use the polarization charge calculated under the rotational approximation, $N_{\text {pol }}^{(\text {rot })}(\omega, T)$, since it takes into account the penetration effect of incident particles into the target's core, which is essential for quasi-classical electrons. The corresponding expression is obtained from formula (5) and the relation

$$
\begin{equation*}
N_{\mathrm{pol}}^{(\mathrm{rot})}(\omega, T)=N_{\mathrm{pol}}\left(r_{\mathrm{eff}}(\omega, T), \omega\right) \tag{21}
\end{equation*}
$$

Here $r_{\text {eff }}(\omega, T)$ is a solution to Eq. (10). Hence, we have, for the normalized polarization charge in the rotational approximation,

$$
\begin{equation*}
g^{(\mathrm{rot})}(v, t)=g\left(x_{\mathrm{eff}}(v, t), v\right) \tag{22}
\end{equation*}
$$

where $t=b T / Z^{4 / 3}$ is the reduced energy and $x_{\text {eff }}(n, t)$ is the solution to Eq. (10) written in terms of the parameters $v$ and $t$.

## 4. SPECTRAL BREMSSTRAHLUNG LOSS OF ELECTRON ENERGY UNDER SCATTERING FROM A THOMAS-FERMI ATOM

Spectral loss of energy of quasi-classical electrons over the static channel under scattering from the Tho-mas-Fermi atom was calculated in [7] on the basis of the rotational approximation (within its scope $v>3 t$ )
and in the low-frequency range ( $v<3 t$ ) on the basis of the linear interpolation to the "transport" limit. The comparison of these results with the results obtained by the quantum-mechanical calculation [6] carried out in [7] demonstrated a high accuracy of those approximations. The rotational approximation yields a universal expression for the spectral bremsstrahlung loss over the polarization channel under scattering from the Tho-mas-Fermi atom. This is conveniently done in terms of the $R$ factor (11), which is the ratio of contributions of the polarization and static radiation mechanisms. Changing to reduced variables in (4) and (11), it is easy to obtain the following expression:

$$
\begin{gather*}
\tilde{R}_{T F}^{(\text {rot })}(v, t)=\left[\frac{g(x, \mathrm{v})}{\chi(x)+x\left|\chi^{\prime}(x)\right|}\right]_{x=x_{\mathrm{eff}}(\mathrm{v}, t)}^{2}  \tag{23}\\
3 t<\mathrm{v}<\mathrm{v}_{h f} \leq 10
\end{gather*}
$$

Here, the prime means differentiation with respect to the argument, and $g(x, v)$ is the normalized polarization charge determined by formula (20). The maximal reduced frequency $v_{h f}$ is determined from the energy conservation law and is a function of the reduced initial energy and the nucleus charge

$$
v_{h f}=\frac{Z^{1 / 3}}{b} t
$$

The following relation allows us to pass to the conventional frequency and energy:

$$
\begin{align*}
& R_{T F}^{(\text {rot })}(\omega, T)=\tilde{R}_{T F}^{\text {(rot) }}\left(\frac{\omega}{Z}, \frac{T b}{Z^{4 / 3}}\right)  \tag{24}\\
& \frac{b}{Z^{1 / 3}} T<\omega<T
\end{align*}
$$

Thus, relations (23), (24), (20), and the definition of $x_{\text {eff }}(\mathrm{v}, t)$ yield a universal (i.e., valid for all values of the nucleus charge) representation for the $R$ factor on the basis of our approach. These formulas must be supplemented with the expression for the spectral loss over the static channel (8), which, for the Thomas-Fermi atom, is expressed in terms of the reduced variables as

$$
\begin{gather*}
\left(\frac{d \kappa}{d \omega}\right)_{\mathrm{st}}^{\mathrm{rot}}=\frac{8 \sqrt{3} \pi Z^{2 / 3} b^{5 / 2} v}{3 c^{3} \sqrt{2 t}} \\
\times\left\{\frac{\left.x^{4}[(\chi / x))^{\prime}\right]^{2} \sqrt{1+\chi / x t}}{b^{3} x v^{2}+\left|(\chi / x)^{\prime}\right|}\right\}_{x=x_{\mathrm{eff}}(v, t)} . \tag{25}
\end{gather*}
$$

An equation equivalent to (25) was first obtained in [7] in terms of the Gaunt factor for the rotational approximation. In the Coulomb $(\chi(x)=1)$ and Kramers $\left(x_{\text {eff }}^{-1}>\right.$ $t$ ) limits, we obtain from (25)

$$
\begin{equation*}
\left(\frac{d \kappa}{d \omega}\right)_{\text {st }}^{\text {rot, Coul }}=\left(\frac{d \kappa}{d \omega}\right)^{\text {Kramers }}=\frac{8 \pi}{3 \sqrt{3} c^{3}} \frac{Z^{2}}{T} \tag{26}
\end{equation*}
$$

A relation for the spectral radiation over the polarization channel is obtained from (25) by the change of variables

$$
x^{2}(\chi / x)^{\prime} \longrightarrow g(x, v)
$$

which follows from (23):

$$
\begin{gather*}
\left(\frac{d \kappa}{d \omega}\right)_{\mathrm{pol}}^{\mathrm{rot}}=\frac{8 \sqrt{3} \pi Z^{2 / 3} b^{5 / 2} v}{3 c^{3} \sqrt{2 t}} \\
\times\left\{\frac{g(x, v)^{2} \sqrt{1+\chi / x t}}{b^{3} x v^{2}+\left|(\chi / x)^{\prime}\right|}\right\}_{x=x_{\mathrm{eff}}(v, t)} . \tag{27}
\end{gather*}
$$

We also write the corresponding expression obtained in [17] in the Born-Bethe approximation, which has the following form in terms of the reduced variables:

$$
\begin{gather*}
\left(\frac{d \kappa}{d \omega}\right)_{\mathrm{pol}}^{B-B}=\frac{8}{3 c^{3}} \frac{Z^{2 / 3}}{t}\left|g_{\mathrm{dip}}(v)\right|^{2} \ln \left(\frac{1}{v} \sqrt{\frac{2 t}{b^{3}}}\right),  \tag{28}\\
t>\frac{1}{8 b Z^{2 / 3}} .
\end{gather*}
$$

Here, $g_{\text {dip }}(v)=g(x \longrightarrow \infty, v)$ is the normalized polarization charge (20) in the dipole approximation. It follows from (28) that there is an upper limitation of frequency for the Born-Bethe approximation in contrast to the rotational approximation: $v<1.7 \sqrt{t}$.

Figure 1 presents the dependence of the effective radiation of an electron on the Thomas-Fermi atom on reduced frequency over the polarization and static channels for two values of the initial energy of incident particles calculated in the framework of various approximations. Curves 1 and 3 describe the polarization channel calculated within the rotational and the Born-Bethe approximation (28), respectively. In the calculation of curve 2 for the static channel, the Gaunt factor $g_{0}(t)$ was used in the low-frequency range for the Thomas-Fermi atom in the transport limit. The corresponding interpolation for $g_{0}(t)$ was obtained with the use of the data presented in [18]. It is seen from Fig. 1 that the rotational approximation in the range $v<t$ yields, for the polarization radiation, an almost identical result to that obtained within the Born-Bethe approximation. Note that the inequality $v<t$ can be written in the form $\omega<b T / Z^{1 / 3}$. Therefore, for large $Z$ it corresponds to the applicability condition of the lowfrequency approximation in the theory of bremsstrahlung. In this case, an electron scattered from a neutral atom is weakly perturbed by the radiation process, and we can assume in the calculation of the polarization bremsstrahlung that its motion is uniform and rectilinear even for slow electrons [13]. This fact justifies the validity of using the Born-Bethe approximation for the polarization channel in the low-frequency range. Thus, in view of a good conjugation of curves 1 and 3 , we will use the rotational approximation to calculate the polar-


Fig. 1. The effective spectral radiation of an electron on the Thomas-Fermi atom $(Z=60)$ as a function of reduced frequency $v=$ $\omega / Z$ for various values of reduced energy of the incident electron $t=0.1$ (a) and 1 (b). 1 corresponds to the polarization channel (in the rotational approximation), 2 to the static channel, and 3 to the polarization channel (in the Born-Bethe approximation).


Fig. 2. Spectral intensity of the bremsstrahlung of electrons with the energy of 1 keV (a) and 5 keV (b) on the krypton atom over different channels. 1 corresponds to the polarization channel (the calculation carried out in this paper); 2 corresponds to the polarization channel with account for the interference contribution (calculation in the chaotic phases approximation with exchange [10]); 3 shows the contribution of the static channel (the calculation carried out in this paper); and 4 shows the contribution of the static channel according to [10].
ization radiation in the entire spectral domain under consideration. The decrease in $(d \kappa / d \omega)_{\text {pol }}^{\text {rot }}$ with increasing frequency shown in Fig. 1 is a consequence of the penetration of incident particles into the target's core; however, it is not so large as it follows from the Born-Bethe approximation. The initial increase in $(d \kappa / d \omega)_{\text {pol }}$ with increasing frequency, which is well known in the theory of polarization bremsstrahlung [9], is caused by the factor $v^{2}$ involved in formula (20) for the polarization charge. Thus, the spectral dependence of the polarization bremsstrahlung intensity has a maximum with the central frequency shifted to the region of high frequencies as the initial energy of the incident particles increases. This is in agreement with the conclusion made in [17] in which the relation $\omega_{\max } \approx 0.8 T$ was obtained on the basis of the Born approximation. It
is also seen from Fig. 1 that in the range of parameters under consideration the contribution of the polarization channel is less than that of the static channel, and the difference increases with the energy of the incident particles.

Figure 2 presents the spectral effective radiation over the static and polarization channels for electrons with the energy of 1 keV and 5 keV scattered from a krypton atom. The radiation was calculated on the basis of the approach suggested in this paper (curves 1 and 3) and by quantum-mechanical methods in [10] (curves 2 and 4). The calculation for the static channel was carried out on the basis of formula (23) and the linear interpolation procedure to the domain of low frequencies $v<3 t$ [7], which was mentioned above. Note that the static bremsstrahlung was calculated in [10] in the framework of the distorted plane wave approximation


Fig. 3. Spectra of the bremsstrahlung of a 100-a.u.-energy electron scattered from the Thomas-Fermi atom with account for the polarization channel normalized to their values at $\omega=90$ a.u. The nucleus charge is $Z=30(1), 60(2)$, and 90 (3).
by summing partial contributions of various angular momenta with the use of the exact potential of the krypton atom. It is seen the results of both approaches are very close for the static channel. A small difference of curves 3 and 4 in the high-frequency domain is due to an arbitrary choice of the upper frequency boundary for linear interpolation. For the polarization channel, the difference of our result from that in [10] is greater. The latter result was obtained in the framework of the chaotic phase approximation with exchange, which takes into account not only individual quantum-mechanical features of the atomic electron motion, but also interparticle correlation effects. This difference is most significant in the vicinity of ionization potentials of electron subshells, where the real and imaginary parts of the atomic polarizability possess resonance structures. For electrons with the energy of 1 keV , the wide dip in the spectral dependence of the polarization bremsstrahlung intensity is due to the ionization of the $3 d$ subshell of the krypton atom. In the case of electrons with the energy of 5 keV , which is shown in Fig. 2b, the dip on curve 2 is caused by the ionization of the $2 p$ subshell. Its relative width is noticeably less; hence, the agreement between the results of our approach with those of the quantummechanical calculation is better. It must be noted that in [10], in contrast to this study, the interchannel interference was additionally taken into account, and it was shown that the influence of this interference on the total intensity of the bremsstrahlung is small. Interference effects are most significant in the vicinity of ionization potentials of electron subshells and in the high-frequency domain of the spectrum. It seems that they cause the difference of curves 1 and 2 in Fig. 2b for photons with energy greater than 2200 eV . On the whole, Fig. 2 demonstrates a reasonable accuracy of
our method for the calculation of the polarization bremsstrahlung on a multielectron atom.

Note that the relative contribution of the polarization channel for a given reduced frequency increases with the initial energy of the electron, although the maximal value of the $R$ factor decreases as the energy of the incident particles increases. This is due to the fact that the effective radiation radius in the framework of the rotational approximation increases with the energy of the incident particles if the radiation frequency is fixed. The spectral $R$ factor attains its maximum at $v_{\max } \approx 0.15-0.45$; moreover, $v_{\max }$ increases with the energy of the incident particles, whereas $v_{\max } \approx 1$ for fast electrons [20]. It is interesting that for slow electrons ( $T<I$, where $I$ is the atom's ionization potential) the maximum of the polarization bremsstrahlung contribution is shifted to high frequencies [13, 19]. This is explained by the fact that, in this case, the incident particles do not penetrate the target's core.

Formula (24) for the $R$ factor makes it possible to investigate its dependence on the charge of the Tho-mas-Fermi atom nucleus under fixed values of the radiation frequency and energy of incident particles. Calculations for various values of the frequency and identical initial energy in the kiloelectronvolt range show that the relative contribution of the polarization channel increases with the nucleus charge. For the same initial energy, the $R$ factor is larger for lower radiation frequencies.

The polarization bremsstrahlung theory elaborated in this paper predicts an increase in the relative contribution of the polarization mechanism with increasing nucleus charge, which is in qualitative agreement with the experimental result obtained in [8]. In that paper, it was discovered that the intensity of the bremsstrahlung in the low-frequency range for a large nucleus charge $(Z \approx 90)$ is larger by approximately a factor of two than the static bremsstrahlung predicted by the quantummechanical calculation (without account for the polarization channel) [6]. At the same time, for small and moderate values of $Z$, there was good agreement between the experiment and the exact theory of ordinary (static) bremsstrahlung. It must be noted that the polarization bremsstrahlung theory fails to give a quantitative description of this phenomenon; it is possible that it is caused by the contribution of other radiation processes, such as two-photon bremsstrahlung, which was noted in [8].

Figure 3 shows the total (summed over the static and polarization channels) effective radiation for three values of the nucleus charge of the Thomas-Fermi atom as a function of photon energy. It is seen that the contribution of the polarization bremsstrahlung modifies the shape of the spectrum as compared with the static case (see curves 3 and 4 in Fig. 2).

## 5. TOTAL LOSS OF ENERGY <br> FOR QUASI-CLASSICAL ELECTRONS UNDER SCATTERING <br> FROM THE THOMAS-FERMI ATOM

The general expression (12) for the total energy loss over the static channel was first obtained in [3] in the framework of the semiclassical approach; for the Tho-mas-Fermi atom, it can be written in terms of the reduced variables as

$$
\begin{align*}
& \kappa_{\mathrm{st}}\left(T=\frac{Z^{4 / 3}}{b} t\right)=\frac{8 \sqrt{3} \pi \sqrt{b}}{3 c^{3}} \frac{Z^{5 / 3}}{\sqrt{2 t}} \\
& \times \int_{x_{\mathrm{cff}}\left(V_{h f}, t\right)}^{\infty}\left[\left(\frac{\chi(x)}{x}\right)^{\prime}\right]^{2} \sqrt{1+\frac{\chi(x)}{t x}} x^{2} d x . \tag{29}
\end{align*}
$$

Here, as in (23), $v_{\text {hf }}=\left(Z^{1 / 3} / b\right) t$ is the reduced frequency corresponding to the high-frequency limit of the bremsstrahlung. It is essential that, for relation (29) to be valid, it is not necessary that the rotational approximation condition $v>v_{\min }^{(\mathrm{rot})}(t) \approx 3 t$ be satisfied; it is sufficient that the motion of the electron being scattered be quasi-classical, $t \leq 1$. On the other hand, the correct normalizing factor can be obtained only by comparing the semiclassical result obtained in [3] with the quasi-classical limit of the exact quantum-mechanical relation for the spectral cross section (see [7]).

In a similar way, we rewrite formula (13) for the total loss of energy over the polarization channel to obtain

$$
\begin{align*}
& \kappa_{\mathrm{pol}}\left(T=\frac{Z^{4 / 3}}{b} t\right) \approx \kappa_{\mathrm{pol}}^{\mathrm{rot}}(t)=\frac{8 \sqrt{3} \pi \sqrt{b}}{3 c^{3}} \frac{Z^{5 / 3}}{\sqrt{2} t} \\
& \times \int_{x_{\mathrm{off}}\left(v_{\mathrm{V} f}, t\right)}^{\infty} g^{2}\left(x, v_{\mathrm{rot}}(x, t)\right) \sqrt{1+\frac{\chi(x)}{t x}} x^{-2} d x . \tag{30}
\end{align*}
$$

Here, the function $g(x, v)$ is the normalized polarization charge (20), and $\nu_{\text {rot }}(x, t)$ is the reduced rotational frequency, which depends on reduced distance and energy; an expression for it can be obtained from (3):

$$
\begin{equation*}
\mathrm{v}_{\mathrm{rot}}(x, t)=\sqrt{\frac{2}{b^{3}} \frac{t+\chi(x) / x}{x^{2}}} \tag{31}
\end{equation*}
$$

Relation (30) for the total loss of energy over the polarization channel is obtained on the basis of the rotational approximation, which yields an adequate description of the polarization bremsstrahlung (in contrast to static bremsstrahlung, see the preceding section) in the low frequency range as well.

Note that formulas (29) and (30), in contrast to the corresponding relations for the spectral loss (25) and (27), involve (in addition to the factor $Z^{5 / 3}$ ) an explicit dependence on the nucleus charge. This is due to the fact that $Z$ depends on the lower limit of the integral
with respect to the dimensionless distance $x$. Indeed, the lower limit of the integral is given by the solution to the equation

$$
\begin{equation*}
t+\frac{\chi(x)}{x}=\frac{b z^{2 / 3}}{2} x^{2} t^{2} \tag{32}
\end{equation*}
$$

which involves the parameter $Z$. Thus, the total loss of energy of the quasi-classical electron scattered from the Thomas-Fermi atom does not obey the exact similarity law with respect to reduced frequency and energy, which is characteristic of the spectral energy loss. However, calculations show that the dependence on the lower integral limit on $Z$ in (30) is very weak; more precisely, as the nucleus charge varies by a factor of two, the quantity $x_{\mathrm{eff}}\left(v_{\mathrm{hf}}, t\right)$ changes only by $10-15 \%$. Therefore, we conclude that there exists an approximate law of similarity for the total radiation loss of energy on the Thomas-Fermi atom.

From the viewpoint of unifying radiation processes, it is interesting to note that (29) can be represented in a form similar to (30) if we introduce an effective (normalized) radiation charge over the static channel:

$$
g_{\mathrm{st}}(x)=x^{2}\left(\frac{\chi(x)}{x}\right)^{\prime} .
$$

In the rotational approximation, the effective polarization channel at small distances from the nucleus increases, while remaining almost independent of the energy of the incident particles, and coincides with the radial distribution of the electron charge of the core. At large distances, the polarization charge becomes a decreasing function of distance, and its magnitude is greater for larger energies of the incident particles. If we take into account the dependence of the rotational frequency $\mathrm{v}_{\mathrm{rot}}(x, t)$ on the distance to the nucleus and the energy of the incident particles, these facts can be explained as follows. According to (3), $v_{\text {rot }}(x, t)$ is large at small distances (independently of the parameter $t$ ), and the high-frequency approximation (12) is valid for the polarization charge; in this approximation, the distribution of the polarization charge coincides with the radial distribution of the core's electron charge. At large distances from the nucleus, the rotational frequency decreases the faster the less the initial energy, and the polarization charge begins to decrease, as is implied by its definition (see formula (20)).

Figure 4 presents the dependence of the Gaunt factor, i.e., the ratio of the total energy lost by a quasi-classical electron scattered from the Thomas-Fermi atom ( $Z=60$ ) to its Kramers analog, on reduced energy of the incident particles over the static and polarization channels. It is seen that there exists a very small region in the low-frequency range ( $t<0.05$ ) where the polarization channel dominates the static one; in terms of the conventional units for the given charge, this corresponds to $T<360 \mathrm{eV}$. Note that for such energy of the incident particles, the characteristic radiation frequencies lie at


Fig. 4. The Gaunt factor for the total energy loss of a quasiclassical electron scattered from the Thomas-Fermi atom ( $Z=60$ ) over the static (dotted curve) and polarization (solid curve) channels as a function of reduced energy $t=$ $b T / Z^{4 / 3}$ ( $T$ is the initial energy of the electron in atomic units).


Fig. 5. Dependence of the $R$ factor characterizing the relative contribution of the polarization channel to the total loss of energy on initial energy under scattering of a quasi-classical electron from Thomas-Fermi atoms with various nucleus charges: $Z=30$ (1), 60 (2), and 90 (3).
the boundary of the domain where the Brandt-Lundqvist approximation for the target polarizability is applicable. It is also seen from Fig. 4 that the total loss of energy over the polarization channel quickly reaches a saturation value as the electron's energy increases, in contrast to the loss over the static channel, which increases up to the Coulomb limit. A fast saturation of the energy loss over the polarization channel is explained by the increase in the penetration effect of the electron into the target core with the energy of the incident particles and the associated decrease in the polar-
ization charge. As a result, the scattered electron chiefly emits relatively low frequencies over the polarization channel, so that the increase in its energy does not result in the increase in the total energy loss over the polarization channel.

By analogy with the spectral $R$ factor (23), (24), one can introduce an $R$ factor for the total loss of energy, which has the following form in terms of the reduced units:

$$
\begin{equation*}
\tilde{R}_{\mathrm{tot}}(t, Z)=\frac{\kappa_{\mathrm{pol}}(t, Z)}{\kappa_{\mathrm{st}}(t, Z)} \tag{33}
\end{equation*}
$$

In terms of the dimensional energy units, we have

$$
\begin{equation*}
R_{\mathrm{tot}}(T, Z)=\tilde{R}_{\mathrm{tot}}\left(\frac{T b}{Z^{4 / 3}}, Z\right) \tag{34}
\end{equation*}
$$

The dependence of $R_{\text {tot }}$ on the initial energy of the electron (in terms of the conventional units) for various values of the atom's nucleus charge is shown in Fig. 5. It is seen that, in the range $T>1 \mathrm{keV}$, the contribution of the polarization effects to the total bremsstrahlung loss monotonically decreases with an increase in energy of the incident particles. For a fixed initial energy, the relative contribution of the polarization channel increases with the charge of the target nucleus; this is also the case for the spectral radiation losses (see the preceding section).

## 6. CONCLUSIONS

In this paper, we studied the role of the target's core polarization in the spectral and total radiation loss of quasi-classical electrons with the energy of $1-10 \mathrm{keV}$ when they are scattered from the Thomas-Fermi atom. A universal relation for the effective spectral radiation over the polarization channel in terms of the reduced frequency and energy was obtained on the basis of the rotational approximation. This relation gives a unified description for this process for any nucleus charge. It was shown that, in contrast to the static bremsstrahlung, the rotational approximation in the theory of polarization bremsstrahlung admits a correct passage to the limit to the low-frequency domain and thus can be used to calculate the total energy loss.

The statistical model of the atom provides highly accurate results for the static bremsstrahlung channel. In the case of the polarization channel, the model is accurate only on the average, while its discrepancy with the quantum-mechanical calculation [10] is rather high in the vicinity of the ionization potentials of electronic shells.

On the basis of an analysis of frequency and energy dependences of the $R$ factor, it was established that the contribution of the polarization mechanism is maximal in the low-frequency range $v \approx 0.15-0.45$, where the $R$ factor is about unity, and the central frequency of the maximum increases with the energy of the incident par-
ticles. At a fixed frequency, the magnitude of the $R$ factor increases in the high-frequency range as the energy of the scattered electron decreases; in the low-frequency range, the $R$ factor decreases.

It was shown that the relative magnitude of the polarization radiation at a fixed frequency and energy of the incident particles increases with the charge of the atom's nucleus; this fact is in qualitative agreement with the available experimental data [8].

An analysis of the total energy loss over the polarization channel showed that its part is comparable with the loss over the static channel. The domain where the polarization channel dominates is determined by the inequality

$$
T<0.05 \frac{Z^{4 / 3}}{b} \text { a.u., }
$$

and the characteristic radiation frequencies lie at the boundary of the region where the underlying model is applicable. As the energy of incident particles increases, the polarization bremsstrahlung loss under scattering of a quasi-classical electron from the Tho-mas-Fermi atom quickly reaches a saturation level, while the static bremsstrahlung loss continues to grow (for $t \leq 1$ ). The saturation over the polarization channel is achieved due to the penetration of electrons into the target's core. The characteristic magnitude of the relative contribution of the polarization channel to the total loss of energy in the energy range of $1-5 \mathrm{keV}$ varies in the range from 80 to $25 \%$; it decreases with the increase in energy and increases with the charge of the atom's nucleus.

Thus, we conclude that the role of polarization effects in the bremsstrahlung of electrons with a moderate energy increases with the charge of the nucleus and with a decrease in the frequency and energy of the incident particles.
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#### Abstract

It is shown that one-particle spectra of the lower Hubbard band of bilayer correlated 2D systems with different relative alignments of the spin systems in the layers differ significantly. In particular, the bilayer band splitting differs from zero for identically directed alternating spins of different layers ( $F_{z}$ configuration), but tends to zero for antiparallel alignment ( $A F_{z}$ configuration). It is found that the type of the alignment of the ground state changes upon an increase in the doping $\delta$ from the lower $A F_{z}$ configuration to the $F_{z}$ configuration of the alignment observed for large values of $\delta$. The behavior of bilayer splitting in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+\delta}$ suggests that the configuration of the alignment may change from $F_{z} \longrightarrow A F_{z}$ simultaneously with the superconducting transition. The effects associated with the influence of spin alignment on the magnetic excitation spectrum as a method of studying the spin structure of bilayer systems are considered for homogeneous solutions of effective spin models. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

One of the features of HTSC materials, viz., the dependence of their properties on the number of $\mathrm{CuO}_{2}$ planes, indicates the importance of the interaction between adjacent layers. The bilayer splitting of energy bands and Fermi surfaces in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+\delta}$ (BSCCO) was discovered recently in photoemission experiments (ARPES) [1-3]. It was precisely the absence of bilayer splitting in earlier photoemission experiments that led Anderson et al. [4] to a hypothesis concerning the mechanism of superconductivity assuming the simultaneous coherent transport of two particles between layers with suppressed one-particle transport [4]. New experiments change the point of view on this problem. The peculiarity of new results [2] is a considerable decrease in the bilayer splitting in the region $k \sim(\pi, 0)$ upon a transition to the superconducting state [2]. The topology of the Fermi surface in this range of $k$ values is not completely clear. It has not been determined unambiguously whether the Fermi surface near $k \sim(\pi, 0)$ is of the electron [5-7] or hole [8-10] type, while the hole nature of the main segments on the Fermi surface around directions $k_{x}=k_{y}$ is generally accepted. Another phenomenon observed only in dou-ble-layer (and not in single-layer) cuprates is the emergence of magnetic resonance in inelastic scattering of neutrons in the superconducting state [11-16].

The interpretation of these differences is important for understanding the electron structure of cuprates possessing many properties of a doped Mott insulator. The main feature of this material is the Hubbard band splitting associated with antiferromagnetic correla-
tions. Although the long-range antiferromagnetic 2D order vanishes for a low doping, $\delta_{c}=1-n_{c} \sim 0.05$, the local spin 2D order is apparently preserved in a fairly wide doping range including the superconductivity region. This conclusion is confirmed by the results on $\mu$-MR, NMR, and NQR $[17,18]$ as well as by the large length of spin correlations with $Q=(\pi, \pi)$ and the smooth evolution of collective magnetic excitations in the course of doping (see the review in [11]), the observation of shadow Fermi boundaries, etc. Finally, direct proof of the antiferromagnetic order has been obtained recently (from Bragg reflections) $[19,20]$ even for the superconducting state of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6.5}$ in the nanosecond range.

A detailed analysis of antiferromagnetic zones and interactions on the basis of the Hubbard model was carried out in the classical work by Schrieffer et al. [21]. A simple mean field method gives overestimated values of the alternating spin $d_{0}$ and the boundary $\delta_{c} \sim 0.45$ of the antiferromagnetic spin order region. Band renormalization on the basis of the zeroth antiferromagnetic approximation [21] and calculations based on the $t-t^{\prime}-U$ Hubbard model using the slave boson technique [22] or on the states with correlations of the valence bond type [23] reduce the value of $d_{0}$ and give the boundary $\delta_{c} \sim 0.3$ of local magnetization vanishing. According to the results of our previous investigations [23], the region $\delta<\delta_{c}$ includes the superconductivity region also. The conservation of Hubbard's band splitting for $\delta<\delta_{c}$ [23] in the $t-t^{\prime}-U$ as well as in the $t-t^{\prime}-J$ model [24-26] is responsible for a change in the topology of the Fermi surface under optimal doping with a transi-
tion from hole pockets to a large Fermi surface with segments of the electron and hole types.

If this pattern is correct, the interaction between the layers in bilayer systems and the magnon excitation spectrum may be determined to a considerable extent by the relative orientation (alignment) of local alternating spins of the two layers even if this orientation is not stationary in the rigorous sense and is preserved only in a characteristic time scale. In the case of a small difference in the energies of configurations with different spin alignments, one can expect a strong effect of doping and temperature on the properties of magnetic excitations. The search for this kind of effects could explain the origin of magnetic resonance in neutron scattering in YBCO and BSCCO.

In the present work, a variational analysis of bands, total energies, phase curves $T_{c}(\delta)$, and splitting is carried out using the bilayer $t-t^{\prime}-U$ Hubbard model. The analysis is carried out on the basis of correlated states with the valence bond type correlations, i.e., a band analogue of the Anderson RVB states. It was proved by us earlier [23] that the so-called correlated hopping interaction emerging in the effective Hamiltonian upon the formation of valence bonds provides the attraction between holes in the $d$ channel and the corresponding $d$-type superconductivity compatible with the antiferromagnetic spin order. Here, we use the same method for studying the effect of interaction between two layers. In other words, we assume that the intralayer pairing mechanism operates and do not augment it by an artificial coherent transfer of pairs between the layers in contrast to the mechanism proposed by Anderson et al. [4]. We are interested in whether or not the large (in doping) region of antiferromagnetic spin order is preserved and what the relative alignment of the spin systems of the two layers and the bilayer band splitting are for various dopings. In the method used by us, the Hubbard splitting is preserved up to the optimal doping.

It should be emphasized that the approach used by us here differs from the fluctuation exchange (FLEX) method employed in [27] for investigating the bilayer Hubbard model. According to FLEX, the attraction between holes and band renormalization (in particular, bilayer splitting) are due to the exchange of spin fluctuations. The latter are described by the average isotropic susceptibility $\chi^{\prime \prime}(q, \omega)$ with a peak at $k \longrightarrow(\pi, \pi)$. However, the RPA analysis [21, 28, 29] on the basis of the antiferromagnetically split band makes it possible to observe the low-frequency mode only for spin excitations transverse to the vector $\mathbf{d}_{0}$ of the local alternating spin. The contribution of such fluctuations to the interaction of particles from the lower Hubbard band is suppressed by vanishing of the corresponding matrix elements at nesting lines [21, 30]. This means that the attraction between holes is determined by close $(\sim a)$ antiferromagnetic correlations (in contrast to longwave fluctuations in the FLEX method). In the simplest version, such fluctuations correspond to the formation
of valence bonds, i.e., singlets of bonds between nearest sites. In the subsequent analysis, we will use precisely this model, although the inclusion of only one type of valence bonds may introduce an error.

In contrast to the averaged analysis based on the FLEX method, we calculate two specific configurations of a bilayer system with the parallel or antiparallel (opposite) alignment of alternating spins of the two layers. We will denote these configurations as the $F_{z}$ and $A F_{z}$ (ferro- and antiferromagnetic in $z$ ) alignment, although both cases correspond to a local antiferromagnetic spin order in each layer. Leaving aside other possible configurations (spiral or stripe phases), we cannot expect that our results can be unequivocally used for cuprates for which neutron measurements indicate the presence of incommensurate structures. Nevertheless, the effects observed in model calculations for the structures under investigation may be useful in an analysis of bilayer splitting and magnetic properties of bilayer cuprates.

## 2. COMPUTATIONAL METHOD

We begin with the Hubbard Hamiltonian of a bilayer system:

$$
\begin{gather*}
H=\sum_{\gamma} H_{\gamma}(U, t)+\Delta H\left(t^{\prime}, t_{z}\right) \\
=\sum_{n, m} \sum_{\gamma, \gamma^{\prime}, \sigma} t_{\gamma n, \gamma^{\prime} m}\left(c_{\gamma, n, \sigma}^{\dagger} c_{\gamma^{\prime}, m, \sigma}+\text { H.c. }\right)  \tag{1}\\
+U \sum_{n, \gamma} n_{\gamma, n, \uparrow} n_{\gamma, n, \downarrow}
\end{gather*}
$$

Here, $n$ and $m$ are 2D indices of a plane; $\gamma, \gamma^{\prime}=0,1$ are the layer indices; and $t_{\gamma_{n,} \gamma_{m}}$ are the hopping integrals. The main interactions $H_{\gamma}(U, t)$ within each layer $\gamma$ are determined by the standard parameters $t$ and $U$ of the Hubbard model. The additional term $\Delta H\left(t^{\prime}, t_{z}\right)$ includes hopping interactions $t^{\prime}$ and $t_{z}$ between the next neighboring centers in a layer and between the centers of different layers. The signs of the standard strong coupling parameters $t, t^{\prime}$, and $t_{z}$ are defined in such a way that the zeroth bands (corresponding to $U=0$ ) have the form

$$
\begin{gather*}
\epsilon_{ \pm}^{(0)}=-2 t\left(\cos k_{x}+\cos k_{y}\right) \\
+4 t^{\prime} \cos k_{x} \cos k_{y} \mp \frac{1}{4} t_{z}\left(\cos k_{x}-\cos k_{y}\right)^{2} \tag{2}
\end{gather*}
$$

The dependence of the splitting $\Delta \epsilon(k)=\epsilon_{+}-\epsilon_{-}$of the bonding and antibonding (in $z$ ) zeroth bands on $k$ is derived in [27, 31, 32].

A variational correlated state $\Psi$ with the valence bond type correlations is constructed [23] with the help of the unitary transformation of an uncorrelated state $\Phi$ :

$$
\begin{equation*}
\Psi=\hat{W}(\alpha) \Phi, \quad \hat{W}(\alpha)=\exp \left[\alpha \sum_{\gamma} Z_{\gamma}\right] \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
Z_{\gamma}=\frac{1}{2} \sum_{\sigma,\langle n m\rangle}\left(c_{\gamma, n, \sigma}^{\dagger} c_{\gamma, m, \sigma}-\text { H.c. }\right)\left(n_{\gamma, n,-\sigma}-n_{\gamma, m,-\sigma}\right) \tag{4}
\end{equation*}
$$

The choice of the unitary operator $W(\alpha)$ with the variational parameter $\alpha$ is explained in [23]. The variational analysis of the problem with the initial Hamiltonian $H$ in the basis of correlated states $\Psi$ is equivalent to an analysis of the effective Hamiltonian

$$
\begin{align*}
& H_{\mathrm{eff}}(\alpha)=W^{\dagger}(\alpha) H W(\alpha) \approx \sum_{\gamma}\left\{H_{\gamma}(t, U)\right.  \tag{5}\\
& \left.+\alpha\left[H_{\gamma}, Z_{\gamma}\right]+\frac{\alpha^{2}}{2}\left[\left[H_{\gamma}, Z_{\gamma}\right], z_{\gamma}\right]\right\}+\Delta H\left(t^{\prime}, t_{z}\right)
\end{align*}
$$

based on the mean field method. For the effective Hamiltonian, we use its approximate expression, confining our analysis to the second-order terms in the variational parameter $\alpha(\alpha \sim 0.22$ for $U / t \sim 8)$ for the main interactions $H_{\gamma}(U, t)$ and to the zeroth order in $\alpha$ for the contribution $H_{\gamma}\left(t^{\prime}, t_{z}\right)$ from additional interactions removing degeneracy along nesting lines.

For the uncorrelated function $\{\Phi\}$, we will use the BCS-model function with anomalous means of the $d$ symmetry and with the antiferromagnetic spin order. The energy averaged over such a state for Hamiltonian (1),

$$
\begin{equation*}
\langle H\rangle_{\Psi}=\left\langle H_{\mathrm{eff}}\right\rangle_{\Phi}=\bar{H}\left(y_{\gamma v}, z\right) \tag{6}
\end{equation*}
$$

is obtained as an explicit function of the set of one-electron means $y_{v}=\left\langle\hat{y}_{v}\right\rangle_{\Phi}$ and $z=\left\langle T_{z}\right\rangle_{\Phi}$ over the uncorrelated state $\Phi$ (for the sake of brevity, subscript $\Phi$ in the means $\left\rangle_{\Phi}\right.$ will henceforth be omitted). The set of these means includes the density components $r_{\gamma l}(|l|=0,1$, $\sqrt{2}, 2 \sqrt{5}, 3)$, analogous alternating spin components $d_{\gamma l}(|l|=0, \sqrt{2}, 2)$, anomalous means $w_{\gamma l}$ of the $d$ symmetry $(|l|=1,2, \sqrt{5}, 3)$ for each layer $\gamma=0,1$, and the quantity $z$ determining the mean $\left\langle T_{z}\right\rangle=-t_{z} z$ of the oneelectron hopping interaction between the layers:

$$
\begin{aligned}
r_{\gamma l} & =\frac{1}{2 N} \sum_{n, \sigma}\left\langle c_{\gamma, n, \sigma}^{\dagger} c_{\gamma, n+l, \sigma}\right\rangle \\
d_{\gamma l} & =\frac{1}{2 N} \sum_{n, \sigma}(-1)^{n} \frac{\sigma}{|\sigma|}\left\langle c_{\gamma, n, \sigma}^{\dagger} c_{\gamma, n+l, \sigma}\right\rangle \\
w_{\gamma l} & =\frac{1}{2 N} \sum_{n} \operatorname{sgn}\left(l_{x}^{2}-l_{y}^{2}\right)\left\langle c_{\gamma, n, \uparrow}^{\dagger} c_{\gamma, n+l, \downarrow}^{\dagger}+\text { H.c. }\right\rangle \\
z & =\frac{1}{N} \sum_{k} \frac{1}{2}\left\langle\left[c_{1, k, \sigma}^{\dagger} c_{2, k, \sigma}+\text { H.c. }\right]\right\rangle \frac{\left(\cos k_{x}-\cos k_{y}\right)^{2}}{4}
\end{aligned}
$$

In view of symmetry, all quantities in relations (5) depend only on the modulus $l=|\mathbf{l}|$ and not on the direction of vector $l$, and the components of density $r_{l}$ are the same for the two layers (independent of $\gamma$ ). We will analyze the following four versions of relative alignment for spin and anomalous components:

$$
\begin{gather*}
d_{\gamma=1, l}=\zeta_{d} d_{y=0, l}, \quad \zeta_{d}= \pm 1 \\
w_{\gamma=1, l}=\zeta_{w} w_{\gamma=0, l}=w_{l}, \quad \zeta_{w}= \pm 1 \tag{8}
\end{gather*}
$$

The self-consistent minimization of the mean energy $\bar{H}$ in $\Phi$ for a fixed variational parameter $\alpha$ and subsequent minimization in $\alpha$ are standard procedures [23]. The sought solution $\Phi$ is determined by the filling of lower one-electron states of the linearized Hamiltonian

$$
\begin{align*}
H_{\operatorname{lin}} & =\sum_{v, \gamma}^{h} \frac{\partial \bar{H}}{\partial y_{\gamma v}}\left(\hat{y}_{\gamma v}-y_{\gamma v}\right)+t_{z}(\hat{z}-z)  \tag{9}\\
& +\bar{H}\left(y_{\gamma v}, z\right)=\sum_{k}^{F} \hat{h}_{k}+\text { const. }
\end{align*}
$$

In turn, the value of $\Phi$ determines the order parameters $\left\{y_{\gamma}, z\right\}$, thus closing the self-consistent procedure. Operators $\hat{y}_{\gamma v}, \hat{z}$ correspond to means (7), respectively. Vector $\mathbf{k}$ in Eq. (9) runs through values within the magnetic Brillouin zone $F\left(\left|k_{x}+k_{y}\right| \leq \pi\right)$, and operator $\hat{h}_{k}$ in Eq. (9) has the form

$$
\begin{equation*}
\hat{h}_{k}=h_{i j}(k) b_{i k}^{\dagger} b_{j k} \tag{10}
\end{equation*}
$$

in the basis of the following operators of the Nambu representation:

$$
\begin{gather*}
b_{i k}^{\dagger}=\left\{c_{0, k, \uparrow}^{\dagger}, c_{0, \tilde{k}, \uparrow}^{\dagger}, c_{0,-k, \downarrow}, c_{0,-\tilde{k}, \downarrow}, c_{1, k, \uparrow}^{\dagger}\right. \\
 \tag{11}\\
\left.c_{1, \tilde{k}, \uparrow}^{\dagger}, c_{1,-k, \downarrow}, c_{1,-\tilde{k}, \downarrow}\right\}_{i} \\
i=1, \ldots, 8 ; \quad \tilde{k}=k+(\pi, \pi)
\end{gather*}
$$

The difference between our calculations carried out here and in [23] lies in the doubling of the basis of Fermi operators in the bilayer system. The structure of the $h_{i j}(k)$ matrix appearing in Eq. (10) is explained in the Appendix.

The calculation of the $T_{c}(\delta)$ phase curves describing the superconducting transition for two versions of the symmetry of anomalous means ( $w_{1 l}= \pm w_{2 l}$ ) was carried out on the basis of formulas (A.9)-(A.11). In this case, only the principal harmonic with $l=1$ was preserved in Eqs. (7). The sufficiently high accuracy of this approximation used for calculating $T_{c}(\boldsymbol{\delta})$ was demonstrated by us earlier. It should be recalled that, in such an approach, the $e-e$ pairing itself is due to the formation of valence bonds, viz., singlets of particles from adjacent sites [23]. The transformation $W(\alpha)$ in formulas (3) describing these correlations supplements $H_{\text {eff }}$ with
the correlated hopping interaction (index $\gamma$ is omitted below):

$$
\begin{align*}
& V \sim \alpha U \sum_{\langle m n\rangle, \sigma}\left(c_{n, \sigma}^{\dagger} c_{m, \sigma}+\text { H.c. }\right)  \tag{12}\\
& \times\left(n_{n,-\sigma}+n_{m,-\sigma}-2 n_{n,-\sigma} n_{m,-\sigma}\right) .
\end{align*}
$$

Hirsh [33] was the first to demonstrate that interactions of this type may provide for the attraction between particles. For each $\langle n m\rangle$ bond, interaction (12) contains a six-fermion contribution $V_{n m}^{(6)} \sim \alpha U c_{n, \sigma}^{\dagger} c_{m, \sigma} n_{n,-\sigma} n_{m,-\sigma}$ providing the attraction of holes in the $d$ channel. This term was omitted in the truncated correlated hopping interaction of the form $V_{n m} \sim c_{n, \sigma}^{\dagger} c_{m, \sigma}\left(n_{n,-\sigma}+n_{m,-\sigma}\right)$, which was used by Hirsh. He applied this interaction to extra holes with a low concentration in the oxygen subsystem. Such an interaction gives attraction only in the $s$ channel. However, the one-band Hubbard model (2) corresponds to a hybridized $p-d$ band with a high (of the order of unity) total concentration of holes, and the $s$-type superconductivity is suppressed by the strong repulsion $U$. At the same time, a term of the $V^{(6)}$ type, which is significant for a high concentration, gives attraction in the $d$ channel. The mean value of this term contains a contribution proportional to $r_{1} w_{1}^{2}$ with anomalous means of the $d$ symmetry. Ultimately, for the mean energy of each layer, we obtain the expression

$$
\begin{gather*}
\bar{H}_{1 L}=\bar{H}_{1 L}\left(r_{l}, d_{l}\right)+\kappa_{l l} w_{l} w_{l^{\prime}}, \\
\kappa=\kappa_{11}=-8 \alpha U r_{1}+O\left(\alpha^{2}\right)<0 \tag{13}
\end{gather*}
$$

with a negative principal superconducting pairing constant $k_{11}$.

## 3. DISCUSSION

Let us first consider qualitatively the effect of the superconducting transition on the band splitting in a bilayer system $\left\{a_{k}, b_{k}\right\}$ without antiferromagnetic order. According to [27], the band splitting (2) in the normal state is given by

$$
\begin{gather*}
\Delta \epsilon_{k}^{N}=2 t_{z} \varphi_{z}(k)  \tag{14}\\
\varphi_{z}(k)=\left(\cos k_{x}-\cos k_{y}\right)^{2} / 4
\end{gather*}
$$

In the limit of a strong attraction of particles in the layers and a large superconducting gap $\left(\Delta_{s c}>\Delta \epsilon^{N}\right)$, the wave function of the superconducting state in the zeroth approximation in $V_{a b}$ is equal to the product of the BCStype wave functions of each layer $\left(\Phi_{0}=\Phi^{a} \Phi^{b}\right)$. The splitting of excited states emerging during photoemission from such a ground state can be written in the form

$$
\begin{align*}
\Delta \epsilon^{s c} & =-2\left\langle\Phi_{0} \beta_{k \uparrow}\right| V_{a b}\left|\alpha_{k \uparrow}^{\dagger} \uparrow \Phi_{0}\right\rangle \\
& =\left(v_{k}^{a} v_{k}^{b}-u_{k}^{a} u_{k}^{b}\right) \Delta \epsilon^{N} \tag{15}
\end{align*}
$$

Here, $\alpha^{\dagger}$ and $\beta^{\dagger}$ are the creation operators of quasiparticles, $\alpha^{\dagger}=u_{k}^{a} a_{k}^{\dagger} \uparrow-v_{k}^{a} a_{-k \downarrow}$, and a similar expression can be written for $\beta^{\dagger}$ with corresponding coefficients $u$ and $v$. This leads to the following expression for the ratio of bilayer splittings in the normal and superconducting states:

$$
\begin{equation*}
\Delta \epsilon^{s c} / \Delta \epsilon^{N}=\frac{1}{2}\left(1-\zeta_{w}\right)+\frac{1}{2}\left(1+\zeta_{w}\right) \frac{\xi_{k}}{\left(\xi_{k}^{2}+\Delta_{s c}^{2}\right)^{1 / 2}} \tag{16}
\end{equation*}
$$

where $\xi_{k}=\epsilon_{k}-\mu, \Delta_{s c}$ is the superconducting gap, and $\zeta_{w}=w_{1}^{a} / w_{1}^{b}= \pm 1$ is determined by the symmetry of anomalous means of layers $a$ and $b$ in accordance with Eqs. (8). Thus, the first-order estimate in the interlayer interaction predicts that the bilayer splitting in the region of the Fermi boundary $\left(\xi_{k}=0\right)$ either vanishes or remains unchanged depending on the relative sign of anomalous means for the two layers.

Similar estimates for a system with an antiferromagnetic spin order show that the two-band splitting of states of the lower Hubbard band depends on the relative orientation $\left(\zeta_{d}= \pm 1\right)$ of the alternating spins of the layers in Eqs. (8). In the normal state, it is given by

$$
\begin{gather*}
\Delta \epsilon_{k}^{N}=-t_{z} \varphi_{z}(k) \\
\times\left\{\frac{1}{2}\left(1+\zeta_{d}\right)+\frac{1}{2}\left(1-\zeta_{d}\right) \frac{\epsilon_{k}-\epsilon_{\tilde{k}}}{2 G_{k}}\right\}, \tag{17}
\end{gather*}
$$

where $\tilde{k}=k-(\pi, \pi), G_{k}=\left[\left(\epsilon_{k}-\epsilon_{\tilde{k}}\right)^{2} / 4+\Delta_{A F}^{2}\right]^{1 / 2}$, and $\Delta_{A F} \sim U d_{0}$ is the Hubbard band splitting. On nesting lines and, in particular, at point $(\pi, 0)$, the bilayer splitting (17) vanishes for the $A F_{z}$ configuration $\left(\zeta_{d}=-1\right)$ and coincides with an unperturbed interaction for the $F_{z}$ configuration $\left(\zeta_{d}=1\right)$. In the latter case, the superconducting transition lowers the bilayer splitting in the case when anomalous means have the same $\operatorname{sign}\left(\zeta_{w}=1\right)$.

Thus, the antiferromagnetic spin order blocks the bilayer splitting in the case of the $A F_{z}$ (and not $F_{z}$ ) configuration and can be affected by the superconducting transition. This is confirmed by numerical calculations.

Let us make several preliminary remarks concerning the choice of parameters of the model (1), (2). For the ratio of the main parameters, we used the value $U / t=8$, following from the cluster derivation of the one-band model [34, 35]. Another parameter $t^{\prime}$ controls the position of the Van Hove singularity (VHS) in the density of states $E_{V H S}=E(\pi, 0)$ relative to the edge of the lower Hubbard band owing to its contribution $\delta \epsilon^{(0)}=4 t^{\prime} \cos k_{x} \cos k_{y}$ to the band dispersion. In singlelayer $t-t^{\prime}-U$ or $t-t^{\prime}-J$ models, the value of $t^{\prime}$ determining the optimal doping $\delta_{\text {opt }}$ since the $T_{c}$ peak corresponds to the coincidence of the chemical potential $\mu$ with $E_{V H S}$. According to calculations [23-27], the reasonable values of $\delta_{\text {opt }} \sim 0.2-0.25$ led to $t^{\prime} / t \sim 0.05-0.1$.

These values differ from the estimates $t^{\prime} / t \sim 0.2-0.4$ obtained from the processing of photoemission data and quantum-chemical bands on the basis of the strongcoupling approximation. The two approaches differ fundamentally. In the former case, the Hubbard band splitting is preserved in a considerable doping range ( $\delta \leq 0.3$ ), while in the second approach it is assumed that a single unsplit band exists everywhere except the region $\delta \leq 0.05$ of antiferromagnetic dielectric state $t^{\prime}=0.05-0.3$. We varied parameter $t^{\prime}$ from 0.05 to 0.3 in order to find arguments supporting either of these approaches.

The parameter of the interaction between the layers was also varied in the limit $t_{z} / t=0.07-0.3$. Previous calculations [27,31,32] led to the unrenormalized value $t_{z} / t \sim 1 / 3$. Recent (ARPES) measurements of bilayer splitting $\Delta=2 t_{z}=\delta \epsilon_{k}(\pi, 0)[1,2]$ resulted in a value of $t_{z} / t \leq 0.1$. The determination of the signs of $t_{z}$ in Eq. (2) and of $t_{\perp}$ in [1,2] corresponds to the relation $t_{z}=-t_{\perp}$.

We begin with models corresponding to small values of $t^{\prime}$ and $t_{z}$, to a higher density of states at the Fermi boundary, and a higher value of $T_{c}$.

Figure 1 shows the dependence of the difference $\Delta H=\bar{H}\left(A F_{z}\right)-\bar{H}\left(F_{z}\right)$ between the mean energies of a bilayer system on the doping for two types of the relative alignment of the spins in the layers. The following features of this dependence are worth noting.
(1) The quantity $\Delta H(\delta)$ changes its sign for a certain $\delta$. In an undoped system ( $\delta=0$ ), the $A F_{z}$ state with the antiparallel alignment of alternating spins in the layers is lower than the $F_{z}$ state with parallel alignment (in Eqs. (8), $\zeta_{d}=-1$ or +1 , respectively). For large values of $\delta$, the situation is opposite up to the boundary value $\delta_{c}$ for which local magnetization vanishes and the solution becomes paramagnetic. The negative sign of $\Delta H(\delta=0)$ can be explained by the positive exchange coupling $J_{z} \sim 2 t_{z}^{2} / U>0$. The sign reversal of $\Delta H$ is the result of the bilayer splitting of bonding and antibonding (in $z$ ) bands, in particular, the splitting of the Van Hove singularity and, accordingly, different populations of these bands for the two cases of spin alignment.
(2) The peak of $\Delta H(\delta)$ corresponds to the doping optimal for the 1 L model with a single layer. At such a doping, $E_{V H S}^{1 L}-\mu=0$. An increase in $t^{\prime}$ simultaneously shifts $\delta_{\text {opt }}$ and the position of the peak on the $\Delta H(\boldsymbol{\delta})$ curve. Such a relationship is not accidental. According to [27, 31], the bilayer splitting $\delta \epsilon_{z}^{(0)}=2 t_{z}\left(\cos k_{x}-\right.$ $\left.\cos k_{y}\right)^{2} / 4$ of zeroth bands is maximum in the region $k \sim$ $(\pi, 0)$ forming a Van Hove singularity in the density of states. However, the splitting can contribute to the mean energy only if the bonding and antibonding bands in the given region of $k$ are populated and empty, respectively. The latter takes place only for the relation $E^{1 L}(\pi, 0)=$ $E_{V H S}^{1 L}=\mu$ for unsplit band energies of the single layer.


Fig. 1. Dependence of the energy difference for the two configurations of spin alignment in a bilayer system on the doping. Solid curves correspond to the normal state, and dashed curves, to the superconducting state, of a model with $U / t=8$. The values of parameters $t_{z}$ and $t^{\prime}$ in units of $t$ are indicated in the figure.


Fig. 2. Density of states for two types $\left(A F_{z}\right.$ and $\left.F_{z}\right)$ of spin alignment in a model with small $t_{z}$ and $t^{\prime}$. Thin solid and dashed curves correspond to the contributions to the DOS from the bonding and antibonding bands. The energy counted from the chemical potential is given in units of $t$.

It remains for us to explain why the contributions of bilayer splitting in the mean energies of different configurations do not coincide and are preserved in the difference $\Delta H=\bar{H}\left(A F_{z}\right)-\bar{H}\left(F_{z}\right)$. The reason lies in different two-band splittings for different alignments.

Figure 2 shows the density of states (DOS) of the lower Hubbard band for two configurations of spin alignment for a system with small values of $t^{\prime}$ and $t_{z}$ for $\delta \sim 0.2$. The $\operatorname{DOS}(E)$ curve is smoothed with the help of a Gaussian function with dispersion $\delta E=0.02 t$. The


Fig. 3. Superconducting transition temperature as a function of the doping for models with parameters $U=8$ and $t^{\prime}=$ $0.05, t_{z}=0.07$ (curves 1 ) or $t^{\prime}=0.1, t_{z}=0.1$ (curves 2, 2') for the $F_{z}$ and $A F_{z}$ configurations of spin alignment. Curves 1,2 or $l^{\prime}, 2^{\prime}$ correspond to solutions with different symmetries ( $\zeta_{w}= \pm 1$ in Eqs. (8)) of anomalous means for the two layers (only one type of symmetry survives for the $F_{z}$ configuration). All quantities $T_{c}, t^{\prime}$, and $t_{z}$ are given in units of $t$.


Fig. 4. Differential tunnel spectra (Eq. (A.10) for $n=0.8$ in two configurations of spin alignment: $A F_{z}$ corresponds to solid curves and $F_{z}$ to dashed curves. The curves with sharp and smoothed peaks correspond to temperatures $T=0.002 t$ and $T=0.023 t$ below and above $T_{c}$, respectively.
bilayer splitting is absent for the $A F_{z}$ alignment, but can be clearly observed for the $F_{z}$ configurations. This is in complete accord with the splitting (17) following from the structure of the states in the lower Hubbard band.

The different behaviors of the density of states are directly reflected in the shape of the phase curves $T_{c}(\boldsymbol{\delta})$ of the superconducting transition. Figure 3 shows the examples of $T_{c}(\delta)$ calculated by formula (42) for the
two models. For the $A F_{z}$ configuration, we have a curve with a single peak in contrast to the case of the $F_{z}$ alignment for which two peaks on the $T_{c}(\delta)$ curve correspond to two peaks in the density of states. For the $F_{z}$ configuration, we have only a solution with symmetry $\zeta_{w}=1$ of an anomalous order in Eqs. (8). The solutions of Eq. (A.9) for the $A F_{z}$ alignment exist for two symmetries $\zeta_{w}= \pm 1$ in Eqs. (8). However, solutions with $\zeta_{w}=$ -1 give smaller values of $T_{c}^{\text {max }}$ and vanish upon an increase in parameters $t^{\prime}$ and $t_{z}$. For this reason, we will consider below only superconducting states with the symmetry $\zeta_{w}=1$ of anomalous means (8).

The following characteristic properties of models with small $t^{\prime}, t_{z} \leqslant 0.1$ are worth noting.
(1) Relatively large values of $T_{c}^{\max } \approx 0.02 t \approx 116 \mathrm{~K}$ for $t=0.5 \mathrm{eV}$ (in contrast to [23], the interaction $V>0$ between adjacent sites, which suppresses $T_{c}$, is neglected here).
(2) Very small difference in the energies for two configurations of alignment, $|\Delta H|<k T_{c}^{\max }$.
(3) In the normal state for $\delta \sim \delta_{\text {opt }}$, the $F_{z}$ configuration of spin alignment corresponds to a lower energy.
(4) The condensation energy in our models is low (its order can be seen in Fig. 1).
(5) Bilayer band splitting takes place for the $F_{z}$ alignment but is absent or suppressed for the $A F_{z}$ configuration.

The last properties is close from the physical point of view to the blocking of interlayer tunneling as a result of intralayer scattering [36, 37]. As applied to the two specific configurations of spin alignment, this property must be manifested in the tunneling spectra of the system. Figure 4 shows the differential tunnel current as a function of the applied voltage, calculated for two temperatures on the basis of formula (A.13) in the one-particle approximation for the model with $t_{z}=t^{\prime}=$ $0.05 t$ at a nearly optimal doping of a single-layer system. In addition to the peaks at the superconducting gap boundaries for $e V= \pm \Delta_{s c}$, the spectrum also reflects the Van Hove singularity of the normal state. In particular, two peaks can be seen for the $F_{z}$ alignment at low temperatures, which correspond to the bilayer splitting of the Van Hove singularity. For $T>T_{c}$, the peaks are preserved on the curves in a smoothed form. For $\delta \sim \delta_{\text {opt }}^{1 L}$, the peaks corresponding to the Van Hove singularity are symmetric relative to $V=0$ and resemble the manifestation of a pseudogap in tunnel spectra. However, the symmetry is broken when $\delta$ deviates from $\delta_{\text {opt }}^{1 L}$. The results of our calculations do not allow us to attribute the pseudogap of the normal state of cuprates to bilayer splitting in view of their different doping dependences.

In contrast to the normal state, the prediction of the lower spin configuration in the superconducting state for $\delta \sim \delta_{\text {opt }}$ on the basis our analysis can hardly be regarded as unambiguous. As a matter of fact, the estimates for the condensation energy $\sim \kappa_{11} w_{1}^{2}$ and the heat capacity jump give values reduced approximately by a factor of five as compared to those observed for YBCO [38]. For this reason, we will consider the spin configuration in the superconducting state on the basis of the behavior of the bilayer splitting observed for the superconducting transition in BSCCO [1, 2]. The bilayer splitting in BSCCO observed in [2] for $k \sim(0, \pi)$ decreases from $\Delta \epsilon(0, \pi)=80 \mathrm{meV}$ in the normal state to the value $\delta \epsilon \sim 20 \mathrm{meV}$ in the superconducting state. In light of the effects considered above for homogeneous solutions, two different explanations can be proposed for such a behavior. If we assume that the $F_{z}$ configuration corresponding to a lower energy is preserved in the normal as well as superconducting states, the decrease in the value of $\Delta \epsilon$ upon the superconducting transition corresponds to the decrease predicted on the basis of formula (16). However, the decrease in the density of states due to the band splitting with such an alignment leads to relatively small values of $T_{c}$ and to two peaks on the phase curve. In the other version, the behavior of $\Delta \epsilon$ during the superconducting transition could be explained by the change in spin alignment upon the superconducting transition. It cannot be ruled out that the superconducting transition itself is induced by the change in the configuration $F_{z} \longrightarrow A F_{z}$ since such a transition is accompanied by an increase in the density of states at the Fermi boundary.

For models with large values of $t^{\prime}$ and $t_{z}$, the form of the dependence of the energy difference $\Delta H(\delta)$ for the two types of alignment on the doping is preserved. It can be seen from Fig. 5 that the value of $|\Delta H|$ increases with $t_{z}$. An increase in $t^{\prime}$ shifts the position of the $F_{z}-A F_{z}$ crossover towards higher dopings. The calculations confirm that the local magnetization $d_{y 0} \neq 0$ for each layer is preserved in solutions in a considerable doping region $\delta \leq 0.3$ for models with large values of $t_{z}, t^{\prime} \approx$ $0.1-0.3$ also. The value of $d_{0}$ is an order of magnitude higher than the antiferromagnetic spin density measured in the superconducting state of YBCO with the help of elastic neutron scattering. This difference is probably due to the spread in directions (or signs) of the spin moments for different biplanes of the crystal. The noticeable decrease in the value of $T_{c}^{\max }$ and the deformation of phase curves upon an increase in the values of $t^{\prime}$ and $t_{z}$ are associated with a decrease in the density of states at the Fermi boundary for these models. For large values of $t_{z}$, a more intricate profile of the band energy at the boundary of the magnetic Brillouin zone leads to bilayer splitting of the Van Hove singularity, not only for the $F_{z}$, but also for the $A F_{z}$ configuration,


Fig. 5. Doping-level dependences of the local magnetization $d_{0}(\delta)$ (top), $T_{c}(\delta)$ (middle), and the value of anomalous order parameter $w_{1}(\delta)$ (bottom) for the $A F_{z}$ and $F_{z}$ configurations (curves 1 and 2, respectively). Curve 3 at the bottom corresponds to the energy difference for these configurations. The values of the quantities $T_{c}, t^{\prime}, t_{z}$, and $\Delta H$ are indicated in units of $t$.


Fig. 6. Density of states for the two configurations in models with a large ratio $t_{z} / t=0.3$ for $n=0.8$. Thin solid and dashed curves correspond to contributions to the DOS from the bonding and antibonding bands of a bilayer system.
although this splitting is smaller in the latter case (see Fig. 6).

## 4. POSSIBLE EFFECT OF SPIN ALIGNMENT ON THE MAGNETIC EXCITATION SPECTRUM

It would be interesting to find the relation between spin alignment and the magnetic excitation spectrum in connection with the discovery of resonance in the neu-
tron scattering of bilayer cuprates in the superconducting state and with its peculiar dispersion [11-16].

According to one of the widely discussed hypotheses [39, 40], the origin of this resonance is associated with the so-called $\pi$ resonance, i.e., the excitation of an $e-e$ pair with $q \sim Q=(\pi, \pi)$ in the triplet state,

$$
O_{Q, \mu=1}^{\dagger}=\sum_{p}\left(\cos k_{x}-\cos k_{y}\right) c_{k+Q, \uparrow}^{\dagger} c_{-k, \uparrow}^{\dagger} .
$$

The simplest arguments supporting this hypothesis follow from the relation connecting such an excitation with spin excitations and with the $d$-wave anomalous mean $w$ :

$$
\left\langle\left[O_{Q, \mu}^{\dagger}, S_{Q,-\mu}\right]\right\rangle \sim w_{1} .
$$

However, in this case, the integral (in $\omega$ ) weight of the resonance, which is of the order of $w_{1}^{2} / d_{0}$, must differ from the integral intensity

$$
I_{q} \sim\left\langle\left[S_{q+Q, \mu}, S_{-q,-\mu}\right]\right\rangle \sim d_{0}
$$

of transverse spin waves by more than an order of magnitude since the ratio $w / d_{0}$ of the anomalous and spin order parameters is approximately equal to $0.1-0.2$. The explanation of spin excitations and incommensurate peaks in the susceptibility $\chi^{\prime \prime}(q, \omega)$ by the properties of the Fermi surface (see, for example, [41]) also contradicts the high integrated intensity. In addition, in doped systems, it varies only slightly as compared to the same characteristic of an undoped insulator. The most feasible hypothesis is that of the general magnetic origin of incommensurate anomalies in $\chi^{\prime \prime}(q, \omega)$ and of the resonance [42]. This origin is associated with the presence of antiferromagnetic domains, i.e., incommensurate modulation of the local alternating spin [42]. The existence of the stripe structure was confirmed for LaSrCuO [43] and is also possible for double-layer cuprates. However, when this hypothesis is applied for bilayer cuprates, the fact that the resonance appears only in the superconducting state and only in the odd channel cannot be explained. For double-layer cuprates, the effect of relative spin alignment on the magnetic excitation spectrum is significant and must be taken into consideration apart from the effect of incommensurate configurations.

This section is devoted to an analysis of the effects of the influence of spin alignment on the magnetic excitation spectrum for the simplest homogeneous states of a bilayer system.

Let us consider the phenomenological spin Hamiltonian describing the bilayer model $\left\{S_{a}, S_{b}\right\}$ :

$$
\begin{gather*}
H=\sum_{\gamma=0,1} J_{0} \sum_{\langle n m\rangle} \mathbf{S}_{n}^{\gamma} \mathbf{S}_{m}^{\gamma}+V_{a b}  \tag{18}\\
V_{a b}=J_{a b} \sum_{n \gamma} \mathbf{S}_{n}^{\gamma} \mathbf{S}_{n}^{1-\gamma} \tag{19}
\end{gather*}
$$

Index $\gamma=0,1$ corresponds to layers $a$ and $b$. We assume that the homogeneous ground state is characterized by the spin density

$$
\begin{equation*}
\left\langle\mathbf{S}_{n}^{\gamma}\right\rangle=\left(\zeta_{d}\right)^{\gamma} \mathbf{e}_{z}(-1)^{n} d_{0}, \quad \gamma=0,1 \tag{20}
\end{equation*}
$$

with a certain alignment $\left(\zeta_{d}=1\right.$ or $\left.\zeta_{d}=-1\right)$ stabilized by spinless interactions. We calculate the transverse susceptibilities in the even and odd channels,

$$
\begin{gather*}
\chi_{\mu}^{\text {even (odd) }}(q, \omega)=i \int_{0}^{\infty} e^{i \omega t} \sum_{\gamma \gamma^{\prime}}( \pm 1)^{\gamma+\gamma^{\prime}}  \tag{21}\\
\times\left\langle\left\langle S_{\mu q}^{\gamma}(t) \mid\left(S_{\mu q}^{\gamma^{\prime}}\right)^{\dagger}\right\rangle\right\rangle d t
\end{gather*}
$$

in the RPA approximation on the basis of the linear theory of spin waves [44]. In this relation, $S_{\mu}=S_{x}+\mu i S_{y}$, $\mu= \pm 1,\langle\langle A \mid B\rangle\rangle=\langle[A, B]\rangle$, and the signs $\pm$ correspond to the even and odd components, respectively. The parity (even/odd ratio) is determined relative to the transposition of the layers.

Linearizing the equations of motion for the spin components $S_{\mu q}^{\gamma}(t)$, we obtain

$$
\begin{equation*}
\operatorname{Im}\left[\chi^{v}(q, \omega)\right]=I^{v}(q)\left[\delta\left(\omega-\omega_{q}^{v}\right)-\delta\left(\omega+\omega_{q}^{v}\right)\right] \tag{22}
\end{equation*}
$$

where $v=$ even, odd. For the frequencies of transverse spin excitations for the $F_{z}\left(A F_{z}\right)$ alignment $\left(\zeta_{d}= \pm 1\right)$, we obtain

$$
\begin{gather*}
F_{z}: \omega^{\text {even }}(q)=\Omega \sqrt{\varphi \tilde{\varphi}}  \tag{23}\\
\omega^{\text {odd }}(q)=\Omega \sqrt{(\varphi-g)(\tilde{\varphi}-g)} \\
A F_{z}: \omega^{\text {even }}(q)=\Omega \sqrt{(\varphi+g) \tilde{\varphi}}  \tag{24}\\
\omega^{\text {odd }}(q)=\Omega \sqrt{\varphi(\tilde{\varphi}+g)}
\end{gather*}
$$

Here,

$$
\begin{gather*}
\varphi=2+\cos q_{x}+\cos q_{y} \\
\tilde{\varphi}=2-\cos q_{x}-\cos q_{y}  \tag{25}\\
g=J_{a b} / J_{0}, \quad \Omega=2 J_{0} d_{0}
\end{gather*}
$$

$q$ corresponds to the complete Brillouin zone, so that the most intense excitation peaks in $\chi^{\prime \prime}(q, \omega)$ for $q \longrightarrow$ $Q=(\pi, \pi)$ correspond to the gapless excitation branches $\omega_{q}=c|q-Q|$.

Expression (25) coincides (except for a multiplier) with the results obtained in [45] for a bilayer system from the spin-wave theory. In contrast to [45], here, as well as in the linear theory [43] and in the band RPA calculations of $\chi(q, \omega)[21,28,29]$, the frequencies and intensities of spin fluctuations are proportional to the alternating spin density $d_{0}$.

The dispersions of frequencies (23) and (24) are presented in Fig. 7. For $J_{a b}>0$, the spin gap $\Delta=4 d_{0} \sqrt{J_{0} J_{a b}}$ for undoped systems with the $A F_{z}$ alignment is open in
the even (optical) excitation branch. For the opposite $\operatorname{sign}\left(J_{a b}<0\right)$, the excitation frequencies for the $F_{z}$ and $A F_{z}$ configurations change place simultaneously with the even $\longleftrightarrow$ odd transposition of the excitation channels.

In the case of the $A F_{z}$ configuration, the doping of the system leads to a decrease in the value of $d_{0}$, in the spin wave velocity, and in the spin gap for the even channel. Such a behavior completely corresponds to the observed decrease in the spin gap in weakly doped $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6.25}$. Homogeneous systems with a high doping and with the lower $F_{z}$ configuration have gapless excitations for $|q-Q|=\sqrt{2 g}$, but not for discrete incommensurate values of quasimomentum as in the case of YBCO and BSCCO [13, 14].

The lower value of energy in the $F_{z}$ configuration implies a negative contribution to the effective exchange interaction constant $J_{a b}$. For this reason, we consider a more general spin interaction $V_{a b}$ between the layers by introducing, for example, anisotropy, i.e., different constants of the interaction between the layers for the longitudinal and transverse components:

$$
\begin{gather*}
V_{a b} \\
=\sum_{n}\left\{J_{z, a b} S_{z n}^{a} S_{z n}^{b}+J_{\perp, a b}\left(S_{x n}^{a} S_{x n}^{b}+S_{y n}^{a} S_{y n}^{b}\right)\right\} . \tag{26}
\end{gather*}
$$

The $z$ direction in the "spin" system of coordinates is determined by the vector of alternating spin $\left\langle\mathbf{S}_{n}^{\gamma}\right\rangle=$ $\mathbf{e}_{z}\left(\zeta_{d}\right)^{\gamma} d_{0}, \gamma=0,1$, for each layer $a$ or $b$.

In the case of the $F_{z}$ alignment, the frequencies $\omega(q)$ and intensities $I(q)$ of susceptibility (22) are given by

$$
\begin{align*}
& \omega^{\text {even }}(q)=\Omega \sqrt{\left(\varphi-g_{1}\right)\left(\tilde{\varphi}-g_{1}\right)}, \\
& I^{\text {even }}(q)=I_{0} \sqrt{\left(\tilde{\varphi}-g_{1}\right) /\left(\varphi-g_{1}\right)},  \tag{27}\\
& \omega^{\text {odd }}(q)=\Omega \sqrt{\left(\varphi-g_{2}\right)\left(\tilde{\varphi}-g_{2}\right)},  \tag{28}\\
& I^{\text {odd }}(q)=I_{0} \sqrt{\left(\tilde{\varphi}-g_{2}\right) /\left(\varphi-g_{2}\right)} .
\end{align*}
$$

In the case of the $A F_{z}$ alignment, the corresponding quantities have the form

$$
\begin{align*}
& \omega^{\text {even }}(q)=\Omega \sqrt{\left(\varphi+g_{2}\right)\left(\tilde{\varphi}+g_{1}\right)},  \tag{29}\\
& I^{\text {even }}(q)=I_{0} \sqrt{\left(\tilde{\varphi}+g_{1}\right) /\left(\varphi+g_{2}\right)}, \\
& \omega^{\text {odd }}(q)=\Omega \sqrt{\left(\varphi+g_{1}\right)\left(\tilde{\varphi}+g_{2}\right)},  \tag{30}\\
& I^{\text {odd }}(q)=I_{0} \sqrt{\left(\tilde{\varphi}+g_{2}\right) /\left(\varphi+g_{1}\right)} .
\end{align*}
$$



Fig. 7. Magnetic excitation branches $\omega(q)$ of a bilayer system for two spin configurations in a model with $g=J_{a b} / J_{0}=$ 0.1 . Curves $l$ and 2 correspond to $\omega^{\text {even(odd) }}$ for the $A F_{z}$ configuration, while curves 2 and 3 correspond to $\omega^{\text {even(odd) }}$ for the $F_{z}$ alignment. For $g=-0.1<0$, the same curves 1,2 or 2,3 correspond to the $\omega^{\text {odd(even) }}$ channels.


Fig. 8. The curves for $F_{z}$ and $A F_{z}$ demonstrate the change in the magnetic excitation spectra upon the change $F_{z} \longrightarrow$ $A F_{z}$ in the spin configuration for a model with anisotropic interlayer interaction (22) for the values of parameters $g_{1}=$ 0.05 and $g_{2}=0.15$. The right figure shows schematically the excitation branches in the case of a spiral $(\mathrm{Sp})$ or modulated incommensurate spin structure of the ground state with $Q_{\eta}=(\pi(1-\eta), \pi)$ and $\eta=0.1$. The square marks the predicted resonance frequencies in the interpretation based on homogeneous solutions in the bilayer model (center) or the interpretation [42] based on a modulated structure in the single-layer model.

Here, $\Omega$ and the functions $\varphi=\varphi(q)$ and $\tilde{\varphi}=\varphi(q+Q)$ are defined by Eqs. (25), while the quantities $g_{1(2)}$ and $I_{0}$ are given by

$$
\begin{equation*}
g_{1(2)}=\frac{J_{z, a b} \mp J_{\perp, a b}}{2 J_{0}}, \quad I_{0}=2 \pi d_{0} . \tag{31}
\end{equation*}
$$

For $g_{2}>g_{1}>0$ and for the $A F_{z}$ alignment, spin gaps open in the even and odd channels:

$$
\begin{equation*}
\Delta^{\mathrm{even}(\mathrm{odd})}=2 \Omega \sqrt{g_{2(1)}} \tag{32}
\end{equation*}
$$

Thus, the low-frequency spin excitations with $\omega<\Delta^{\text {odd }}<$ $\Delta^{\text {even }}$ are absent for the $A F_{z}$ configuration. At the same time, the excitation spectrum for the $F_{z}$ configuration is gapless for the same relation $g_{2}>g_{1}>0$. However, the low-frequency peaks are characterized by a relatively low intensity and are observed beginning from the incommensurate quasimomenta

$$
\begin{equation*}
|\mathbf{q}-\mathbf{Q}|>\delta q^{v}, \quad \delta q^{\text {even(odd) }}=\sqrt{2 g_{1(2)}} . \tag{33}
\end{equation*}
$$

Figure 8 shows the dispersion of spin excitations in the even and odd channels for the two types of alignment for a model with $g_{1}=0.05$ and $g_{2}=0.15$. If the superconducting transition occurs simultaneously with the spin configuration rearrangement $F_{z} \longrightarrow A F_{z}$ in accordance with the above hypothesis, an intense peak appears in the odd channel ( $\chi^{\text {odd }}$ ) for $q \sim(\pi, \pi)$ at a frequency $\omega=\Delta^{\text {odd }}=2 \Omega \sqrt{g_{1}}$. This peak was absent in the $F_{z}$ configuration, which, in accordance with our assumption, is the main configuration for $T>T_{c}$. This homogeneous model fails to describe the susceptibility peaks $\chi$ " $(q, \omega \longrightarrow 0)$ for incommensurate discrete values of quasimomenta $\left.Q_{\eta}=(\pi)(1+\eta), \pi\right)$ observed for YBCO and BSCCO $[12,14]$ and indicating the presence of incommensurate structures. A generalization of such kind of structures is essential. The right part of Fig. 8 shows schematically the spin excitation branches for spiral states [28,29] or states with a modulation of the local spin $\left\langle S_{z n}\right\rangle=d_{0} \cos \mathbf{Q}_{\eta} \mathbf{n}$ [42] in single-layer (1L) models. The resonance frequency in [42] was identified with the frequency $\omega(Q)$ corresponding to the intersection of the branches for $Q=(\pi, \pi)$. With such a pattern, it is unclear, however, how the emergence of the resonance is connected with the superconducting transition and why the resonance is observed only in the odd channel.

## 5. CONCLUSIONS

1. In the models with the interlayer mechanism of superconducting pairing, the maximum superconducting transition temperature $T_{c}^{\max }$ for homogeneous solutions obtained for a bilayer system does not exceed the corresponding value for a single-layer system. This disagrees with the observed difference in the values of $T_{c}^{\text {max }}$ for cuprates. Probably, $T_{c}$ in single-layer cuprates is suppressed by inhomogeneities of the stripe type structure.
2. The local magnetization $d_{0}$ is preserved in a broad doping region for a wide range of parameters $t^{\prime}$ and $t_{z}$. The value of $d_{0}$ is an order of magnitude larger than the antiferromagnetic spin density measured in the super-
conducting state of YBCO by the elastic neutron scattering. The difference is probably associated with the spread in the directions (or signs) of spin moments in different bilayer planes of the crystal.
3. A crossover of the two configurations of the spin system upon a change in the doping is revealed. The lower state for small values of $\delta$ with the $A F_{z}$ alignment is replaced by the lower state with the $F_{z}$ alignment of alternating local spins of the layers for large values of $\delta$. The peak of the energy difference between these configurations corresponds to the optimum doping of a sin-gle-layer system and is connected with the splitting of Van Hove singularities, which is the strongest in this case. The small energy difference for these configurations indicates the possibility of a strong effect of temperature (and, probably, condensation of pairs) on the spin alignment.
4. The bilayer band splitting $\delta \epsilon(k)$ and, in particular, the splitting of a Van Hove singularity in the density of states are absent for the $A F_{z}$ alignment, but are clearly manifested for the $F_{z}$ alignment of local spins in the layers.
5. According to our models, the large bilayer splitting observed in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+\delta}$ in the normal state and the small splitting in the superconducting state [2] may indicate a transformation of the spin alignment configuration ( $F_{z} \longrightarrow A F_{z}$ ) in the course of or simultaneously with the superconducting transition. Further investigations are required in order to find out whether a transformation of this type or a rearrangement of more complex spin structures of the stripe type can explain the emergence of magnetic resonance in neutron scattering in the superconducting state of doublelayer cuprates.
6. It is shown that the magnetic excitation spectrum strongly depends on the type of spin alignment. An example of a spin model in which the configuration change from $F_{z}$ to $A F_{z}$ leads to the emergence of resonance (spin excitation gap) in $\chi^{\text {odd }}$ in the odd channel for $q=(\pi, \pi)$ is considered.

One of the urgent problems is an extension of the study to inhomogeneous stripe-type spin structures of bilayer systems.
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APPENDIX
The mean energy (6) for Hamiltonian (1) after transformation (5) can be presented in the form

$$
\begin{equation*}
\bar{H}\left(y_{v}, z\right)=\sum_{\gamma} \bar{H}_{\gamma}\left(r_{\gamma l}, d_{\gamma l}, w_{\gamma}\right)+t_{z} z \tag{A.1}
\end{equation*}
$$

Here, $H_{\gamma}\left(y_{\gamma}\right)$ are the contributions from each layer $\gamma=$ 0,1 , and the last term is the contribution from hopping between the layers. The quantities $z, y_{\gamma}=\left\{r_{\gamma l}, d_{\gamma l}, w_{\gamma}\right\}$ are defined by Eqs. (7). The expressions for $\bar{H}_{\gamma}\left(y_{\gamma}\right)$ in the single-layer Hubbard model were derived earlier [1, 2].

The eighth-order matrices $h_{i j}(k)$ determining the linearized Hamiltonian (9) in the basis of operators (11) are given by

$$
\begin{gather*}
h_{i j}=\left(\begin{array}{cc}
A_{1} & h_{z} \\
h_{z}^{\dagger} & A_{2}
\end{array}\right),  \tag{A.2}\\
\left(h_{z}\right)_{l l^{\prime}}=t_{z} \varphi^{2}(k) \delta_{l, l^{\prime}}\{1,1,-1,-1\}_{l},  \tag{A.3}\\
l, l^{\prime}=1, \ldots, 4 .
\end{gather*}
$$

Blocks $A_{\gamma}$ of the fourth order correspond to each layer $\gamma=0,1$. The expressions for these blocks in terms of the derivatives $\partial \bar{H}_{\gamma} / \partial y_{\gamma}$ were given earlier [23].

The diagonalization of matrix (A.2),

$$
\begin{equation*}
h_{i j} U_{j, \lambda}=U_{j, \lambda} E_{k \lambda}, \quad i, j, \lambda=1, \ldots, 8 \tag{A.4}
\end{equation*}
$$

for each $k$ gives energies $E_{k \lambda}$ and eigenoperators in the basis of operators (11):

$$
\begin{equation*}
\chi_{k \lambda}^{\dagger}=\sum_{j} b_{k j}^{\dagger} U_{j, \lambda} \tag{A.5}
\end{equation*}
$$

Their knowledge makes it possible to calculate the set of mean values $\left\{y_{\gamma}, z\right\}$ in accordance with the equations

$$
\begin{gather*}
y_{\gamma v}=\frac{1}{N} \sum_{k}^{F} g_{v}\left[\theta_{\gamma v}\right]_{i j} U_{i \lambda}^{*} U_{j \lambda} f_{\lambda},  \tag{A.6}\\
z=\frac{1}{N} \sum_{k}^{F} g_{z}\left[\theta_{z}\right]_{i j} U_{i \lambda}^{*} U_{j \lambda} f_{\lambda} \\
\theta_{\gamma v}=\left(\begin{array}{cc}
\theta_{v}^{00} & 0 \\
0 & \theta_{v}^{11}
\end{array}\right), \quad \theta_{z}=\left(\begin{array}{cc}
0 & \theta_{z}^{01} \\
\theta_{z}^{10} & 0
\end{array}\right) \tag{A.7}
\end{gather*}
$$

In Eqs. (A.6), $f_{\lambda}=f\left(E_{k \lambda}\right)$ are the Fermi functions. The weight functions $g_{v}(k)$ and the structure of the matrices follow from definition (7) of quantities $y_{\gamma}$. The functions $r_{\gamma}$ for $d_{\gamma}$ and the $4 \times 4$ blocks $\theta_{v}^{i i}$ in Eqs. (A.6) and (A.7) are the same as those presented earlier for a
single-layer system. The quantity $z$ is defined in accordance with Eqs. (A.6) and (A.7), in which

$$
\begin{gather*}
g_{z}(k)=\frac{1}{4}\left(\cos k_{x}-\cos k_{y}\right)^{2}  \tag{A.8}\\
\left(\theta_{z}^{01}\right)_{l l^{\prime}}=\left(\theta_{z}^{10}\right)_{l l^{\prime}}=\delta_{l l^{\prime}}\{1,1,-1,-1\}_{l} .
\end{gather*}
$$

The equation for $T_{c}$ used for computing phase curves is derived by expanding the right- and left-hand sides of the equations for $w_{\gamma}$ from Eqs. (A.6) for $w_{\gamma} \longrightarrow 0$. Thus, $w_{\gamma=1}=\zeta_{w} w_{\gamma=0}$ and $\zeta_{w}= \pm 1$ for both types of symmetry of the superconducting order of a bilayer system. As a result, we obtain the following equations for $T_{c}$ :

$$
\begin{gather*}
1=\kappa\left(r_{\gamma l} d_{\gamma l}\right) \\
\times \frac{1}{N} \sum_{k}^{F} \sum_{\lambda, \lambda^{\prime}}\left|U_{i \lambda}^{*} \theta_{i j}^{w} U_{j \lambda}\right|^{2} \frac{f_{\lambda}-f_{\lambda^{\prime}}}{E_{\lambda}-E_{\lambda^{\prime}}} \varphi_{1}^{2}(k) \tag{A.9}
\end{gather*}
$$

Here, $f_{\lambda}=f\left(E_{k \lambda}\right)$ are the Fermi functions; $E_{\lambda}$ and $U_{i \lambda}$ are determined by the solution of the linear problem (A.4) for a given $k$; and $\varphi_{1}(k)=\cos k_{x}-\cos k_{y}$. The eighthorder matrix $\theta^{w}$ depends on the superconducting order symmetry $\left(\zeta_{w}= \pm 1\right.$ in Eqs. (8)) and is given by

$$
\theta_{i j}^{w}=\left(\begin{array}{ll}
a & 0  \tag{A.10}\\
0 & a
\end{array}\right), \quad a=\left(\begin{array}{cc}
0 & \sigma_{3} \\
\zeta_{w} \sigma_{3} & 0
\end{array}\right)
$$

The pairing constant $\kappa$ in Eq. (A.9) for the effective Hamiltonian (5) is given by

$$
\begin{equation*}
\kappa=\frac{1}{4} \sum_{\gamma} \frac{\partial^{2} \bar{H}_{\gamma}}{\partial w_{\gamma}^{2}} \tag{A.11}
\end{equation*}
$$

The main negative contribution to $\kappa$ comes from the quantity appearing in Eqs. (13). Tunnel current in the so-called $S-I-N$ contact typical of STM is calculated in the one-particle approximation. The total tunnel current $J(V)=e\left(W_{\mathrm{I}}-W_{\mathrm{II}}\right)$ is determined by the probabilities $W_{\text {IIII }}$ of the electron transition from the superconductor to the metal and back. We simulate the tunnel interaction between the metal states $\left(d_{\epsilon \sigma}\right)$ and the external layer (say, through the layer $\gamma=1$ ) of the bilayer superconductor by the expression

$$
\begin{equation*}
V_{\mathrm{tun}}=\sum_{\sigma, n} F(k)\left(c_{1, k, \sigma}^{\dagger} d_{\epsilon, \sigma}+\text { H.c. }\right) \tag{A.12}
\end{equation*}
$$

In this case, the differential tunnel current as a function of the applied potential difference $e V$ is given by

$$
\begin{align*}
\frac{d I(V)}{d V} & =-\frac{1}{N} \sum_{k}^{F}\left\{\left[U_{1 \lambda}^{2} R+U_{2 \lambda}^{2} \tilde{R}\right] f^{\prime}\left(E_{k \lambda}-e V\right)\right.  \tag{A.13}\\
& \left.+\left[U_{3 \lambda}^{2} R+U_{4 \lambda}^{2} \tilde{R}\right] f^{\prime}\left(E_{k \lambda}+e V\right)\right\}
\end{align*}
$$

Here, $R=F^{2}(k), \tilde{R}=F^{2}(\tilde{k}) ; f^{\prime}(E)=d f / d E$ is the derivative of the Fermi function; and $U_{i \lambda}$ and $E_{k \lambda}$ determine the solutions of the linear problem (A.4) in the basis of operators (11). The form factor $F(k)=\varphi_{1}^{2}(k)$ is taken in the same form as for the bilayer splitting in Eq. (2).
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#### Abstract

The optical spectrum of the normal state of a doped two-dimensional antiferromagnet is analyzed in a Kondo lattice model with regard to the complex structure of a spin polaron. The optical properties are determined by sharply anisotropic scattering of spin-polaron excitations by antiferromagnetic fluctuations of a system of localized spins. It is shown that the relaxation of carriers in the infrared range is mainly attributed to the strong coupling between these carriers and the mode of low-frequency spin excitations with the quasimomentum close to the antiferromagnetic vector $\mathbf{Q}=(\pi, \pi)$. The latter coupling is associated with the fact that the regions of the Fermi surface of the lower polaron band are close to the boundary of the antiferromagnetic Brillouin zone. The calculated optical characteristics are in qualitative agreement with experimental data for the normal state of high-temperature superconductors (HTSCs). © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

At present, the optical properties of the $\mathrm{CuO}_{2}$ plane are being intensively studied in view of the fact that this plane represents the basic structural element of hightemperature superconductors (HTSCs) (see, for example, [1-7] and survey [8]). Investigations in the field of infrared radiation give valuable information about the scattering of charge carriers. In particular, the theoretical analysis of optical data about HTSCs, combined with photoemission data on quasiparticle excitations and neutron data on a boson subsystem, can give information about the relative amplitude of scattering of charge carriers by phonons and spin fluctuations. Such an analysis is carried out both on the basis of the traditional electron-phonon scenario of coupling (within the Eliashberg formalism) [8] and within the models of strongly correlated electrons that are based on various modifications of the Hubbard model (which takes into account a strong coupling between electron and spin subsystems) [9].

The experimental data obtained in [10] exhibit strong anisotropy in the optical properties in the directions parallel and normal to the $\mathrm{CuO}_{2}$ planes as well as the high sensitivity of these properties to the carrier density in these planes. Below, we will restrict the analysis to the optical properties of the normal state in the $a b$ plane.

Experiments carried out in the infrared range in the $a b$ plane for various cuprates (for example, those based on lanthanum, $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ [2]; yttrium,
$\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ (YBCO) [1]; bismuth, $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8}$ (Bi2212) [3,5] and $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CuO}_{6}$ (Bi2201) [4-6]; and certain other HTSCs [7]) show that these substances exhibit the same properties near the optimal doping level: a sharp peak at zero frequency and a non-Drude tail of optical conductivity $\sigma(\omega)$ in the range of higher infrared frequencies, the spectral weights of this peak and the tail being strongly dependent on the doping level; linear temperature dependence of the electric conductivity $\rho$; strong frequency dependence of the relaxation time and effective mass; and nearly linear frequency dependence of the reflectivity $R(\omega)$.

A number of models have been proposed to give a theoretical explanation for the optical properties of the normal state of cuprates. Here, we mention the models based on the electron-phonon coupling [11,12], on the theory of almost antiferromagnetic Fermi liquid [13], and on the electron-electron scattering in a nested Fermi liquid [14], as well as the studies within the $t-J$ model based on the method of Hubbard operators [15] and the method in which fermion operators are represented by products of holons and spinons [16]. A number of approaches, including computational methods, were presented in survey [9].

Usually, the optical conductivity $\sigma(\omega)$ is considered in terms of the generalized Drude formula

$$
\begin{equation*}
\sigma(\omega)=\frac{\omega_{p l}^{2}}{4 \pi} \frac{m}{m^{*}(\omega)} \frac{1}{1 / \tau^{*}(\omega)-i \omega}, \tag{1}
\end{equation*}
$$

where the functions $m^{*}(\omega)$ and $1 / \tau^{*}(\omega)$ are interpreted as the optical (or transport) effective mass and the relaxation rate, respectively.

In the traditional approach, the square of the plasma frequency, $\omega_{\mathrm{pl}}^{2}$, is related to the Fermi velocity through the formula $(h=1)$

$$
\begin{equation*}
\frac{\omega_{\mathrm{pl}}^{2}}{4 \pi}=2 e^{2} \frac{1}{N} \sum_{\mathbf{k}} v_{x}^{2}(\mathbf{k}) \delta\left(\varepsilon_{\mathbf{k}}\right) \tag{2}
\end{equation*}
$$

where $v_{x}(\mathbf{k})$ is the velocity and $\varepsilon_{\mathbf{k}}$ is the energy of a quasiparticle with quasimomentum $\mathbf{k}$. In the simplest, isotropic, case, we have

$$
\begin{equation*}
\frac{\omega_{\mathrm{p} 1}^{2}}{4 \pi}=\frac{e^{2} n}{m} \tag{3}
\end{equation*}
$$

where $n$ and $m$ are the density of quasiparticles and their mass, respectively.

The theoretical analysis of the optical data on HTSCs within the Eliashberg formalism shows [8] that the optical properties of the normal state of HTSC compounds are primarily determined by a relatively strong coupling (with a coupling constant of $\lambda \sim 2$ ) of charge carriers to phonon excitations with energies of at least 500 K . An appropriate choice of $\omega_{\mathrm{pl}} \sim 2.5-3 \mathrm{eV}$ allows one to correctly describe the infrared behavior of the reflectivity $R(\omega)$ [11] and the temperature dependence of the resistivity; the result weakly depends on a particular form of the Eliashberg transport function $\alpha_{\mathrm{tr}}^{2}(\omega) F(\omega)$.

At the same time, it is known from the data on inelastic scattering of spin-polarized neutrons that spin excitations in the normal state of an HTSC have a resonant structure at energies of 300 K , i.e., at energies comparable with the aforementioned phonon energies. The spin excitations responsible for this resonance are determined by the quasimomenta of magnons close to the antiferromagnetic vector $\mathbf{Q}=(\pi, \pi)$ [17]. Actually, the coupling constant $\lambda$ of these excitations to carriers is unknown. In a number of papers $[18,19]$, this constant is used as a fitting parameter for describing an experimental situation under the assumption that the coupling is of $d$ character. The coupling to a spin subsystem is also introduced purely phenomenologically [13] with the use of various model forms of the spin susceptibility $\chi(\mathbf{q}+\mathbf{Q}, \omega)$ near the antiferromagnetic vector $\mathbf{Q}$; for example,

$$
\begin{aligned}
\chi(\mathbf{q}+\mathbf{Q}, \omega) & =\frac{\chi_{Q}(T)}{1+\xi^{2} q^{2}} \frac{1}{1-i \tanh \left(\omega / \omega_{S F}\right)} \\
\omega_{S F}(q) & =\frac{\Gamma}{\pi \sqrt{\beta}}\left(\frac{a}{\xi}\right)^{2}\left(1+\xi^{2} q^{2}\right)
\end{aligned}
$$

where $\chi_{Q}(T)$ is the static spin susceptibility for the vector $\mathbf{Q}, \xi$ is the antiferromagnetic correlation length, $\Gamma$ is
the energy parameter of the spin subsystem, $\beta$ is the fitting parameter, and $a$ is the lattice constant.

Note that the majority of the aforementioned theoretical approaches do not take into account the real spectrum of carriers, which is obtained by angleresolved photoemission experiments (ARPES); for example, one applies models with the carrier bandwidth $W$, which is much greater than the experimental bandwidth.

In the present paper, we investigate the optical conductivity within the Kondo lattice model. We do not use any fitting parameters except for the energy parameters of the Hamiltonian. The problem is solved within the theory of a spin polaron [20], which reproduces all the basic features of the lower hole band of elementary excitations observed in the recent ARPES experiments [21-23]: a large Fermi surface with comparatively small number of carriers, small bandwidth ( $\sim 0.5 \mathrm{eV}$ ), the presence of regions of the Fermi surface situated near the boundary of the antiferromagnetic Brillouin zone (quasinesting), and a small distance between the Fermi level and the bottom of the conduction band $(\sim 0.05 \mathrm{eV})$.

We consider an antiferromagnetic subsystem of localized spins in a spherically symmetric approximation with allowance for the spin frustration. This approach predicts the existence of low-energy ( $\sim 500 \mathrm{~K}$ ) spin excitations with the momenta close to the antiferromagnetic vector $\mathbf{Q}$. This fact, together with the quasinesting character of the lower band, is of special interest.

To calculate the optical conductivity, we applied the formalism of memory functions [15, 24]. In this formalism, the conductivity $\sigma(\omega)$ is given by the generalized Drude formula

$$
\begin{equation*}
\sigma(\omega)=\frac{1}{V} \frac{i \chi_{0}}{\omega+M(\omega)} \tag{4}
\end{equation*}
$$

The complex memory function $M(\omega)=M^{\prime}(\omega)+i \Gamma(\omega)$ determines $m^{*}(\omega)$ and $1 / \tau^{*}(\omega)$ in (1). The quantity $\tilde{\omega}_{\mathrm{p} 1}^{2}=$ $4 \pi \chi_{0} V^{-1}$ is an analogue of $\omega_{\mathrm{pl}}^{2}$ in (1). Our basic concern will be the study of $\Gamma(\omega)$ and $\chi_{0}$. We will show that the calculated value of $\tilde{\omega}_{\mathrm{p} 1}$ is close to the values for copper oxide systems, $\omega_{\mathrm{pl}} \sim 1 \mathrm{eV}$ [25], and is not anomalously small despite the strong polaron narrowing of the band and low density $n$ of carriers (as should be expected from (2) and (3)).

We will demonstrate that the behavior of the function $\Gamma(\omega)$ is really determined by the spin excitations with the momenta close to $\mathbf{Q}$ and energies of about 500 K . The calculated values of the electric conductivity are in agreement with experimental data.

## 2. THE MODEL AND THE SPIN-POLARON DESCRIPTION OF THE CARRIER SPECTRUM

As for the spectrum of a hole in the normal state of cuprates, it is well known that the condition of an intermediate doping level corresponds to a Fermi surface in the form of four hole pockets near the points $N=( \pm \pi / 2$, $\pm \pi / 2$ ). Optimally doped compounds exhibit a large Fermi surface centered at the point $M=( \pm \pi, \pm \pi)$; the shape of this surface is close to the Fermi surface calculated using a tight-binding model with the filling $1+n_{h}$. The observed quasiparticle band is very narrow (a band width of $\sim 0.5 \mathrm{eV}$ ). These facts (and a number of other ones) cannot be explained on the basis of the conventional one-electron band model.

Essential details of the hole spectrum in cuprates are well described within the frustrated effective threeband model in a spin-polaron approximation [26]. This model is rather complicated; however, its basic features are reproduced by the generalized Kondo lattice model if one chooses the on-site exchange parameter $J$ as the greatest energy parameter [27-29].

The Hamiltonian of a square Kondo lattice is given by

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{J}+\hat{I}, \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
\hat{T}=\sum_{\mathbf{r}, \mathbf{g}, \sigma} t_{g} a_{\mathbf{r}+\mathbf{g}, \sigma}^{\dagger} a_{\mathbf{r}, \sigma}+\sum_{\mathbf{r}, \mathrm{d}, \sigma} t_{d} a_{\mathbf{r}+\mathbf{d}, \sigma}^{\dagger} a_{\mathbf{r}, \sigma} \\
+\sum_{\mathbf{r}, 2 \mathrm{~g}, \sigma} t_{2 g} a_{\mathbf{r}+2 \mathrm{~g}, \sigma}^{\dagger} a_{\mathbf{r}, \sigma}, \\
\hat{J}= \\
J \sum_{\mathbf{r}, \sigma_{1}, \sigma_{2}} a_{\mathbf{r}, \sigma_{1}}^{\dagger} S_{\mathbf{r}}^{\alpha} \hat{\sigma}_{\sigma_{1} \sigma_{2}}^{\alpha} a_{\mathbf{r}, \sigma_{2}}, \\
\hat{I}= \\
\frac{1}{2} I_{1} \sum_{\mathbf{r}, \mathbf{g}} S_{\mathbf{r}+\mathbf{g}}^{\alpha} S_{\mathbf{r}}^{\alpha}+\frac{1}{2} I_{2} \sum_{\mathbf{r}, \mathbf{d}} S_{\mathbf{r}+\mathrm{d}}^{\alpha} S_{\mathbf{r}}^{\alpha} .
\end{gathered}
$$

Here, $\mathbf{g}= \pm \mathbf{g}_{x} \pm \mathbf{g}_{y}$ are the nearest-neighbor vectors, $\mathbf{d}$ and $2 \mathbf{g}$ are the second- and third-nearest-neighbor vectors, and $\hat{\sigma}^{\alpha}$ are the Pauli matrices (summation is assumed over repeated Cartesian indices $\alpha$ ). The Fermi operator $a_{\mathrm{r} \sigma}^{+}$generates a hole with the $\operatorname{spin} S=1 / 2$ at node $\mathbf{r}$ with the spin projection $\sigma / 2$.

The Hamiltonian $\hat{T}$ describes the hopping of a hole between the nearest, second nearest, and the third nearest neighbors with the respective amplitudes $t_{g}, t_{d}$, and $t_{2 g}$. The on-site Kondo coupling is described by the Hamiltonian $\widehat{J}$. The exchange Hamiltonian $\hat{I}$ describes a frustrated antiferromagnetic coupling between localized spins, $p(0 \leq p \leq 1)$ is the frustration parameter, and $I_{1}=(1-p) I$ and $I_{2}=p I$ are the exchange constants for the nearest and next nearest neighbors.

In the momentum representation, the Hamiltonian $\hat{T}$ is expressed as

$$
\hat{T}=\sum_{\mathbf{k}, \sigma} \varepsilon_{\mathbf{k}} a_{\mathbf{k}, \sigma}^{\dagger} a_{\mathbf{k}, \sigma}
$$

where

$$
\begin{gather*}
\varepsilon_{\mathbf{k}}=\sum_{\mathbf{r}=\mathbf{g}, 2 \mathrm{~g}, \mathbf{d}} r_{\mathrm{r}} e^{-i \mathbf{k r}}=4 t_{g} \gamma_{g}(\mathbf{k}) \\
+4 t_{2 g} \gamma_{2 g}(\mathbf{k})+4 t_{d} \gamma_{d}(\mathbf{k}), \\
\gamma_{g}(\mathbf{k})=\frac{1}{2}\left(\cos k_{x} g+\cos k_{y} g\right),  \tag{6}\\
\gamma_{2 g}(\mathbf{k})=\frac{1}{2}\left(\cos 2 k_{x} g+\cos 2 k_{y} g\right), \\
\gamma_{d}(\mathbf{k})=\cos k_{x} g \cos k_{y} g .
\end{gather*}
$$

The Hamiltonian $\hat{J}$ is responsible for the strong coupling between a bare hole and the local spin subsystem. This means that the elementary excitations represent a spin polaron-the superposition of the operator $a_{\mathbf{k}, \sigma}$ of a bare hole and the operators describing the dressing of $a_{\mathbf{k}, \sigma}$ in the operators of the spin subsystem. The problem is solved within the standard Mori-Zwanzig projection method with the use of retarded two-time Green's functions. As is known, the Mori-Zwanzig method suggests a choice of a finite set of basis operators, which, in the case under consideration, should take into account the pairing of a bare hole with localized spins from the very beginning.

It is known $[30,31]$ that the following set of basis operators serves as the minimal "good" nodal set:

$$
\begin{align*}
\varphi_{\mathbf{r} \sigma}^{(1)} & =a_{\mathbf{r}, \sigma}, \quad \varphi_{\mathbf{r} \sigma}^{(2)}=S_{\mathbf{r}}^{\alpha} \hat{\sigma}_{\sigma \sigma_{1}}^{\alpha} a_{\mathbf{r}, \sigma_{1}},  \tag{7}\\
\varphi_{\mathbf{r} \sigma}^{(3)} & =\frac{1}{N} \sum_{\rho, \mathbf{q} \in \Omega} e^{i \mathbf{q} \rho} S_{\mathbf{r}+\boldsymbol{\rho}}^{\alpha} \hat{\sigma}_{\sigma \sigma_{1}}^{\alpha} a_{\mathbf{r}, \sigma_{1}}, \\
\varphi_{\mathbf{r} \sigma}^{(4)} & =\frac{1}{N} \sum_{\boldsymbol{\rho}, \mathbf{q} \in \Omega} e^{i \mathbf{q} \rho} S_{\mathbf{r}+\boldsymbol{\rho}}^{\alpha} S_{\mathbf{r}}^{\beta} \hat{\sigma}_{\sigma_{1} \sigma_{2}}^{\beta} a_{\mathbf{r}, \sigma_{2}},  \tag{8}\\
\Omega & =\left\{\mathbf{q}:\left| \pm(\pi / g)-q_{x, y}\right|<L\right\} .
\end{align*}
$$

The first two operators $\varphi_{\mathrm{ro}}^{(1)}$ and $\varphi_{\mathrm{r} \mathrm{\sigma}}^{(2)}$ can be interpreted as local spin-polaron operators, and the next two operators $\varphi_{r \sigma}^{(3)}$ and $\varphi_{r \sigma}^{(4)}$ correspond to a spin polaron of intermediate radius and describe the pairing of the local polaron operators $\varphi_{r \sigma}^{(1)}$ and $\varphi_{r \sigma}^{(2)}$ with the spin-wave operators

$$
S_{\mathbf{q}}^{\alpha}=\frac{1}{\sqrt{N}} \sum_{\mathbf{p}} e^{i \boldsymbol{q}(\mathbf{r}+\boldsymbol{\rho})} S_{\mathbf{r}+\boldsymbol{\rho}}^{\alpha} .
$$

A characteristic feature of operators (8) is the fact that they describe the pairing of spin waves with momenta $\mathbf{q}$ close to the antiferromagnetic vector $\mathbf{Q}=(\pi, \pi)$ : the momenta $\mathbf{q}$ occupy a domain $\Omega$ consisting of four


Fig. 1. The spectrum of the lower polaron band (for $T=0.04 \tau \approx 200 \mathrm{~K}, p=0.15, I=0.4 \tau, J=1.5 \tau, t_{g}=0.3 \tau, t_{d}=0.25 \tau, t_{2 g}=0.2 \tau$, and $\tau=0.4 \mathrm{eV}$ ) represented by the equal-energy lines $E_{\mathbf{k}}^{(1)}-\mu=$ const; the heavily drawn solid curve $E_{\mathbf{k}}^{(1)}-\mu=0$ corresponds to the Fermi surface for a doping level of $n_{h}=0.15$. The energies are given in units of 0.1 eV . The arrow indicates the antiferromagnetic vector $\mathbf{Q}=(\pi, \pi)$
squares $L \times L$ at the corners of the first Brillouin zone (below, we set $\Omega=L \times L=0.25(\pi / g)^{2}$ ). The pairing with such $S_{\mathbf{q}}^{2}$ takes into account a sharp peak of the spinspin structural factor in the domain close to the vector Q and leads to the splitting of the lower quasiparticle band that arises in the local-polaron approximation [30, 31]. Moreover, taking into account the finite domain $\Omega$ is necessary for describing a correct passage to the limit as $T \longrightarrow 0$ [30].

The standard projection procedure for solving equations for the Green's functions in the momentum representation for operators (7) and (8) yields four bands for a spin polaron $E_{\mathbf{k}}^{(i)}$, an explicit expression for the Green's function of a bare hole $G_{h}(\mathbf{k}, \omega)$, and the number of bare holes $n_{h}$ (see Appendix A):

$$
\begin{aligned}
G_{h}(\mathbf{k}, \omega) & =\left\langle\left\langle a_{\mathbf{k}, \sigma} \mid a_{\mathbf{k}, \sigma}^{\dagger}\right\rangle\right\rangle_{\omega}=\sum_{l=1}^{4} \frac{Z_{\mathbf{k}}^{(l)}}{\omega-E_{\mathbf{k}}^{(l)}}, \\
n_{h} & =\sum_{\mathbf{k}, \sigma l=1}^{4} \sum_{l}^{4} Z_{\mathbf{k}}^{(l)} n_{F}\left(E_{\mathbf{k}}^{(l)}\right)
\end{aligned}
$$

where $n_{F}\left(E_{\mathbf{k}}\right)=\left(e^{\left(E_{\mathbf{k}}-\mu\right) / T}+1\right)^{-1}$ and $\mu$ is the chemical potential.

The comparison of the present method of a complex spin polaron [30] with calculations within the framework of the self-consistent Born approximation (SCBA) (at $T=0$ ) [32] makes it clear that the lower band $E_{\mathbf{k}}^{(1)}$ and the residues $Z_{\mathbf{k}}^{(1)}$ describe well the quasiparticle SCBA peak and its intensity. The three upper bands $E_{\mathbf{k}}^{(2,3,4)}$ effectively describe the incoherent part $A_{\text {incoh }}(\mathbf{k}, \omega)$ of the total hole spectral SCBA function

$$
A_{\mathrm{SCBA}}(\mathbf{k}, \omega)=Z_{\mathbf{k}}^{(1)} \delta\left(\omega-E_{\mathbf{k}}^{(1)}\right)+A_{\mathrm{incoh}}(\mathbf{k}, \omega)
$$

We chose the following set of parameters in our calculations: $p=0.15, T=0.1 I=0.04 \tau, I=0.4 \tau, J=1.5 \tau$, $t_{g}=0.3 \tau, t_{d}=0.25 \tau$, and $\tau_{2 g}=0.2 \tau$. All energy parameters are given in units of $\tau$. The value of $\tau$ was chosen equal to 0.4 eV . This choice corresponds to a bandwidth of $W=0.7 \tau \approx 0.3 \mathrm{eV}$, which agrees with the data of ARPES experiments. In addition, this choice of $\tau$ gives a reasonable value of the exchange coupling between copper ions, $I \sim 2000 \mathrm{~K}$. The matrix elements arising in the projection method depend on the spin-spin correlation functions and are given in Appendix A.

Figure 1 represents the lower polaron band by equal-energy lines and the Fermi surface for a doping level of $n_{h}=0.15$. One can see that the translation of the parts of the Fermi surface by the vector $\mathbf{Q}$ approximately leads to the superimposition of the parts situated in different squares, i.e., leads to the quasinesting.

Figure 2 illustrates the evolution of the Fermi surface as the doping level increases. One can see that conditions for quasinesting are preserved in the range of doping levels up to $n_{h}=0.3$, which are of interest for superconductivity. The characteristic values of the residues below the Fermi surface amount to $Z_{\mathbf{k}}^{(1)} \approx 0.3$. According to the data of ARPES experiments, up to an optimal doping level of $n_{h} \sim 0.3$, the regions of the Fermi surface are situated in the close vicinity of the antiferromagnetic Brillouin zone.

## 3. CHARACTERISTIC FEATURES OF THE SPIN SUBSYSTEM

It is known that the antiferromagnetic long-range order vanishes in the entire temperature range even for comparatively low doping level of the $\mathrm{CuO}_{2}$ plane. It is usually assumed that the doping leads to the antiferromagnetic coupling between the next nearest neighbors in the $\mathrm{Cu}^{2+}$ subsystem, i.e., to the frustration [33]. Cluster calculations give a sufficiently large value of the frustration parameter, $J_{2} / J_{1} \sim 0.1$, even for undoped $\mathrm{La}_{2} \mathrm{CuO}_{4}$ [34]. As the doping level increases, the spinspin correlation length decreases; an increase in the frustration yields a similar result.

The frustration parameter $p$ can be regarded as an analogue of the number of holes $x$ per one copper atom. An estimate based on the single-band Hubbard model for $U / t \sim 5$ yields a value of $p \sim 0.1$ for $x=0.1$. Note that, for $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$, the spin subsystem of the $\mathrm{CuO}_{2}$ plane loses the long-range order for $x>0.02$.

Therefore, the interpretation of a frustrated spin within a spherically symmetric theory [35] that we adopted here is essential. In particular, this implies that the average spin at a node is $\left\langle S_{\mathbf{r}}^{\alpha}\right\rangle=0$; however, antiferromagnetic spin-spin correlation functions $\left\langle S_{0}^{\alpha} S_{\mathbf{r}}^{\alpha}\right\rangle$ ( $\alpha$ is fixed) are different from zero and independent of the Cartesian index $\alpha$. Spin-wave excitations are described by the Green's function

$$
\begin{equation*}
G(\mathbf{q}, \omega)=\left\langle\left\langle S_{-\mathbf{q}}^{\alpha} \mid S_{\mathbf{q}}^{\alpha}\right\rangle\right\rangle_{\omega}=\frac{F_{\mathbf{q}}}{\omega^{2}-\omega_{\mathbf{q}}^{2}} \tag{10}
\end{equation*}
$$

where

$$
\begin{gathered}
F_{\mathbf{q}}=-8\left(I_{1}\left(1-\gamma_{g}(\mathbf{q})\right) C_{g}+I_{2}\left(1-\gamma_{d}(\mathbf{q})\right) C_{d}\right), \\
\omega_{\mathbf{q}}=\frac{8}{3} I\left\{\left(1-\gamma_{g}\right)\left(A_{1}+\left(1+\gamma_{g}\right) A_{2}\right)\right. \\
\left.+\left(1-\gamma_{d}\right)\left(A_{3}+\left(1+\gamma_{d}\right) A_{4}\right)+\gamma_{g}\left(1-\gamma_{d}\right) A_{5}\right\}^{1 / 2} .
\end{gathered}
$$



Fig. 2. The spectrum of the lower polaron band in the first quadrant of the Brillouin zone with the distinguished Fermi surfaces corresponding to $n_{h}=0.15,0.25$, and 0.3 . The energy $E_{\mathbf{k}}^{(1)}$ is given in units of $\tau$ (parameters are the same as in Fig. 1).


Fig. 3. The spectrum of spin excitations $\omega_{\mathbf{q}}$.

The parameters $A_{1}, A_{2}, A_{3}, A_{4}$, and $A_{5}$ are represented in a self-consistent manner in terms of the frustration parameter $p$ and the spin-spin correlation functions $C_{\mathbf{r}}=\left\langle\mathbf{S}_{\mathbf{r}_{0}} \mathbf{S}_{\mathbf{r}_{0}+\mathbf{r}}\right\rangle$.

Note that $G(\mathbf{q}, \omega)$ in (10) strongly differs from the appropriate Green's function within the two-sublattice approximation: the numerator $F_{\mathbf{q}}$ and the spectrum $\omega_{\mathbf{q}}$ tend to zero as $\mathbf{q} \longrightarrow 0$ by analogy with an ordinary phonon pattern as $\mathbf{q} \longrightarrow 0$; however, as $\mathbf{q} \longrightarrow \mathbf{Q}$, the numerator $F_{\mathbf{q}}$ tends to a finite quantity and has a gap of $\Delta=\omega_{\mathrm{Q}}$ for finite temperatures and frustrations $\omega_{\mathbf{q}}$. Thus, the spin excitations (10) are periodic only with


Fig. 4. The spin-spin structural factor $C_{\mathbf{q}}$.
respect to the total, rather than the antiferromagnetic, Brillouin zone, and the points ( 0,0 ) and $\mathbf{Q}$ are not equivalent.

As we pointed out above, we choose a realistic value for the frustration parameter of $p=0.15$. Figure 3 represents the spectrum $\omega_{\mathbf{q}}$ for $T \approx 200 \mathrm{~K}(T=0.1 I, I=$ $0.4 \tau$ ). The gap $\Delta$ proves to be equal to $\sim 500 \mathrm{~K}$. These excitations lie in that domain of boson energies that was discussed in the Introduction.

Figure 4 shows the spin-spin correlation function $C_{\mathbf{q}}$ entering in the expression for the optical conductivity,

$$
\begin{gather*}
C_{\mathbf{q}}=\left\langle\mathbf{S}_{-\mathbf{q}} \mathbf{S}_{\mathbf{q}}\right\rangle=\frac{F_{\mathbf{q}}}{2 \omega_{\mathbf{q}}}\left(1+2 n_{B}\left(\omega_{\mathbf{q}}\right)\right),  \tag{12}\\
n_{B}(\omega)=\left(e^{\omega / T}-1\right)^{-1} .
\end{gather*}
$$

One can see that $C_{\mathbf{q}}$ has a sharp peak at $\mathbf{q}=\mathbf{Q}$, while $\omega_{\mathbf{q}}$ attains a local minimum. This is a direct consequence of the fact that the mode with $\mathbf{q}=\mathbf{Q}$ is a macroscopic mode for $T=0$ and small frustration [35]. We will demonstrate that, with regard to the quasinesting, strong scattering occurs exactly on the mode with $\mathbf{q}$ close to $\mathbf{Q}$. For calculating the optical damping $\Gamma(\omega)$, the combination $J^{2} F_{\mathbf{q}} \omega_{\mathbf{q}}^{-1}$ serves as an effective coupling in the problem of scattering of carriers. Note that this scattering is sharply anisotropic in a wide range of $\mathbf{q}$.

To analyze a coupling, one usually introduces the Eliashberg function $\alpha^{2}(\omega) F(\omega)[8,36]$. In our strongly anisotropic case, to characterize the coupling on average, we present in Fig. 5 the density of states of spin waves $v_{m}(\omega)$ and the spectral density $\Phi(\omega)$, which is an analogue of the Eliashberg function $\alpha^{2}(\omega) F(\omega)$; in Fig. 6, we present the spectral function of the coupling


Fig. 5. The density of states of (dotted curve) a bare hole $v_{h}(\omega-\mu)$, (dashed curve) spin excitations $v_{m}(\omega-\mu)$, and (solid curve) the function $\Phi(\omega)$ (an analogue of the Eliashberg function (see [13])) in relative units. The parameters are the same as in Fig. $1 ; \omega=0$ corresponds to the chemical potential for $n_{h}=0.15$.
with thermal magnons, $\Phi_{\mathrm{th}}(\omega)$ :

$$
\begin{gather*}
v_{m}(\omega)=\int \frac{d^{2} q}{(2 \pi)^{2}} \delta\left(\omega-\omega_{\mathbf{q}}\right),  \tag{13}\\
\Phi(\omega)=J^{2} \int \frac{d^{2} q}{(2 \pi)^{2}} \delta\left(\omega-\omega_{\mathbf{q}}\right) \frac{F_{\mathbf{q}}}{\omega_{\mathbf{q}}}, \\
\Phi_{\mathrm{th}}(\omega)=J^{2} \int \frac{d^{2} q}{(2 \pi)^{2}} \delta\left(\omega-\omega_{\mathbf{q}}\right) \frac{F_{\mathbf{q}}}{\omega_{\mathbf{q}}} n_{B}\left(\omega_{\mathbf{q}}\right) . \tag{14}
\end{gather*}
$$

These figures also represent the hole density of states (the energy is measured from the chemical potential for a doping level of $n_{h}=0.15$; see Fig. 2),

$$
\begin{equation*}
v_{h}(\omega)=\int \frac{d^{2} k}{(2 \pi)^{2}} \delta\left(\omega-E_{\mathbf{k}}^{(1)}\right) Z_{\mathbf{k}}^{(1)} \tag{15}
\end{equation*}
$$

Figure 5 shows that the function $v_{m}(\omega)$ has a small step at $\omega=\omega_{\mathrm{Q}} \sim 400 \mathrm{~cm}^{-1} \approx 500 \mathrm{~K}$, which is attributed to the contribution of spin waves with the momenta close to $\mathbf{Q}$. However, for the function $\Phi(\omega)$, this feature is manifested much more clearly due to the large value of $C_{\mathbf{Q}}$ (see Fig. 4).

As for the spectral function $\Phi_{\mathrm{th}}(\omega$ (Fig. 6), it has a sharp peak at the same frequency. This peak and the position of the maximum of the density of states of carriers will be discussed in greater detail in Section 5 when analyzing $\sigma(\omega)$.

## 4. CONDUCTIVITY

## IN THE INFRARED RANGE

The expression for the conductivity in the theory of linear response is given by [37]

$$
\sigma(\omega)=\frac{1}{V}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}
$$

where $\hat{\mathbf{P}}$ and $\hat{\mathbf{j}}$ are the operators of polarization and current, respectively, and $V$ is the volume of the system. The polarization $(e=1)$

$$
\hat{\mathbf{P}}=\sum_{n, \sigma} \mathbf{r}_{n} a_{n \sigma}^{\dagger} a_{n_{\sigma}}
$$

and the current are related by the standard formula $\hat{\mathbf{j}}=$ $\hat{\mathbf{P}}=i[\hat{H}, \hat{\mathbf{P}}]$. For Hamiltonian (5), the operator of current is given by

$$
\begin{gathered}
\hat{\mathbf{j}}=-i \sum_{\mathbf{r}, \rho, \sigma} t_{\rho} \rho a_{\mathbf{r}+\rho, \sigma}^{\dagger} a_{\mathbf{r}, \sigma}=\sum_{\mathbf{k}, \sigma} \mathbf{v}(\mathbf{k}) a_{\mathbf{k}, \sigma}^{\dagger} a_{\mathbf{k}, \sigma} \\
\mathbf{v}(\mathbf{k})=\frac{\partial \varepsilon_{\mathbf{k}}}{\partial \mathbf{k}}
\end{gathered}
$$

where $\mathbf{v}(\mathbf{k})$ is the velocity of a bare hole.


Fig. 6. The density of states of (dashed curve) a bare hole $v_{h}(\omega-\mu)$ and (solid curve) the thermal spectral function $\Phi_{\mathrm{th}}(\omega)$ (see [14]) in relative units. The parameters are the same as in Fig. 1; $\omega=0$ corresponds to the chemical potential for $n_{h}=0.15$.

To calculate the conductivity $\sigma(\omega)$, it is convenient to apply the apparatus of memory functions $M(\omega)$ [24]:

$$
\begin{equation*}
\sigma(\omega)=\frac{1}{V} \frac{i \chi_{0}}{\omega+M(\omega)}, \quad M(\omega)=M^{\prime}(\omega)+i \Gamma(\omega) \tag{16}
\end{equation*}
$$

where $\Gamma(\omega)$ determines the inverse of the relaxation time and $M^{\prime}(\omega)$ is related to the renormalization of mass.

The parameter $\chi_{0}$ is expressed in terms of the operators of polarization and current,

$$
\begin{equation*}
\chi_{0}=i\left\langle\left[\hat{j}_{x}, \hat{P}_{x}\right]\right\rangle \tag{17}
\end{equation*}
$$

and is given by

$$
\begin{align*}
& \chi_{0}=\sum_{\mathbf{k}, \sigma} \frac{\partial^{2} \varepsilon_{\mathbf{k}}}{\partial k_{x}^{2}}\left\langle a_{\mathbf{k}, \sigma}^{\dagger} a_{\mathbf{k}, \sigma}\right\rangle  \tag{18}\\
& =2 \sum_{\mathbf{k}, i=1}^{4} \frac{\partial^{2} \varepsilon_{\mathbf{k}}}{\partial k_{x}^{2}} n_{F}\left(E_{\mathbf{k}}^{(i)}\right) Z_{\mathbf{k}}^{(i)}
\end{align*}
$$

Here, the mean value $\left\langle a_{\mathbf{k}, \sigma}^{\dagger} a_{\mathbf{k}, \sigma}\right\rangle$ is expressed in terms of the Green's function (9).

To obtain an explicit expression for $M(\omega)$, one should avail oneself of a chain of Green's functions with differentiation with respect to the first and second variables:

$$
\begin{gather*}
\omega\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=i \chi_{0}+i\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega},  \tag{19}\\
\omega\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=i \chi_{0}+\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega},  \tag{20}\\
\omega\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega} . \tag{21}
\end{gather*}
$$



Fig. 7. Optical damping $\Gamma(\omega)$ for three values of the doping level: $n_{h}=0.15,0.25$, and 0.3 .

Here, the force operator $\hat{\mathbf{F}}$ arises:

$$
\begin{gathered}
\hat{\mathbf{F}}=[\hat{\mathbf{j}}, \hat{H}], \\
\mathbf{F}=-i J \sum_{\substack{\mathbf{r}, \rho=\mathrm{g}, 2 \mathrm{~g}, \mathbf{d} \\
\sigma_{1}, \sigma_{2}}} t_{\rho} \rho a_{\mathbf{r}+\rho, \sigma_{1}}^{\dagger}\left(S_{\mathbf{r}}^{\alpha}-S_{\mathbf{r}+\boldsymbol{\rho}}^{\alpha}\right) \hat{\sigma}_{\sigma_{1} \sigma_{2}}^{\alpha} a_{\mathbf{r}, \sigma_{2}} .
\end{gathered}
$$

As a result, $M(\omega)$ is expressed in terms of the force-force-type irreducible Green's function

$$
M(\omega)=-\left(\chi_{0} \omega\right)^{-1}\left[K+\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}\right],
$$

where $K=\left\langle\left[j_{x}, F_{x}^{\dagger}\right]\right\rangle$ is a real quantity.
One can calculate $\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}$ in the mode-coupling approximation. The detailed procedure of deriving expressions for $\Gamma(\omega)$ and $M^{\prime}(\omega)$ is described in Appendix B. Here, we give the final form of $\Gamma(\omega)$ :

$$
\begin{align*}
& \Gamma(\omega)=\frac{1-e^{-\omega / T}}{\omega} \frac{\pi J^{2}}{\chi_{0}} \frac{1}{N} \sum_{\mathbf{k}, \mathbf{q}}\left(v_{x}(\mathbf{k})-v_{x}(\mathbf{k}+\mathbf{q})\right)^{2} \\
& \times \frac{F_{\mathbf{q}}}{\omega_{\mathbf{q}}} \sum_{i, j=1}^{4} Z_{\mathbf{k}}^{(i)} Z_{\mathbf{k}+\mathbf{q}}^{(j)} n_{F}\left(E_{\mathbf{k}}^{(j)}\right)\left(1-n_{F}\left(E_{\mathbf{k}+\mathbf{q}}\right)\right)  \tag{22}\\
& \quad \times\left[\left(1+n_{B}\left(\boldsymbol{\omega}_{\mathbf{q}}\right)\right) \delta\left(E_{\mathbf{k}+\mathbf{q}}^{(j)}-E_{\mathbf{k}}^{(i)}+\omega_{\mathbf{q}}-\omega\right)\right. \\
& \left.\quad+n_{B}\left(\omega_{\mathbf{q}}\right) \delta\left(E_{\mathbf{k}+\mathbf{q}}^{(j)}-E_{\mathbf{k}}^{(i)}-\omega_{\mathbf{q}}-\omega\right)\right] .
\end{align*}
$$

The structure of $\Gamma(\omega)$ has a clear physical meaning. The terms proportional to $\left(1+n_{B}\left(\omega_{\mathbf{q}}\right)\right.$ ) and $n_{B}\left(\omega_{\mathbf{q}}\right)$ describe, respectively, the processes with the creation and annihilation of a magnon with energy $\omega_{\mathbf{q}}$. The combination of Fermi distributions $n_{F}\left(E_{\mathbf{k}}^{(i)}\right)\left(1-n_{F}\left(E_{\mathbf{k}+\mathbf{q}}^{(j)}\right)\right)$ takes into account the filling probabilities of the initial,
$\mathbf{k}$, and final, $\mathbf{k}+\mathbf{q}$, states. The coupling to the spin subsystem is described by the factor $J^{2} F_{\mathbf{q}} \omega_{\mathbf{q}}^{-1}$.

Expression (16) is usually represented in the form of the generalized Drude formula:

$$
\begin{equation*}
\sigma(\omega)=\frac{\tilde{\omega}_{p l}^{2}}{4 \pi} \frac{m}{m^{*}(\omega)} \frac{1}{1 / \tau^{*}(\omega)-i \omega}, \tag{23}
\end{equation*}
$$

where

$$
\begin{gather*}
\frac{m^{*}}{m}=1+\frac{M^{\prime}(\omega)}{\omega}, \quad \frac{1}{\tau^{*}}=\frac{\Gamma(\omega)}{1+M^{\prime}(\omega) / \omega}  \tag{24}\\
\tilde{\omega}_{p l}^{2}=4 \pi \chi_{0} V^{-1} .
\end{gather*}
$$

It follows from expression (22) that the damping in our model is associated with the scattering of a spin polaron by spin waves and is described by the Hamiltonian $\hat{J}$ in (5).

## 5. RESULTS AND DISCUSSION

To calculate $\sigma(\omega), \rho$, and $\tilde{\omega}_{\mathrm{pl}}$ in practical units, we have to specify the average distance $a_{z}$ between $\mathrm{CuO}_{2}$ planes; we assumed that $a_{z}=6.6 \AA$, which corresponds to lanthanum compounds [2]. We present the results of calculations in the frequency range up to $\omega \approx 2000 \mathrm{~cm}^{-1}$ $(\sim 0.25 \mathrm{eV})$. In this frequency interval, a contribution to $M^{\prime}$ and the optical damping $\Gamma(\omega)$ is made only by the hole scattering within the lower band $E_{\mathbf{k}}^{(1)}$, which is shown in Fig. 2 (i.e., the terms with $i=j=1$ in (22)). This is associated with the fact that, within our method, the incoherent part of the hole spectral function is simulated by three upper bands. These bands are located at an energy greater than $0.3 \mathrm{eV} \sim 2400 \mathrm{~cm}^{-1}$ from the Fermi level, which (for a reasonable doping level) lies in the lower band. In principle, the scattering to the incoherent part can be taken into account by smearing the upper bands over energies for every fixed $\mathbf{k}$.

Figure 7 represents the optical damping $\Gamma(\omega)$ at temperature $T=0.1 I \approx 200 \mathrm{~K}$ for three values of the doping level: $n_{h}=0.15, n_{h}=0.25$, and $n_{h}=0.3$. A sharp increase in $\Gamma(\omega)$ up to frequencies of $750 \mathrm{~cm}^{-1}$ represents an interesting feature against the background of generally increasing $\Gamma(\omega)$; this feature is most clearly displayed in the case of $n_{h}=0.15$.

Let us dwell in greater detail on the doping level $n_{h}=0.15$. In the low-frequency range, $\Gamma(\omega)$ is mainly determined by the scattering on the spin excitations with the momenta $\mathbf{q}$ close to $\mathbf{Q}$. This fact becomes obvious if we consider, in the low-frequency domain, the contribution to $\Gamma(\omega)$ due to the scattering to vectors $\mathbf{q}$ satisfying the inequalities $0.9 Q_{x, y}<\left|q_{x, y}\right|<Q_{x, y}$ (i.e., the vectors $\mathbf{q}$ lie in small domains near the four points $M$ of the Brillouin zone). This contribution is shown in Fig. 8 by a dot-and-dash curve together with the total $\Gamma(\omega)$ value (solid curve). To find out why these scatter-
ing processes prove to be dominant, we consider expression (22) with $\omega=0$. In this case, both summands involving the delta functions of energies coincide, and $\Gamma(0)$ takes the form

$$
\begin{align*}
\Gamma(0) & =2 \frac{1}{T} \frac{\pi J^{2}}{\chi_{0}} \frac{1}{N} \sum_{\mathbf{k}, \mathbf{q}}\left(\left(v_{x}(\mathbf{k})-v_{x}\right)(\mathbf{k}+\mathbf{q})\right)^{2} \\
& \times Z_{\mathbf{k}}^{(1)} Z_{\mathbf{k}+\mathbf{q}}^{(1)} n_{F}\left(E_{\mathbf{k}}^{(i)}\right)\left(1-n_{F}\left(E_{\mathbf{k}+\mathbf{q}}^{(j)}\right)\right)  \tag{25}\\
& \times \frac{F_{\mathbf{q}}}{\omega_{\mathbf{q}}} n_{B}\left(\omega_{\mathbf{q}}\right) \delta\left(E_{\mathbf{k}+\mathbf{q}}^{(1)}-E_{\mathbf{k}}^{(1)}-\omega_{\mathbf{q}}\right) .
\end{align*}
$$

The spectral function $\Phi_{\mathrm{th}}(\omega)$ contains a multiplier $F_{\mathbf{q}} \omega_{\mathbf{q}}^{-1} n_{B}\left(\omega_{\mathbf{q}}\right)$ and attains a maximum, associated with close values of the vectors $\mathbf{q}$ and $\mathbf{Q}$, at $\omega_{\mathbf{q}} \approx 500 \mathrm{~K}$ (see Fig. 6). This is the first factor that determines a large contribution made by the scattering processes with $\mathbf{q} \sim$ Q to (25).

The second important factor is the quasinesting of the Fermi surface, which allows us to satisfy the energy conservation law in (25) under scattering on $\mathbf{q} \sim \mathbf{Q}$. In this case, we have a large phase volume of scattered states.

Suppose, for example, that a state $\mathbf{k}$ is in the first quadrant below the Fermi surface and $\mathbf{k} \approx(0.6 \pi, 0.6 \pi)$; then, the scattered state $\mathbf{k}+\mathbf{Q}$ turns out to be in the third quadrant near the relevant sheet of the Fermi surface (see Fig. 1). According to (25), in this case, a magnon $\omega_{\mathrm{Q}}$ is absorbed. If we had a nesting situation, i.e., if each sheet of the Fermi surface was symmetric with respect to the boundary of the appropriate Brillouin zone $(( \pm \pi, 0),(0, \pm \pi))$, then such scattering would not contribute to (25) because of the violation of the energy conservation law (since $E_{\mathbf{k}+\mathbf{Q}} \approx E_{\mathbf{k}}$ ) and, in addition, both states would lie below the Fermi surface. In the case of quasinesting, the bottom of the hole band lying below the ellipsoidal Fermi surface in each quadrant of the Brillouin zone is shifted toward points $M$ relative to the points $( \pm \pi / 2, \pm \pi / 2)$, as is the case in doped HTSCs. Due to the quasinesting, the state $\mathbf{k}+\mathbf{Q}$ turns out to be in the third quadrant over the appropriate sheet of the Fermi surface with the factor $\left(1-n_{F}\left(E_{\mathbf{k}+\mathbf{Q}}^{(1)}\right)\right) \sim 1$. Simultaneously, it becomes possible to satisfy the energy conservation law $E_{\mathbf{k}+\mathbf{Q}}^{(1)}-E_{\mathbf{k}}^{(1)}-\omega_{\mathbf{Q}}=0$. To illustrate the latter statement, in the inset of Fig. 8 (curve 1 ), we show the states $\mathbf{k}$ such that the energy conservation law $E_{\mathbf{k}+\mathbf{Q}}^{(1)}-E_{\mathbf{k}}^{(1)}-\omega_{\mathbf{Q}}=0$ is satisfied. Curve 2 represents the points $\mathbf{k}+\mathbf{Q}$ from the third quadrant that are obtained by reflection with respect to the diagonal connecting the points $(-\pi, \pi)$ and $(\pi,-\pi)$.

The juxtaposition of curve $l$ and the Fermi surface for $n_{h}=0.15$ (Fig. 2) shows that a substantial part of this curve lies rather deep below the Fermi surface. For the parameters of our model ( $p=0.15, I=0.4 \tau, J=1.5 \tau$, $t_{g}=0.3 \tau, t_{d}=0.25 \tau, t_{2 g}=0.2 \tau$, and $\tau=0.4 \mathrm{eV}$ ) when


Fig. 8. (solid curve) Optical damping $\Gamma(\omega)$ and (dot-anddash curve) contribution to the low-frequency part of $\Gamma(\omega)$ associated with the scattering into vectors $\mathbf{q}$ close to the antiferromagnetic vector $\mathbf{Q} ; 0.9 Q_{x, y}<\left|q_{x, y}\right|<Q_{x, y}$ (the doping level is $n_{h}=0.15$ ). The inset represents curves 1 and 2 (see the text).
$n_{h}=0.15$, the distance $W_{\mu}$ between the chemical potential and the bottom of the band is $W_{\mu} \approx 0.04 \mathrm{eV}$ (see Fig. 2). The energy of spin excitations for $\mathbf{q} \sim \mathbf{Q}$ is of the same order of magnitude (Fig. 3). This means that a contribution to the scattering is made by the $\boldsymbol{k}$ states that lie rather deep below the Fermi surface. This fact, in particular, makes our model different from electronphonon scattering in ordinary metals, where phonon frequencies are small as compared with the Fermi energy.

The scattered states $\mathbf{k}+\mathbf{q}, \mathbf{q} \sim \mathbf{Q}$, have energy of $\sim \omega_{\mathrm{Q}}$ with respect to the chemical potential. Figure 6 shows that not only the peak of the spectral function $\Phi_{\mathrm{th}}(\omega)$ but also the peak of the density of states $v_{h}(\omega)$ of carriers corresponds to these energies.

Thus, by an example of the case $\omega=0, n_{h}=0.15$, one can explain the decisive role of the quasinesting and the boson mode with $\omega_{\mathrm{Q}} \sim 500 \mathrm{~K}$ for the low-frequency domain of $\Gamma(\omega)$.

Figure 9 represents the diagrams of $\sigma(\omega)$ for three values of the doping level: $n_{h}=0.15, n_{h}=0.25$, and $n_{h}=$ 0.3. These diagrams exhibit conventional behavior for doped compounds: a sharp peak at a frequency of $\omega=$ 0 and non-Drude behavior at larger frequencies, $\omega>$ $500 \mathrm{~cm}^{-1}$. They also exhibit nonmonotonic behavior at $\omega \approx 800 \mathrm{~cm}^{-1}$.

The table shows the temperature dependence of the gap in the spectrum of spin excitations $\omega_{\mathbf{Q}}$, the electric conductivity $\rho$, and the plasma frequency $\tilde{\omega}_{\text {pl }}$. One can see that $\omega_{\mathrm{Q}}$ is primarily determined by the frustration parameter $p=0.15$ and slowly increases with temperature.

The calculated values of conductivity $\rho$ are comparable with experimental results. Recall that we consider

Energy $\omega_{\mathbf{Q}}$ of spin excitations for $\mathbf{Q}=(\pi, \pi)$, the temperature dependence of electric conductivity $\rho$, and the plasma frequency $\tilde{\omega}_{\mathrm{p} 1}$ for $n_{h}=0.15$

| $T$ | $\begin{gathered} 0.05 I \\ (90 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.075 I \\ (140 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.1 \mathrm{I} \\ (190 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.15 I \\ (280 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.2 I \\ (370 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.25 I \\ (460 \mathrm{~K}) \end{gathered}$ | $\begin{gathered} 0.3 \mathrm{I} \\ (560 \mathrm{~K}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{\mathrm{Q}}$ | $0.114 \tau$ | $0.115 \tau$ | $0.119 \tau$ | $0.132 \tau$ | $0.149 \tau$ | $0.171 \tau$ | $0.194 \tau$ |
| $\omega_{\mathbf{Q}} / T$ | 5.7 | 3.8 | 3.0 | 2.2 | 1.9 | 1.7 | 1.6 |
| $\rho, \mu \Omega \mathrm{cm}$ | 50 | 280 | 620 | 1290 | 1710 | 1920 | 2100 |
| $\tilde{\omega}_{\mathrm{p} 1}, \mathrm{eV}$ | 1.37 | 1.35 | 1.31 | 1.24 | 1.19 | 1.14 | 1.10 |

the doping level $n_{h}=0.15$ as intermediate, while the optimal doping level is $n_{h}=0.3$. At a temperature of $T \approx 300 \mathrm{~K}$, the optimal doping level corresponds to $\rho \approx$ $700 \mu \Omega \mathrm{~cm}$. This value is of the same order of magnitude but is greater than the experimental value $\rho \approx$ $300 \mu \Omega \mathrm{~cm}$ [3] by approximately a factor of 2 . The table shows that the conductivity exhibits an almost linear dependence on temperature.

The characteristic value $\tilde{\omega}_{\mathrm{pl}} \approx 1.3 \mathrm{eV}$ (see table) is close to the experimental value, $\omega_{\mathrm{pl}} \approx 1 \mathrm{eV}$, which is obtained from the measurement of energy losses of fast electrons [25, 38, 39]. Despite the low concentration of carriers and a relatively small width of the lower polaron band, we obtain a reasonable value for $\tilde{\omega}_{\mathrm{pl}}$ since the quantity $\chi_{0}$ (18) essentially depends on the velocity $\mathbf{v}(\mathbf{k})$ of bare carriers. Introducing the effective mass according to (24), we obtain $m^{*} \approx 8$ for the lowfrequency region.

Thus, our analysis of a strongly correlated Kondo lattice model within a spin-polaron approach shows that the spin-excitation mode with $\omega_{\mathrm{Q}} \sim 500 \mathrm{~K}$ and the strong coupling of this mode to the subsystem of carriers due to the quasinesting character of the structure of the lower band allow one to qualitatively describe the low-frequency part of the optical conductivity in the $\mathrm{CuO}_{2}$ plane.


Fig. 9. Conductivity $\sigma(\omega)$ for three values of the doping level: $n_{h}=0.15,0.25$, and 0.3 .

In conclusion, we point out several disadvantages of the approach proposed, which, in our opinion, lead to certain discrepancies with experiment. These discrepancies result from the calculation of the reflectivity $R(\omega)$, which demonstrates a correct quasilinear decrease in a wide range of frequencies; however, the slope of the decrease is substantially greater than the experimental value.

The Kondo lattice model does not reflect the following important feature of the plane $\mathrm{CuO}_{2}$ : the residues $Z_{\mathbf{k}}^{(1)}$ in the lower band are strongly suppressed for the vectors $\mathbf{k}$ close to the points $\Gamma=(0,0)$ and $M$. Such a decrease in $Z_{\mathbf{k}}^{(1)}$ is described by a three-band model, and taking into consideration this decrease may significantly reduce the value of $\Gamma(\omega)$ and eliminate the discrepancy with experimental data in the behavior of $R(\omega)$. Next, our approach simulates the incoherent part of the spectral function of a polaron in the form of upper coherent polaron bands. Our analysis shows that such a description is not quite adequate and leads to an artificial decrease in $\Gamma(\omega)$ for $\omega \geq 2500 \mathrm{~cm}^{-1}$. Finally, we should have taken into account that the frustration parameter $p$ increases with the doping level $n_{h}$.
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## APPENDIX

## Appendix A

Here, we present a method for determining the spinpolaron bands $E_{\mathbf{k}}^{(l)}$ and residues $Z_{\mathbf{k}}^{(l)}$ (see (9)) and an explicit expression for the matrix elements arising in the projection method.

For the given basis of spin-polaron operators (7), (8), we introduce retarded two-time Green's functions
$G_{i j}(t, \mathbf{k})$ for the Fourier components $\varphi_{\mathbf{k}}^{(j)}$ of the operators $\varphi_{\mathbf{r}}^{(j)}$ (for short, we omit the spin indices):

$$
\begin{gather*}
G_{i j}(t, \mathbf{k}) \equiv\left\langle\left\langle\varphi_{\mathbf{k}}^{(i)}(t) \mid \varphi_{\mathbf{k}}^{(j) \dagger}(0)\right\rangle\right\rangle \\
=-i \Theta(t)\left\langle\left\{\varphi_{\mathbf{k}}^{(i)}(t), \varphi_{\mathbf{k}}^{(j) \dagger}(0)\right\}\right\rangle,  \tag{26}\\
\varphi_{\mathbf{k}}^{(j)}=\frac{1}{\sqrt{N}} \sum_{\mathbf{r}} \mathrm{e}^{-i \mathbf{k r}} \varphi_{\mathbf{r}}^{(j)}, \quad i, j=1-4 .
\end{gather*}
$$

The equation of motion for the Fourier components of the Green's functions is given by

$$
\begin{gather*}
\omega\left\langle\left\langle\varphi_{\mathbf{k}}^{(i)} \mid \varphi_{\mathbf{k}}^{(j) \dagger}\right\rangle\right\rangle_{\omega}=K_{i j}+\left\langle\left\langle\psi_{\mathbf{k}}^{(i)} \mid \varphi_{\mathbf{k}}^{(j) \dagger}\right\rangle\right\rangle_{\omega} \\
K_{i j}(\mathbf{k})=\left\langle\left\{\varphi_{\mathbf{k}}^{(i)}, \varphi_{\mathbf{k}}^{(j) \dagger}\right\}\right\rangle, \quad \psi_{\mathbf{k}}^{(i)}=\left[\varphi_{\mathbf{k}}^{(i)}, \hat{H}\right] \tag{27}
\end{gather*}
$$

In the projection method, the new operators $\psi_{\mathbf{k}}^{(i)}$ are approximated by the projections of the basis operators (7), (8) onto the space $\left\{\varphi_{k}^{(i)}\right\}$ :

$$
\begin{gather*}
\psi_{\mathbf{k}}^{(i)} \approx \sum_{l} L_{i l}(\mathbf{k}) \varphi_{\mathbf{k}}^{(l)}, \quad L(\mathbf{k})=D(\mathbf{k}) K^{-1}  \tag{28}\\
D_{i j}(\mathbf{k})=\left\langle\left\{\psi_{\mathbf{k}}^{(i)}, \varphi_{\mathbf{k}}^{(j) \dagger}\right\}\right\rangle
\end{gather*}
$$

After the substitution of the approximate expressions for the operators $\left\{\varphi_{\mathbf{k}}^{(i)}\right\}$ (28) into the equation of motion (27), the system of equations (27) for the Green's functions $\left\langle\left\langle\varphi_{\mathbf{k}}^{(i)} \mid \varphi_{\mathbf{k}}^{(j) \dagger}\right\rangle\right\rangle_{\omega}$ becomes closed, and it can be represented in the following matrix form:

$$
\begin{equation*}
\left(\omega E-D K^{-1}\right) G=K \tag{29}
\end{equation*}
$$

where $E$ is the identity matrix. The solution of the system allows one to determine the Green's function (9) of a bare hole.

In particular, the spectrum $E_{\mathbf{k}}$ of quasiparticles is defined by the poles of the Green's function $G$ and is determined from the equation

$$
\operatorname{det}\left|K E_{\mathbf{k}}-D\right|=0
$$

Let us give explicit expressions for the matrix elements of $K$ and $D$.

Below, we adopted the following notation: $D_{i j}(\mathbf{k})=$ $\left\langle\left\{\left[\varphi_{\mathbf{k}}^{(i)},(\hat{T}+\hat{J}+\hat{I})\right], \varphi_{\mathbf{k}}^{(j) \dagger}\right\}\right\rangle=\tilde{T}_{i j}+\tilde{J}_{i j}+\tilde{I}_{i j} ; K_{i j}, \tilde{T}_{i j}$, $\tilde{J}_{i j}$, and $\tilde{I}_{i j}$ are symmetric matrices; $\gamma_{g}=0.5\left(\cos k_{x}+\right.$ $\left.\cos k_{y}\right) ; \gamma_{d}=\cos k_{x} \cos k_{y} ; \gamma_{2 g}=0.5\left(\cos 2 k_{x}+\cos 2 k_{y}\right)$. Below, we give the nonzero matrix elements.

## $K$ matrix

$$
\begin{gathered}
K_{11}=1, \quad K_{14}=u \\
K_{22}=0.75, \quad K_{23}=u, \quad K_{24}=-u \\
K_{33}=u, \quad K_{34}=w-2 u \mathrm{~V}
\end{gathered}
$$

$$
K_{44}=0.75 u-w+2 u v
$$

## $\tilde{T}$ matrix

$$
\begin{gathered}
T_{11}=4 t_{g} \gamma_{g}+4 t_{d} \gamma_{d}+4 t_{2 g} \gamma_{2 g}, \\
T_{14}=u\left(4 t_{g} \gamma_{g}+4 t_{d} \gamma_{d}+4 t_{2 g} \gamma_{2 g}\right), \\
T_{22}=4 t_{g} \gamma_{g} C_{g}+4 t_{d} \gamma_{d} C_{d}+4 t_{2 g} \gamma_{2 g} C_{2 g}, \\
T_{23}=4 t_{g} \gamma_{g} u_{g}+4 t_{d} \gamma_{d} u_{d}+4 t_{2 g} \gamma_{2 g} u_{2 g}, \\
T_{24}=4 t_{g} \gamma_{g} C_{g}\left(v_{g}-v\right) \\
+4 t_{d} \gamma_{d} C_{d}\left(v_{d}-v\right)+4 t_{2 g} \gamma_{2 g} C_{2 g}\left(v_{2 g}-v\right), \\
T_{33}=T_{23}, \\
T_{44}=4 t_{g} \gamma_{g}\left(w_{g}-u v_{g}-u_{g} v\right)+4 t_{d} \gamma_{d}\left(w_{d}-u v_{d}-u_{d} v\right) \\
+4 t_{2 g} \gamma_{2 g}\left(w_{2 g}-u v_{2 g}-u_{2 g} v\right), \\
-4 C_{g}+C_{g}\left(v^{2}+2 v_{g} v\right)+\frac{2}{3} C_{g}^{2}\left(v^{2}+3 v_{g}^{2}\right) \\
+4 t_{d} \gamma_{d}\left(C_{d} u_{d}+C_{d}\left(v^{2}+2 v_{d} v\right)+\frac{2}{3} C_{d}^{2}\left(v^{2}+\frac{1}{3} u^{2}-\frac{2}{3} W_{g}^{(1)}\right)\right. \\
\left.-4 V_{d}^{2}\right) \\
\left.+4 t_{2 g} \gamma_{2 g}\left(C_{2 g} u_{2 g} v+u v_{d}\right)+u_{2 g}^{2}-\frac{1}{3} u_{d}^{2}-\frac{2}{3} W_{d}^{(1)}\right) \\
-4 C_{2 g}\left(\frac{1}{3} u_{2 g} v+u v_{2 g}+u^{2}-\frac{1}{3} u_{2 g}^{2}-\frac{2}{3} W_{2 g}^{(1)}\right)
\end{gathered}
$$

## $\tilde{J}$ matrix

$$
\begin{gathered}
J_{1 j}=J K_{2 j}, \quad j=1,2,3,4, \\
J_{2 j}=J\left(0.75 K_{1 j}-K_{2 j}\right), \quad j=2,3,4 \\
J_{33}=J K_{34}, \\
J_{34}=J(0.75 u-w+2 u v), \\
J_{44}=J\left(\frac{7}{4} w-3.5 u v-0.75 u\right) .
\end{gathered}
$$

## $\tilde{I}$ matrix

$$
\begin{gathered}
I_{22}=-4 I_{1} C_{g}-4 I_{2} C_{d} \\
I_{23}=4 I_{1} C_{g}\left(v_{g}-v\right)+4 I_{2} C_{d}\left(v_{d}-v\right) \\
I_{24}=2 I_{1}\left(C_{g}\left(v-v_{g}\right)+u_{g}\right)+2 I_{2}\left(C_{d}\left(v-v_{d}\right)+u_{d}\right) \\
I_{33}=4 I_{1} C_{g}\left(v_{g}-v\right)+4 I_{2} C_{d}\left(v_{d}-v\right)
\end{gathered}
$$

$$
\begin{gathered}
I_{34}=4 I_{1}\left(\frac{2}{3} W_{g}^{(3)}+\frac{2}{3} C_{g}\left(u v-w-u v_{g}+w_{g}\right)\right. \\
\left.+C_{g}\left(v^{2}-1.5 v v_{g}+0.5 v_{g}^{2}\right)+\frac{2}{3} C_{g}^{2}\left(v_{g}^{2}-v v_{g}\right)\right) \\
+4 I_{2}\left(\frac{2}{3} W_{d}^{(3)}+\frac{2}{3} C_{d}\left(u v-w-u v_{d}+w_{d}\right)\right. \\
\left.+C_{d}\left(v^{2}-1.5 v v_{d}+0.5 v_{d}^{2}\right)+\frac{2}{3} C_{d}^{2}\left(v_{d}^{2}-v v_{d}\right)\right), \\
I_{44}= \\
-4 I_{1}\left(0.5 w_{g}^{(1)}-u_{g} v_{g}-v v_{g}\left(C_{g}+\frac{8}{3} C_{g}^{2}\right)\right. \\
\quad-\frac{8}{3} C_{g} u_{g} u v_{g}+\frac{8}{3} C_{g} u v-C_{g} v^{2}-C_{g} u \\
+
\end{gathered}
$$

Here, we used the following notation:

$$
\begin{aligned}
& v=\frac{1}{N} \sum_{\mathbf{\kappa}} 1, \quad \frac{1}{N} \sum_{\mathbf{\kappa}} \equiv \frac{1}{N} \sum_{\mathbf{\kappa} \in \Omega}, \\
& v_{l}=\frac{1}{N} \sum_{\mathbf{\kappa}} e^{i \mathbf{k} \mathbf{l}} ; \quad \mathbf{l}=\mathbf{g}, \mathbf{d}, 2 \mathbf{g}, \\
& u=\frac{1}{N} \sum_{\mathrm{k}} C_{\mathrm{k}}, \\
& u_{l}=\frac{1}{N} \sum_{\mathbf{\kappa}} e^{i \mathbf{k} \mathbf{l}} C_{\mathbf{\kappa}}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d}, 2 \mathbf{g} ; \\
& w=\frac{1}{N^{2}} \sum_{\mathbf{k}_{1}, \mathbf{k}_{2}} C_{\mathbf{k}_{1}-\mathbf{K}_{2}}, \\
& w_{l}=\frac{1}{N^{2}} \sum_{\mathbf{k}_{\mathbf{1}}, \mathbf{k}_{2}} e^{-i \mathbf{k}_{1} \mathbf{1}} C_{\mathbf{k}_{1}-\mathbf{\kappa}_{2}}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d}, 2 \mathbf{g}, \\
& w_{l}^{(1)}=\frac{1}{N^{2}} \sum_{\mathbf{\kappa}_{1}, \mathbf{\kappa}_{2}} e^{-i\left(\mathbf{\kappa}_{1}-\boldsymbol{\kappa}_{2}\right) 1} C_{\mathbf{\kappa}_{1}-\boldsymbol{\kappa}_{2}}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d}, \\
& W_{l}^{(1)}=\frac{1}{N^{2}} \sum_{\mathbf{k}_{1}, \mathbf{\kappa}_{2}, \mathbf{p}} e^{-i\left(\boldsymbol{\kappa}_{1}-\boldsymbol{\kappa}_{2}\right) \mathbf{p}} e^{-i \mathbf{\kappa}_{2} \mathbf{l}} C_{\mathbf{\rho}} C_{\mathbf{\rho}-1}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d}, 2 \mathbf{g},
\end{aligned}
$$

$$
\begin{gathered}
W_{l}^{(2)}=\frac{1}{N^{2}} \sum_{\boldsymbol{\kappa}_{1}, \boldsymbol{\kappa}_{2}, \boldsymbol{\rho}} e^{-i\left(\boldsymbol{\kappa}_{1}-\boldsymbol{\kappa}_{2}\right) \boldsymbol{\rho}} C_{\boldsymbol{\rho}} C_{\mathbf{\rho}-\mathbf{g}}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d} \\
W_{l}^{(3)}=\frac{1}{N^{2}} \sum_{\mathbf{\kappa}_{1}, \mathbf{\kappa}_{2}}\left(e^{i \mathbf{\kappa}_{2} \mathbf{l}}-e^{-i\left(\mathbf{\kappa}_{1}-\boldsymbol{\kappa}_{2}\right) \mathbf{l}}\right) C_{\mathbf{\kappa}_{1}-\mathbf{\kappa}_{2}} C_{\mathbf{\kappa}_{2}}, \quad \mathbf{l}=\mathbf{g}, \mathbf{d} .
\end{gathered}
$$

## Appendix B

To represent $\sigma(\omega)$ in the form (16), we apply Eqs. (19), (20), and (21). Let us rewrite (21) in the following identical form:

$$
\omega\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}^{-1}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega} .
$$

Next, we apply Eq. (20) to obtain

$$
\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}^{-1}\left(i \chi_{0}+\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right)=\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega} .
$$

It is convenient to rewrite this equation as

$$
\begin{gathered}
\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=\left(i \chi_{0}\right)^{-1}\left[\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right. \\
\left.-\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}^{-1}\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right]\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega} .
\end{gathered}
$$

Now, we substitute the last equation into (19). As a result, we have

$$
\begin{aligned}
& \left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}=i \chi_{0}\left\{\omega-\chi_{0}^{-1}\left[\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right.\right. \\
& \left.\left.-\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}^{-1}\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right]\right\}^{-1}
\end{aligned}
$$

Thus, we obtain an explicit expression for $M(\omega)$ in terms of the current-force-type irreducible Green's function [40]:

$$
\begin{gathered}
M(\omega)=-\frac{1}{\chi_{0}}\left[\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right. \\
\left.-\left\langle\left\langle j_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}\right\rangle\right\rangle_{\omega}^{-1}\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\right]
\end{gathered}
$$

or

$$
M(\omega)=-\frac{1}{\chi_{0}}\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\mathrm{irred}}
$$

Next, we have to express $M(\omega)$ in terms of the force-force-type irreducible function $\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}$. Differentiating the function $\left\langle\left\langle j_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}$ with respect to the first variable, we obtain

$$
M(\omega)=-\left(\chi_{0} \omega\right)^{-1}\left[K+\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}\right]
$$

where the irreducibility implies the following combination:

$$
\begin{gathered}
\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }}=\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega} \\
-\left\langle\left\langle F_{x} \mid j_{x}^{\dagger}\right\rangle\right\rangle_{\omega}\left\langle\left\langle P_{x} \mid j_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{-1}\left\langle\left\langle P_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega} .
\end{gathered}
$$

Since $K$ is purely real, it is convenient to calculate first the imaginary part of $M(\omega)$. Then,

$$
\begin{gathered}
\Gamma(\omega)=-\left(\chi_{0} \omega\right)^{-1} \operatorname{Im}\left\langle\left\langle F_{x} \mid F_{x}^{\dagger}\right\rangle\right\rangle_{\omega}^{\text {irred }} \\
=\left(2 \chi_{0} \omega\right)^{-1}\left(e^{\omega / T}-1\right) \mathscr{T}_{F_{x}^{\top} F_{x}}^{\text {irred }}(\omega),
\end{gathered}
$$

where $\mathscr{T}_{F_{x}^{*} F_{x}}^{\text {irred }}(\omega)$ is the spectral intensity of the function $\left\langle F_{x}^{\dagger} F_{x}(t)\right\rangle^{\text {irred }}$.

Taking into account that $F_{x}^{\dagger}=-F_{x}$, we obtain the function $\Gamma(\omega)$ expressed in terms of the force-forcetype irreducible correlation function [15]:

$$
\Gamma(\omega)=\frac{1-e^{\omega / T^{+\infty}}}{2 \chi_{0} \omega} \int_{-\infty}\left\langle F_{x} F_{x}(t)\right\rangle^{\text {irred }} e^{i \omega t} d t
$$

Within the framework of the mode-coupling approximation, we retain in the correlation function $\left\langle F_{x} F_{x}(t)\right\rangle^{\text {irred }}$ only the first term corresponding to the correlation function $\left\langle F_{x} F_{x}(t)\right\rangle$ and untangle it as follows:

$$
\begin{aligned}
&\left\langle a_{\mathbf{k}_{1}, \sigma_{1}}^{\dagger} S_{\mathbf{k}_{1}-\mathbf{k}_{2}}^{\alpha}\right.\left.\hat{\sigma}_{\sigma_{1} \sigma_{2}}^{\alpha} a_{\mathbf{k}_{2}, \sigma_{2}} a_{\mathbf{k}_{1}^{\prime}, \sigma_{1}}^{\dagger}(t) S_{\mathbf{k}_{1}-\mathbf{k}_{2}}^{\beta}(t) \hat{\sigma}_{\sigma_{1} \sigma_{2}}^{\beta} a_{\mathbf{k}_{2}^{\prime}, \sigma_{2}^{\prime}}(t)\right\rangle \\
& \approx 2\left\langle a_{\mathbf{k}_{2}, \sigma_{2}} a_{\mathbf{k}_{2}, \sigma_{2}}^{\dagger}(t)\right\rangle\left\langle S_{\mathbf{k}_{1}-\mathbf{k}_{2}}^{\alpha} S_{\mathbf{k}_{2}-\mathbf{k}_{1}}^{\alpha}(t)\right\rangle \\
& \times\left\langle a_{\mathbf{k}_{1}, \sigma_{1}}^{\dagger} a_{\mathbf{k}_{1}, \sigma_{1}}(t)\right\rangle \delta_{\mathbf{k}_{1} \mathbf{k}_{2}} \delta_{\mathbf{k}_{2} \mathbf{k}_{1}} \delta_{\sigma_{1}, \sigma_{2}} .
\end{aligned}
$$

Then, we express the correlation functions $\left\langle S_{\mathbf{q}}^{\alpha} S_{-\mathbf{q}}^{\alpha}(t)\right\rangle,\left\langle a_{\mathbf{k}, \sigma} a_{\mathbf{k}, \sigma}^{\dagger}(t)\right\rangle$, and $\left\langle a_{\mathbf{k}, \sigma}^{\dagger} a_{\mathbf{k}, \sigma}(t)\right\rangle$ in terms of the Fourier components of the hole and spin Green's functions presented in Sections 2 and 3. As a result, we arrive at expression (22) for $\Gamma(\omega)$. The expression for the real part $M^{\prime}(\omega)$ is obtained from the Kramers-Kronig relation:

$$
M^{\prime}(\omega)=\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\Gamma(\zeta)}{\zeta-\omega} d \zeta .
$$

Thus, in the approximation of coupled modes, the complex memory function $M(\omega)$ can be represented as

$$
\begin{gathered}
M(\omega)=\frac{J^{2}}{\chi_{0}} \frac{1}{N^{2}} \sum_{\mathbf{k}, \mathbf{q}}\left(v_{x}(\mathbf{k})-v_{x}(\mathbf{k}+\mathbf{q})\right)^{2} \\
\times \sum_{i, j=1}^{4} Z_{\mathbf{k}}^{(i)} Z_{\mathbf{k}+\mathbf{q}}^{(j)}\left(1-n_{F}\left(E_{\mathbf{k}}^{(i)}\right)\right) n_{F}\left(E_{\mathbf{k}+\mathbf{q}}^{(j)}\right) \\
\times \frac{F_{\mathbf{q}}}{\omega_{\mathbf{q}}}\left(1+n_{B}\left(\omega_{\mathbf{q}}\right)\right) \frac{e^{E / T}-1}{E}\left[\frac{1}{E-\omega-i \delta}-\frac{1}{E+\omega+i \delta}\right],
\end{gathered}
$$

where $E=E_{\mathbf{k}+\mathbf{q}}^{(j)}-E_{\mathbf{k}}^{(i)}-\omega_{\mathbf{q}}, \delta>0$.
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#### Abstract

Superconducting pairing of holes with a large (on the order of doubled Fermi) total pair momentum and small relative motion momenta is considered taking into account the quasi-two-dimensional electronic structure of high- $T_{c}$ cuprates with clearly defined nesting of the Fermi contour situated in an extended neighborhood of the saddle point of the electronic dispersion law (the momentum space region with a hyperbolic metric) and the arising of a spatially inhomogeneous (stripe) structure as a result of the redistribution of current carriers (holes) that restores regions with antiferromagnetic ordering. The superconducting energy gap and condensation energy were determined, and their dependences on the doping level were qualitatively studied. The energy gap was shown to exist in some hole concentration region limited on both sides. The superconducting state with a positive condensation energy appears in a narrower range of doping within this region. The reason for the arising of the superconducting state at a repulsive screened Coulomb interaction between holes is largely the redistribution of hole pairs in the momentum space related to the special features of the hyperbolic metric, which is responsible for the formation of the "pair" Fermi contour, and the renormalization of the kinetic energy of holes when the chemical potential changes because of the condensation of pairs. Hole pairs of the type under consideration exist not only in the condensate but also in the form of quasi-stationary states with very weak decay at temperatures substantially exceeding the superconducting transition temperature. The pseudogap region of the phase diagram of high- $T_{c}$ cuprates is related to such states. The pairing mechanism under consideration allows not only the principal characteristics of the phase diagram but also key experimental data on high $-T_{c}$ cuprate materials to be qualitatively explained. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The special properties of the quasi-two-dimensional (2D) electronic structure of the compounds that exhibit high-temperature superconductivity (the presence of long almost rectilinear Fermi contour portions, which are situated in an extended neighborhood of the saddle point of the electronic dispersion law) result, because of screened Coulomb repulsion, in the arising of quasistationary states of hole pairs with a large total momentum $K \approx 2 k_{F}$ ( $k_{F}$ is the Fermi momentum in the direction of vector $\mathbf{K}$ ) and a small relative motion momentum [1]. Such quasi-stationary states are characterized by very weak decay [1] and can therefore be treated as peculiar elementary excitations of the electronic subsystem of crystals. The appearance of bound states of hole pairs under repulsive interaction conditions and virtual absence of their decay (although the levels of the quasi-stationary states lie in the region of the continuous spectrum of one-particle excitations) is explained by different signs of the principal values of the tensor of effective masses which determines the kinetic energy of the relative motion of a pair in the vicinity of the saddle point (the momentum space in an extended neighborhood of the saddle point has a pseudo-Euclidean or hyperbolic metric). The qualitative description of the
pseudogap state of underdoped high- $T_{c}$ materials suggested in [1] was based on the concept of quasi-stationary states of hole pairs. It was, in particular, shown how characteristic temperature $T^{*}$ of the appearance of a pseudogap depended on the doping level [1].

The scattering amplitude of the relative motion of hole pairs considered in [1] contains one more complex pole [2], possibly, responsible for superconducting instability. The imaginary part of the corresponding pole should be related to the superconducting gap $\Delta$ value and the $T_{c}$ superconducting transition temperature. The disappearance of the complex pole and, conversely, a monotonic increase in the energy of quasistationary states with increasing repulsive Coulomb interaction between holes explain the substantial difference between $T^{*}$ and $T_{c}$ in the strongly underdoped region and qualitatively describe the observed phase diagram of high $-T_{c}$ cuprates (in the temperature-doping level coordinates).

The absence of a quasi-particle peak [3] in the angu-lar-resolved photoemission spectra (ARPES) at $T_{c}<$ $T<T^{*}$ is also explained by the presence of hole-pair quasi-stationary states in this temperature interval. Indeed, each state of such a pair with a given total momentum is represented by the sum of Bloch one-par-
ticle (hole) states, all of which are present in quasi-stationary states with small weights $g \ll 1$ [1]. In ARPES experiments, an inner-shell electron is excited into one of the Bloch states near the Fermi contour and, therefore, has $g=1$. This state strongly decays because of excitation redistribution between quasi-stationary states with different total momenta. In the scheme under consideration, the observation of a quasi-particle peak at $T<T_{c}$ [3] is explained by the presence of a complex scattering amplitude pole and Bose condensation of a macroscopic number of hole pairs, when the weight of Bloch states in the condensate of pairs with a given momentum $\mathbf{K}$ is close to one $(g \sim 1)$.

If the concentration of holes $p$ becomes smaller than a certain $p_{N}$ value as $T \longrightarrow 0$, the high- $T_{c}$ compound becomes insulator and acquires a long-range antiferromagnetic order. At $p>p_{N}$, short-range antiferromagnetic order is retained, and a spatially inhomogeneous quasi-one-dimensional (1D) state arises in the conducting planes of high- $T_{c}$ compounds in the form of static or dynamic stripes, that is, regions with restored antiferromagnetic order depleted of holes and separated by layers with metallic conductivity, which are enriched in holes [3]. It follows that antiferromagnetic and superconducting orderings in high- $T_{c}$ compounds are closely and nontrivially related to each other. In particular, short-range antiferromagnetic order may play a stabilizing role in the arising and superconducting condensation of hole pairs with large total momenta considered in [1]. Indeed, the real part of the complex scattering amplitude pole is positive [2]. Energy loss caused by depopulating some hole states in the region with a hyperbolic metric within the Fermi contour can therefore be balanced by the redistribution of hole pairs in the $\mathbf{r}$ space, which results in the coexistence of regions of the metallic and antiferromagnetic types. Such a phase stratification [4] accompanied by changes in hole state populations in the momentum space may correspond to an energy minimum.

The superconducting state with a large $\left(K \approx 2 k_{F}\right)$ total pair momentum studied below has formally been considered in [5] in terms of microscopic models of the coexistence of superconductivity and antiferromagnetism or charge density waves (structural phase transition; the $\approx 2 k_{F}$ momentum then transforms into a new reciprocal lattice vector). States with large pair momenta then arise as a result of the coexistence of antiferromagnetic ordering and Cooper pairs with a zero total momentum. Phenomenologically, such transformations are described as breaking of certain symmetries, for instance, by the $S O(5)$ or $S U(4)$ models [6, 7].

As is known [8, 9], increased doping of the antiferromagnetic phase related to the spin density wave may result in that simultaneous appearance of a charge density wave will be also energetically favorable. This leads to a weak ferromagnetism observed in some compounds [10]. Existence of the charge ordering was also reported in superconducting bismuth cuprates [11]. The
formation of a one-dimensional stripe structure naturally leads to modulation of the spin and charge density, which may result in the appearance of weak ferromagnetism.

In this work, we show that, for pairs predominantly formed from states within the Fermi hole contour and from states outside the Fermi contour, the total pair momenta ( $\mathbf{K}$ and $\mathbf{K}^{\prime}$, respectively) are not equal (this should result in actually observed asymmetry of tunnel volt-ampere characteristics with respect to changing the sign of bias voltage.) These momenta are equal neither to the antiferromagnetic vector nor to the doubled Fermi vector, and Cooper pairs with a zero total momentum can therefore not appear, as is assumed in what follows. The hyperbolic metric of the kinetic energy of the relative motion of such pairs results in the redistribution of particles in the momentum space, that is, in the appearance of a pair Fermi contour which does not coincide with the Fermi contour defined as a zeroenergy line of one-particle excitations. Such a nonuniformity of the distribution of particle pairs in the momentum space against the background of dopingdependent antiferromagnetic ordering corresponds to the nonuniform (stripe) electronic structure of conducting planes in high- $T_{c}$ compounds.

## 2. THE HAMILTONIAN OF HOLE PAIRS

Relative motion momentum $\mathbf{k}$ of a hole pair with total momentum $\mathbf{K}$ ( $K \approx 2 k_{F}$, where $k_{F}$ is the Fermi momentum in direction $\mathbf{K}$ ) belongs to some $\mathbf{K}$-dependent region $\Xi_{K}$ within the 2 D Brillouin zone [1]. Because the Fermi contour is situated in an extended neighborhood of the saddle point of the electronic dispersion law, this region is naturally separated into two parts, in one of which the energy of pair relative motion is positive $\left(\Xi_{K}^{(+)}\right)$, and, in the other, negative $\left(\Xi_{K}^{(-)}\right)$. The $\Xi_{K}$ region corresponding to pair momentum $K$ (K pair) which is smaller than twice the Fermi momentum in direction $\mathbf{K}\left(K<2 k_{F}\right)$ is schematically shown in Fig. 1. In Fig. 1, direction $\mathbf{K}$ coincides with the direction of the $\mathrm{Cu}-\mathrm{O}$ bond in the conducting plane (antinodal direction). The shape of the Fermi contour (a square with rounded angles; a part of the Fermi contour is shown in Fig. 1 as a line labeled by the corresponding hole energy value, which equals the Fermi energy $E_{F}$ ) is typical of high- $T_{c}$ cuprates with $p$-type doping [16]. The $\Xi_{K}$ region for the selected direction $\mathbf{K}$ therefore consists of two parts. One part is situated inside the Fermi contour, and the other, outside it. The energy of the pair along the $a-a^{\prime}$ and $b-b^{\prime}$ lines, which separate the $\Xi_{K}^{(+)}$and $\Xi_{K}^{(-)}$regions, equals the energy of the center of mass $2 \varepsilon(K / 2)$. Clearly, there are many hole pairs with momentum $\mathbf{K}$ and the same energy in which the $\mathbf{k}_{ \pm}=$ $\mathbf{K} / 2 \pm \mathbf{k}$ momenta of the holes constituting these pairs belong to some line in the $\mathbf{k}$ space region bounded by
the Fermi contour. In addition, there exist pairs with the same momentum $\mathbf{K}$ of the center of mass and the same energy but hole momenta $\mathbf{k}_{ \pm}^{\prime}$ outside the region bounded by the Fermi contour. It follows that, because of the hyperbolic $\mathbf{k}$ space metric, the removal of a pair of holes with momenta $\mathbf{k}_{ \pm}$(the creation of two electrons inside the Fermi hole contour) and the creation of a pair of holes with momenta $\mathbf{k}_{ \pm}^{\prime}$ outside the Fermi contour can occur without a change in energy. If the pair momentum $\mathbf{K}^{\prime}$ value ( $\mathbf{K}^{\prime}$ pair) is larger than twice the Fermi momentum ( $K^{\prime}>2 k_{F}$ ), the corresponding $\Xi_{K^{\prime}}$ region fully lies outside the Fermi contour. The transfer of a pair of holes from $\Xi_{K}$ to $\Xi_{K^{\prime}}$ is definitely related to an increase in energy (the energy of the center of mass then increases). However, note that such a transfer can involve the removal of pairs with a positive relative motion energy from $\Xi_{K}$ and the appearance of pairs with a negative relative motion energy in $\Xi_{K^{\prime}}$.

The transfer of hole pairs from the $\Xi_{K}^{(+)}$part of the $\Xi_{K}$ region to the $\mathbf{k}$ space region outside the Fermi contour can be related to the formation of a spatially inhomogeneous (stripe) structure in which regions with decreased and increased (with respect to the mean value) hole concentrations alternate. The region to which hole pairs can be transferred can be the $\tilde{\Xi}_{K}$ part of the $\Xi_{K}$ region that is situated outside the Fermi contour and corresponds to the same $K<2 k_{F}$ pair momentum value or the $\Xi_{K^{\prime}}^{(-)}$part of the $\Xi_{K^{\prime}}$ region that corresponds to the $K^{\prime}>2 k_{F}$ pair momentum (Fig. 1). The density of states of the relative pair motion is substantially higher in $\Xi_{K^{\prime}}^{(-)}$than in $\tilde{\Xi}_{K}$, which allows us to consider $\Xi_{K}^{(+)} \longrightarrow \Xi_{K^{\prime}}^{(-)}$transitions only. The pairs that come from $\Xi_{K}$ have positive relative motion energies, whereas relative pair motion energies in $\Xi_{K^{\prime}}$ are negative. A peculiar band diagram for pairs with momenta $\mathbf{K}$ and $\mathbf{K}^{\prime}$ is shown in Fig. 2. There is some energy gap $\delta \varepsilon_{K K^{\prime}}$ between the highest pair energy $2 E_{F}$ in $\Xi_{K}^{(+)}$and the lowest pair energy in $\Xi_{K^{\prime}}^{(-)}$. As mentioned above, hole transfer from $\Xi_{K}^{(+)}$to $\Xi_{K^{\prime}}^{(-)}$therefore results in kinetic energy loss. To estimate this loss, suppose that a certain $\delta N$ number of pairs from $\Xi_{K}^{(+)}$are transferred to $\Xi_{K^{\prime}}^{(-)}$. In the $\Xi_{K}^{(+)}$region (when $T \longrightarrow 0$ and there is no interaction between holes), free pair states appear in some energy interval near $2 E_{F}$, which is small compared with $\delta \varepsilon_{K K^{\prime}}$. The same number of pairs fill a narrow energy interval (determined from the condition of the conservation of the number of pairs) at the lower boundary of the zone corresponding to the $\Xi_{K^{\prime}}^{(-)}$region,


Fig. 1. Regions of admissible relative motion momenta of $\mathbf{K}$ pairs (region $\Xi_{K}$ bounded by the $m^{\prime} d c m c^{\prime} d^{\prime} m^{\prime}$ line and region $\tilde{\Xi}_{K}$ bounded by the $n m^{\prime} n^{\prime} n$ and $p m p^{\prime} p$ lines) and $\mathbf{K}^{\prime}$ pairs (region $\Xi_{K^{\prime}}$ bounded by the $1^{\prime} 2$ '21 line). The straight lines $a a^{\prime}$ and $b b^{\prime}\left(\bar{a} \bar{a}^{\prime}\right.$ and $\left.\bar{b} \bar{b}^{\prime}\right)$ correspond to $\mathbf{K}\left(\mathbf{K}^{\prime}\right)$ pair energy equal to the center-of-mass energy $2 \varepsilon(K / 2)\left(2 \varepsilon\left(K^{\prime} / 2\right)\right)$. The region of negative relative pair motion energies lies above and below these lines, and the region of positive energies, to the left and to the right of them. The $\Xi_{K}^{(-)}$region corresponding to negative K-pair relative motion energies counted from the chemical potential level is bounded by the $m^{\prime} d c m c^{\prime} d^{\prime} m^{\prime}$ line, and the $\Xi_{K}^{(+)}$region of positive energies, by the $m^{\prime} d d^{\prime} m$ and $m c c^{\prime} m$ lines. For $\mathbf{K}^{\prime}$ pairs, the $1^{\prime} 2^{\prime} \bar{d} \bar{d}^{\prime} \bar{d} 1^{\prime}$ and $12 \bar{c} \bar{c}^{\prime} 1$ lines bound the $\Xi_{K^{\prime}}^{(-)}$region, and the $\bar{d} \bar{d}^{\prime} \bar{c} \bar{c}^{\prime} \bar{d}$ line bounds the $\Xi_{K^{\prime}}^{(+)}$region. The $n n^{\prime}$ and $p p^{\prime}$ lines are portions of the boundary of the momentum space region with a hyperbolic metric for $\mathbf{K}$ pairs, and the 11' and 22' lines are similar boundaries for $\mathbf{K}^{\prime}$ pairs. The Fermi contour labeled by $E_{F}$ (the Fermi energy) is the line passing through the $n^{\prime} 1 m^{\prime} d c m 2 p^{\prime}$ points. The pair Fermi contour is shown by lines $d d^{\prime}$ and $c c^{\prime}$ for $\mathbf{K}$ pairs and by lines $\bar{c} \bar{c}^{\prime}$ and $\bar{d} \bar{d}^{\prime}$ for $\mathbf{K}^{\prime}$ pairs.
and energy loss caused by the transfer of holes from $\Xi_{K}^{(+)}$to $\Xi_{K}^{(-)}$can therefore be estimated as $\delta N \delta \varepsilon_{K K^{\prime}}$.

The $\Xi_{K}^{(+)} \longrightarrow \Xi_{K^{\prime}}^{(-)}$transition in the $\mathbf{k}$ space corresponds to the transfer of holes from antiferromagnetic to metallic part of the stripe region in the $\mathbf{r}$ space (Fig. 3). The accompanying strengthening of antiferromagnetic correlations in $\Xi_{K}^{(+)}$somewhat decreases energy, which should balance energy loss caused by the excitation of hole pairs from $\Xi_{K}^{(+)}$to $\Xi_{K}^{(-)}$. Energy gain in the removal of a hole pair from $\Xi_{K}^{(+)}$(that is, from the antiferromagnetic part of the stripe region) can be taken into account phenomenologically, by the introduction of an $I=I(x)$ parameter depending on the $p-p_{N} \equiv x$ difference. Let each hole pair removed from the $\Xi_{K}^{(+)}$region give energy gain $I$. The hole energy gain of removing $\delta N$ pairs then equals $-\delta N I$. It follows that the stripe structure is energetically favorable if

$$
\begin{equation*}
I>\delta \varepsilon_{K K^{\prime}} \tag{2.1}
\end{equation*}
$$



Fig. 2. Given at the top are the $\Xi_{K}$ and $\Xi_{K^{\prime}}$ regions. Along the straight lines within $\Xi_{K}$ and $\Xi_{K^{\prime}}$, relative motion energies of $\mathbf{K}$ and $\mathbf{K}^{\prime}$ pairs, respectively, equal zero. The $f f$ ' line is a portion of the Fermi contour corresponding to the homogeneous state of the electronic system (left diagram, top part). The $c c^{\prime}$ and $d d^{\prime}$ lines are pair Fermi contour portions for antiferromagnetic (AF) stripe region (diagram in the middle, top part) and stripe region with metallic conductivity (M) (right diagram, top part). Occupied states are shaded. The bottom band schemes of relative motion energy show the uniform electronic system state (left diagram), AF stripe part (middle diagram), and $\mathbf{M}$ stripe part (right diagram). The lower band corresponds to $\mathbf{K}$ pairs, and the upper one, to $\mathbf{K}^{\prime}$ pairs.

Note that the arising of the stripe structure within the approach that we use is not at all related to a possible transition of the electronic subsystem into the superconducting state.

Note also that, whereas, in this work, the transfer of holes from the $\Xi_{K}^{(+)}$to the $\Xi_{K^{\prime}}^{(-)}$region sustained by the


Fig. 3. A schematic diagram of the stripe ordering. Arrows indicate the hole transitions from metallic to antiferromagnetic stripe region corresponding to the transitions in the momentum space indicated by arrows in Fig. 1.
restoration of antiferromagnetic order in the formation of stripes that is considered, in [12], the redistribution of holes between the $\Xi_{K}$ region and some acceptor reservoir level was implicitly assumed to occur. The degree of transfer (and the chemical potential value in the absence of superconducting pairing) is then determined by the energy position of the acceptor level. For instance, if the acceptor level of an $E_{A}$ energy (this energy may be due to the presence of the corresponding doping admixtures in layers-reservoirs) is situated below the Fermi level, the depopulation of hole states in the energy layer of width $\delta E=E_{F}-E_{A}$ near the Fermi contour should occur at $T=0$. If the hole dispersion law is isotropic and the momentum space has the usual Euclidean metric, then the Fermi contour congruently shrinks precisely by $\delta E$. Holes that leave the initially populated region become bound with impurity atoms uniformly distributed in the $\mathbf{r}$ space. If the Fermi contour with long almost rectilinear portions is strongly anisotropic, then it follows from the aforesaid that, because of the hyperbolic metric of the momentum space in the vicinity of the Fermi contour, the corresponding change in the population of states near the Fermi contour will be nonuniform, which should result
in a spatially inhomogeneous population of acceptor states [3].

The presence of a hole-populated part in the $\Xi_{K}=$ $\Xi_{K}^{(-)}+\Xi_{K}^{(+)}$region (for this part, we will use the $\Xi_{K}^{(-)}$ notation introduced above), where the relative hole motion energy counted from the chemical potential level is by definition negative, and of a depopulated part (denoted by $\Xi_{K}^{(+)}$) with a positive relative motion energy (and a similar distribution of holes in the $\mathbf{k}$ space in the $\Xi_{K^{\prime}}$ region) makes hole pairing possible near the lines that separate $\Xi_{K}$ and $\Xi_{K^{\prime}}$ region parts depopulated and populated as a result of stripe formation. It follows that these lines (Fig. 1) play the role of a peculiar "pair" Fermi contour on which a superconducting gap can arise. If the $\mathbf{K}^{\prime}-\mathbf{K}$ vector value that determines the scale of the stripe structure is substantially larger than the $\delta k_{c} \sim \Delta$ characteristic size of the $\mathbf{k}$ space region near the Fermi contour in which the superconducting order parameter is nonzero (as is assumed in what follows), the problems of pairing in $\Xi_{K}$ and $\Xi_{K^{\prime}}$ can in a first approximation be considered independently of each other.

It should be taken into account in writing the Hamiltonian of hole pairs with momentum $\mathbf{K}$ that each hole virtually transferred from $\Xi_{K}^{(-)}$to $\Xi_{K}^{(+)}$in the $\mathbf{k}$ space as a result of superconducting pairing (as shown by arrows in Fig. 1) goes into the antiferromagnetic part of the stripe in the $\mathbf{r}$ space which, as noted above, may feature weak ferromagnetic ordering caused by the simultaneous existence of spin and charge density waves. It is natural to suggest that the resulting average magnetization is proportional to the phenomenological parameter $I(x)$ introduced above and the hole energy can be expressed as

$$
\begin{equation*}
\varepsilon_{\sigma}(\mathbf{k})=\varepsilon(\mathbf{k})+\chi I(x) \sigma \theta_{k}, \tag{2.2}
\end{equation*}
$$

where $\varepsilon(\mathbf{k})$ is the dispersion law of holes with momenta $\mathbf{k}$ and $\sigma$ is the projection of the hole spin. The characteristic function $\theta_{k}$ equals 1 for the relative hole motion
momentum $\mathbf{k} \in \Xi_{K}$ and $\theta_{k}=0$ for $\mathbf{k} \in \Xi_{K^{\prime}}$. The coefficient of proportionality between the weak magnetization (arising in the antiferromagnetic part of the stripe) and the Weiss antiferromagnetic field $I(x)$ is sufficiently small ( $\chi \ll 1$ ); in particular, assuming $\chi \longrightarrow 0$ in (2.2), it is possible to consider the superconducting pairing in the absence of weak ferromagnetism. It follows that the Hamiltonian of hole pairs with momentum $\mathbf{K}$ has the form

$$
\begin{aligned}
\hat{H}_{K}=\sum_{k}\{[ & \left.\left.\varepsilon_{\uparrow}\left(\mathbf{k}_{+}\right)-\mu\right] \hat{a}_{k_{+}}^{+} \uparrow \hat{\imath}_{k_{+}} \uparrow+\left[\varepsilon_{\downarrow}\left(\mathbf{k}_{-}\right)-\mu\right] \hat{a}_{k_{\downarrow}-}^{+} \hat{a}_{k_{-} \downarrow}\right\} \\
& +\sum_{k, k^{\prime}} \tilde{U}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \hat{a}_{k_{+} \uparrow}^{+} \hat{a}_{k_{-} \downarrow}^{+} \hat{a}_{k_{-}^{\prime} \downarrow} \hat{k}_{k_{+}^{\prime} \uparrow},
\end{aligned}
$$

where $\mathbf{k}_{ \pm}^{\prime}=\mathbf{K} / 2 \pm \mathbf{k}^{\prime}, \hat{a}_{k_{ \pm} \sigma}^{+}\left(\hat{a}_{k_{ \pm} \sigma}\right)$ are the operators of creation (annihilation) of a hole with momentum $\mathbf{k}_{ \pm}$and spin projection $\sigma$, symbol $\uparrow(\downarrow)$ corresponds to $\sigma=$ $1 / 2(-1 / 2), \mu$ is the chemical potential of holes, and the summation with respect to $\mathbf{k}, \mathbf{k}^{\prime}$ is performed over the whole domain of definition of the relative motion momentum of the $\mathbf{K}$ and $\mathbf{K}^{\prime}$ pairs.

The Fourier transform of the energy of screened Coulomb repulsion of holes $\tilde{U}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)$ depends on the $\mathbf{k}$ space region within which scattering in interactions between holes is allowed [1]. Because of the limitations imposed by the Pauli principle, the whole region of allowed scattering for the $\mathbf{K}$ pair components ( $\mathbf{k}_{+}$and $\mathbf{k}_{-}$ momenta) is $\Xi_{K}$. However, if $\mathbf{K}$ pairs with negative relative motion energies are considered, that is, if $\mathbf{k}, \mathbf{k}^{\prime} \in$ $\Xi_{K}^{(-)}$, then, clearly, $\tilde{U}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)=U_{0} \Xi_{K}^{(-)}$. Similarly, if $\mathbf{k}, \mathbf{k}^{\prime} \in \Xi_{K}^{(+)}$, that is, $\mathbf{K}$ pairs with positive relative motion energies are considered, then $\tilde{U}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)=$ $U_{0} \Xi_{K}^{(+)}$. If scattering involves the transfer of pairs from $\Xi_{K}^{(-)}$to $\Xi_{K}^{(+)}$, that is, if $\mathbf{k} \in \Xi_{K}^{(-)}$and $\mathbf{k}^{\prime} \in \Xi_{K}^{(+)}$(and vice versa), then the region allowed for scattering is the whole $\Xi_{K}$ region, and we must then assume that $\tilde{U}(\mathbf{k}$ $\left.\mathbf{k}^{\prime}\right)=U_{0} \Xi_{K}$. In the case when the momenta $\mathbf{k}$ and $\mathbf{k}^{\prime}$ belong to the regions $\Xi_{K}$ and $\Xi_{K^{\prime}}$ corresponding to different total momenta $\mathbf{K}$ and $\mathbf{K}^{\prime}$, the energy $\tilde{U}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)$ is determined in a similar way. Here [1], $U_{0}=$ $4 \pi e^{2} r_{0}^{2} a^{2} / c S ; r_{0}$ is the screening radius; $a$ and $c$ are the interatomic distances in the conducting plane and between neighboring planes, respectively; and $S$ is the normalization area. The area of the $\Xi_{K}$ region or the related dimensionless $\Xi_{K} a^{2} /(2 \pi)^{2}$ value, which is the ratio between this area and the 2D Brillouin zone area determining the statistical weight of the $\mathbf{K}$ pair [1], takes into account statistical correlations in the system of holes and thereby plays the role of the correlation attenuation factor [17].

## 3. ENERGY GAP

Approximate diagonalization of Hamiltonian (2.3) can, as usual [18], be performed with the use of the Bogoliubov transformation, which introduces new oneparticle creation and annihilation operators,

$$
\begin{align*}
& \hat{a}_{k_{+} \uparrow}=u_{k} b_{k,+1}+v_{k} \hat{b}_{k,-1}^{+},  \tag{3.1}\\
& \hat{a}_{k-\downarrow}=u_{k} \hat{b}_{k,-1}-v_{k} \hat{b}_{k,+1}^{+} .
\end{align*}
$$

The subscripts $K$ and $K^{\prime}$, indicating domains of the particle creation and annihilation operators for the operators and amplitudes $u_{k}$ and $v_{k}$ in Eq. (3.1), will be omitted below. Hamiltonian (2.3) can be written [18] accurate to $\hat{b}^{2}$
as $\hat{H}=E_{0}+\hat{H}^{(0)}+\hat{H}^{(1)}$, where the ground state energy is

$$
\begin{equation*}
E_{0}=-2 \sum_{k} \xi_{k} v_{k}^{2}+\sum_{k} \Delta_{k} u_{k} v_{k} \tag{3.2}
\end{equation*}
$$

$2 \xi_{k} \equiv \varepsilon\left(k_{+}\right)+\varepsilon\left(k_{-}\right)-2 \mu$ is the hole pair energy counted from the chemical potential level, and $\hat{H}^{(0)}$ and $\hat{H}^{(1)}$ are, respectively, the transformed Hamiltonian diagonal and off-diagonal parts, which have the form

$$
\begin{gather*}
\hat{H}^{(0)}=\sum_{k ; \beta= \pm 1} \eta_{\beta}(k) \hat{b}_{k \beta}^{+} \hat{b}_{k \beta},  \tag{3.3}\\
\hat{H}^{(1)}=\sum_{k}\left\{2 \xi_{k} u_{k} v_{k}-\left(v_{k}^{2}-u_{k}^{2}\right) \Delta_{k}\right\}  \tag{3.4}\\
\times\left(\hat{b}_{k,+1}^{+} \hat{b}_{k,-1}^{+}+\hat{b}_{k,-1} \hat{b}_{k,+1}\right)
\end{gather*}
$$

Let us define the order parameter as

$$
\begin{equation*}
\left.\Delta_{k}=\sum_{k^{\prime}} \tilde{U}\left(k-k^{\prime}\right) u_{k^{\prime}}\right\rangle_{k^{\prime}}\left(1-n_{k^{\prime}, 1}-n_{k^{\prime},-1}\right) \tag{3.5}
\end{equation*}
$$

where $n_{k, \beta} \equiv\left\langle\hat{b}_{k \beta}^{+} \hat{b}_{k \beta}\right\rangle=\left[\exp \left(\eta_{\beta}(k) / T\right)+1\right]^{-1}$ are the mean occupation numbers determined by the energies

$$
\begin{equation*}
\eta_{\beta}(k)=\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}+\frac{\beta}{2} I \theta_{k} \tag{3.6}
\end{equation*}
$$

that correspond to two $\beta= \pm 1$ branches of the spectrum of one-particle excitations. The population of the region where the hole pair energy $2 \xi_{k}<0$ and the condition of off-diagonal Hamiltonian part $\hat{H}^{(1)}$ vanishing determine the selection of the amplitudes in the Bogoliubov transformation,

$$
\begin{gather*}
v_{k}^{2}=\frac{1}{2}\left(1-\frac{\xi_{k}}{\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}}\right)  \tag{3.7}\\
u_{k} v_{k}=-\frac{1}{2} \frac{\Delta_{k}}{\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}}
\end{gather*}
$$

The equation for the order parameter takes the form

$$
\begin{equation*}
\Delta_{k}=-\frac{1}{2} \sum_{k^{\prime}} \frac{\tilde{U}\left(k-k^{\prime}\right) \Delta_{k^{\prime}}}{\sqrt{\xi_{k^{\prime}}^{2}+\Delta_{k^{\prime}}^{2}}}\left(1-n_{k^{\prime}, 1}-n_{k^{\prime},-1}\right) \tag{3.8}
\end{equation*}
$$

It follows from (3.8) that, at $\tilde{U}\left(k-k^{\prime}\right)>0$, a constantsign solution is absent in $\Xi_{K}$. Let us therefore assume, for finding an approximate solution, that the dependence of the order parameter on the relative motion momentum is determined by a discontinuous function, which abruptly changes sign in passing across the Fermi contour. We restrict our consideration to the simplest case when the order parameter takes on constant (independent of $k$ ) values on both sides of the Fermi contour. Namely, we assume that $\Delta_{k} \equiv \Delta_{-}>0$ in $\Xi_{K}^{(-)}$
and $\Delta_{k} \equiv-\Delta_{+}<0$ in $\Xi_{K}^{(+)}$. This selection of the solution (as well as of the simplest solution in the BCS theory $[19,20])$ most probably does not correspond to an exact minimum of the ground state energy. However, this solution leads (as will be shown below) to an energy gain in the superconducting pair condensation. It should be noted that the superconducting pairing considered independently on the pair Fermi contour in each of the $\Xi_{K}$ and $\Xi_{K^{\prime}}$ domains may lead only to the trivial solution $\Delta_{+}=\Delta_{-}=0$ because (as noted above) Eq. (3.8) has no nontrivial constant-sign solutions. Thus, the transitions of particles between states close to the pair Fermi contour parts inside ( $\Xi_{K}$ domain) and outside ( $\Xi_{K^{\prime}}$ domain) of the Fermi contour account for the main contribution to the superconducting pairing. In the $\mathbf{r}$ space, these transitions correspond to the transitions between metallic and antiferromagnetic parts of the stripe. For this reason, the mean field approximation used in writing Eq. (2.2) is valid, strictly speaking, only provided that the spatial scale of the stripe structure does not exceed the coherence length.

Equation (3.8) can be rewritten in the form

$$
\begin{align*}
&(1-\alpha) \Delta_{-}+\Delta_{+}=\frac{1}{2} U_{0} \Xi_{K}\left(1-\alpha+\alpha^{2}\right) \Delta_{-} \\
& \times \sum_{k \in \Xi_{K^{\prime}}^{(-)}} \frac{1-n_{k, 1}-n_{k,-1}}{\sqrt{\xi_{k}^{2}+\Delta_{-}^{2}}}  \tag{3.9}\\
& \Delta_{-}+\alpha \Delta_{+}=\frac{1}{2} U_{0} \Xi_{K}\left(1-\alpha+\alpha^{2}\right) \Delta_{+} \\
& \times \sum_{k \in \Xi_{K}^{(+)}} \frac{1-n_{k, 1}-n_{k,-1}}{\sqrt{\xi_{k}^{2}+\Delta_{+}^{2}}}
\end{align*}
$$

Here, $\alpha=\Xi_{K^{\prime}}^{(-)} /\left(\Xi_{K}^{(+)}+\Xi_{K^{\prime}}^{(-)}\right)$. Note that the $\left(1-\alpha+\alpha^{2}\right)>$ 0 multiplier is positive at arbitrary $\alpha$ in the range $0<$ $\alpha<1$. This multiplier, which is proportional to $\Xi_{K^{\prime}}^{2}-$ $\Xi_{K}^{(-)} \Xi_{K^{\prime}}^{(+)}$, appears as the difference between the square of the matrix element of the interaction energy between holes "off-diagonal" with respect to the $( \pm)$ indices and the product of the matrix elements "diagonal" with respect to these indices; it takes into account the population of states within the pair Fermi contour, that is, statistical (determined by the Pauli principle) correlations in the electronic system. The inequality specified above is met irrespective of the above suggestion that the matrix element of screened Coulomb repulsion $U_{0}=$ const in the whole $\Xi_{K}$ region.

As excitation energy (3.6) is positive by definition in the whole $\Xi_{K}^{(-)}$region, that is, $\eta_{ \pm 1}(k)=\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}>0$, the $2 \xi_{k}$ energy of the pair in this region lies in the range $-2 \varepsilon_{K-} \leq 2 \xi_{k} \leq 0$, where $\varepsilon_{K_{-}}$is the energy width of the
$\Xi_{K^{\prime}}^{(-)}$region (Fig. 2). According to (3.6), we have $\eta_{ \pm 1}(k)=\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}} \pm \chi I / 2$ in the $\Xi_{K}^{(+)}$region. Clearly, $\eta_{+1}(k)>0$ always, whereas the $\eta_{-1}(k)>0$ condition, which is necessary in order that the multiplier containing occupation numbers be equal to one on the righthand side of the second equation in (3.9) when $T \longrightarrow 0$, is met if $\chi I \sqrt{1-\left(2 \Delta_{k} / \chi I\right)^{2}} \leq 2 \xi_{k} \leq 2 \varepsilon_{K+}$, where $\varepsilon_{K+}$ is the energy width of the $\Xi_{K}^{(+)}$region (Fig. 2). Indeed, if $0 \leq$ $2 \xi_{k} \leq \chi I \sqrt{1-\left(2 \Delta_{k} / \chi I\right)^{2}}$, we have $n_{k, 1}=0$ and $n_{k,-1}=1$ for $T \longrightarrow 0$ in this region of pair energy variations (and in the corresponding momentum space region within $\left.\Xi_{K}^{(+)}\right)$. It follows that the $\left(1-n_{k, 1}-n_{k,-1}\right)$ multiplier excludes some part of the $\Xi_{K}^{(+)}$region from the sum in the second equation in (3.9).

Assuming that $\Delta_{+} \ll I<2 \varepsilon_{K+}$ (the hole pair energy can then be counted from the chemical potential level established as a result of the stratification of holes in the formation of the stripe structure; at this stage, we can therefore ignore the chemical potential shift caused by the formation of the condensate of pairs in calculating the $\Delta_{ \pm}$order parameter, because this shift is small as $\Delta_{ \pm}$) and passing from the summation to the integration,

$$
\begin{gather*}
\sum_{k \in \Xi_{K^{\prime}}^{(-)}} 1 \longrightarrow S g^{(-)} \int_{-\varepsilon_{K-}}^{0} d \xi  \tag{3.10}\\
\sum_{k \in \Xi_{K}^{(+)}} 1 \longrightarrow S g^{(+)} \int_{\chi I / 2}^{\varepsilon_{K+}} d \xi
\end{gather*}
$$

where $g^{(+)}\left(g^{(-)}\right)$is the mean density of states in $\Xi_{K}^{(+)}\left(\Xi_{K^{\prime}}^{(-)}\right)$, let us rewrite (3.9) for $T \longrightarrow 0$ as

$$
\begin{align*}
& (1-\alpha) \Delta_{-}+\Delta_{+}=\alpha w_{-}(\alpha) \Delta_{-} \ln \frac{2 \varepsilon_{-}}{\Delta_{-}}  \tag{3.11}\\
& \Delta_{-}+\alpha \Delta_{+}=(1-\alpha) w_{+}(\alpha) \Delta_{+} \ln \frac{2 \varepsilon_{+}}{\chi I}
\end{align*}
$$

where the notation $w_{ \pm}(\alpha)=\left(e^{2} r_{0}^{2} a^{2} / 2 \pi c \varepsilon_{ \pm}\right) \Xi_{K}^{2}\left(1-\alpha+\alpha^{2}\right)$ is used. The second equation in (3.11) is linear, whence it immediately follows that $\Delta_{+}=\gamma \Delta_{-}$, where the coefficient relating order parameter values in the $\Xi_{K^{\prime}}^{(-)}$and $\Xi_{K}^{(+)}$ regions has the form

$$
\begin{equation*}
\gamma=\left[(1-\alpha) w_{+}(\alpha) \ln \left(2 \varepsilon_{+} / \chi I\right)-\alpha\right]^{-1} \tag{3.12}
\end{equation*}
$$

By definition, $\gamma>0$. Taking (2.1) into account, we therefore arrive at the conclusion that a solution to (3.8) exists if

$$
\begin{equation*}
\delta \varepsilon_{K K^{\prime}}<I<\frac{2 \varepsilon_{K+}}{\chi} \exp \left(-\frac{\alpha}{(1-\alpha) w_{K+}(\alpha)}\right) \tag{3.13}
\end{equation*}
$$

As the $I=I(x)$ antiferromagnetic energy value depends on the doping level, inequalities (3.13) actually determine the region of doping in which the order parameter is nonzero.

The first equation in (3.11) yields the order parameter value, which also depends on the doping level,

$$
\begin{equation*}
\Delta_{-}=2 \varepsilon_{-}\left(\frac{\chi I}{2 \varepsilon_{+}}\right)^{v} \exp \left(-\frac{\gamma}{\alpha w_{+}}\right) \tag{3.14}
\end{equation*}
$$

Here, $w_{ \pm}(\alpha)=w_{ \pm}\left(1-\alpha+\alpha^{2}\right)$ and $v=\gamma(1-\alpha)^{2} w_{+} / \alpha w_{-}$. Although the obtained expression is formally similar to that for the energy gap in the BCS theory [19, 20], (3.14) exhibits a dependence on the $U_{0}$ effective coupling constant which is substantially more complex than and different from that in the BCS theory, because this constant is present in the definitions of the $\gamma$ and $v$ parameters. The preexponential factor is determined by the kinetic energy of the pair in the $\Xi_{K^{\prime}}^{(-)}$region; on the other hand, this energy itself depends on how large the $\Xi_{K}^{(+)}$region depleted of holes as a result of stripe structure formation and determined by the $I$ antiferromagnetic energy value is. Of course, parameter (3.14) also depends on pair momentum $\mathbf{K}$. This momentum should in principle be determined by comparing the ground state energies of the system in the superconducting and normal phases.

In calculating superconducting order parameter (3.14), we only considered the situation when the pair Fermi contour opens as a result of the redistribution of holes between the $\Xi_{K}$ and $\Xi_{K^{\prime}}$ regions and ignored possible influence of the $\tilde{\Xi}_{K}$ region (corresponding to the same pair total momentum as the $\Xi_{K}$ region) on superconducting pairing. For this influence, there is no $I>$ $\delta \varepsilon_{K K^{\prime}}$ restriction on the antiferromagnetic energy, and a
minimum hole transfer energy from $\Xi_{K}$ to $\tilde{\Xi}_{K}$ is zero (points $m$ and $m^{\prime}$ in Fig. 1; in the situation that we are considering, the pair Fermi contour degenerates into these two points). The formation of such a contour of a finite length requires energy expenditure related to the redistribution of holes between $\Xi_{K}$ and $\tilde{\Xi}_{K}$. It is likely that a stripe structure does not form in this case, and such an energy loss can be balanced by restoring partial antiferromagnetic order in such a redistribution of holes over energies. As mentioned, the density of states vanishes at $m$ and $m^{\prime}$, which means that superconducting transition temperatures, even moderately high, can hardly be attained in this case.

As a consequence of crystallographic symmetry, all wave functions of the pair that correspond to the set of vectors that form the star of vector $\mathbf{K}$ are equivalent. The wave function of the pair having the symmetry properties of the crystal should therefore be represented as some linear combination with coefficients selected according to the irreducible representations of the symmetry group of the crystal. In tetragonal crystals, the
momentum space region comprising four, generally nonoverlapping in the vicinity of nodal directions, $\Xi_{K}$ regions (Fig. 1) corresponds to this linear combination. For this reason, in this neighborhood corresponding to some finite Fermi contour region, the superconducting order parameter should vanish irrespective of the irreducible representation $\left(A_{1 g}\right.$ or $\left.B_{1 g}\right)$ under which the wave function of the pair transforms. Transformations under the $A_{1 g}$ representation formally correspond to anisotropic $s$-wave order parameter symmetry (which also exists when $\Xi_{K}$ regions pairwise overlap each other). In the case of $B_{1 g}$ transformations, we have $d$-wave symmetry irrespective of whether the $\Xi_{K}$ regions do or do not overlap; rotation through $\pi / 4$ then corresponds to the transformation $\Delta_{-} \longleftrightarrow \Delta_{+}$.

## 4. THE SHIFT OF THE CHEMICAL POTENTIAL

The $2 E_{F}$ chemical potential value of hole pairs in a spatially uniform system means that the whole $\Xi_{K}$ region is filled, whereas states in the $\Xi_{K^{\prime}}$ region are vacant. The appearance of an inhomogeneous stripe structure results in the redistribution of holes between $\Xi_{K}$ and $\Xi_{K^{\prime}}$ and the formation of a pair Fermi contour, which is the line that, at $T=0$, separates occupied and unoccupied states in $\Xi_{K}$ and $\Xi_{K^{\prime}}$. Precisely as a result of such a redistribution sustained by partial restoration of antiferromagnetic order, the very possibility of pairing of holes arises. This pairing may result in the formation of an energy gap on the pair Fermi contour. The degree of depletion of the $\Xi_{K}$ region and population of $\Xi_{K^{\prime}}$ is determined by the $I$ antiferromagnetic energy value, which is responsible for the position of the $2 \mu$ chemical potential of hole pairs with respect to energy band boundaries with the $g_{K}(\varepsilon)$ and $g_{K^{\prime}}(\varepsilon)$ densities of states corresponding to the $\Xi_{K}$ and $\Xi_{K^{\prime}}$ regions, as is shown in Fig. 2.

To determine the shift of chemical potential $\mu^{\prime}$ directly caused by the condensation of hole pairs, we must take into account that the formal definition of the mean number of holes in $\Xi_{K}$,

$$
\begin{equation*}
\left\langle N_{K}\right\rangle=2 \sum_{k \in \Xi_{K}} v_{k}^{2}+\sum_{k \in \Xi_{K}}\left(u_{k}^{2}-v_{k}^{2}\right)\left(n_{k, 1}+n_{k,-1}\right), \tag{4.1}
\end{equation*}
$$

takes into account holes experiencing transfer from $\Xi_{K}^{(+)}$to $\Xi_{K^{\prime}}^{(-)}$; at equilibrium, this transfer is balanced by holes supplied to $\Xi_{K}^{(+)}$from $\Xi_{K^{\prime}}^{(-)}$. The conserved value is therefore the $\operatorname{sum}\left\langle N_{K}\right\rangle+\left\langle N_{K}\right\rangle$, where the second term is the mean number of holes in the $\Xi_{K}^{\prime}$ region. When a condensate of pairs with momenta $\mathbf{K}$ and $\mathbf{K}^{\prime}$ is formed, hole fluxes between $\Xi_{K}$ and $\Xi_{K^{\prime}}$ change. However, if $\left|\mathbf{K}^{\prime}-\mathbf{K}\right| \gtrdot>\delta k_{c}$ (as was assumed above), condensations in $\Xi_{K}$ and $\Xi_{K^{\prime}}$ can be considered independent of each other. As the contribution to $\left\langle N_{K}\right\rangle$ of transitions from $\Xi_{K}$ to $\Xi_{K^{\prime}}$ is nonzero, only transitions related to the conden-
sation of $\mathbf{K}$ pairs can be taken into account if the position of the pair Fermi contour determined by the I phenomenological parameter is set and transitions of hole pairs caused by interaction (2.3) across this contour are considered. Precisely these transitions are responsible for the shift of the pair Fermi contour as a result of pairing interaction of holes in hole pair Hamiltonian (2.3). Strictly speaking, the inclusion of pairing interaction (when $\Delta_{-} \equiv \Delta \neq 0$ ) also causes a small (against $\Delta$ ) change in hole pair fluxes between $\Xi_{K}$ and $\Xi_{K^{\prime}}$. On the other hand, the shift of chemical potential $\mu^{\prime}$ caused by the condensation is itself small as $\Delta$, and taking into account changes in fluxes between $\Xi_{K}$ and $\Xi_{K^{\prime}}$ can only slightly change the values of the $\lambda$ and $\tau$ coefficients introduced below without giving qualitatively new results. It follows that $\left\langle N_{K}\right\rangle$ has the meaning of an approximately conserved number of holes in the $\Xi_{K}^{(-)}$ region; this number is determined by the $I$ parameter. As in [12], (4.1) can, at $T=0$, be rewritten as

$$
\begin{equation*}
\sum_{k \in \Xi_{K}^{(+)}} 1-\sum_{k \in \Xi_{K}^{(-)}} 1=\sum_{k \in \Xi_{K}} \frac{\xi_{k}}{\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}} \tag{4.2}
\end{equation*}
$$

Passing from summation to integration yields

$$
\begin{align*}
& \delta \Xi=g_{-}\left\{\sqrt{\mu^{\prime 2}+\Delta^{2}}-\sqrt{\left(\varepsilon_{-}+\mu^{\prime}\right)^{2}+\Delta^{2}}\right\} \\
& +g_{+}\left\{\sqrt{\left(\varepsilon_{+}-\mu^{\prime}\right)^{2}+\gamma^{2} \Delta^{2}}-\sqrt{\mu^{\prime 2}+\gamma^{2} \Delta^{2}}\right\} \tag{4.3}
\end{align*}
$$

Here, $\delta \Xi \equiv \Xi_{K}^{(+)}-\Xi_{K}^{(-)}$. The index labeling $\mathbf{K}$ pairs and the $(2 \pi)^{-2}$ common factor of the mean densities of states $g_{ \pm}=\Xi_{K}^{( \pm)} / \varepsilon_{ \pm}$in the $\Xi_{K}^{( \pm)}$regions are omitted. As the shift of chemical potential $\mu^{\prime}$ counted from the pair Fermi contour determined for $\Delta \longrightarrow 0$ is small in $\Delta$, we assume that $\mu^{\prime}=\lambda|\Delta|+\tau \Delta^{2}$ (here, we select $\Delta>0$ and will therefore omit the modulus sign; note also that the shift of the chemical potential is identical for all crystallographically equivalent directions of the total pair momentum). Further, assuming that $\varepsilon_{ \pm} \gg \Delta$, we can rewrite (4.3) with accuracy to terms of the order of $\Delta^{2}$ inclusive. The equality corresponding to (4.3) should be fulfilled at arbitrary $\Delta \neq 0$. The $\lambda$ and $\tau$ values can therefore be found by equating the coefficients of $\Delta$ and $\Delta^{2}$ to zero in the expansion. The equation for $\lambda$ has the form

$$
\begin{equation*}
g_{-} \sqrt{\lambda^{2}+1}-g_{+} \sqrt{\lambda^{2}+\gamma^{2}}-\left(g_{-}+g_{+}\right) \lambda=0 \tag{4.4}
\end{equation*}
$$

whence

$$
\begin{equation*}
\lambda=\frac{g_{-}^{2}-g_{+}^{2} \gamma^{2}}{2 \sqrt{g_{-} g_{+}\left(g_{-}+g_{+}\right)\left(g_{-}+g_{+} \gamma^{2}\right)}} \tag{4.5}
\end{equation*}
$$

Using $\lambda$ allows the $\tau$ coefficient to be found,

$$
\begin{align*}
& \tau=-\left[\frac{1}{2}\left(\frac{g_{-}}{\varepsilon_{-}}-\gamma^{2} \frac{g_{+}}{\gamma_{+}}\right)+\frac{1}{4}\left(\frac{g_{-}}{\varepsilon_{-}}-\frac{g_{+}}{\varepsilon_{+}}\right) \lambda^{2}\right] \\
& +\left[\left(g_{-}+g_{+}\right)-\left(\frac{g_{-} \lambda}{\sqrt{\lambda^{2}+1}}-\frac{g_{+} \lambda}{\sqrt{\lambda^{2}+\gamma^{2}}}\right)\right]^{-1} . \tag{4.6}
\end{align*}
$$

Coefficients (4.5) and (4.6) that determine the shift of the chemical potential caused by the condensation depend on expression (3.12) for the $\gamma$ parameter relating the superconducting order parameter values $\Delta_{-}$and $\Delta_{+}$, which are constant within the $\Xi_{K^{\prime}}^{(-)}$and $\Xi_{K}^{(+)}$ regions, respectively. According to (3.12), the $\gamma$ parameter depends on the shape and size of the $\Xi_{K^{\prime}}^{(-)}$and $\Xi_{K}^{(+)}$ regions (which determine the $\alpha, \varepsilon_{ \pm}$, and $w_{ \pm}$values) and on antiferromagnetic energy $I$. This energy, like effective coupling constants $w_{ \pm}$, depends on doping level $x$. As has been mentioned above, $I(x)$ is a monotonically decreasing function of its argument (Fig. 4). If we initially assume that $\chi I_{0} \equiv \chi I(0)>2 \varepsilon_{+}$, then $\ln \left[2 \varepsilon_{+} / \chi I(x)\right]$ in the definition of $\gamma$ is a slowly increasing function of $x$, which passes zero at some point $x_{a}>0$ (this is shown in Fig. 4). In contrast, $w_{ \pm}(x) \sim r_{0}^{2}$ is a decreasing function of $x$ (for simplicity, below the assume $w_{+}=w_{-}=w$ ); the plot of $w(x)$ is also presented in Fig. 4. The $w(x) \ln \left[2 \varepsilon_{+} / \chi I(x)\right]$ product is therefore a function with a maximum and passes through $x_{a}$ (Fig. 4). The $\gamma \geq 0$ condition can be written as

$$
\begin{equation*}
w(x) \ln \frac{2 \varepsilon_{+}}{\chi I(x)} \geq \frac{\alpha}{(1-\alpha)\left(1-\alpha+\alpha^{2}\right)} \equiv \kappa . \tag{4.7}
\end{equation*}
$$

This condition can be used to find the doping level interval, $x_{1} \leq x \leq x_{2}$, within which there exists a solution to (3.11) for the superconducting order parameter (Fig. 4). The denominator in (3.12) vanishes at $x=x_{1,2}$; therefore, $\gamma \longrightarrow+\infty$ if $x \longrightarrow x_{1}+0$ or $x \longrightarrow x_{2}-0$. The $x=$ $x_{1,2}$ points are the simple poles of the $\gamma=\gamma(x)$ function; this function is schematically plotted in Fig. 4.

It is believed [3] that antiferromagnetic correlations are essentially suppressed at the doping level that approximately corresponds to the optimal doping level, $x=x_{c}$ (at $x=x_{c}$, the temperature of the superconducting transition is a maximum; clearly, $x_{1}<x_{c}<x_{2}$ ). Set $I(x)=$ $I_{0} \exp \left(-x / x_{c}\right)$. We will only use the linear term of the expansion of $w(x)$ in powers of $x$; that is, $w(x)=w(1-$ $x / x_{b}$ ), where $x_{b}>x_{c}$. The left-hand side of (4.7) can then be written in the form

$$
\begin{equation*}
w(x) \ln \frac{2 \varepsilon_{+}}{\chi I(x)} \approx \frac{w}{x_{b} x_{c}}\left(x-x_{a}\right)\left(x_{b}-x\right) \tag{4.8}
\end{equation*}
$$

[the right-hand side of (4.7) is determined by the special features of the electronic spectrum at $x_{1}<x<x_{2}$ and, in this doping level interval, can be considered


Fig. 4. Doping dependences (drawn schematically, not to scale) of the functions (1) $I(x)$, (2) $\ln \left[2 \varepsilon_{+} / \chi I(x)\right]$, (3) $w(x)$, (4) $w(x) \ln \left[2 \varepsilon_{+} / \chi I(x)\right]$, and (5) $\gamma(x)$.
independent of $x$ ]. The plot of function (4.8) is a parabola passing through points $x_{b}$ and $x_{a} \equiv x_{c} \ln \left(\chi I_{0} / 2 \varepsilon_{+}\right)$. The maximum value of this function, $\left(w / 4 x_{b} x_{c}\right)\left(x_{b}-x_{a}\right)^{2}$, is attained at $\bar{x}=\left(x_{b}+x_{a}\right) / 2$ and can exceed $\kappa$ in (4.7) only if the $w$ coupling constant is fairly large. It follows that inequality (4.7) imposes restrictions on the minimum coupling constant value. As $w \sim \Xi_{K}^{2}$, condition (4.7) can only be satisfied if the $\Xi_{K}$ region exceeds some definite value. The $\Xi_{K}$ region may be large for an appropriate value of the antiferromagnetic energy ensuring (due to the Fermi contour nesting) a sufficiently large length of the pair Fermi contour, whereby the vectors $\mathbf{K}$ and $\mathbf{K}^{\prime}$ are aligned with the nesting vector (antinodal direction). On the contrary, the $\Xi_{K}$ region is fairly small for the $\mathbf{K}$ and $\mathbf{K}^{\prime}$ vectors rotated through $\pi / 4$ with respect to the nesting vector (nodal directions). For this reason, condition (4.7) actually establishes the direction of the pair momentum at which the condensation of pairs occurs.

By definition, $x_{a}>0$ if $\chi I_{0}>2 \varepsilon_{+}$. As follows from Fig. 4, we then have $x_{1}>0$. The long-range antiferromagnetic order region is therefore separated from the $x_{1}<x<x_{2}$ region, where the superconducting order parameter is nonzero, by a finite doping level interval, as, for instance, in the $\mathrm{La}_{2} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ system [21]. At $x_{a}<0$, that is, if $\chi I_{0}<2 \varepsilon_{+}$, situations with $x_{1} \leq 0$ are possible; that is, the region with a nonzero superconducting order parameter (when $T \longrightarrow 0$ ) borders upon the antiferromagnetic phase as the doping level increases, as, for instance, in the $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ phase [21].

## 5. CONDENSATION ENERGY

The existence of solution (3.14) for the superconducting order parameter in the $x_{1}<x<x_{2}$ doping interval does not mean that the superconducting state arises in all of this interval or at least in some part of it, that is, that the electronic system should experience the transi-


Fig. 5. Doping dependences (drawn schematically, not to scale) of dimensionless order parameter $\delta(x)$ and the $\lambda(x)$ and $c(x)$ parameters determining the condensation energy; $c(x)$ function behaviors discussed in the text are shown by the dashed and dot-and-dash lines.
tion from the nonsuperfluid normal phase to the superfluid superconducting phase as temperature decreases. For such a transition to occur, it is necessary that the condensation energy determined as the difference of the ground state energies of the system in the normal and superconducting phases be positive.

The ground state energy $T=0$ can, according to (3.2), be written as

$$
\begin{gather*}
E_{0 S}=\sum_{k} \xi_{k} \\
-\sum_{k}\left\{\frac{\xi_{k}^{2}}{\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}}+\frac{1}{2} \frac{\Delta_{k}}{\sqrt{\xi_{k}^{2}+\Delta_{k}^{2}}}\right\} \tag{5.1}
\end{gather*}
$$

Using the chemical potential shift caused by the condensation found above, $\mu^{\prime}=\lambda \Delta+\tau \Delta^{2}$, we can write (5.1) in the form

$$
\begin{equation*}
E_{0 S}=E_{0 N}-4 g_{-} \varepsilon_{-}^{2} S \delta(\lambda+c \delta) \tag{5.2}
\end{equation*}
$$

where the dimensionless order parameter $\delta \equiv \Delta / 2 \varepsilon_{-}$is introduced and the ground state energy of the normal state,

$$
\begin{equation*}
E_{0 N}=-S g_{-} \varepsilon_{-}^{2} \tag{5.3}
\end{equation*}
$$

is defined as the limit to which (5.1) tends as $\delta \longrightarrow 0$. The parameter $c$ determined in (5.2) is related to the coefficient $\tau$ in (4.6) as

$$
\begin{equation*}
c=2 \tau \varepsilon_{-}+\frac{g_{-}+g_{+} \gamma^{2}}{4 g_{-}} \tag{5.4}
\end{equation*}
$$

The second term in (5.4), which is not related to the condensation-induced chemical potential shift, formally originates from the direct contribution of the potential energy of pairing interaction in Hamiltonian (2.3) to the condensation energy, whereas the contribu-
tions related to the $\lambda$ and $\tau$ coefficients can be explained by the renormalization of the kinetic energy of relative pair motion caused by the condensation of pairs. Although such an artificial separation [15, 16] of the condensation energy into kinetic and potential energy contributions [both these contributions, naturally, disappear as the coupling constant in (2.3) tends to zero] is quite conventional, applying it to (5.2) allows us to get a clearer idea of the role played by the hyperbolic metric of the momentum space and the resulting spatially inhomogeneous spin and charge density distributions in the formation of the ground state of the system.

As follows from (5.2), energy gain as a result of the condensation of pairs is possible if

$$
\begin{equation*}
\lambda+c \delta>0 \tag{5.5}
\end{equation*}
$$

This gain is largely caused by the renormalization of the kinetic energy of pairs. Indeed, the chemical potential change accompanying the arising of a condensate of hole pairs changes the position of the pair Fermi contour. Under condition (5.5), the contour shifts in such a way that the part of the $\Xi_{K}$ region in which the relative pair motion energy is negative expands. Filling this region during condensation decreases the ground state energy.

In this context, the important experimental result obtained in [24] should be mentioned. In conventional superconductors, the sum rule holds fairly well. According to this rule, the density of the Bose condensate approximately equals the integral of the $\sigma_{1 N}-\sigma_{1 S}$ difference of the conductivities of the normal and superconducting phases with respect to frequency taken from zero to $\sim \Delta$. It was found in [24] that the Bose condensate density in the known high- $T_{c}$ compounds exceeded this integral several fold. Measurements showed [24] that the $\sigma_{1 N}-\sigma_{1 S}$ difference was nonzero in a frequency range much broader than $\Delta$. As follows from the BCS theory, the condensation of each Cooper pair in conventional superconductors yields energy gain $\Delta$, and the condensation region itself in the momentum space in the neighborhood of the Fermi surface has an energy width also of the order of $\Delta$. Precisely for these reasons, the condensation energy is of the order of $\Delta^{2}$. The presence of the term linear in $\Delta$ in ground state energy (5.2) is evidence that each $\mathbf{K}$ pair also gives an energy gain of the order of $\Delta$, but the condensation region in the momentum space (in this case, related to the pair Fermi contour rather than the Fermi surface and determined precisely by the kinetic energy of holes of the order of $\varepsilon_{-}$) is substantially broader, which substantiates the conclusion drawn in [24].

Let us define the condensation energy per unit area as

$$
\begin{equation*}
\varepsilon_{c} \equiv \frac{E_{0 N}-E_{0 S}}{S}=4 g_{-} \varepsilon_{-}^{2} \delta(\lambda+c \delta) \tag{5.6}
\end{equation*}
$$

and qualitatively study its dependence on the level of doping. Note that (5.6) determines the contribution to
the energy of condensation only of one $\Xi_{K}$ region corresponding to the total pair momentum $\mathbf{K}$. We must therefore multiply (5.6) by the number of vectors in the star of vector $\mathbf{K}$. The $\gamma(x)$ function determines the doping level dependence of order parameter (3.14) and coefficients (4.5) and (4.6) that determine the chemical potential shift caused by the condensation of pairs. According to (3.14), the dimensionless order parameter has the form

$$
\begin{equation*}
\delta(x)=\left(\frac{\chi I(x)}{2 \varepsilon_{+}}\right)^{v} \exp \left(-\frac{\gamma}{\alpha w(x)}\right) . \tag{5.7}
\end{equation*}
$$

As $v \sim \gamma$ and $\chi I(x)<2 \varepsilon_{+}$in the $x_{1}<x<x_{2}$ doping interval , it is easy to see that $\delta(x)$ exponentially tends to zero as either $x \longrightarrow x_{1}+0$ or $x \longrightarrow x_{2}-0$. Function (5.7) has a maximum at $x_{1}<x<x_{2}$ and is sharply asymmetric (Fig. 5) because $I(x)$ and $w(x)$ are both decreasing functions of $x$. Condition (5.5) allows the doping level inter$\operatorname{val}\left(x_{*}<x<x^{*}\right)$ within which the condensation of pairs results in energy gain to be found.

Equation (5.7) with the found $\lambda$ and $\tau$ coefficients that determine the condensation-induced chemical potential shift is a very complex function of the doping level, which also depends on several parameters specific to a given high- $T_{c}$ superconductor. For instance, the $\alpha$ parameter is directly determined by the structure of the lines of equal energy in the vicinity of the Fermi contour, the $\varepsilon_{ \pm}$parameters characterize the energy width of the momentum space domain of definition of $\mathbf{K}$ pairs, and $w_{ \pm}$and $I_{0}$ are the Coulomb and antiferromagnetic interactions in the system of holes. Depending on the ratio between these parameters, a complex and diversified behavior of the condensation energy as a function of doping can be expected. Below, this behavior is characterized only in general.

The $\gamma(x)$ function, which actually determines the (also doping-dependent) $\lambda(x)$ and $c(x)$ coefficients in expression (5.6) for the energy of condensation, is schematically plotted in Fig. 4. As directly follows from (4.5), the $\lambda(x)$ function definitely changes sign twice within the $x_{1}<x<x_{2}$ interval (Fig. 5), and, if condition (3.13) is fulfilled, the character of this dependence does not change. The other function, $c(x)$, exhibits a more diversified behavior when the $\varepsilon_{ \pm}$parameters change. For instance, it can be positive everywhere in the $x_{1}<x<x_{2}$ interval or twice change its sign within this interval if the parameters are properly selected; in addition, it can be negative every where within the whole $x_{1}<x<x_{2}$ interval. The first two possibilities are also shown in Fig. 5.

Precisely the combination of functions shown in Fig. 5 determines the dependence of the condensation energy on doping (Fig. 6). If $c(x)>0$ everywhere in the $x_{1}<x<x_{2}$ interval, the condensation energy is positive in some $x_{*}<x<x^{*}$ interval (within $x_{1}<x<x_{2}$ ) and negative at $x_{1}<x<x^{*}$ and $x^{*}<x<x_{2}$. Possible changes in the behavior of the $c(x)$ dependence, that is, the exist-


Fig. 6. Doping dependences (drawn schematically, not to scale) of condensation energy $\varepsilon_{c}(x)$ and dimensionless parameter $\delta(x)$ also shown in Fig. 5; the dashed and dot-and-dash $\varepsilon_{c}(x)$ curves correspond to $c(x)$ function behaviors discussed in the text and shown in Fig. 5.
ence of concentration regions within which $c(x)<0$, can cause the appearance of two clearly discernible maxima of the $\varepsilon_{c}(x)$ curve instead of one (the dashed line in Fig. 6). What is more, we can in principle select such K-pair parameters that cause the appearance of two separated regions in which $\varepsilon_{c}(x)>0$, as is also shown in Fig. 6 by the dash and dot-and-dash curves. Such a nonmonotonic doping dependence of the superconducting transition temperature, clearly, directly related to the condensation energy, is well known for many high- $T_{c}$ cuprates [21].

Figure 6, in which the dependence of the order parameter on doping, $\delta(x)$, shown in Fig. 5 is reproduced, allows certain qualitative conclusions to be drawn regarding the $2 \Delta / T_{c}$ ratio, which is a universal quantity in the BCS theory, $\left(2 \Delta / T_{c}\right)_{B C S} \approx 3.5$. This is definitely not so with high- $T_{c}$ compounds; especially strong deviations toward increasing this ratio are observed in extremely underdoped cuprates. According to Fig. 6, the condensation energy (and, accordingly, $T_{c}$ ) is very low in the superconducting region [where $\left.\varepsilon_{c}(x)>0\right]$ close to its left edge $x=x^{*}$, whereas the order parameter, which approximately equals $\delta\left(x_{*}\right)$, is, conversely, fairly large. It is therefore natural to expect that, in this doping region, we will have $2 \Delta / T_{C} \gg 3.5$, as is often observed in experiments. Figure 6 also shows that the $\delta(x)$ and $\varepsilon_{c}(x)$ curves approach each other in the overdoped region, which should correspond to smaller $2 \Delta / T_{c}$ ratio values.

## 6. CONCLUSION

The special features of the crystal chemical structure of high $-T_{c}$ compounds lead to a peculiar quasi-twodimensional electronic structure responsible for the existence of an extended momentum space region with a hyperbolic metric. At the concentration of carriers
close to half-filling, the hole Fermi contour with a clearly defined nesting along the sides of the square 2D Brillouin zone (antinodal directions) is situated precisely in this $\mathbf{k}$ space region. This opens up a possibility of the arising of hole pairs with a large total momentum (of the order of twice the Fermi momentum) and comparatively small relative motion momenta [1]. There is no need to consider some attractive interaction between holes constituting a pair because the hyperbolic metric causes the appearance of bound states in the form of hole pairs under screened Coulomb repulsion conditions [1, 2]. What is more, precisely under repulsive interaction conditions, the dependence of the scattering amplitude on the energy of relative motion of two holes allows certain conclusions to be drawn [2] that qualitatively agree with the known phase diagram for high- $T_{c}$ cuprates, especially in the underdoped region. In the energy region corresponding to repulsion, the scattering amplitude has two poles. One pole with a high positive energy and very weak decay is related to the quasistationary hole pair state [1]. The density of one-particle excitations then substantially decreases, which can be related to the pseudogap state in the phase diagram. The second scattering amplitude pole [2] is related to the development of superconducting instability (the imaginary part of this pole corresponds to the superconducting gap).

The positive sign of the real part of the second pole is likely to correspond to some energy loss. This energy loss appears because, for pairs to arise, at least some part of the domain of definition of the relative motion momentum of a pair with a given total momentum should be free of holes. Depopulating this region requires a certain number of hole pairs to be transferred to states outside the Fermi contour. The resulting inhomogeneity of state populations in the momentum space should cause a nonuniform distribution of holes in the conventional space, which is generally energetically unfavorable. However, if partial restoration of antiferromagnetic ordering (inherent in an undoped compound but violated by doping) occurs in real space regions depleted of holes (as is likely to be the case with high- $T_{c}$ compounds), there arises some energy gain capable of balancing energy loss caused by the transfer of hole pairs outside the Fermi contour. Such a transfer is related to the special features of the hyperbolic momentum space metric near the Fermi contour: hole pairs that have positive relative motion energies within the Fermi contour go outside it to the $\mathbf{k}$ space region where the energy of their relative motion is negative. In this way, regions inside and outside the Fermi contour are formed in which the relative motion momenta of pairs with given total momenta can vary. The occupied and free parts of these regions are separated by lines that are a peculiar Fermi contour for relative pair motions, or the pair Fermi contour.

The presence of long almost rectilinear Fermi contour portions determines the structure of the pair Fermi
contour for the pair momentum directed along the boundary of the 2D Brillouin zone; namely, the distribution of populated and depopulated regions is onedimensional in character. A consequence of this may be quasi-one-dimensional spatially inhomogeneous spin and charge density distributions in the form of a stripe structure, whose characteristic period should be determined by the $\left|\mathbf{K}^{\prime}-\mathbf{K}\right|$ value. The arising of the superconducting order parameter requires that the antiferromagnetic energy, which determines the stripe structure, be limited by inequalities (3.13). Increasing doping decreases $I(x)$ and, through this, the $\Xi_{K}$ region part free of holes (accordingly, the length of the pair Fermi contour decreases). Increasing doping also decreases $w(x)$, which results in an increase in the exponential multiplier in (3.13). When $\Xi_{K}$ becomes fully occupied, the superconducting order parameter vanishes at some $x=$ $x_{2}$ value. A virtually depopulated $\Xi_{K}$ region with a small pair Fermi contour length corresponds to large $I(x)$ values. The right inequality in (3.13) therefore results in the existence of some $I$ value corresponding to the $x=x_{1}$ doping level at which the superconducting order parameter reduces to zero. It follows that the order parameter passes a maximum at some point within the $x_{1}<x<x_{2}$ interval.

The static picture of stripe ordering that we consider persists even when the $\tau_{A F}$ characteristic antiferromagnetic fluctuation lifetime exceeds the $\tau_{S C}$ characteristic time of attaining the superconducting state, $\tau_{A F}>\tau_{S C}$. Elementary estimates based on the uncertainty relation show that $\tau_{A F} \sim I^{-1}$, whereas, as follows from (3.14), $\tau_{S C}$ is inversely proportional to the right-hand side of (3.13). It follows that the quasi-static stripe structure picture (dynamic stripes) conforms with condition (3.13), which determines the existence of the superconducting order parameter.

When we cross the optimal doping level in passing from underdoped to overdoped conditions, the amplitude of stripes (dynamic or static) can become rather small; this is a possible reason why we do not have experimental proof of the existence of stripes in the overdoped region. It follows from (3.13) that an increase in the amplitude of stripes eventually suppresses superconducting ordering. The possibility of the existence of a nontrivial solution for the superconducting order parameter persists while inequalities (3.13) can be satisfied.

The spectacular result obtained in [26], which leads to an unexpected conclusion if a traditional (based on the picture of independent one-particle excitations) interpretation is used [26], is easy to bring into conformity with the concept of the pair Fermi contour. If the electronic spectra of some high- $T_{c}$ cuprates are studied by the ARPES method when the energy of an electron excited from inner atomic shells differs from the Fermi level energy by 100 meV or less, the ARPES data quite unambiguously show that the states near the Fermi
level have a 2D character [26] and lead to the wellknown Fermi contour shape, which is a square with rounded corners [16]. However, if the energy "window" of ARPES measurements is broadened (that is, an electron is excited into a state separated from the Fermi level by approximately 500 meV ), the results imply that the electronic structure is one-rather than two-dimensional. Note, however, that the simple crosslike shape of the Fermi contour suggested in [26] was obtained not directly from experiment but from some plausible reasoning based on the concept of ideal quasi-one-dimensional stripes.

The conclusion of the 2D $\longrightarrow 1 \mathrm{D}$ "transformation" of the electronic spectrum made in [26] is in conformity with the pair Fermi contour concept. Indeed, for the pair Fermi contour, which lies within the Fermi contour as is shown at the top of the scheme in the middle of Fig. 2, to manifest itself in ARPES experiments, electrons should be excited to energies substantially different from the Fermi energy (for instance, to energies substantially lower than $E_{F}$ ).

The observation of so-called "dip-hump" structure in ARPES spectra can be considered one more piece of evidence in favor of the pair Fermi contour. The maximum (hump) that appears precisely in the situation that we are considering (antinodal direction), when the area of the $\Xi_{K}$ region is a maximum, is observed at energies substantially higher than that corresponding to the quasi-particle peak and can be related to excitations in the form of pairs near the pair Fermi contour.

The phenomenological approach that we use to take into account the influence of antiferromagnetic fluctuations on hole pairing allows the key experimental data on high- $T_{c}$ cuprates to be given a sound and consistent interpretation. Note that the principal conclusions concerning a hyperbolic metric and the arising of a pair Fermi contour remain valid in approaches alternative to the band description and based, for instance, on the $t-J$ model [27] taking into account next-nearest-neighbor interactions (the $t-t^{\prime}-J$ model [28]).
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#### Abstract

Magnetostriction was for the first time studied under the conditions of formation of diamagnetic domains (Condon domains). Transverse magnetostriction oscillations on a beryllium single crystalline plate oriented normally to magnetic field were measured in magnetic fields up to 7 T at temperatures down to 1.5 K . The relative amplitude of oscillations increased almost as the square of magnetic field and reached $10^{-5}$. The signal had a sawtoothed shape corresponding to alternation of homogeneous and inhomogeneous (domain) states in the region of the existence of magnetic domains. The arising of domains was accompanied by singularities in the observed signals which is explained by an anomalous increase in the compressibility coefficient of the domain state: coefficient oscillations were more than 100 times larger than the value predicted by the standard theory. The observed relation between magnetization current and deformation led us to conclude that the compressibility of the metal was fully determined by conduction electrons. Magnetostriction then exactly compensated Fermi level oscillations. The position of the Fermi level therefore remained constant under magnetic field variations. In addition, the domain wall thickness had to increase as the plate grew thicker. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Landau was the first to introduce the quantization of free electron orbital motion in a magnetic field for explaining diamagnetism of metals [1]. The formation of Landau levels doubtless plays the key role in all aspects of the low-temperature physics of metals. In the same work [1], Landau predicted the appearance of a periodic magnetic field dependence of magnetization in strong magnetic fields at fairly low temperatures. This was in essence a prediction of the de Haas-van Alphen effect discovered later, which was the first one in a large series of oscillation effects in metals described by Schönberg [2] fairly fully and in detail. The de Haasvan Alphen effect had in due time played the decisive part in studying and interpreting the shape and size of the Fermi surfaces of most metals. Its role cannot, however, be reduced to the possibility of obtaining information about the Fermi surfaces. The de Haas-van Alphen effect is central to a very interesting phenomenon, namely, the phase transition of metals from the state with homogeneous magnetization to the inhomogeneous state with a diamagnetic domain structure. The formation of such diamagnetic domains, or Condon domains (Condon was the first to observe this effect for a plate oriented normally to magnetic field [3]), is a macroscopic quantum effect, which is of obvious interest of its own. Nevertheless, works that have ever since been concerned with this phenomenon are exceedingly few, in all probability because of the extreme complexity of creating conditions necessary for the formation of domains. This domain structure is certainly alternation of phases with opposite magnetizations; that is, it is both diamagnetic and paramagnetic with respect to an
external magnetic field. The term "diamagnetic" is traditionally used in relation to diamagnetic orbital motion of electrons with expressly differentiating the corresponding phenomena from spin magnetism.

Diamagnetic domains were for the first time described by Condon and Walstedt [4]. A nuclear magnetic resonance (NMR) signal was observed in a single crystalline silver plate oriented normally to the magnetic field. The arising of a domain structure was established from the beat signal corresponding to NMR line splitting. The splitting equaled $\Delta B=12$ Oe in a $9-\mathrm{T}$ magnetic field. In addition, the authors made an attempt, unfortunately unsuccessful, to observe a similar effect in beryllium at $H=1.9 \mathrm{~T}$. Only some thirty years later were the authors of $[5,6]$ able to observe diamagnetic domains in beryllium directly from splitting of the resonance peak of free muon precession ( $\mu \mathrm{SR}$ ). The $\mu$ SR method for locally measuring magnetic fields in substances [7] has been exceedingly successful and has allowed diamagnetic domains to be observed in several other metals (primarily, tin [8]) in recent years. Note also that Bozhko and Vol'skii [9] claimed the formation of domains in aluminum based on helicon resonance measurements.

In this work, we studied the problem of direct interrelation between the formation of domains and metal deformation and elastic properties caused by the magnetostriction effect. Chandrasekhar [10] (1963) was the first to note that magnetization oscillations should always be accompanied by simultaneous magnetostriction oscillations. In a short period of time, magnetostriction oscillations in $\mathrm{Ag}, \mathrm{As}, \mathrm{Bi}, \mathrm{Cd}, \mathrm{Cu}, \mathrm{Ga}, \mathrm{Sb}, \mathrm{Sn}$, and Zn [11] were studied experimentally. Experiments
were also performed for differently oriented beryllium samples [12]. In [12] and, as a rule, in the other works, experiments were performed for samples whose demagnetization factors were much smaller than one, as is natural for measuring the de Haas-van Alphen effect. For this reason, diamagnetic domains did not form in these experiments. The purpose of this work was to study magnetostriction under the conditions of formation of diamagnetic domains [2], that is, when, first, the inequality

$$
\begin{equation*}
-\frac{\partial^{2} \tilde{\Omega}}{\partial B^{2}}=\frac{\partial M}{\partial B}>\frac{1}{4 \pi} \tag{1}
\end{equation*}
$$

(here, $\tilde{\Omega}$ is the oscillating part of electron gas energy, $B$ is the magnetic field induction in the sample, and $M$ is the magnetization) was fulfilled and, secondly, the demagnetization factor in the external magnetic field direction was close to one.

As the period of $\delta B$ oscillations is proportional to $B^{2}$ and therefore increases more rapidly than the $M(B)$ amplitude, condition (1) bounds from above the interval of magnetic fields in which domains are formed. On the other hand, the distance between Landau levels should be substantially larger than temperature $\left(\hbar \omega_{c} \gg\right.$ $k T$ ), which requires using fairly low temperatures. In addition, the magnetic field should be strong enough for this distance to exceed the Landau level width $\hbar / \tau$; that is, the inequality $\omega_{c} \tau>1$ should be met. Here, $\omega_{c}$ is the cyclotron frequency of conduction electrons in the field, and $\tau$ is the mean free time of electrons in the sample. It follows that the lower bound of the interval of fields for observing domains is determined not only by temperature but also by the quality of the sample. In addition, this interval is also bounded from below by solenoid magnetic field inhomogeneity in the sample: the inhomogeneity value should be substantially smaller than one-quarter of the oscillation period. In this interval of magnetic fields, domains periodically arise in samples. The magnetization vector in each domain is either collinear or anticollinear with respect to the external magnetic field. The absolute $M$ values are equal in all domains.

We used the beryllium single crystal in which the arising of domains was observed in the earlier experiments, first, in $\mu$ SR measurements at fields $H$ up to 3 T [5, 6]. In these measurements, a diamagnetic domain structure was shown to arise in the sample up to $T \leq$ 3 K . For instance, the $\mu \mathrm{SR}$ spectrum experienced splitting at $T \sim 0.8 \mathrm{~K}$ and external field $H=27.38 \mathrm{kOe}$. The splitting value, $\Delta B=30 \mathrm{Oe}$, remained constant up to external field $H=27.41 \mathrm{kOe}$. The same sample was also used by us earlier [13] to establish the formation of a domain structure by studying magnetic breakdown oscillations of thermoelectromotive force and resistance under the conditions identical to those studied in this experiment. The results described below were briefly reported in [14].


Fig. 1. A schematic of the dilatometer with the sample: (1) beryllium single crystal, (2) mobile capacitor plate (spring is not shown), (3) static capacitor plate, (4) adjustment screw, (5) mobile plate protuberance, and (c) measuring bridge input.

## 2. EXPERIMENTAL

The beryllium single crystal was an $11 \times 9 \times 1.8 \mathrm{~mm}^{3}$ plate cut in such a way that its hexagonal crystallographic axis was directed along the shortest edge. The ratio between the specific resistances at room and liquid helium temperatures was $\rho_{300 \mathrm{~K}} / \rho_{4.2 \mathrm{~K}} \approx 300$. We measured magnetostriction $\varepsilon$, that is, sample size oscillations $\delta l=\varepsilon l$, along its longer edge ( $l=1.1 \mathrm{~cm}$ ). For this purpose, the sample was placed into a dilatometer (Fig. 1) operating by the principle of measuring the capacitance of a plane capacitor. The corresponding face of the sample was fairly small $\left(9 \times 1.8 \mathrm{~mm}^{2}\right)$, and it would be difficult to use it as a mobile capacitor plate, as is usually done (e.g., see [15]). The mobile plate was therefore made as a separate spring-supported plate with a protuberance against which the sample rested by its face in the first variant of measurements (see Fig. 1). An adjusting screw, which rested against the opposite face, could be used to slightly shift the sample and thereby change the distance between measuring capacitor plates and the initial capacitance. The adjustment could only be performed at room temperature. The capacitance increased as temperature decreased because of the difference in the expansion coefficients of the sample and holder. This allowed us to establish the final capacitance at a level slightly below 100 pF , which corresponded to the highest resolving power of the bridge.

The sample in the dilatometer was in the center of a superconducting solenoid. Solenoid magnetic field uniformity within the sample was $\pm 0.015 \%$ or better, which equaled $\pm 4.5$ Oe at a 30 kOe field. The period of


Fig. 2. Magnetostriction shape variations in a wide range of magnetic fields at $T=1.5 \mathrm{~K}$; scheme of measurements is shown in Fig. 1. Scales of linear size changes are shown to the right of each record. Anomalous behavior caused by the arising of diamagnetic domains is quite noticeable in records (b) and (c) (see text).
de Haas-van Alphen oscillations in such a field was approximately $\sim 93 \mathrm{Oe}$. The magnetic field was parallel to the hexagonal axis of the sample and, accordingly, perpendicular to the plate. Recall that, earlier [13], magnetic breakdown oscillations of resistance and thermoelectromotive force were observed for the same sample at the same temperatures in the same solenoid and that the magnetic field dependences of these oscillations corresponded to the arising of magnetic domains. This led us to believe that diamagnetic domains were also formed in the same interval of magnetic fields and temperatures in magnetostriction measurements, although no additional control was exercised.

Measurements were performed both in liquid helium (normal or superfluid) and in helium vapor. The results were substantially different in the level and character of noise. In normal liquid helium, noise was caused by helium boiling and equaled about $2 \times 10^{-3} \mathrm{pF}$. At a capacitance of about 100 pF and, accordingly, an approximately $10^{-3} \mathrm{~cm}$ gap, this corresponded to $\delta \varepsilon \approx$ $2 \times 10^{-8}$. In superfluid helium, noise decreased to about $10^{-3} \mathrm{pF}$, but occasional signal spikes were observed,
which might be caused by incidental appearance of gas bubbles between measuring capacitor plates. In addition, when the surface of liquid helium passed through the capacitor, we observed a substantial change in capacitance, which virtually prevented us from taking measurements. The most favorable conditions were created in helium vapor: noise equaled $\sim 0.5 \times 10^{-3} \mathrm{pF}$ at 1.5 K , which corresponded to the relative deformation of the sample equal to $\varepsilon \equiv \delta / / l \approx 5 \times 10^{-9}$.

Temperature was controlled by monitoring vapor pressure. Measurements were taken with the use of a TESLA BM484 semiautomatic bridge. The measuring capacitance was connected to the bridge by shielded wires, which allowed us to exclude the capacitance of the leads. The magnetic field dependences of capacitance were recorded on a two-coordinate recorder.

## 3. RESULTS

Magnetostriction measurements were performed in magnetic fields of 10 to 70 kOe at helium temperatures; the results are shown in Fig. 2. The external magnetic field dependences of magnetostriction at 4.2 K closely agree with the results obtained earlier [12]. These dependences are almost identical in shape to magnetic moment oscillations with beats characteristic of beryllium (Fig. 2a). The beat frequency is approximately 33 times lower than the frequency of oscillations. (This is explained by the presence of two closely spaced extremal cross sections of the Fermi surface of beryllium; the corresponding frequencies are $F_{1}=9.42 \times 10^{6} \mathrm{Oe}$, $F_{2}=9.71 \times 10^{6} \mathrm{Oe}$, and $F_{2}-F_{1}=0.29 \times 10^{6} \mathrm{Oe}$ [16].) A much more complex pattern is, however, observed at 1.5 K and fields of 2 to 6 T , that is, under the conditions of the formation of diamagnetic domains in the sample. Starting with fields of about 2 T, small amplitude dips appear close to size maxima (Fig. 2b), and double maxima are actually observed. The depth of these dips increases as the magnetic field grows. The dips become comparable with the amplitude of oscillations in the field range 39-42 kOe, and the frequency of oscillations as though doubles (Fig. 2c). A further field increase causes changes in the opposite direction, and, starting with fields of $H \sim 6 \mathrm{~T}$, oscillations take on the usual form of magnetic moment oscillations (Fig. 2d).

It would certainly be natural to explain this unusual behavior by the arising of diamagnetic domains. In addition, the suggestion was made that the formation of a domain structure, that is, a peculiar state in which two phases, generally, of different densities coexist, could be accompanied by a noticeable decrease in the compressibility coefficient. As a result, the pointed tips (the protuberance of the mobile capacitor plate and the end of the adjusting screw) against which the sample rests periodically "dip" into the sample. (Note that beryllium is one of the hardest metals, inferior only to iridium and tungsten.) Copper spacers $\sim 0.5 \mathrm{~mm}$ thick put under the copper tips fully excluded these anomalies. The results
of measurements performed with and without copper spacers at equal magnetic fields under identical conditions are compared in Fig. 3. With spacers, we observe a well-defined sawtooth signal whose amplitude is noticeably larger. Ascending and descending sawtooth portions alternatively correspond to a uniform sample state with smoothly changing deformation and magnetization and to a nonuniform state, or a domain structure, consisting of oppositely deformed diamagnetic and paramagnetic domains.

The results of measurements in the whole range of magnetic fields are shown in Fig. 4. Amplitude measurements were accompanied by beats, and the dependences were constructed based only on the points that corresponded to oscillation antinodes. The amplitude of the signal measured with the use of spacers falls within the region situated noticeably higher than the region of domain formation; this amplitude was approximately 2 times larger close to $H \sim 4 \mathrm{~T}$. The dotted line was obtained by treating the obtained dependence according to the quadratic law. To the left and to the right of the domain region, that is, in low and high fields in which the state of the crystal is everywhere homogeneous, this curve passes noticeably lower than that measured without the spacers. It is likely that this result can be explained by a much more rigid kinematic connection between the sample and the measuring capacitor through screw and protuberance tips compared with the connection through copper spacers.

## 4. DISCUSSION

1. The hypothesis formulated above allows a quantitative estimate of elasticity modulus oscillations to be obtained. To do this, we must take into account that, in addition to the usual magnetostriction signal $\delta l=\varepsilon l$ present in the absence of a load, loadings, even insignificant, should cause additional oscillating deformation and elasticity modulus oscillations

$$
\begin{equation*}
\delta l^{\prime}=\tilde{h}_{0}+\tilde{h} . \tag{2}
\end{equation*}
$$

Here, $h_{0}$ is the homogeneous static deformation under an evenly distributed load, $h$ is the depth of sample surface deflection ("pit") under the pointed copper tip (see Fig. 5), and $\tilde{h}_{0}+\tilde{h}$ is the oscillating contribution of these deformations proportional to the amplitude of elasticity modulus oscillations, that is,

$$
\begin{equation*}
\tilde{h}_{0}+\tilde{h}=\left(h_{0}+h\right) \tilde{E} / E . \tag{3}
\end{equation*}
$$

First, let us find $\tilde{E} / E$ using the simple approximation for the oscillation contribution to the energy,

$$
\begin{equation*}
\tilde{\Omega}=a \cos \varphi . \tag{4}
\end{equation*}
$$

Here, $a$ is some amplitude, and $\varphi=2 \pi F / B$ is the phase, where $F$ is the magnetic frequency corresponding to the cross section of the Fermi surface and $B$ is the induction


Fig. 3. A comparison of the results obtained in magnetostriction measurements (b) with and (a) without spacers in the same range of magnetic field variations under identical conditions.


Fig. 4. Field dependence of magnetostriction amplitude (from peak to peak) in experiments ( $O$ ) with and ( $\square$, solid line) without spacers. Symbols are placed at field values corresponding to oscillation antinodes. The dotted line corresponds to the quadratic law.
in the sample. The change in energy in a magnetic field including the elastic contribution then can be written as

$$
\begin{equation*}
\delta \Omega=a \cos \varphi+\frac{1}{2} E\left(\varepsilon_{x}^{2}+\varepsilon_{y}^{2}+\varepsilon_{z}^{2}\right) . \tag{5}
\end{equation*}
$$

For beryllium, this is a good approximation, because the anisotropy of its compressibility coefficient is very small ( $\pm 5 \%$ ) [17], its Poisson coefficient virtually equals zero, and all deformations can therefore be considered independent. Beryllium is indeed a unique metal in this respect: its Young's modulus is $E=300 \mathrm{GPa}$,


Fig. 5. Calculated deflection profile $u_{z}(R)$ [see Eq. (12)] of sample surface under a point load. The vertical and horizontal scales differ by a factor of $10^{4}$. The hatched region with an arrow schematically depicts a pointed tip. Deflection $h$ equals $0.14 \mu \mathrm{~m}$ at $E=300 \mathrm{GPa}, \sigma=0, F=10 \mathrm{~N}$, and $R_{0}=$ 0.15 mm . Deformation $h_{0}$ under the action of the same load evenly distributed over a sample face equals $0.022 \mu \mathrm{~m}$ for an $11 \times 9 \times 1.8 \mathrm{~mm}^{3}$ sample.
and the compressibility coefficient $K=-\left(V^{-1}\right)(\partial V / \partial P)=$ $9.97 \times 10^{-12} \mathrm{~Pa}^{-1}$ [18]. The Poisson coefficient value calculated from the well-known equation $K^{-1}=E / 3(1-$ $2 \sigma$ ) equals $\sigma=5 \times 10^{-3} \approx 0$, which closely agrees with the tabulated data [18]. Under thermodynamic equilibrium conditions, we must have

$$
\begin{equation*}
\frac{\partial \Omega}{\partial \varepsilon_{i}}=0, \quad i=x, y, z \tag{6}
\end{equation*}
$$

The first derivative of oscillating contribution (4) is therefore given by

$$
\begin{equation*}
\frac{\partial \tilde{\Omega}}{\partial \varepsilon_{i}}=-a \sin \varphi \frac{\partial \varphi}{\partial \varepsilon_{i}}=-a \varphi \sin \varphi \frac{\partial \ln F}{\partial \varepsilon_{i}}=-\varepsilon_{i} E \tag{7}
\end{equation*}
$$

and the equation for magnetostriction takes the form

$$
\begin{equation*}
\varepsilon_{i}=\frac{a \varphi}{E} \frac{\partial \ln F}{\partial \varepsilon_{i}} \sin \varphi \tag{8}
\end{equation*}
$$

Differentiating the rapidly oscillating contribution yields the oscillating part of Young's modulus

$$
\begin{equation*}
\tilde{E}=\frac{\partial^{2} \tilde{\Omega}}{\partial \varepsilon_{i}^{2}} \approx a \varphi^{2}\left(\frac{\partial \ln F}{\partial \varepsilon_{i}}\right)^{2} \cos \varphi \tag{9}
\end{equation*}
$$

Let us denote the amplitude of magnetostriction oscillations (from peak to peak) by

$$
\begin{equation*}
\left|\varepsilon_{i}\right|_{\max }=\frac{a \varphi}{E} \frac{\partial \ln F}{\partial \varepsilon_{i}} \tag{10}
\end{equation*}
$$

The relative Young's modulus oscillations in the harmonic approximation that we use can then be written as

$$
\begin{equation*}
\frac{\tilde{E}}{E}=\left|\varepsilon_{i}\right|_{\max } \varphi \frac{\partial \ln F}{\partial \varepsilon_{i}} \cos \varphi \tag{11}
\end{equation*}
$$

Applying (11) to the problem under consideration yields $\tilde{E} / E \approx 10^{-3}$. This estimate is based on the follow-
ing values: the "cigar" cross section is described by $F=$ $10^{7} \mathrm{G}$, and the phase value in magnetic field $H=4 \times$ $10^{4}$ Oe is therefore $\varphi \approx 1500 ; \partial \ln F / \partial \varepsilon \sim 1$ [see below, Eq. (22)]; and $|\varepsilon|_{\max } \approx 10^{-6}$ (experimental value).

Let us also find $h$ and $h_{0}$. The problem of the shape of the deflection of an elastic medium surface under the action of a force concentrated in some surface portion can be solved using the results obtained by Landau and Lifshitz [19, §8]. For this purpose, it suffices to integrate the equation given in [19] with the weight function describing the distribution of pressure over the surface of the medium. Displacements $u_{z}$ of surface points along the $z$ axis normal to the surface are given by

$$
\begin{gather*}
u_{z}(R)=\frac{1-\sigma^{2}}{\pi E} \int_{0}^{2 \pi} d \varphi \\
\times \int_{0}^{R_{0}} r d r \frac{f(r, \varphi)}{\sqrt{R^{2}+r^{2}-2 R r \cos \varphi}} \tag{12}
\end{gather*}
$$

where $E$ and $\sigma$ are Young's modulus and the Poisson coefficient of the medium, respectively; $R$ is the distance from the origin (along the surface) to the point whose displacement $u_{z}$ is to be calculated; $f(r, \varphi)$ is the distribution density of the external force over the surface; and $R_{0}$ is the radius of the surface within which $f(r, \varphi)$ does not identically equal zero. We will restrict our consideration to the simplest distribution function, namely, $f=F / \pi R_{0}^{2}$ for $r \leq R_{0}$ and $f=0$ for $r>R_{0}$ (here, $F$ is the force applied to a tip). Numerically integrating (12) then gives the deflection profile shown in Fig. 5. The calculations were performed for $E=300 \mathrm{GPa}$ [18], $\sigma=0$, force $F=10 \mathrm{~N}$ (experimental), and $R_{0}=0.15 \mathrm{~mm}$ (copper tip). The last value was determined both experimentally (visual microscopic examination) and from the yield point of copper; the two methods gave closely similar results. The calculated deflection value was $h=$ $1.4 \times 10^{-5} \mathrm{~cm}$. The same force evenly distributed over the face of the sample (such a distribution was attained in experiments by putting copper plates under the tips) gave an $h_{0}=2.2 \times 10^{-6} \mathrm{~cm}$ deformation (calculated).

The expected additional oscillating deformation value caused by loading can easily be calculated. According to (2) and (3), $\delta l^{\prime} \approx\left(1.4 \times 10^{-5}+2.2 \times 10^{-6}\right) \times$ $10^{-3} \approx 1.6 \times 10^{-8} \mathrm{~cm}$. In other words, we should have $\delta l^{\prime} \sim 10^{-2} \delta l$ in the approximation that we use. In addition, these oscillations should be shifted in phase by $\pi / 2$ with respect to the magnetostriction signal. Clearly, this contribution is then absolutely unobservable, although $h$ is almost an order of magnitude larger than $h_{0}$.

In our experiments, in which the crystal was in contact with a copper tip, $\delta l^{\prime}$ oscillations were, however, approximately equal to $\delta l$ (see Figs. 2c, 3). It can, therefore, be assumed that the $\tilde{h}$ amplitude approximately
equals $\delta l$, that is, approximately $1.5 \times 10^{-6}$ instead of $1.6 \times 10^{-8} \mathrm{~cm}$. Therefore, $\tilde{E} / E \sim 10^{-1}$, which is approximately 100 times larger that the value calculated in the harmonic approximation, $\tilde{E} / E \sim 10^{-3}$. When copper spacers are used, we only have an evenly distributed load, and $\delta l^{\prime} \sim 10^{-1} \delta l$ oscillations are then also shifted by $\pi / 2$ with respect to $\varepsilon$. This contribution might in principle be observed under a sufficiently larger load but is virtually unnoticeable under the conditions of our experiments.

It follows that the results obtained in this work should be interpreted as a giant increase in compressibility caused by the formation of diamagnetic domains. As the domain structure is in essence a mixture of two phases having different densities, such an increase in compressibility is not very surprising. Diamagnetic and paramagnetic domains are deformed "oppositely" and noticeably differ in density and, accordingly, in the density of charge carriers (electrons and holes). Note anticipatively that precisely the charge carrier density gradient in a magnetic field determines the magnetization current density in domain walls [20].
2. Next, consider the role played by deformation in the formation of domains in more detail. Let us return to (5) taking into account magnetization energy. We then have

$$
\begin{align*}
\delta \Omega & =a \cos \varphi+\frac{1}{8 \pi}(B-H)^{2} \\
& +\frac{1}{2} E\left(\varepsilon_{x}^{2}+\varepsilon_{y}^{2}+\varepsilon_{z}^{2}\right) . \tag{13}
\end{align*}
$$

In addition to the equation for magnetostriction given above [Eq. (8)], we obtain

$$
\begin{equation*}
-M=\frac{\partial \tilde{\Omega}}{\partial B}=a \varphi \sin \varphi \frac{1}{B} \tag{14}
\end{equation*}
$$

by differentiating $\tilde{\Omega}$ with respect to $B$. Comparing (14) with (8), we obtain the well-known [2] proportionality relation between magnetostriction and magnetization,

$$
\begin{equation*}
\varepsilon_{i}=-\frac{M H}{E} \frac{\partial \ln F}{\partial \varepsilon_{i}} . \tag{15}
\end{equation*}
$$

Here, we used the inequality $B-H=4 \pi M \ll H$, according to which $B \sim H$ in equations of this kind. (The difference of $B$ and $H$ should only be taken into account for phase changes within a period. Here, by the magnetization $M$ we imply the magnetic moment of a sample with a zero demagnetization factor.) Equations for magnetostriction in the other directions are obtained similarly. As a result, crystal magnetization (along the $z$ axis in the problem under consideration) is accompanied by the total deformation in all directions. The total deformation is generally anisotropic and ensures the required $\delta F$ change. All deformations are very small. It can therefore be thought that all these values including


Fig. 6. Schematic drawing of $\delta \Omega$ energy changes depending on induction $B$ and sample deformation proportional to $\delta F$ at given external field $H$. Slant lines in the $(B, \delta F)$ plane correspond to constant phase $\varphi$ values. The dot on this plane is the projection of the global energy minimum slightly displaced to the left and upward with respect to the $(H, 0)$ paraboloid vertex. This point traces the phase trajectory as external field $H$ changes (more details are given in Fig. 7).
$\delta F$ are linearly related to each other. This means that energy changes (13) in a magnetic field can be described as functions of $H$ (external magnetic field) and two variables, namely, $B-H$ (magnetization) and $\delta F$ (the magnetostriction effect). The "three-dimensional" plot shown in Fig. 6 is a paraboloid with a vertex at ( $H, 0$ ). Superimposed crimping is caused by the $\tilde{\Omega}=a \cos \varphi$ oscillating contribution; the larger the $a$ value, the greater the degree of crimping. [Recall that the $a$ amplitude is determined by experimental conditions such as temperature, the quality of the sample (the Dingle temperature), and magnetic field uniformity.]

Clearly, the crimping shifts the projection of the minimum onto the ( $B, \delta F$ ) plane with respect to the $(H, 0)$ vertex; this shift is shown separately in Fig. 7. The displacement to the left and upward corresponds to the diamagnetic state with sample deformation toward increasing the Fermi surface volume, that is, toward larger charge density $N$ and cross section $F$. The displacement to the right and downward during the second half-period corresponds to the paramagnetic state with a lower density, that is, with negative $\delta F$. According to (15), the ratio between these displacements, that is, the ratio between deformation and magnetization (more exactly, magnetization current) within one period, is to a high accuracy constant. In other words, the phase shift slope angle is proportional to the magnetic field and inversely proportional to Young's modulus, and, if the


Fig. 7. Metal state phase trajectories. Slant lines correspond to constant phases of the oscillating contribution to energy, $\phi=2 \pi n$ and $\phi=2 \pi(n-1)$. Curves $a_{1}$ and $a_{2}$ are the phase trajectories at different amplitudes $\left(a_{1}<a_{2}\right)$. Trajectory $a_{1}$ is continuous, whereas the transition from 1 to 2 along $a_{2}$ occurs in a jump. The $P_{1}$ and $P_{2}$ points show state changes with respect to the $P_{0}(H, 0)$ point. $K L M N$ is the phase trajectory of a two-dimensional electron gas.
scale is selected properly, this displacement is everywhere virtually perpendicular to the corresponding constant phase lines, which are shown by slanting lines in Figs. 6 and 7 for the $\varphi=2 \pi$ and $\varphi=2 \pi(n-1)$ phase values. Such a trace of the minimum position is the phase trajectory of the simultaneously magnetized and deformed state of the metal under external field $H$ variations. Naturally, the phase trajectory of a sample with arbitrary demagnetization factor also remains the same, although the displacement angle changes. For example, in a plate with $B=H$ this displacement is vertical.

This trajectory is everywhere continuous if the crimping $a$ value is small (see curve $a_{1}$ in Fig. 7). The displacement of the state from the $P_{0}(H, 0)$ point to $P_{1}$ then occurs to the left and upward (diamagnetism and a density increase) during the first half-period and, accordingly, to the right and downward (paramagnetism and a density decrease) during the second halfperiod. However, if the $a$ amplitude is fairly large (curve $a_{2}$ in Fig. 7), which virtually coincides with condition (1), and if $H$ is situated precisely at the center of the period, when the Landau level is half-filled, the $\delta \Omega$ value at minimum 1 equals that at minimum 2. This means that, if the demagnetization factor of the sample approximately equals zero (a thin rod along the field), the whole metal experiences a jump transition from state 1 to state 2, and both deformation and magnetization change their signs. If the demagnetization factor approximately equals one (that is, as in our experiments) and the plate is oriented normally to the field, then this plate is divided into phases 1 and 2 in the range $B_{1} \leq H \leq B_{2}$, and these phases differ in both deformation and magnetization. Naturally, magnetization and deformation and therefore electron densities $N_{1}$ and $N_{2}$ are constant within each phase. Close to the boundary
between the phases, or domains, a smooth transition from state 1 to 2 should occur; that is, both deformation and, accordingly, electron density change across interdomain walls. The difference of the electron densities to the left and to the right of the domain wall creates a magnetization current in a magnetic field. This current flows in the wall and causes the $\delta B=4 \pi \delta M$ difference between neighboring domains. Precisely the same mechanism is doubtless responsible for the arising of magnetization currents when magnetization is uniform, that is, when domains are absent. This means that magnetostriction should be uniform in the whole sample except a region near its boundary (where this deformation vanishes), whose thickness is of the same order as that of domain boundaries. Indeed, closed Larmor motion of electrons cannot occur at distances from the boundary smaller than the Larmor diameter, and the corresponding oscillating contribution to energy is zero. Earlier [21, 22], precisely the Larmor orbit diameter has been suggested as the domain wall thickness. This is hard to argue with, but the problem of deformation has not been tackled in [21, 22], and the situation should therefore be considered in more detail.

Deformation is doubtless isotropic in the basal plane in a homogeneous phase, either diamagnetic or paramagnetic. Deformation can also be considered isotropic when domains of the "new" phase are formed as long as the amount of the new phase is so small that it is likely to consist of separate inclusions. However generally, the transition to the laminar structure, which is much more favorable energetically, should occur very rapidly as the volume of the new phase increases. This unambiguously follows from the behavior of "domains" in the transition state of superconductors of the first kind [23], in which separate filamentary inclusions only exist close to the transition to the normal state.

Each phase of a laminar structure cannot be considered locally isotropic. Indeed, the difference of deformations in neighboring domains should then "accumulate" along the interphase boundary, which would cause the arising of shear stress and increase the energy. Of course, it would be much more favorable energetically if the necessary difference of deformations (more exactly, electron densities) only existed in the direction normal to the boundary. (Exactly the same reasoning applies to the boundary layer of a sample in the usual situation with homogeneous magnetization, when inhomogeneous deformation in this layer should be anisotropic with respect to the side boundary because of such a peculiar "surface tension.") For this reason, anisotropic deformation in separate domains should exist in laminar domain structures, although, on average over the whole crystal, the situation in the absence of a preferential direction should, we believe, remain isotropic because of mosaic orientations of laminar regions, as is observed in a similar situation in the transition state of superconductors of the first kind [23]. This scenario appears to be quite plausible, which
allows such a giant increase in the compressibility coefficient caused by the formation of a domain structure to be partly explained. Indeed, local anomalous deformation under a point load can only occur as a result of reorientation and redistribution of closely lying anisotropic domains.

In any event, there is a difference of deformations in neighboring domains along the magnetic field direction. This leads us to conclude that the domain wall thickness cannot but increase as the thickness of the crystal increases. This is at variance with the above suggestion that the interdomain wall thickness is always of the order of the Larmor diameter. This value (the Larmor diameter) may play the role of the lower domain wall thickness limit in thin samples.

Figure 7 can be used to examine the role played by magnetostriction in the behavior of a metal in the model of two-dimensional (or quasi-two-dimensional) electron gas, that is, a metal whose Fermi surface is a cylinder. Let us, for definiteness, assume that the magnetic field increases. The phase trajectory is then the ...KLMN..., etc., polygonal line. The metal is homogeneous in the $K L$ and $M N$ regions and smoothly contracts while experiencing the transition from the paramagnetic to the diamagnetic state. The corresponding Landau level is then always filled, and the next level is absolutely empty. If (1) is satisfied, we have an instability along the whole $L M$ portion, and the transition from point $L$ to $M$ occurs either in a jump if the sample is a long rod aligned with the magnetic field or with the formation of domains if the sample is a plate oriented normally to the field. Homogeneous and inhomogeneous state portions then alternate along the phase trajectory. Note that taking magnetostriction into account makes the region of the existence of domains, $B_{L}-B_{M}$, smaller than the period value. If (1) is not satisfied (this is inevitable in fairly high magnetic fields, where the Landau level number becomes smaller than the critical number), the volume and magnetization smoothly change along the whole polygonal line. Clearly, if magnetostriction is forbidden and the volume cannot change, the picture radically changes, and the Fermi level should oscillate at a constant electron density [24]. As a result, magnetization current oscillations should arise under certain conditions. The magnetization current is then related to the contact potential difference rather then magnetostriction. Such a current is in antiphase with the "classic" de Haasvan Alphen effect and is especially important in superhigh magnetic fields [25]. In particular, precisely this current is responsible for the quantum Hall effect.
3. It is easy to see that the difference in magnetization between neighboring domains is indeed caused by deformation accompanied by electron density changes. The magnetization current density in a domain wall can be described by the formula [20]

$$
\begin{equation*}
\mathbf{j}_{m}=c \operatorname{curl} \sum_{k} n_{k}(\mathbf{r}) \boldsymbol{\mu}_{k} . \tag{16}
\end{equation*}
$$

Here, $n_{k}(\mathbf{r})$ is the number of Larmor orbits corresponding to the $\boldsymbol{\mu}_{k}$ magnetic moment of a unit volume. Let us integrate (16) over the domain wall thickness from one domain to another taking into account that the orbital magnetic moments of all electrons are parallel to the external field. This gives the magnetization current in the wall related to a unit length of this wall along the field,

$$
\begin{equation*}
J=c \sum_{k}\left(N_{2}-N_{1}\right)_{k} \mu_{k}, \tag{17}
\end{equation*}
$$

where $\left(N_{1,2}\right)_{k}$ are the volume densities of charges with magnetic moment $\mu_{k}$ in neighboring domains. Because the $\delta N$ difference is small, all orbits can be considered to be situated on the Fermi surface. The characteristic values can be estimated as follows. The magnetic moment of the Larmor orbit is

$$
\begin{equation*}
\mu=\frac{J_{0} S}{c} \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{0}=\frac{e \omega_{c}}{2 \pi}, \quad S=\pi R_{H}^{2}, \quad R_{H}=\frac{\nu_{\perp}}{\omega_{c}} . \tag{19}
\end{equation*}
$$

Here, $\omega_{c}$ is the cyclotron frequency, $e$ is the charge of the electron, $R_{H}$ is the Larmor radius, and $v_{\perp}$ is the velocity of the electron on the Fermi surface in the direction normal to the field. Complete current $J$ in the domain wall per unit wall length in the magnetic field direction is

$$
\begin{equation*}
J=\frac{\delta N e}{2} \overline{\omega_{c}} \overline{R_{H}^{2}}, \tag{20}
\end{equation*}
$$

where $\delta N$ is the total difference of the numbers of charge carriers (electrons and holes) in neighboring domains, that is, the difference of the Fermi surface volumes in these domains, and $\overline{\omega_{c}}$ and $\overline{R_{H}^{2}}$ are the corresponding values averaged over the Fermi surface. Beryllium is a compensated metal, and the volume of electrons (two cigars) always strictly equals the volume of holes (crown). It follows that determining $\delta N$ only requires volume changes to be calculated for the cigar, which is much simpler, because the cigar is close in shape to a cylinder. The total difference of Fermi surface volumes in neighboring domains can therefore be written as

$$
\begin{align*}
& \delta N \approx N_{0}\left(\frac{\Delta F}{F}+\frac{\Delta L}{L}\right) \\
= & N_{0} \sum_{i}\left(\frac{\partial \ln F}{\partial \varepsilon_{i}}+\frac{\partial \ln L}{\partial \varepsilon_{i}}\right) \varepsilon_{i} . \tag{21}
\end{align*}
$$

Here, $N_{0}$ is the total number (Fermi surface volume) of charge carriers in beryllium, and the value in parentheses is the relative change in the volume of the cigar in
opposite domains caused by the total deformation ( $F$ and $L$ are the cigar cross section area and length, respectively). The $\partial \ln F / \partial \varepsilon_{i}$ and $\partial \ln L / \partial \varepsilon_{i}$ values can be determined from the well-known relation between the Fermi surface of beryllium and the Brillouin zone size [26-29]. This is especially simple to do precisely for beryllium, because its Poisson coefficient $\sigma \approx 0$, and, as mentioned above, all deformations can be considered mutually independent. Such calculations closely agree with the experimental results [12], and it can be assumed that

$$
\begin{align*}
& \frac{\partial \ln F}{\partial \varepsilon_{x, y}}=-1, \quad \frac{\partial \ln F}{\partial \varepsilon_{z}}=6 \\
& \frac{\partial \ln L}{\partial \varepsilon_{x, y}}=-1, \quad \frac{\partial \ln L}{\partial \varepsilon_{z}}=1.6 \tag{22}
\end{align*}
$$

Substituting the $\varepsilon_{x}=\varepsilon_{y}=\varepsilon$ and $\varepsilon_{z}=-6 \varepsilon$ deformation values yields $\delta N \approx-50 \varepsilon N_{0}$, where $\varepsilon$ is understood to be $\delta / / l$ from peak to peak. Clearly, we have such a large coefficient (50) because the Fermi surface of beryllium is formed close to Brillouin zone vertices and edges and constitutes a very small part of the Harrison sphere. (Clearly, this coefficient equals 3 in the model of free electrons.) The $\omega_{c}$ and $R_{H}$ values in the basal cigar plane are well known, $\omega_{c}=\mathrm{eH} / \mathrm{m}^{*} c=4.17 \times 10^{12} \mathrm{~s}^{-1}\left(m^{*}=\right.$ $0.16 m_{e}$ and $\left.H=4 \times 10^{4} \mathrm{G}\right), R_{H}=v_{F} / \omega_{c}=0.24 \times 10^{-4} \mathrm{~cm}$ ( $\nu_{F} \approx 10^{8} \mathrm{~cm} / \mathrm{s}$ ), and the total number of charge carriers $N_{0}=0.43 \times 10^{22} \mathrm{~cm}^{-3}$ can be obtained from the data reported in [29], according to which we have 0.01573 electrons per atom and two atoms per unit cell, the volume of the cell being 109.0758 (rel. units) ${ }^{3}$. Note that this amounts to $1.6 \%$ of the Harrison sphere volume. We believe that estimating the mean orbit area $\pi R_{H}^{2}$ at half the area of the central orbit of the cigar cannot introduce a large error. Combining these estimates and substituting the value $\varepsilon \approx 1.37 \times 10^{-6}$ (Fig. 3) in field $H=4 \times 10^{4} \mathrm{G}$ gives $J \approx 29 \mathrm{~A} / \mathrm{cm}$. Considering the roughness of the estimates made above, this value more than satisfactorily agrees with the value $\Delta B=4 \pi \Delta M \approx$ 30 G observed in [6], although the conditions of experiments performed in [6] and this work do not completely coincide.

It is easy to see that Eq. (20) for current can be rewritten as

$$
\begin{equation*}
J=\delta N c_{1} \varepsilon_{F} \frac{c}{H} \tag{23}
\end{equation*}
$$

where coefficient $c_{1}$ takes into account averaging over the Fermi surface. As the induction jump between neighboring domains is $\Delta B \equiv 4 \pi \Delta M \approx(4 \pi / c) J$, we have

$$
\begin{equation*}
\Delta M H=\delta N c_{1} \varepsilon_{F}, \tag{24}
\end{equation*}
$$

where $\delta N$ can always be considered equal to $N_{0} \varepsilon c_{2}$ and $c_{2}$ is the coefficient unambiguously determined by the Fermi surface shape. In the problem under consider-
ation, it equals 50. Representing (24) in the form $\varepsilon=$ $(\triangle M H / E) c_{3}$ and comparing it with the equation for magnetostriction [Eq. (8)], we obtain the equation for Young's modulus

$$
\begin{equation*}
E=\varepsilon_{F} N_{0} c_{1} c_{2} c_{3}, \tag{25}
\end{equation*}
$$

where all coefficients, $c_{1}, c_{2}$, and $c_{3}$, are fully determined by the structure of the Fermi surface. Here, $\varepsilon_{F}$ is the kinetic energy of the electron on the Fermi surface, that is, $\varepsilon_{F}=\hbar^{2} k_{F}^{2} / 2 m$. For instance, for beryllium, $k_{F} \approx$ 1.03 (a.u.) ${ }^{-1}$, and $N_{0}=0.43 \times 10^{22} \mathrm{~cm}^{-3}$ [29]. The correct Young's modulus value for beryllium is obtained at a quite plausible coefficient $c_{1}$ value, $c_{1} \approx 0.6$. In other words, we arrive at the conclusion that the Fermi surface determines not only the electronic properties of metals but also their elastic properties. Note that this assertion is correct accurate to the assumption that the magnetization current is fully determined by the charge density gradient in the magnetic field.

The above conclusion deserves a more detailed discussion. The problem of the contribution of conduction electrons to metal compressibility is of obvious interest, and different views on this problem have been expressed. For instance, the estimates made in [30] lead the authors to conclude that the electronic contribution to compressibility amounted to $60-80 \%$. On the other hand, the ionic contribution to compressibility was fully ignored in [31], where it was actually assumed that the elastic properties of metals, niobium in particular, were fully determined by conduction electrons. This problem was central to explaining numerous experiments [2] performed to determine Fermi level oscillations in magnetic fields predicted earlier [24]. For the first time, in a similar and very accurate experiment and precisely for beryllium [32], these oscillations were shown to be absent with an accuracy of $10 \%$ of the theoretically expected value [24]. To explain this result, it was shown in [32] that, if metal compressibility was fully determined by conduction electrons, Fermi level oscillations in a magnetic field should exactly be compensated by magnetostriction effects. Generally, this is not at all at variance with the result obtained in [24], where magnetostriction was not taken into account and, in essence, a model with a given and constant volume density of electrons in a metal was considered. It follows from the results obtained in [32] that the electronic contribution to the compressibility of beryllium was at least $90 \%$. The suggestion that the compressibility coefficients of the other metals are also determined almost entirely by conduction electrons is substantiated by very accurate theoretical calculations by Brovman and Kagan performed for magnesium [33]. The summation of all electronic and ionic contributions to compressibility (see Table 3 in [33]) with an accuracy of $3 \%$ or higher only leaves the contribution of conduction electrons, which, equally accurately, agrees with the tabulated Young's modulus of magnesium.

To summarize, our calculations on beryllium described above show that conduction electrons should fully determine its compressibility coefficient. At the same time, the character of our reasoning leads us to believe that this conclusion applies to all metals. Indeed, the formation of diamagnetic domains is doubtless characteristic of all metals; the only problem is the extreme difficulty of creating the necessary conditions for most of them. As mentioned, such domains were observed in silver, beryllium, tin, and aluminum. On the other hand, if and only if compressibility is fully determined by the electronic contribution, volume and magnetization only oscillate when the magnetic field varies, whereas the Fermi level remains constant. This means that the Fermi levels of neighboring domains are equal, and there is no contact potential difference between domains; the existence of such a difference would be both fairly unexpected and energetically unfavorable. In other words, the very possibility of the existence of diamagnetic domains lends support to the point of view according to which conduction electrons should fully determine the compressibility of metals. Of course, we do not know to what extent this conclusion is quantitatively accurate.

## ACKNOWLEDGMENTS

The authors thank L. Maksimov, E. Krasnoperov, and G. Sholt for discussions. This work was financially supported by the Russian Foundation for Basic Research (project no. 98-02-17142).

## REFERENCES

1. L. Landau, Z. Phys. 64, 629 (1930).
2. D. Shoenberg, Magnetic Oscillations in Metals (Cambridge Univ. Press, Cambridge, 1984; Mir, Moscow, 1986).
3. J. H. Condon, Phys. Rev. 145, 526 (1966).
4. J. H. Condon and R. E. Walstedt, Phys. Rev. Lett. 21, 612 (1968).
5. G. Solt, C. Baines, V. S. Egorov, et al., Phys. Rev. Lett. 76, 2575 (1996).
6. G. Solt, C. Baines, V. S. Egorov, et al., Phys. Rev. B 59, 6834 (1999).
7. A. Schenck, Muon Spin Rotation Spectroscopy (Hilger, Bristol, 1986).
8. G. Solt, V. S. Egorov, C. Baines, et al., Phys. Rev. B 62, R11933 (2000).
9. V. I. Bozhko and E. P. Vol'skiĭ, Pis'ma Zh. Éksp. Teor. Fiz. 26, 337 (1977) [JETP Lett. 26, 223 (1977)].
10. B. S. Chandrasekhar, Phys. Lett. 6, 27 (1963).
11. T. E. Thomson, P. R. Aron, B. S. Chandrasekhar, et al., Phys. Rev. B 4, 518 (1971).
12. B. S. Chandrasekhar, E. Fawcett, D. M. Sparlin, and G. K. White, in Proceedings of the 10th Conference on Low Temperature Physics, LT-10 (VINITI, Moscow, 1967), Vol. 3, p. 328.
13. V. S. Egorov, E. P. Krasnoperov, Ph. V. Lykov, et al., Fiz. Tverd. Tela (St. Petersburg) 40, 524 (1998) [Phys. Solid State 40, 482 (1998)].
14. V. S. Egorov, F. V. Lykov, and O. A. Repina, Pis'ma Zh. Eksp. Teor. Fiz. 72, 28 (2000) [JETP Lett. 72, 18 (2000)].
15. G. K. White, Cryogenics 1, 151 (1961).
16. V. S. Egorov, Zh. Éksp. Teor. Fiz. 69, 2231 (1975) [Sov. Phys. JETP 42, 1135 (1975)].
17. J. F. Smith and C. L. Arbogast, J. Appl. Phys. 31, 99 (1960).
18. Handbook of Physical Quantities, Ed. by I. S. Grigoriev and E. Z. Meilikhov (Energoizdat, Moscow, 1991; CRC Press, Boca Raton, 1997).
19. L. D. Landau and E. M. Lifshitz, Course of Theoretical Physics, Vol. 7: Theory of Elasticity (Nauka, Moscow, 1965; Pergamon, New York, 1986).
20. D. A. Frank-Kamenetskii, Lectures on Plasma Physics (Atomizdat, Moscow, 1968).
21. I. A. Privorotskiĭ, Zh. Éksp. Teor. Fiz. 52, 1755 (1967) [Sov. Phys. JETP 25, 1167 (1967)].
22. A. A. Abrikosov, Fundamentals of the Theory of Metals (Nauka, Moscow, 1987; North-Holland, Amsterdam, 1988).
23. T. E. Faber, Proc. R. Soc. London, Ser. A 248, 460 (1958).
24. M. I. Kaganov, I. M. Lifshits, and K. D. Sinel'nikov, Zh. Éksp. Teor. Fiz. 32, 605 (1957) [Sov. Phys. JETP 5, 500 (1957)].
25. V. S. Egorov, Physica B (Amsterdam) 301, 212 (2001).
26. T. L. Loucks and P. H. Cutler, Phys. Rev. 133, A819 (1964).
27. J. H. Terrel, Phys. Rev. 149, 526 (1966).
28. B. R. Watts, Proc. R. Soc. London, Ser. A 282, 521 (1964).
29. J. H. Tripp, P. M. Everett, W. L. Gordon, and R. W. Stark, Phys. Rev. 180, 669 (1969).
30. B. G. Lazarev, É. A. Kaner, and L. V. Chebotarev, Fiz. Nizk. Temp. 3, 808 (1977) [Sov. J. Low Temp. Phys. 3, 394 (1977)].
31. J. Ashkenasi, M. Dacorogna, M. Peter, et al., Phys. Rev. B 18, 4120 (1978).
32. N. E. Alekseevskii and V. I. Nizhankovskii, Zh. Éksp. Teor. Fiz. 88, 1771 (1985) [Sov. Phys. JETP 61, 1051 (1985)].
33. E. G. Brovman and Yu. M. Kagan, Usp. Fiz. Nauk 112, 369 (1974) [Sov. Phys. Usp. 17, 125 (1974)].

Translated by V. Sipachev

# Electronic Transport in Quasicrystals ${ }^{\text {II }}$ 

Yu. Kh. Vekilov*, E. I. Isaev**, and D. V. Livanov<br>Theoretical Physics Department, Moscow Steel and Alloys Institute, Moscow, 117936 Russia<br>*e-mail: vekilov@linux.trf.misa.ac.ru<br>**e-mail: isaev@linux.trf.misa.ac.ru<br>Received July 10, 2001


#### Abstract

Mobility of electrons in quasicrystals is considered in the framework of the fractional Fermi surface (FS) model, i.e., a multiconnected FS with many electron-hole pockets. The Mott law for the variable range hopping conductivity is obtained when intervalley scattering processes with small momentum transfer are taken into account. The transition to the power-law temperature dependence is discussed. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Quasicrystals (QCs) are materials that have a longrange aperiodic atomic order and rotational symmetries which are crystallographically forbidden for periodic structures (e.g., five-, eight-, ten-, and twelvefold rotational axes). Quasicrystals usually are intermetallic alloys, but their physical properties differ from those of the crystalline and amorphous metallic phases. Like metals, quasicrystals have a nonzero electronic contribution to the specific heat, although it is smaller than the value calculated within the free-electron model. At the same time, the electronic resistivity of quasicrystals at low temperature is anomalously high and increases with increasing the structural order and annealing the defects. The highest resistivity of all the known quasicrystals occurs in icosahedral (i) Al-Pd-Re quasicrystal, where the value of resistivity at 4.2 K exceeds $1 \Omega \mathrm{~cm}$. Large values of the resistivity ratio $\mathscr{R}=\rho(4.2 \mathrm{~K}) / \rho(295 \mathrm{~K})$, up to 200, are also observed for this material (the values of $\mathscr{R}$ are 1.1 for $i-\mathrm{Al}-\mathrm{Li}-\mathrm{Cu}$, up to 2 for $i-\mathrm{Al}-\mathrm{Cu}-\mathrm{Fe}$, and about 4 for $\mathrm{Al}-\mathrm{Cu}-\mathrm{Ru}$ ), which shows how perfect the sample is [1-5]. In contrast to the Matissen rule, where the resistivities are additive, the conductivity of quasicrystals behaves as $\sigma=\sigma(0)+\Delta \sigma(T)$ over a wide range of temperatures, where $\sigma(0)$ is the residual conductivity at zero temperature, and $\Delta \sigma(T)$ represents the $T$-dependent part. Usually, $\sigma(0)$ increases with the structural disorder and $\Delta \sigma(T)$ increases with the temperature as $\Delta \sigma(T) \propto T^{\beta}[1-3]$. In a series of $i-\mathrm{Al}-\mathrm{Pd}-\operatorname{Re}$ samples with different $\mathscr{R}$, Gignoux et al. [3] obtained $1<\beta<1.5$ in the temperature range from 7 to 700 K . Pierce et al. [4] measured $\sigma(T)$ in several $i$-Al-Pd-Re samples (with various $\mathscr{R}$ ratios) and found the powerlaw temperature dependence with $\beta$ in the range 0.5 to 1 for temperatures from 0.45 to 3 K .

Different explanations of the transport properties of quasicrystals have been proposed. Much attention has been given to the power-law temperature dependence of $\sigma(T)$. The role of the pseudogap in the density of states (DOS) at the Fermi level, the role of quantum interference effects (weak localization and electronelectron interactions), proximity to the metal-insulator transition, the spiky structure of the electronic spectrum, and the criticality of wave functions have been discussed in connection with this problem (see the review articles by Poon [1] and Rapp [2]). Fujiwara et al. $[6,7]$ tried to obtain the $\sigma(T)$ dependence on the basis of the band structure and Fermi surface (FS) calculations for crystalline approximants. Macia [8] gave a phenomenological description of $\sigma(T)$ based on the DOS model that takes the pertinent experimental results into account. The problem was analyzed by Burkov et al. [9], who used the fractional Fermi surface model, i.e., a multiconnected FS with many electronhole pockets. They considered the intravalley and intervalley scattering processes in order to explain the power-law dependence of $\sigma(T)$. They also predicted a zero value of $\sigma$ at $T=0 \mathrm{~K}$ for the perfect QC (with no scattering centers) and a small residual conductivity for "dirty" QC.

Currently, the physical origin of the high resistivity of intermetallic quasicrystalline alloys compared to other systems composed only of metals is not well understood, and this has challenged the experimenters to examine the possibility of a metal-insulator transition (MIT) in quasicrystalline systems and to investigate whether these materials are metallic. Recent experiments on the perfect icosahedral $\mathrm{Al}_{70.5} \mathrm{Pd}_{21} \mathrm{Re}_{3.5}$ quasicrystals have shown that, at low temperatures, their conductivity follows the Mott law for the variable range hopping (VRH) conductivity,

$$
\begin{equation*}
\sigma=\sigma_{0} \exp \left[-\left(T_{0} / T\right)^{p}\right], \tag{1}
\end{equation*}
$$

where $p=1 / 4[10-13]$. The temperature range where the Mott law is fulfilled was found to be $0.45-10$, $0.02-0.6$, and $0.5-7 \mathrm{~K}$ according to Guo and Poon [10], Delahaye et al. [12], and Wang et al. [13], respectively. In $i-\mathrm{Al}_{70.5} \mathrm{Pd}_{21} \mathrm{Re}_{8.5-x} \mathrm{Mn}_{x}$, it was found that the VRH including the Coloumb interaction ( $p=1 / 2$ ) can describe the experimental data for $2<x<4$ [10]. The experimental data on bulk $i$-Al-Pd-Re samples are rather contradictory. Different authors quote different values of $T_{0}$. According to [10, 11, 13], $T_{0}$ reaches 100 K and is higher for samples with higher $\mathscr{R}$. On the other hand, in [12], the very low value of $T_{0} \sim 1 \mathrm{mK}$ was given. However, the lowest temperature reached in this experiment was 20 mK , and the value of $T_{0}$ was determined by extrapolation. Moreover, in [10], a small but finite value of $\sigma(0)$ was obtained, although it decreased upon increasing the perfectness of the sample [11]. At the same time, in [12, 13], the conductivity was fitted to Eq. (1) without including any extra $\sigma(0)$ term, while it was used by Guo and Poon [10] in order to analyze their experimental data on conductivity. We note that the presence of a residual conductivity is quite possible, because the different conductivity channels in QC are parallel, and a nearly vanishing conductivity $\sigma(0)$ cannot hide the VRH conductivity.

The occurrence of the Mott law (Eq. (1)) shows that electronic states in QC are localized and the sample is on the insulating side of the MIT. Qualitatively, the possible role of the hopping conduction between localized states in QC at low temperatures has been previously discussed by several authors on experimental grounds [1, 3, 5, 14]. Poon [1], Pierce et al. [14], and Mayou et al. [5] discussed the possibility of explaining the power-law dependence of $\sigma$ by a hopping mechanism taking the criticality of the wave functions into account. Janot [15] considered this problem in the framework of the hierarchical cluster model and predicted the conductivity that scales roughly as $T^{3 / 2}$. But the localization lengths $\xi$ obtained experimentally (we recall that $T_{0} \propto \xi^{-3}$ in accordance with the Mott theory) are much larger than the separation, $\sim 20 \AA$, of the ideal clusters that are assumed to be structure units between which the electrons hop in the Janot model. In addition, in the subsequent paper [16], Janot proposed that "the power law $T^{\beta}$ may be lost experimentally because of extrinsic effects due to structural defects, boundaries, and periodic approximant distortion which may restore the $T^{-1 / 4}$ law of the Mott model." That is, the existence of the Mott law was related to the presence of disorder in QC, which contradicts the experimental data. A rather interesting but unrealistic idea was put forward by Rivier and Durand [17] based on the results obtained for the one-dimensional model. In order to obtain the VRH conductivity, they suggested that the electronic structure of a quasicrystal looks somewhat similar to highly doped, $p$-type semiconductors, but no reliable explanation of the Mott law, Eq. (1), for quasicrystals was given.

In this paper, we proceed on the ground of the band structure theory to explain the VRH conductivity in QC. Although the Bloch theorem does not apply to a quasicrystal, the ideas of the band structure theory can be used to describe the transport properties of QC, with the quasicrystalline state considered as a structural limit of a sequence of rational periodic approximants with increasing periods. Therefore, we take the band structure effects into account that are specific for the quasicrystalline symmetry and use the fractional Fermi surface model [9] to explain the origin of the VRH conductivity in QC. However, the hopping mechanism of conductivity involves hops between localized states, and we therefore begin with the discussion of the nature of localization in the regular and perfect QC without phasons and other distortions.

The paper is organized as follows. In Section 2, the localization of electrons in quasicrystals is discussed. The VRH conductivity is discussed in Section 3. In Section 4, the crossover to the power-law temperature dependence of conductivity is considered.

## 2. LOCALIZATION OF ELECTRONS IN QUASICRYSTALS

For amorphous alloys, granular metal films, and doped semiconductors, the electronic localization plays an important role in the low-temperature electron transport. For the above systems, the localization of electrons is known to arise from disorder. But the object of our discussion is the origin of localization in QC. The Al-Pd-Re QC is a highly ordered material with very sharp X-ray diffraction spots, and as mentioned above, improving the perfection of the quasilattice order has been found to lead to increasing of the resistivity.

The experimental results for $i$ - $\mathrm{Al}-\mathrm{Pd}-\mathrm{Re}$ show that, at low temperatures, the regular and perfect quasicrystal behaves as a material in the Fermi glass state, that is, the DOS is finite at the Fermi level, but the electrons are localized. This localization in a QC is a consequence of the coherent interference of the electronic states caused by the specific symmetry and the structure of the material, and the more perfect the material is, the more localized the electrons are. Whereas in a disordered metal or a heavily doped semiconductor the origin of the localization is the destruction of the phase coherency of the wave functions due to disorder (the Anderson localization), in the QC, the phase coherency of the wave functions is the main source of localization. The following simple observations can justify this conclusion.

First, within the six-dimensional periodic description of the icosahedral structure, it is obvious that each scattering wave vector in the quasicrystal corresponds to a reciprocal wave vector in the periodic structure of a higher dimension. Thus, the set of the reciprocal lattice vectors densely fills the reciprocal space of the quasicrystal, and all the electron states at the Fermi level
have zero group velocity (standing waves) due to the Bragg reflections (evidently, with different intensities), i.e., due to the constructive interference of the electron states at the Fermi level.

Second, it is convenient to elucidate this picture by considering the quasicrystal as a structural limit of a sequence of rational approximants (crystal analogs) with an increasing lattice period. The Brillouin zone (BZ) volume is diminished upon increasing the order of the approximant because the lattice period increases, and the BZ volume becomes infinitely small $\left(\sim h^{3}\right)$ in the quasicrystalline limit. Therefore, employing the usual approach to the construction of the FS [18], one can see that, in the hierarchy of higher order approximants, the energy bands are folded down and the FS becomes fractional in the quasicrystalline limit, namely, it is multiconnected with a large number of electron and hole "pockets," and for atomically ordered perfect QC as was pointed out by Poon [1], the electron states must be localized at zero temperature, because the strong localization condition $k_{F}^{i} l \sim 1$ (where $l$ is the mean free path and $k_{F}^{i}$ is Fermi momentum) is satisfied for the electrons in each valley $i$. Therefore, each valley plays a role similar to that of a localization center in a disordered object. Hence, there is a formal analogy between a well-ordered quasiperiodic object with a fractional FS and a disordered metal or a heavily doped semiconductor. This analogy helps one to explain the occurrence of the Mott law in perfect quasicrystals at very low temperatures, because the electrons in localized states can participate in conductivity only via hopping between localization sites.

## 3. VRH CONDUCTIVITY IN QC

Mott was the first to point out that, at low temperatures, the most frequent hopping process would not be the hopping to a nearest neighbor [19]. To explain the conduction with an activation energy monotonically decreasing with decreasing temperature, Mott proposed a model where, in strongly localized systems with a sufficiently high density of states $N\left(E_{F}\right)$ near the Fermi level, the states that are optimal for conduction accumulate closer and closer to the Fermi level as $T$ decreases. Thus, the activation energy decreases, while the hop length grows with decreasing temperature. The simplest arguments were as follows. Within a radius $R$ around a given site, the total number of electron states near the Fermi energy is

$$
\begin{equation*}
\frac{4 \pi}{3} R^{3} N\left(E_{F}\right), \tag{2}
\end{equation*}
$$

and the lowest activation energy $\Delta E$ for a hopping process at the distance $R$ is reciprocal to Eq. (2),

$$
\begin{equation*}
\Delta E=\frac{3}{4 \pi} \frac{1}{R^{3} N\left(E_{F}\right)} \tag{3}
\end{equation*}
$$

Therefore, $\Delta E$ decreases upon increasing the hopping range. But hopping by a large distance involves tunneling with the probability proportional to $\exp (-2 \alpha R)$, where $1 / \alpha=\xi$ is the decay length of the localized wave function. Therefore, there exists an optimum hopping distance $R_{\text {opp }}$, for which the expression

$$
\begin{equation*}
\exp (-2 \alpha R) \exp \left(-\Delta E / k_{B} T\right) \tag{4}
\end{equation*}
$$

has a maximum. This maximum occurs at the minimum value of the exponent

$$
\begin{equation*}
2 \alpha R+\frac{3}{4 \pi R^{3}} \frac{1}{N\left(E_{F}\right) k_{B} T}, \tag{5}
\end{equation*}
$$

which gives

$$
\begin{equation*}
R_{\mathrm{opt}}=\left(\frac{9}{8 \pi N\left(E_{F}\right) \alpha k_{B} T}\right)^{1 / 4} . \tag{6}
\end{equation*}
$$

Inserting $R_{\text {opt }}$ in (4), we find that the hopping probability, and hence the conductivity, is given by Eq. (1) with $p=1 / 4$ and

$$
\begin{equation*}
T_{0} \sim \frac{1}{\xi^{3} N\left(E_{F}\right)} \tag{7}
\end{equation*}
$$

We now consider the quasicrystalline state. In the fractional FS model with a practically infinite number of valleys, all the electrons in the atomically ordered quasicrystal are localized at zero temperature. At a finite temperature, the scattering of an electron from a particular valley to the state in a neighboring valley can occur not only due to thermal excitation but also due to tunneling via the gap formed by Bragg reflections. At very low temperatures, the process with a higher probability is the scattering with a small momentum transfer; in the real space, this corresponds to a hopping by a large distance. But the tunneling and, correspondingly, the large-distance hopping are a necessary process for the VRH mechanism. Thus, following the Mott procedure [19] and using expression (5), we immediately obtain Eq. (1). The Mott formalism usually fails when $R<\xi$ or $T_{0}<T$. But in the case of a quasicrystal, it is always possible to find a state for which $T_{0}<T$, even though $R>\xi$. As a matter of fact, the material with a fractional FS has a hierarchy of localization lengths. Therefore, the characteristic temperature $T_{0}$ can change from sample to sample in an arbitrary way.

This mesoscopical situation is typical of QC and conventional disordered systems in the vicinity of MIT [20]. It is known that, in amorphous alloys and heavily doped semiconductors, the electron wave functions show a characteristic change from localized to extended behavior because of this transition. This corresponds to a change from the states that do not enable transport in the limit of vanishing temperature to the states that do, thereby distinguishing the insulating and metallic character. In the localized regime, the spatial behavior of the wave functions is usually described by an exponential decay length reflecting the spatial extent
of the wave function, whereas, on the metallic side, the wave functions are extended. As the MIT is approached, the localization length diverges. Close to the MIT, the localization length is already much greater than the numerically accessible system size, and therefore, there can be no direct reflection of the localization in the calculated eigenstates. Exactly at the MIT, where the characteristic length scale is absent, the eigenstates show fractal characteristics and the wave functions are critical. However, characterizing the eigenstates and wave functions at the transition point requires a more general concept of multifractality. This implies that different parts of the same eigenstate must scale with different exponents, thus extending the simple fractal picture that comprised only one scaling exponent. Schriber and Grussbach found that, at the critical point of the 3D Anderson model, strong fluctuations of the wave function amplitudes display the multifractal character on all length scales and the singularity spectrum of the critical wave function does not depend on the system size [21]. The same state is typical of QC [11]. As shown in [22], most of the wave functions in a three-dimensional icosahedral QC are critical and their electronic spectrum contains a singular part. The situation is mesoscopic, and it is possible to experimentally obtain different values of $T_{0}$ for different samples (see [10-13]). We also note that the fractional FS model implies that the VRH mechanism ceases to work beginning with some $\xi_{\text {min }}$, when tunneling probability becomes negligibly small.

The VRH mechanism in the fractional FS model depends on the structure of the FS; for a perfect material, the VRH conductivity must always exist in bulk samples and in films. Recently, it was shown by Rosenbaum et al. [23] that some thin ( $2200 \AA$ ) icosahedral films of $\mathrm{Al}_{72} \mathrm{Pd}_{20} \mathrm{Re}_{8}$ prepared by magnetron sputtering exhibit insulating transport properties down to 0.07 K , where their resistivity follows an activated Mott VRH law. Although we did not consider the role of electronelectron interactions, it is possible to assume that, with decreasing temperature, the Mott law ( $T^{-1 / 4}$ ) is followed by the Efros-Shklovskii law ( $T^{-1 / 2}$ ). Although it is difficult to distinguish between $T^{-1 / 4}$ and $T^{-1 / 2}$ dependences experimentally, one could observe this crossover on the high-quality $i-\mathrm{Al}-\mathrm{Pd}-\mathrm{Re}$ samples with a high resistance ratio $\mathscr{R}$.

In contrast to the Anderson localization, the localization of electrons in quasicrystals is due to constructive interference (phase coherence) of the wave functions and is unstable with respect to small perturbations [22]. The system can therefore be driven to the metallic side of MIT by increasing the temperature or the number of imperfections. Moreover, in a "dirty" object at temperatures larger than approximately 10 K , the electronic states are smeared by the inelastic scattering processes that wash out the fine details of the FS with a large number of pockets and lead to the FS with an effectively finite number of pockets, depending on the
perturbations [13]. When the number of FS pockets is finite, the VRH mechanism does not work, and the crossover to another temperature dependence must occur.

## 4. HIGH-TEMPERATURE CONDUCTIVITY

In a real quasicrystal, one must take the smearing of electron states in the momentum space into account. Because the energy of a quasiparticle is defined with the uncertainty $\delta \varepsilon \sim \max (T, \hbar / \tau)$, where $T$ is the temperature and $\tau$ is the electron relaxation time, the splitting of the FS within the procedure described above makes sense as long as the characteristic size of the pockets is larger than $\delta \varepsilon$. This leads to the FS with a finite number of electron-hole pockets with the size of the pocket defined by the uncertainty of the electron energy. This also leads to a nonmetallic regime of the conductivity caused by an intravalley scattering. At these conditions, the VRH mechanism does not work, because the intervalley scattering with small momentum transfer is ineffective. On the contrary, the momentum transfer that is now required for the intervalley scattering is large (of the order $1 / a$, where $a$ is the quasilattice constant). In the FS model with a finite number of valleys, the tem-perature-dependent conductivity is governed by the intravalley and intervalley processes. As shown in [9], $\sigma$ is inversely proportional to the scattering relaxation time and should increase with increasing temperature according to a power-law dependence. However, the high-temperature region ( $T>u / a \sim \Theta_{D}$, where $u$ is the sound velocity and $\Theta_{D}$ is the Debye temperature) has not been considered previously, and we now appropriately analyze this regime. In this region, the temperature dependence of $\sigma$ is governed by the electronphonon intervalley scattering processes and a sharp decrease of the electron-phonon scattering time should be observed, accompanied by the corresponding change in the character of conductivity.

We consider the probability for an electron with the momentum $\mathbf{k}$ in a tiny pocket of the Fermi surface to be scattered by a phonon to the free electron state with the momentum $\mathbf{k}^{\prime}$. This probability is given by

$$
\begin{align*}
& w\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=g^{2}(\mathbf{K})\left[\delta\left(\epsilon_{\mathbf{k}^{\prime}}-\epsilon_{\mathbf{k}}-\hbar \omega_{\mathbf{q}}\right) n_{\mathbf{q}}^{0} f_{\mathbf{k}}^{0}\left(1-f_{\mathbf{k}^{\prime}}^{0}\right)\right.  \tag{8}\\
& \left.\quad+\delta\left(\epsilon_{\mathbf{k}^{\prime}}-\epsilon_{\mathbf{k}}+\hbar \omega_{\mathbf{q}}\right)\left(n_{\mathbf{q}}^{0}+1\right) f_{\mathbf{k}^{\prime}}^{0}\left(1-f_{\mathbf{k}}^{0}\right)\right] .
\end{align*}
$$

Here, $\mathbf{K}=\mathbf{k}^{\prime}-\mathbf{k}, \mathbf{q}+\mathbf{g}=\mathbf{k}^{\prime}-\mathbf{k}$ (where $\mathbf{g}$ is a reciprocal lattice vector), $\omega_{\mathbf{q}}$ is the phonon energy, $n_{\mathbf{q}}$ is the BoseEinstein distribution, $f_{\mathbf{k}}$ is the Fermi-Dirac distribution, and $g(\mathbf{K})=\pi\left(n_{e} / E_{F}\right)(\mathbf{K e}) / \sqrt{N_{i} M_{i} \omega_{\mathbf{q}}}$ is the matrix element of the electron-phonon interaction, where $n_{e}$ is the electron density at the Fermi level, $e$ is the phonon polarization vector, and $N_{i}$ and $M_{i}$ are the ion density and mass, respectively (in the case where the Fermi surface pocket is considered as a sphere of the diameter $\mu_{0}$, we have $n_{e} / E_{F}=2 \mu / 3$ ). To obtain the electron-phonon
relaxation time $\tau_{0}$, we must integrate Eq. (8) over $\mathbf{k}$ and $\mathbf{k}^{\prime}$. This integration procedure is similar to those for the electron-phonon relaxation time calculation in usual metals: the integration over the modulus of $\mathbf{k}^{\prime}$ eliminates the delta function; the intergration of the Fermi distribution function over the modulus of $\mathbf{k}$ gives the so-called structural factor. The remaining angular integrations can then be easily reduced to an integral over the angle $\Theta$ between the vectors $\mathbf{k}$ and $\mathbf{k}^{\prime}$. After the final integration over $\Theta$, we find the equation for $\tau_{0}$ for the hypothetical metal with one tiny valley,

$$
\begin{gather*}
\tau_{0}^{-1}=\frac{k_{0} q_{D}^{6}}{\pi^{2} m N_{i} M_{i} \Theta_{D}}\left(\frac{T}{\Theta_{D}}\right)^{5} \\
\quad \times \int_{0}^{\Theta_{D} / T} \frac{z^{5}}{\left(1-e^{-z}\right)\left(e^{z}-1\right)} \tag{9}
\end{gather*}
$$

where $q_{D}$ and $\Theta_{D}$ are the Debye wave vector and temperature, respectively. For the object with the $N$-component Fermi surface under the conditions of valley uniformity, we obtain $\tau_{e-p h}^{-1}=N \tau_{0}^{-1}$, where $N$ is a parameter of the model. The effective number $N$ of the FS electron-hole pockets can be estimated using X-ray or electron diffraction experiments, from the amount of main strong Bragg reflections that satisfy the condition $\mathbf{G}=2 \mathbf{k}_{F}$ ( $\mathbf{G}$ is a vector of the six-dimensional reciprocal lattice) [1], including the multiplicity factor.

In discussing the application of these relations to quasicrystals, one should remember that the electronphonon interaction can change the electron momentum only by a small amount, of the order $T / u$. We again note that a large momentum transfer is necessary for the intervalley scattering to occur. Hence, there exists a characteristic temperature $T^{*} \sim u / a \sim \Theta_{D}$, below which the phonons are unable to scatter the electrons from one pocket to another, thereby permitting only the intravalley processes. Accordingly, the electron-phonon scattering mechanism is ineffective for the temperatures $T<T^{*}$ because Eq. (9) does not contain the factor $N \gg 1$. Hence, we can neglect the electron-phonon scattering in the low-temperature region and consider the high-temperature limit of Eq. (9) only. The integral in Eq. (9) is then proportional to $(\Theta / T)^{4}$ and we find that the electron-phonon relaxation time at high temperatures is given by

$$
\tau_{e-p h}^{-1} \approx N q^{4} k_{0}\left(N_{i} M_{i} u^{2} m\right)^{-1} T
$$

Because the probability of the electron scattering by phonons is linear in $T$, it is easy to show, using the results of [9], that the temperature dependence of the conductivity at high temperatures must be linear. We note that according to some experimental data, the $\sigma(T)$ dependence at high temperatures for some $i$-quasicrystals is indeed nearly linear [2, 24, 25].

We finally estimate the conductivity at zero temperature. The relaxation of the electronic momentum on the structural imperfections results in a finite value of $\sigma$, in analogy with metallic systems. On the other hand, it was found that $\sigma(0)$ is proportional to the concentration of the structural imperfections, in contrast to the usual metallic Drude-like conductivity [9],

$$
\sigma(0) \approx e^{2} \hbar^{-1} N^{2} m^{2} n_{\mathrm{imp}}\left|U_{0}\right|^{2}
$$

where $\left|U_{0}\right|$ is the amplitude of the Born scattering of an electron by the structural defects, $m$ is the electron mass, and $n_{\text {imp }}$ is the concentration of defects. To check the agreement of the predicted data with the experimental data, we numerically estimate the magnitude of $\sigma(0)$. With the rough assumptions $\left|U_{0}\right| \sim 10^{-8} \mathrm{~cm}$ (atomic radius) and $n_{\text {imp }} \sim 10^{22} \mathrm{~cm}^{-3}$, we immediately obtain $\sigma(0) \sim 10 N^{2}\left[\Omega^{-1} \mathrm{~cm}^{-1}\right]$. For $N$, we can assume a reasonable value of about one hundred [1], which gives the reasonable estimation for $\sigma(0)$. For the imperfection concentration $n_{\text {imp }} \sim 10^{-5}, \sigma(0)$ is about $1 \Omega^{-1} \mathrm{~cm}^{-1}$, which approximately corresponds to the experimental values for the perfect $\mathrm{Al}-\mathrm{Pd}-\mathrm{Re}$ alloys with the high resistance ratio $\mathscr{R}$ [2].

## 5. CONCLUSION

We have considered a "scenario" in which the band structure effects, namely, the constructive interference of wave functions due to Bragg reflections, are responsible for the localization of the electrons and, consequently, for the electron transport in quasicrystals. The Fermi surface of an atomically ordered perfect icosahedral quasicrystal (such as $i-\mathrm{Al}-\mathrm{Pd}-\mathrm{Re}$ ) at zero temperature contains an infinite number of electron-hole pockets where the electrons are localized. In this case, the VRH mechanism of conductivity should be operative, because the intervalley scattering processes with small momentum transfer are available. The Mott law is obtained for the low-temperature region taking the intervalley tunneling transitions into account. We note that the importance of interband tunneling transitions was previously pointed out in [26]; recently, Krajĉi and Hafner [27] emphasized the significance of these transitions for the electron transport in QC. With increasing temperature and QC imperfections, the FS effectively contains a finite number of pockets due to smearing, and the conductivity becomes power-law temperature dependent. The estimate made in the framework of the fractional FS model predicts that, at high temperatures ( $T>\Theta_{D}$ ), the conductivity should linearly depend on the temperature. Finally, it is worth noting that we have considered only the role of the band structure effects and did not discuss either the influence of the quantum interference effects, which can be important for a material with a low value of the resistance ratio $\mathscr{R}$, or other possible mechanisms of the conductivity in QC. In addition, we based our consideration only on the experiments carried out for the $i$ - $\mathrm{Al}-\mathrm{Pd}-\operatorname{Re}$ quasicrystal.

Although the scattering mechanisms in different types of QC may be different, we believe that our conclusions about the mechanism of conductivity in QC in the framework of the fractional FS model are quite general.
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#### Abstract

We explore the role of electronic and ionic polarization energies in the physics of "colossal" magnetoresistive (CMR) materials. We use the Mott-Littleton approach to evaluate polarization energies in the $\mathrm{LaMnO}_{3}$ lattice associated with holes localized on both the $\mathrm{Mn}^{3+}$ cation and the $\mathrm{O}^{2-}$ anion. The full (electronic and ionic) lattice relaxation energy for a hole localized at the O site is estimated at 2.4 eV , which is appreciably greater than that of 0.8 eV for a hole localized at the Mn site, indicating a strong electron-phonon interaction in the former case. The ionic relaxation around the localized holes differs for anion and cation holes. The relaxation associated with $\mathrm{Mn}^{4+}$ is approximately isotropic, whereas ionic displacements around $\mathrm{O}^{-}$holes show axial symmetry with the axis directed towards the apical oxygens. Using the Born-Haber cycle, we examine thermal and optical energies of the hole formation associated with the electron ionization from $\mathrm{Mn}^{3+}, \mathrm{O}^{2-}$, and $\mathrm{La}^{3+}$ ions in the $\mathrm{LaMnO}_{3}$ lattice. For these calculations, we derive a phenomenological value for the second electron affinity of oxygen in the $\mathrm{LaMnO}_{3}$ lattice by matching the optical energies of the $\mathrm{La}^{4+}$ and $\mathrm{O}^{-}$hole formation with maxima of binding energies in the experimental photoemission spectra. The calculated thermal energies predict that the electronic hole is marginally more stable in the $\mathrm{Mn}^{4+}$ state in the $\mathrm{LaMnO}_{3}$ host lattice, but the energy of a hole in the $\mathrm{O}^{-}$ state is only higher by a small amount, 0.75 eV , suggesting that both possibilities should be treated seriously. We examine the energies of a number of fundamental optical transitions, as well as those involving self-trapped holes of $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$in the $\mathrm{LaMnO}_{3}$ lattice. The reasonable agreement of our predicted energies, linewidths, and oscillator strengths with experimental data leads us to plausible assignments of the optical bands observed. We deduce that the optical band near 5 eV is associated with the $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$ transition of a charge-transfer character, whereas the band near 2.3 eV is rather associated with the presence of $\mathrm{Mn}^{4+}$ and/or $\mathrm{O}^{-}$self-trapped holes in the nonstoichiometric $\mathrm{LaMnO}_{3}$ compound. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The striking behavior of the "colossal" magnetoresistive (CMR) oxides of $\mathrm{R}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$ (where R stands for trivalent rare-earth ions and A for divalent alkalineearth ions, and $0.2 \leq x \leq 0.5$ ) arises from the interplay of several distinct energy terms: magnetic interactions, electronic band structure energies, crystal field splittings, vibrational energies, and the electron-lattice coupling, including small polaron ideas and the JahnTeller (JT) effect. Understanding this behavior has been helped very greatly by the use of models to map the various regimes of behavior [1]. The experimental evidence [2] suggests that manganites are doped charge-transfer insulators having $\mathrm{O}(2 p)$ holes rather than $\mathrm{Mn}^{3+}(3 d)$ electrons as the current carriers. However, whether holes reside at O and/or Mn sites is still a subject of controversy. Some of the models of polarization and vibration in CMR systems make major approximations, such as a single vibrational frequency (Einstein model) or rigid,

[^0]unpolarizable ions. These simplifications are known to give seriously inadequate results, both quantitatively and qualitatively. For example, for the charge transfer transitions of the zinc vacancy center $\mathrm{V}^{-}$in ZnSe , optical spectroscopy [3] allows one to obtain the key relaxation and tunneling energies. But in the simple one-frequency rigid-ion model, these values are inconsistent with the observed charge localization on a single Se neighbor to the vacancy [4]. However, the consistency and good agreement with experiment are restored in the general model at the harmonic and dipole approximation level, namely, the shell model. Important properties of the shell model [5,6] consist, first, in properly separating the ionic and electronic polarizations, such that phonons are well predicted and polarization at the atomic scale is well reproduced, and, second, in recognizing that the local environment affects the polarizability of ions through short-range repulsive forces. As a result, the shell model provides an adequate framework for understanding energies dominated by polarization and distortion. Such energies include those describing small polarons [3-5] and optical charge
transfer transitions (as considered for MgO [7] and $\mathrm{V}^{-}$ centers in ZnSe [4]). The shell model has also been extensively used in studies of defect energetics and nonstoichiometry in oxides [8]. Its considerable quantitative success arises largely because it provides such an accurate description of the large polarization energies.

It is helpful to recognize the orders of magnitude of the several energy terms for CMR oxides. Obviously, a small energy does not mean that the particular energy is unimportant, but a small value often means that very simple ideas for those terms are sufficient in examining phenomena dominated by large energies. Typical magnitudes are as follows:

CMR instability energy of an electron in an external field of $10 \mathrm{~T}, 0.001 \mathrm{eV}\left(\sim \mu_{B} g H\right)$;

Magnetic exchange (from $k T_{N}$, with $T_{N}$ being the Néel temperature), 0.01 eV ;

Energy of the noncubic structural deformation of the $\mathrm{LaMnO}_{3}$ cell, $\leq 0.4 \mathrm{eV}$;

JT energy (from the largest known JT energies), $\leq 0.4 \mathrm{eV}$;

Crystal-field splitting energies (from data on many systems), 1 eV typical;

Polarization energies (net charge $\pm e$ ), 5 to 10 eV ;
Free-ion ionization potentials, tens of eV;
Madelung energies (fully ionic models), tens of eV.
In this paper, we mainly consider the polarization energies, for which the large energy terms are dominant. We only discuss the JT and crystal field energies in simple terms, although we remark that one-frequency models of the JT effect also lead to inconsistencies.

We apply the shell model calculations to look specifically at energies associated with the localized holes of $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$in a nonstoichiometric or slightly doped "parent" $\mathrm{LaMnO}_{3}$ compound. Using this model, we address some of the issues in the physics of CMR systems for which the polarization energies are crucial. First, we calculate the electronic and ionic polarization energies due to holes localized on $\mathrm{Mn}^{3+}$ and $\mathrm{O}^{2-}$ ions in order to estimate the key polaron energies and examine the controversial question of whether holes reside at Mn or O sites in the $\mathrm{LaMnO}_{3}$ lattice. Second, we estimate the energies of the main charge transfer transitions including $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$species, which determine specific transport properties of doped CMR materials. We analyze their contribution to the optical conductivity in the nonstoichiometric $\mathrm{LaMnO}_{3}$ crystal and make the assignment of bands in the optical conductivity spectrum more clear-cut.

## 2. DESCRIPTION OF THE $\mathrm{LaMnO}_{3}$ SYSTEM AND THE SHELL MODEL APPROXIMATION

Many of the CMR materials are hole-doped systems of perovskite manganites of the form $\mathrm{La}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$. Their properties are intimately related to those of


Fig. 1. The idealized cubic perovskite structure (Pm3m) of the $\mathrm{LaMnO}_{3}$ crystal. The orthorhombic Pnma structure can be obtained by two consequent rotations of the $\mathrm{MnO}_{6}$ octahedra around the [010] and [101] directions.
the "parent" compound $(x=0)$. Below $T_{N} \approx 140 \mathrm{~K}$, $\mathrm{LaMnO}_{3}$ is an A-type antiferromagnet in which the $\mathrm{MnO}_{2}$ ferromagnetic layers are stacked along the $c$ axis with alternating spin directions. The structure of the perovskite manganites can be clearly understood starting from the simple cubic perovskite structure ( Pm 3 m ). The idealized cubic structure of $\mathrm{LaMnO}_{3}$ featuring a chain of the corner-sharing $\mathrm{MnO}_{6}$ octahedra is presented in Fig. 1. The $\mathrm{Mn}^{3+}$ ion with the $3 d^{4}$ electronic configuration is known to exhibit a large JT effect in other systems [9]. Therefore, it is natural to assume that the JT instability of the $\mathrm{Mn}^{3+}$ ion can contribute to an orthorhombic distortion of the perovskite structure of the Pnma symmetry in the $\mathrm{LaMnO}_{3}$ crystal. The orthorhombic structure can be obtained from the cubic perovskite structure by two consequent and coordinated rotations of the $\mathrm{MnO}_{6}$ octahedra around the [010] and [101] directions, as shown in Fig. 1. Another possible contribution to the observed distortion from the cubic symmetry in $\mathrm{LaMnO}_{3}$ could be attributed to an atomic size mismatch: the sum of the $\mathrm{Mn}-\mathrm{O}$ layer ionic radii, $r_{\mathrm{Mn}}+r_{\mathrm{O}}$, does not match that of the La-O layer, $\left(r_{\mathrm{Mn}}+\right.$ $\left.r_{0}\right) / \sqrt{2}$, in the right way for a stable cubic structure. The size mismatch effect is known to be a common reason for distortions in different perovskite oxides. Our shell model calculations performed for the $\mathrm{LaMnO}_{3}$ Pnma structure indicate that the orthorhombic distortions experimentally observed at low temperatures could not simply be caused by the lattice mismatch effect (which, in principle, must be properly described in the framework of the shell model approximation),

Table 1. Potential parameters for short-range interactions in $\mathrm{LaMnO}_{3}(P m 3 m)$ : (a) elaborated in the present work; (b) from Islam et al. [17]; (c) from Grimes [20] for $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ different valence states; $r_{\text {cutoff }}=20 \mathrm{~A}$

|  |  | $A, \mathrm{eV}$ | $\rho, \AA$ | $C$, $\mathrm{eV} \AA^{-6}$ | $Y,\|e\|$ | $\begin{gathered} k, \\ \left.\mathrm{eV} \AA^{-2}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | $\mathrm{La}^{3+}-\mathrm{O}^{2-}$ | 1516.3 | 0.3639 | 0.00 |  |  |
|  | $\mathrm{Mn}^{3+}-\mathrm{O}^{2-}$ | 1235.9 | 0.31525 | 0.00 |  |  |
|  | $\mathrm{O}^{2-}-\mathrm{O}^{2-}$ | 22764.3 | 0.1490 | 20.37 | $-2.48$ | 16.8 |
| (b) | $\mathrm{La}^{3+}-\mathrm{O}^{2-}$ | 1516.3 | 0.3525 | 0.00 |  |  |
|  | $\mathrm{Mn}^{3+}-\mathrm{O}^{2-}$ | 1235.9 | 0.3281 | 0.00 |  |  |
|  | $\mathrm{O}^{2-}-\mathrm{O}^{2-}$ | 22764.3 | 0.1490 | 43.00 |  |  |
| (c) | $\mathrm{La}^{3+}-\mathrm{O}^{2-}$ | 2088.79 | 0.3460 | 23.25 |  |  |
|  | $\mathrm{Mn}^{3+}-\mathrm{O}^{2-}$ | 922.83 | 0.3389 | 0.00 |  |  |
|  | $\mathrm{Mn}^{4+}-\mathrm{O}^{2-}$ | 1386.14 | 0.3140 | 0.00 |  |  |
|  | $\mathrm{O}^{2-}-\mathrm{O}^{2-}$ | 9547.96 | 0.2192 | 32.00 | -2.04 | 6.3 |

but are caused by both effects, with a comparative contribution of the JT effect. Some special efforts should be undertaken to empirically account for the JT effect in the framework of the shell model. We perform the shell model calculations for the cubic perovskite structure (Fig. 1). This approximation seems to be mostly relevant to the nonmagnetic quasi-cubic perovskite structure of the $\mathrm{LaMnO}_{3}$ crystal experimentally observed at high temperatures $T \geq 400 \mathrm{~K}>T_{N} \approx 140 \mathrm{~K}$. We suggest that our modeling of the cubic perovskite structure provides a reasonable model because we are mainly interested in estimating the key polarization energies associated with polaron-type charge carriers in the high-temperature insulating quasi-cubic phase of the CMR lattices.

We model the $\mathrm{LaMnO}_{3}$ system using methods based on the shell model and the Mott-Littleton approach that have been successfully applied to studying the properties of a wide range of oxides (including transition metal oxides), halides, and other systems [10, 11]. The calculations are performed using the GULP code [12]. In the shell model [5], the lattice is considered as an assembly of polarizable ions, represented by massive point cores and massless shells coupled by isotropic harmonic forces. The interaction potential includes contributions of the Coulomb, polarization, and shortrange interactions. We adopt a fully ionic model (with the formal charges of ions in the $\mathrm{LaMnO}_{3}$ lattice, $\mathrm{La}^{3+}$, $\mathrm{Mn}^{3+}$, and $\mathrm{O}^{2-}$ ). This is less restrictive than one might think because a parallel covalent description is possible [13]. The sum of the core and shell charges is equal to the formal charge of the ion in the lattice. The core and shell charges and the spring constant of each ion are parameters of the model. The electronic polarization of the ions is represented by the displacement of their
shells relative to the cores in the dipole approximation. The lattice distortion is simulated by the core displacements from their lattice site positions.

In our model, cations are treated as unpolarizable and the short-range interactions between relatively small cations (core-core interactions) are ignored. The short-range potentials used for the shell-shell (oxygenoxygen) and core-shell (metal-oxygen) interactions are of the Buckingham form,

$$
\begin{equation*}
V_{i j}=A_{i j} \exp \left(-\frac{r}{\rho_{i j}}\right)-\frac{C_{i j}}{r^{6}} \tag{1}
\end{equation*}
$$

The parameters of both repulsive and attractive components of the Buckingham potential for the shellshell $\left(\mathrm{O}^{2-}-\mathrm{O}^{2-}\right)$ interactions used in this work are obtained in [14] and presented in Table 1, part a. The Buckingham parameters for the core-shell $\mathrm{Mn}^{3+}-\mathrm{O}^{2-}$ and $\mathrm{La}^{3+}-\mathrm{O}^{2-}$ interactions were fitted in this work using the experimental data including the lattice parameter, the static and high-frequency dielectric constants, and the frequencies of the transverse optical (TO) phonons in the $\mathrm{LaMnO}_{3}$ crystal [15]. The dielectric constants are especially important if one wishes to predict polarization energies accurately. We have not found an experimental value of the static dielectric constant of $\mathrm{LaMnO}_{3}$ in the literature. We are grateful to T. Arima and Y. Tokura [16] for sending us the experimental data on the reflectivity spectra of $\mathrm{LaMnO}_{3}$ measured at room temperature and reported in [15]. In the present work, the experimental value of the static dielectric constant $\epsilon_{0} \approx 18 \pm 2$ was derived from these data by KramersKronig analysis and was further used in the fitting procedure. The parameters fitted for $\mathrm{LaMnO}_{3}(\mathrm{Pm3m})$ in [17] (see Table 1, part b) were used as the starting values for the core-shell $\mathrm{La}^{3+}-\mathrm{O}^{2-}$ and $\mathrm{Mn}^{3+}-\mathrm{O}^{2-}$ shortrange interaction potentials. The oxygen shell charge was taken as $-2.48|e|$, and the shell-core spring constant $k$ was chosen to give the correct value of the static dielectric constant $\epsilon_{0}$.

The final values of our shell model parameters are presented in Table 1, part a. The calculated and experimental properties of $\mathrm{LaMnO}_{3}(\mathrm{Pm} 3 m)$ are summarized in Table 2. One can see that both sets of parameters (Table 1, parts a, b) give close values for the lattice parameter and cohesive energy; however, at the same time, our parameters give results that are close to the static and high-frequency dielectric constants. The value of the static dielectric constant calculated with the parameters given in [17] is much higher than that derived from the experimental reflectivity spectra. Our model also agrees well with the experimental values of the transverse optical phonon energies [15]. The phonon bands obtained in our calculations correlate well with those observed with higher oscillator strengths. In particular, the predicted phonon energies agree well for the La external mode $\left(\omega_{\mathrm{TO}_{1}}\right), \mathrm{Mn}-\mathrm{O}-\mathrm{Mn}$

Table 2. Crystal properties of $\mathrm{LaMnO}_{3}(P m 3 m$ ) calculated using the shell model potentials (Table 1) and compared with experimental data

|  | Lattice <br> const. $a_{0}, \AA$ | Cohesive <br> energy $E_{\text {lat }}, \mathrm{eV}$ | $\epsilon_{0}$ | $\epsilon_{\infty}$ | $\omega_{\mathrm{TO}_{1}}, \mathrm{~cm}^{-1}$ | $\omega_{\mathrm{TO}_{2}}, \mathrm{~cm}^{-1}$ | $\omega_{\mathrm{TO}_{3}}, \mathrm{~cm}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Experiment | 3.889 |  | $18 \pm 2[15]$ | $4.9[15]$ | $172[15]$ | $360[15]$ | $560[15]$ |
| Calcd. (a) | 3.889 | -140.52 | 15.6 | 4.9 | 172 | 308 | 513 |
| Calcd. (b) | 3.904 | -139.12 | 56.17 | - | - | - | - |
| Calcd. (c) | 3.906 | -139.58 | 14.1 | 4.6 | 156 | 252 | 368 |

bending mode $\left(\omega_{\mathrm{TO}_{2}}\right)$, and $\mathrm{Mn}-\mathrm{O}$ stretching mode $\left(\omega_{\mathrm{TO}_{3}}\right)$ for the quasi-cubic perovskite structure of the strongly doped perovskite manganite system $\mathrm{La}_{0.67} \mathrm{Ca}_{0.33} \mathrm{MnO}_{3}[18,19]$.

We have also tested another set of short-range pair potentials that are different for the Mn ion in different valence states $\mathrm{Mn}^{2+}, \mathrm{Mn}^{3+}$, and $\mathrm{Mn}^{4+}$. The potentials were obtained by fitting the equilibrium structures of several oxide compounds, such as $\mathrm{MnO}, \mathrm{LaMnO}_{3}$, and $\mathrm{Ca}_{2} \mathrm{MnO}_{4}$ [20]. We tested pair potentials for $\mathrm{Mn}^{4+}$ and $\mathrm{Mn}^{3+}$ from this set, presented in Table 1, part c. These parameters also give good results (see the set of values (c) in Table 2) for the lattice parameter and dielectric constants, but are less successful in predicting the optical phonon frequencies. As we show below, both these and our parameters give similar values for the calculated properties of polarons in these crystals, thereby validating the correctness of the shell model approach.

We then apply the shell model parameters to estimate key defect energies using the well-known MottLittleton method (see [11] for a more detailed description). It is based on the concept that the total energy of the crystal lattice containing a defect is minimized by relaxation of the ions surrounding the defect, and this relaxation fairly rapidly decreases at distances away from the defect. In these calculations, the crystal is divided into three regions: an inner spherical region I, containing the defect and its immediate surroundings; an intermediate finite region II, which is created to properly link region I; and an outer infinite region III, which responds as a dielectric continuum. Finite regions I and II are embedded in infinite region III. The typical radii of regions I and II used in our calculations were 10 and $25 \AA$, respectively. We considered an electronic hole located in the center of region I, which is the most perturbed. The displacements of cores and shells in this region are calculated explicitly. In intermediate region II, the ions are also treated within the shell model, but their displacements and polarizations are derived from the dielectric continuum approximation. The system total energy is minimized (the preset accuracy was 0.01 eV ) with respect to the positions of all cores and shells in regions I and II in the potential produced by polarized region III.

The Mott-Littleton method is especially valuable to estimate key polaron energies because the long-range polarization fields are treated properly; many other methods (such as cluster methods or periodic cell methods) treat these significant terms badly.

## 3. ELECTRONIC HOLES $\mathrm{IN} \mathrm{LaMnO}_{3}$

### 3.1. Relaxation Energies of the Localized Holes in $\mathrm{LaMnO}_{3}$

We study possible hole localization (self-trapping) on $\mathrm{Mn}^{3+}$ and $\mathrm{O}^{2-}$ ions in a slightly hole-doped or nonstoichiometric $\mathrm{LaMnO}_{3}$ crystal. Theoretical predictions of the electron charge carrier self-trapping in the ideal lattice are based on calculations of the so-called selftrapping energy [10], which is the difference between the localization and relaxation energies. The first of these terms is basically an increase in the hole (electron) kinetic energy due to its localization on a finite number of lattice sites from a completely delocalized state. The second is the energy gain due to the lattice polarization by the localized charge. They represent a very delicate balance of large terms that in many cases differ by 0.1 eV only. The calculation of the localization energy, especially in complex crystals, is the most difficult part of the study of the electron charge carrier self-trapping [10] and requires accurate electronic structure calculations beyond the scope of this work. Our aim is rather to compare the relaxation energies for the hole localization in two different sublattices of the same crystal. These energies are indicative of the strength of the electron-phonon interaction, and their difference can suggest whether there are major differences in hole trapping in one of the sublattices.

The hole formation process can generally be seen as the ionization of the in-crystal ion with an electron being taken out of the crystal and put on the vacuum level. The energy required in this process (the hole formation energy $E_{h}^{\alpha}$ for $\alpha=\mathrm{Mn}, \mathrm{O}, \mathrm{La}$ ) is the work done against the in-crystal ionic core potential, $I^{\alpha}$, and the crystalline electrostatic potential, $U_{M}^{\alpha}$, less than the energy gain due to the lattice polarization effects, $R^{\alpha}$ :

$$
\begin{equation*}
E_{h}^{\alpha}=I^{\alpha}+U_{M}^{\alpha}+R^{\alpha} . \tag{2}
\end{equation*}
$$

Table 3. Formation and polarization energies for localized holes in $\mathrm{LaMnO}_{3}$ : (a) for the pair potentials explored in this work; (c) for the pair potentials from Grimes [20] (Table 1) for $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ different valence states

|  | $\alpha$-hole | $E_{h, \mathrm{opt}}^{\alpha}$ | $E_{h, \mathrm{th}}^{\alpha}$ | $I^{\alpha}\left(E_{\mathrm{IV}}^{\alpha}\right)$ | $S_{\mathrm{opt}}^{\alpha}$ | $S_{\mathrm{th}}^{\alpha}$ | $U_{M}^{\alpha}$ | $R_{\mathrm{opt}}^{\alpha}$ | $\Delta R_{\mathrm{th}}^{\alpha}$ | $E_{\mathrm{PES}}^{\alpha}$ |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| (a) | $\mathrm{Mn}^{4+}$ | 2.56 | 1.73 | $47.41(51.20)$ | -44.85 | -45.68 | -38.3 | -6.55 | -0.83 | 1.2 |
|  | $\mathrm{O}^{-}$ | 4.86 | 2.48 | -13.91 | 18.77 | 16.39 | 22.1 | -3.33 | -2.38 | 3.5 |
|  | $\mathrm{La}^{4+}$ | 18.36 | 17.63 | $49.45(49.45)$ | -31.09 | -31.82 | -27.4 | -3.68 | -0.73 | 17.0 |
| (c) | $\mathrm{Mn}^{4+}$ | 2.62 | 1.95 | $46.83(51.20)$ | -44.27 | -44.94 | -38.1 | -6.17 | -0.67 | 1.2 |
|  | $\mathrm{O}^{-}$ | 4.92 | 2.52 | -13.82 | 18.74 | 16.34 | 22.0 | -3.26 | -2.40 | 3.5 |
|  | $\mathrm{La}^{4+}$ | 18.42 | 17.84 | $49.45(49.45)$ | -31.03 | -31.61 | -27.4 | -3.63 | -0.58 | 17.0 |

To assess the extent of the lattice perturbation by the hole localization and calculate the hole relaxation energy, it is useful to distinguish the "electronic" and "ionic" terms in the polarization energy. The first term, which we call $R_{\mathrm{opt}}^{\alpha}$, is due to the "electronic" polarization of ions by the momentarily localized hole, which in our method is represented by the displacements of shells with respect to the cores that are fixed at their perfect crystal positions. This term takes the lattice response on, e.g., the Franck-Condon photoionization into account. The lattice distortion term due to displacements of cores and related adjustment of shells after the complete lattice relaxation, denoted as $\Delta R_{\mathrm{th}}^{\alpha}$, is the difference between the full polarization energy $R^{\alpha}$ and $R_{\mathrm{opt}}^{\alpha}$,

$$
\begin{equation*}
\Delta R_{\mathrm{th}}^{\alpha}=R^{\alpha}-R_{\mathrm{opt}}^{\alpha} . \tag{3}
\end{equation*}
$$

It represents the hole relaxation energy. If this energy exceeds the localization energy, i.e., the kinetic energy


Fig. 2. The core displacements ( $\geq 0.004 \AA$ ) of the ions surrounding the $\mathrm{Mn}^{4+}$ electronic hole defect after the complete relaxation of cores and shells in the $\mathrm{LaMnO}_{3}$ lattice.
rise due to the complete hole localization on this site, then one can talk about the hole being self-trapped on this site. Given this assumption, Eq. (2) takes the form

$$
\begin{equation*}
E_{h}^{\alpha}=I^{\alpha}+U_{M}^{\alpha}+R_{\mathrm{opt}}^{\alpha}+\Delta R_{\mathrm{th}}^{\alpha} \tag{4}
\end{equation*}
$$

The shell model Mott-Littleton calculations give the cumulative energy of the second and third terms, $S_{\mathrm{opt}}^{\alpha}$, or of the last three terms, $S_{\text {th }}^{\alpha}$, in Eq. (4) depending on whether both shells and cores or shells only were allowed to relax. It is sensible, however, to evaluate these terms separately. This can be rigorously done by independently calculating the on-site electrostatic potential $U_{M}^{\alpha}$ within the periodic model and using the definition introduced by Eq. (3). The values of $R_{\mathrm{opt}}^{\alpha}$ and $S_{\mathrm{th}}^{\alpha}$ and the calculated terms $U_{M}^{\alpha}, R_{\mathrm{opt}}^{\alpha}$, and $\Delta R_{\mathrm{th}}^{\alpha}$ are summarized in Table 3.

It follows from the calculations that there is a large difference in the lattice relaxation energies for the $\mathrm{O}^{-}$ and $\mathrm{Mn}^{4+}$ holes. The lattice relaxation energy $-\Delta R_{\mathrm{th}}^{\alpha}$ caused by the hole localization at the O site $(2.38 \mathrm{eV})$ appears to be significantly larger than that for the hole localized at the Mn site ( 0.83 eV ), as shown in Table 3a. This indicates a strong electron-phonon interaction in the case of the hole localized at the O site and could suggest that the hole trapping is more preferential in the oxygen sublattice. However, the width of the $\operatorname{Mn}(3 d)$ subband in the density of states, which determines the hole localization energy, is much narrower than that of the $\mathrm{O}(2 p)$ related subband [21]. Without a much fuller electronic structure calculation of the localization energy, it is therefore impossible to draw any final conclusion as to in which sublattice the holes could be localized.

One experimental test could involve the analysis of local vibrations due to the hole localization. It can be facilitated by the qualitative difference in the lattice relaxation around the two centers that is clearly seen in Figs. 2 and 3. The completely relaxed configuration of the ions surrounding the $\mathrm{Mn}^{4+}$ electronic hole defect
(see Fig. 2) corresponds to the positions of cores in region I that have appreciable displacements (more than or equal to $0.004 \AA$ ) from their perfect lattice sites. The cores of the six nearest neighbor oxygen ions are symmetrically displaced by about $0.1 \AA$ towards the $\mathrm{Mn}^{4+}$ ion carrying the hole. The rest of the lattice relaxation comprises small displacements of the Mn and La ions (about 0.01 and $0.004 \AA$, respectively) out from the $\mathrm{Mn}^{4+}$ hole center.

By contrast, the ionic relaxation around the $\mathrm{O}^{-}$hole center has axial symmetry, with the largest lattice displacements of the nearby Mn ions (about $0.21 \AA$ ) along the axis away from the $\mathrm{O}^{-}$hole center (see Fig. 3). These displacements cause the next two apical oxygen ions along the axis to move away from the $\mathrm{O}^{-}$ hole center by about $0.1 \AA$. The equatorial oxygen ions in the octahedron relax towards the hole center by about $0.03 \AA$. In-plane La ions also show appreciable displacements away from the $\mathrm{O}^{-}$hole center. The qualitative difference in the symmetry of the lattice relaxation around the two centers implies the difference in the local vibrational modes, which can be used for experimentally probing the hole localization in $\mathrm{LaMnO}_{3}$.

### 3.2. Photoemission Spectra and In-Crystal Ionization Potentials in $\mathrm{LaMnO}_{3}$ : Formation Energies of the Localized Holes in the $\mathrm{LaMnO}_{3}$ Crystal

To evaluate the hole formation energy, we need to estimate the values of the unknown in-crystal ionization energies $I^{\alpha}$. We suggest estimating the ionization potentials from the experimental photoemission spectroscopy (PES) data, which can be directly related to our calculations. In principle, PES at different excitation energies probes bonding states as well as nonbonding states. The latter, being ion-in-crystal-like, can be related to the Franck-Condon energies obtained in our calculations. In order to juxtapose experimental and calculated values, we must also take into account that the PES binding energy $E_{P E S}$ is measured with respect to the Fermi energy level $E_{F}$ of the sample. Therefore, we write

$$
\begin{equation*}
I^{\alpha}+U_{M}^{\alpha}+R_{\mathrm{opt}}^{\alpha}=E_{P E S}^{\alpha}+E_{F} \tag{5}
\end{equation*}
$$

In the PES spectra of $\mathrm{LaMnO}_{3}$, there are two main photoemission bands around $3.5-$ and $6-\mathrm{eV}$ binding energies at $T=100,200 \mathrm{~K}$ for the $\mathrm{HeI}(h v=21.2 \mathrm{eV})$ and HeII ( $h v=40.8 \mathrm{eV}$ ) photon energies for which the $\mathrm{O}(2 p)$ photoionization cross section is dominant [22]. The main maximum at 3.5 eV has been primarily assigned to the $\mathrm{O}(2 p)$ nonbonding states, whereas the second maximum is assigned to the $\mathrm{Mn}(3 d)-\mathrm{O}(2 p)$ bonding states and the decrease of the $\mathrm{O}(2 p)$ character correlates with the decrease of the $\mathrm{Mn}(3 d)-\mathrm{O}(2 p)$ hybridization strength. For higher energies with the HeII PES study, the $\sigma_{\mathrm{Mn}(3 d)} / \sigma_{\mathrm{O}(2 p)}$ cross-section ratio increases and a feature near 2.7 eV appears [22]. At
high photon energies of 500 eV and $T=280 \mathrm{~K}$, the band at 3.5 eV is not clearly evident, but the band at 2.7 eV becomes dominant over the band at 6 eV , which stands for the maximum contribution of $\mathrm{Mn}(3 d) 3 t_{2 g}$ states at the binding energy of 2.7 eV [23]. The crystal field splitting between the $\operatorname{Mn}(3 d) 3 t_{2 g}$ and $e_{g}$ states in $\mathrm{LaMnO}_{3}$ has been estimated from the PES study to be about $\Delta_{C F} \approx 1.5 \mathrm{eV}$ [23]. The peak at 17 eV has been assigned to the $\mathrm{La}(5 \mathrm{p})$ states [23].

Thus, in accordance with the dominant contributions to the PES spectra of $\mathrm{LaMnO}_{3}[22,23]$, we assign the values $E_{P E S}^{\mathrm{O}} \approx 3.5 \mathrm{eV}, E_{P E S}^{\mathrm{La}} \approx 17.0 \mathrm{eV}$, and $E_{P E S}^{\mathrm{Mn}} \approx$ 1.2 eV , suggesting that the Mn hole formation process is associated with the electron photoionization from the $e_{g}$ level. These maxima in the PES spectra correlate well with the maxima in the density of states for the $\mathrm{O}(2 p)$ and $\mathrm{Mn}(3 d) e_{g}$ valence bands in $\mathrm{LaMnO}_{3}$ calculated within the local spin density approximation (LSDA) [21]. The corresponding schematic representation of the band structure in accordance with the assigned maxima of binding energies in the PES spec$\operatorname{tra}[22,23]$ in the scale of energies related to the crystal Fermi level $E_{F}$ is shown in Fig. 4. The gap in the $e_{g}$ elec-


Fig. 3. The core displacements $(\geq 0.03 \AA)$ of the ions surrounding the $\mathrm{O}^{-}$electronic hole defect after the complete relaxation of cores and shells in the $\mathrm{LaMnO}_{3}$ lattice.


Fig. 4. A schematic representation of the valence band structure of the $\mathrm{LaMnO}_{3}$ crystal, showing binding energies [22, 23] with respect to the crystal Fermi level $E_{F}$. The processes of the optical electron excitation from the $\mathrm{Mn}(3 d) e_{g}, \mathrm{O}(2 p)$, and $\mathrm{La}(5 p)$ valence bands to the vacuum level are shown by arrows. These optical excitation energies can be compared with experimental PES data [22, 23] and with the calculated values of optical energies $E_{\mathrm{opt}}$, for the $\mathrm{Mn}^{4+}, \mathrm{O}^{-}$, and $\mathrm{La}^{4+}$ hole formation (Table 3).
tron band opened at $E_{F}$ due to the lattice distortion (the JT effect and/or lattice mismatch effect) is shown in accordance with the PES crystal field splitting data [23]. The relevant electron excitations from the $\mathrm{Mn}(3 d)$ $e_{g}, \mathrm{O}(2 p)$, and $\mathrm{La}(5 p)$ valence band levels are schematically shown by arrows. The corresponding PES energies $E_{P E S}^{\alpha}$ are summarized in Table 3.

Having assigned the $E_{P E S}^{\alpha}$ energies, we now proceed with the evaluation of the hole formation energies $E_{h}^{\alpha}$. We first obtain the crystal Fermi energy using Eq. (5) and data for the La ion. We assume that the electronic density of the closed-shell $\mathrm{La}^{3+}$ ion is not significantly deformed by the crystalline field, and the incrystal ionization energy $I^{\text {La }}$ can therefore be plausibly estimated by the fourth standard ionization potential $E_{\text {IV }}$ of a free La atom [24], presented in Table 3. This approximation is consistent with the full ionic charges adopted in our shell model parametrization. We note that the above approximation of a free cation is shown to be reliable only for closed-shell cations. This gives $E_{F} \approx 1.36 \mathrm{eV}$ for the Fermi energy of the $\mathrm{LaMnO}_{3}$ crystal.

The situation is more complicated for manganese and oxygen. The $\mathrm{Mn}^{3+}$ ion has a nonclosed $3 d$ shell with four electrons in it, and we therefore expect the incrystal ionization energy $I^{\mathrm{Mn}}$ to be different from the fourth ionization potential of a free Mn atom. Because the $\mathrm{O}^{2-}$ ion is only stabilized by the crystalline field, it has a negative ionization potential that cannot be defined in a nonspeculative way. Using the $\operatorname{Mn}(3 d)$ and $\mathrm{O}(2 p)$ related maxima in the PES spectra, $E_{P E S}^{\alpha}$, and the obtained value $E_{F} \approx 1.36 \mathrm{eV}$, we can now estimate the effective ionization energies $I^{\alpha}$ for manganese and oxygen in the $\mathrm{LaMnO}_{3}$ crystal from Eq. (5). These values are presented in Table 3, with the free metal ionization potentials [24] given in brackets for comparison. The
$\mathrm{O}^{2-}$ in-crystal ionization potential $I^{0}$ (negative electron affinity of $\mathrm{O}^{-}$) is then estimated to be -13.91 eV . The absolute value of this potential is within the limits of $\mathrm{O}^{-}$ electron affinities calculated for many oxide compounds in [25] using the embedded cluster $a b$ initio method. Those calculations predicted 10.6 eV for MgO and 12.9 eV for $\mathrm{ThO}_{2}$. Taking the semiempirical nature of our calculations into account, we find this agreement quite good.

The optical and thermal energies of the hole formation, $E_{h, \text { opt }}^{\alpha}$ and $E_{h, \text { th }}^{\alpha}$, are calculated using these effective values of the in-crystal ionization energies in accordance with Eq. (4) and presented in Table 3. Taking the crystal field splitting effect into account, we have found that the electronic hole is marginally more stable at the Mn site than at the O site in the $\mathrm{LaMnO}_{3}$ lattice, but the energy difference between the thermal energies of the hole formation, $E_{h, \text { th }}^{\alpha}$, is too small $(0.75 \mathrm{eV})$. This result rather suggests that both possibilities should be treated seriously. That is, providing the balance between the localization and relaxation energies favors the possibilities for hole self-trapping at the Mn and O sites, the electronic hole in $\mathrm{LaMnO}_{3}$ is likely to be localized on the manganese, or on both the oxygen anion and the transition metal cation, rather than on the oxygen ion alone.

To assess the accuracy of the calculated energies of the hole formation and lattice relaxation, we need to discuss the following issue related to the pair potentials used in these calculations. The energies presented in Table 3a were obtained using the pair potentials listed in Table 1a. To verify the robustness of our results, we repeated the same calculations using the potentials in [20], which give close values for the dielectric constants in $\mathrm{LaMnO}_{3}$ (see Table 2, part c), but were specially optimized to treat different $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ charge states. The calculated values of formation and polarization energies for the localized holes $\mathrm{Mn}^{4+}, \mathrm{O}^{-}$,


Fig. 5. (a) The experimental optical conductivity spectrum of the $\mathrm{LaMnO}_{3}$ crystal [15] (curve $1, T=300 \mathrm{~K}$ ) represented by the contributions from the three Lorentz oscillators in accordance with the dispersion analysis of the imaginary part of the dielectric function $\epsilon_{2}$ shown in Fig. 5b. (b) The experimental $\epsilon_{2}$ spectrum of $\mathrm{LaMnO}_{3}$ (curve $1, T=300 \mathrm{~K}$ ) represented by a sum of three main Lorentzian-shaped bands: $1.93,4.75$, and 9.07 eV (drawn by curves 2 , 3 , and 4 , respectively). The rest of the $\epsilon_{2}$ spectrum after subtraction of the Lorentzian bands is shown by line 5. The Lorentzian band parameters are given in Table 4 together with the estimated oscillator strengths $f_{i}$.
and $\mathrm{La}^{4+}$ and the energies deduced in Eq. (4) using these pair potentials are presented in Table 3, part c. These calculations demonstrate that the hole relaxation energy of $\mathrm{Mn}^{4+}$ is decreased by 0.16 eV if we account for the change in the short-range potentials caused by the change in the Mn charge state. Comparing these with our results, we can see good coincidence for the similar values and for the thermal and optical energies of hole formation.

## 4. OPTICAL CHARGE TRANSFER TRANSITIONS IN $\mathrm{LaMnO}_{3}$

Polaronic-type electron charge carriers mostly determine specific transport properties of CMR materials in their high-temperature insulating paramagnetic phase, which are always associated with photoinduced charge transfer transitions. In hole-doped systems of perovskite manganites $\mathrm{R}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$, the most important charge transfer transitions associated with localized charge carriers are apparently those involving $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$self-trapped holes. In this section, using the derived values of the in-crystal ionization energies, we calculate energies of the main charge transfer transitions, suggesting that holes could be localized at the Mn or O sites. We analyze the contribution of these charge transfer transitions to the experimental optical conductivity in nonstoichiometric or slightly holedoped $\mathrm{LaMnO}_{3}$ crystals to make the assignment of the bands in the optical conductivity spectrum more clearcut and to verify our shell model approach. We now proceed with a brief analysis of the optical conductivity.

### 4.1. Analysis of the Optical Conductivity Spectra in $\mathrm{LaMnO}_{3}$

The room-temperature optical conductivity spectrum of $\mathrm{LaMnO}_{3}$ measured in [15] is shown by solid curve 1 in Fig. 5a in the spectral region 0 to 8 eV (reproduced from the original data with permission of Arima and Tokura $[15,16])$. This spectrum is very similar to that measured by Okimoto et al. at $T=9 \mathrm{~K}$ [26]. It reveals the optical gap near 1.3 eV and includes several broad absorption bands with maxima near 2.3, 5, and 9 eV . The gap is assumed to be of the charge transfer type [15]. The first transition around 2.3 eV has been suggested to be of $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$ character. The band near 5 eV is thought to be due to excitations to a higher lying $\mathrm{Mn} 3 d e_{g}$ antiparallel spin configuration, separated by a Hund rule coupling energy. The wide band observed around 9 eV in the optical conductivity spectrum is assigned to the $\mathrm{O}(2 p)-\mathrm{La}(5 d)$ interband optical transition [15].

The optical spectra measured in hole-doped manganese oxides show striking changes over a wide photon region $(0$ to 6 eV$)$ as the temperature and doping concentration change. In the $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}$ system, with increasing doping concentration ( $x=0$ to $0.3, T=9 \mathrm{~K}$ [26]), the excitations around 2.3 and 5 eV shift appreciably to lower energies. However, the principal changes occur in the low-energy mid-infrared spectral region stemming from the filling of the gap because of the hole doping. In the insulating paramagnetic phase of hole-doped manganites, there are two features clearly observed in the experimental mid-infrared optical conductivity, around $0.6 \mathrm{eV}[18,26]$ and around $1.2-1.5 \mathrm{eV}[27,28]$. The optical band around 0.6 eV

Table 4. Parameters of the imaginary part $\epsilon_{2}$ of the dielectric function $[15,16]$ represented by the sum of Lorentzian shaped bands

| $E_{i}, \mathrm{eV}$ | $\gamma_{i}, \mathrm{eV}$ | $v_{p i}^{2}, \mathrm{eV}^{2}$ | $f_{i}$ |
| :---: | :---: | :---: | :---: |
| 1.93 | 1.46 | 1.895 | 0.51 |
| 4.75 | 2.0 | 4.22 | 0.187 |
| 9.07 | 5.1 | 12.75 | 0.155 |

seems to be associated with polaronic-type charge carriers in doped CMR manganites, and the consistent value of the activation energy of about 0.15 eV was measured for the hopping conductivity in the adiabatic temperature limit [29, 30]. The origin of these features is still a subject of many controversial discussions. It is well known that the $\mathrm{LaMnO}_{3}$ crystal has a strongly distorted orthorhombic structure at low temperatures, which in many works is ascribed due to a strong elec-tron-phonon interaction stemming from the JT effect inherent for $\mathrm{Mn}^{3+}$ ion in the octahedral oxygen configuration. In this case, the $e_{g}$ bands split into two subbands separated by the JT energy $E_{\mathrm{JT}}$. Because the onsite $d-d$ transitions are dipole-forbidden, these midinfrared peaks around 0.6 and $1.2-1.5 \mathrm{eV}$ were qualitatively explained as occurring because of an electron transition from an occupied site $\mathrm{Mn}^{3+}$ to an unoccupied site $\mathrm{Mn}^{4+}$ and an adjacent occupied site $\mathrm{Mn}^{3+}$, respectively [1].

In a recent theoretical study of the optical conductivity spectra of $3 d$ transition metal perovskites $\mathrm{LaMO}_{3}$ $(\mathrm{M}=\mathrm{Ti}-\mathrm{Cu})[31]$ using the local spin density approximation method (LSDA +U ), the authors estimated the role of lattice distortions in the band structure calculations and concluded that the JT structural distortions play a crucial role in opening the optical gap in the $\mathrm{LaMnO}_{3} \mathrm{Mn}(3 d) e_{g}$ valence band. Considering the experimentally observed distorted structure of the $\mathrm{LaMnO}_{3}$ crystal, the direct gap in the LSDA study has been estimated at approximately 0.7 eV , which is less than the observed optical gap (about $1.3 \mathrm{eV}[15,26]$ ). There are also some discrepancies observed at higher energies between the experimental optical conductivity in $3 d$ transition metal perovskites $\mathrm{LaMO}_{3}$ and the calculated optical conductivity considering contributions from the interband and intraband transitions for the perfect lattice [31], which complicates the assignment of the optical bands. In addition, the contribution from the charge transfer transitions to the optical conductivity in the nonstoichiometric lattice must be taken into account to describe the optical conductivity at low energies satisfactorily and to clarify the assignment of the optical bands in the $\mathrm{LaMnO}_{3}$ crystal.

To estimate the contribution of the charge transfer transitions to the experimental optical conductivity of the $\mathrm{LaMnO}_{3}$ crystal, shown by curve 1 in Fig. 5a, we
have analyzed the imaginary part $\epsilon_{2}(v)$ of the dielectric function [15, 16]. For this purpose, we represented the $\epsilon_{2}(v)$ spectrum, shown by curve 1 in Fig. 5 b , as the sum of the first three main bands with Lorentzian line shapes,

$$
\begin{equation*}
\epsilon_{2}(v)=\sum_{i} \frac{v_{p i}^{2} \gamma_{i} v}{\left(E_{i}^{2}-v^{2}\right)^{2}+\gamma_{i}^{2} v^{2}}, \tag{6}
\end{equation*}
$$

where $\left(v_{p i} / E_{i}\right)^{2}=f_{i}$ is the oscillator strength, $v_{p i}$ is the plasma frequency, $\gamma_{i}$ is the bandwidth, and $E_{i}$ is the resonance frequency of the $i$ th oscillator. The three Lorentzian bands with the maxima $E_{i}$ at 1.93, 4.75, and 9.07 eV and the respective widths $\gamma_{i}$ of $1.46,2.0$, and 5.1 eV are represented by curves 2,3 , and 4 in Fig. 5b. The rest of the imaginary part of the dielectric function after subtraction of the Lorentzian bands is shown by curve 5 . The Lorentzian band parameters together with the estimated oscillator strengths are given in Table 4. These Lorentzian bands contribute to the experimental optical conductivity spectrum, as shown by the corresponding lines in Fig. 5a, with more details at low energies.

### 4.2. Calculation of Charge Transfer Transition Energies

Using the Born-Haber cycle and the shell model, we can consider both thermally assisted and optical charge transfer processes. This can be illustrated for a hypothetical transformation of two ions $\mathrm{X}^{(m+1)+}$ and $\mathrm{Y}^{(n-1)+}$ into $\mathrm{X}^{m+}$ and $\mathrm{Y}^{n+}$ with an electron transferred from Y to X (or a hole from X to Y ),

$$
\begin{equation*}
\mathrm{X}^{(m+1)+}+\mathrm{Y}^{(n-1)+} \longrightarrow \mathrm{X}^{m+}+\mathrm{Y}^{n+} . \tag{7}
\end{equation*}
$$

There are two basic steps: (1) removing an electron from the in-crystal $\mathrm{Y}^{(n-1)+}$ ion to infinity, outside the crystal; (2) adding an electron from infinity, outside the crystal, to the in-crystal $\mathrm{X}^{(m+1)+}$ ion. The steps are standard within the shell model. Whether shells alone or shells and cores are relaxed depends on which transition is being calculated. In the case of a thermally assisted hopping, the shell and core positions are considered to be fully relaxed in both charge states and the transition energy is denoted by $E_{\mathrm{th}}$. Comparison of the two charge states gives an additional indication which species are more stable. For optical transitions, the Franck-Condon approximation is used and the transition energies $E_{\text {opt }}$ are calculated on the assumption that only shells can relax (corresponding to full electronic polarization), whereas the cores remain in the positions corresponding to the initial state. The major contributions into these energies come from ionization energies $I_{n}^{\mathrm{Y}}, I_{(m+1)}^{\mathrm{X}}$; the Madelung and polarization terms, whose cumulative energies for the defect configuration corresponding to the charge transfer transition considered, $S\left[\mathrm{X}^{m+}, \mathrm{Y}^{n+}\right]_{\text {opt, th }}$, result from the Mott-Littleton

Table 5. Calculated optical ( $E_{\text {opt }}$ ) and thermal ( $E_{\text {th }}$ ) energies for the main charge transfer transitions in $\mathrm{LaMnO}_{3} ; S_{\text {opt }}$ and $S_{\text {th }}$ are resultant calculated values of the sum of defect energies for the corresponding charge transfer process

| No. | Charge transfer transition | $E_{\text {opt }}, \mathrm{eV}$ | Exp., eV | $E_{\text {th }}, \mathrm{eV}$ | $S_{\text {opt }}, \mathrm{eV}$ | $S_{\text {th }}, \mathrm{eV}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{Mn}^{4+}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{Mn}^{4+}$ | 1.33 | - | 0.00 | -44.35 | -45.68 |
| 2 | $\mathrm{O}^{-}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{O}^{2-}+\mathrm{Mn}^{4+}$ | 1.43 (2.29) | 1.93 | -0.75 (0.12) | -43.50 | -45.66 |
| 3 | $\mathrm{Mn}^{4+}+\mathrm{O}^{2-} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{O}^{-}$ | 2.98 (2.12) | 1.93 | 0.75 (-0.12) | 18.62 | 16.39 |
| 4 | $2 \mathrm{Mn}^{3+} \longrightarrow \mathrm{Mn}^{4+}+\mathrm{Mn}^{2+}$ | 3.72 | 3.5 [27], 3.2 [32] | 2.68 | -13.06 | -14.10 |
| 5 | $\mathrm{Mn}^{3+}+\mathrm{O}^{2-} \longrightarrow \mathrm{Mn}^{2+}+\mathrm{O}^{-}$ | 5.61 (4.75) | 4.75 | 3.50 | 50.15 | 48.04 |
| 6 | $\mathrm{La}^{3+}+\mathrm{O}^{2-} \longrightarrow \mathrm{La}^{2+}+\mathrm{O}^{-}$ | 8.93 | 9.07 | 6.47 | 42.02 | 39.56 |

Note: Transitions nos. 4,5 , and 6 are associated with the $\mathrm{Mn}(3 d)$ gap, $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$, and $\mathrm{O}(2 p)-\mathrm{La}(5 d)$ transitions, respectively.
calculations (as in Eq. (4)). If the charge transfer includes a localized hole in thermal equilibrium in the initial state (the related values in the $\mathrm{LaMnO}_{3}$ lattice are presented as $S_{\mathrm{th}}^{\alpha}$ in Table 3), the corresponding thermal energy $S\left[\mathrm{X}^{(m+1)+}, \mathrm{Y}^{(n-1)+}\right]_{\text {th }}$ of the initial defect configuration must be subtracted. Thus, the thermal and optical energies of the charge transfer transitions can be calculated using the formulas

$$
\begin{align*}
E_{\mathrm{opt}} & =I_{n}^{\mathrm{Y}}-I_{m+1}^{\mathrm{X}}+S\left[\mathrm{X}^{m+}, \mathrm{Y}^{n+}\right]_{\mathrm{opt}}  \tag{8}\\
& -S\left[\mathrm{X}^{(m+1)+}, \mathrm{Y}^{(n-1)+}\right]_{\mathrm{th}}, \\
E_{\mathrm{th}} & =I_{n}^{\mathrm{Y}}-I_{m+1}^{\mathrm{X}}+S\left[\mathrm{X}^{m+}, \mathrm{Y}^{n+}\right]_{\mathrm{th}}  \tag{9}\\
& -S\left[\mathrm{X}^{(m+1)+}, \mathrm{Y}^{(n-1)+}\right]_{\mathrm{th}} .
\end{align*}
$$

Evidently, there is some dependence on the separation of X and Y. The charge transfer optical transitions for nearest neighbors are likely to dominate, and the relevant key cases have been calculated. If $X$ and $Y$ are the same (symmetric), the ionization terms cancel each other, as for the intervalence charge transfer transition

$$
\mathrm{Mn}^{4+}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{Mn}^{4+} .
$$

Here, we emphasize that the calculations of charge transfer transitions between the metal Mn sublattice ions are more reliable because they do not depend on the difference between the Madelung potentials of the two sublattices nor on the phenomenologically deduced parameter of the $\mathrm{O}^{2-}$ in-crystal ionization potential.

The cumulative thermal $S_{\mathrm{th}}$ and optical $S_{\mathrm{opt}}$ energies following from the Mott-Littleton calculations for the charge transfer transitions involving $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$species and those characterizing fundamental electronic transitions in the $\mathrm{LaMnO}_{3}$ lattice (e.g., the $\mathrm{Mn}(3 d)$ gap transition $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$ and $\mathrm{O}(2 p)-\mathrm{La}(5 d))$ are presented in Table 5 by transitions $1-3$ and $4-6$, respectively. To calculate the optical and thermal energies of the charge transfer transitions, we used a self-consistent set of the ionization potentials (see Table 3, part a) derived by matching the calculated optical energies of the hole formation with the photoemission experimental energies and the standard ionization potentials for a
free La atom. We must also estimate the third in-crystal ionization potential of $\mathrm{Mn}, I_{\mathrm{III}}^{\mathrm{Mn}}$. We suggest that it should be shifted in-crystal from the standard value for a free Mn atom ( 33.67 eV [24]) by the same value as the fourth potential of Mn (from the standard value 51.2 eV ), by subtracting the crystal field splitting effect ( $\Delta_{C F} \approx 1.5 \mathrm{eV}$ ); we thus calculate in-crystal

$$
I_{\mathrm{III}}^{\mathrm{Mn}}=33.67-\left(51.2-\left(47.41+\Delta_{C F} / 2\right)\right)=30.63 \mathrm{eV}
$$

Taking the standard value $I_{\text {III }}^{\mathrm{La}}=19.18 \mathrm{eV}$, the calculated optical energy of the fundamental transition of the charge transfer character $\mathrm{O}(2 p)-\mathrm{La}(5 d)$,

$$
E_{\mathrm{opt}}=I^{\mathrm{O}}-I_{\mathrm{III}}^{\mathrm{La}}+S\left[\mathrm{La}^{3+}, \mathrm{O}^{2-}\right]_{\mathrm{opt}}=8.93 \mathrm{eV}
$$

(see Table 5, transition 6), correlates well with the maximum of the broad band in the $\epsilon_{2}$ function near 9.07 eV (curve 4 in Fig. 5b). This encouraging consistency between the experimental and calculated energies allows us to suggest that the earlier estimated in-crystal value $I^{\mathrm{O}}=-13.91 \mathrm{eV}$ provides a reasonable value in this shell model calculation. We also calculated the optical energy of the fundamental transition of the charge transfer character $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$,

$$
E_{\mathrm{opt}}=I^{\mathrm{O}}-I_{\mathrm{III}}^{\mathrm{Mn}}+S\left[\mathrm{Mn}^{3+}, \mathrm{O}^{2-}\right]_{\mathrm{opt}}=5.61 \mathrm{eV}
$$

(see Table 5, transition 5). We suggest that the relevant transition should correlate with the broad optical band observed in the $\epsilon_{2}$ function near 4.75 eV (curve 3 in Fig. 5b). Our calculations therefore predict transitions which appear to correlate with the maxima of the major broadband features in the optical conductivity spectrum. The calculated optical energy for the transition between the $\mathrm{Mn}(3 d)$ valence band and the upper Hubbard $\mathrm{Mn}(3 d)$ band is estimated to be

$$
E_{\mathrm{opt}}=I_{\mathrm{IV}}^{\mathrm{Mn}}-I_{\mathrm{III}}^{\mathrm{Mn}}+S\left[\mathrm{Mn}^{3+}, \mathrm{Mn}^{3+}\right]_{\mathrm{opt}}=3.72 \mathrm{eV}
$$

(see Table 5, transition 4), predicting a band gap of the Mott-Hubbard type in the $\mathrm{LaMnO}_{3}$ crystal. This value agrees well with the assigned transition experimentally observed near 3.5 eV in $\mathrm{Nd}_{0.7} \mathrm{Sr}_{0.3} \mathrm{MnO}_{3}$ [27] and near 3.2 eV in $\mathrm{La}_{0.825} \mathrm{Sr}_{0.175} \mathrm{MnO}_{3}$ [32]. A small contribution
to the experimental optical conductivity can be observed around 3.7 eV in the $\mathrm{LaMnO}_{3}$ crystal, as shown by curve 5 in Fig. 5b, resulting from our dispersion analysis.

Having assigned the fundamental electronic transitions in the $\mathrm{LaMnO}_{3}$ crystal in accordance with the results of our calculations, which are also consistent with the consideration in [27], we note that the assignment of the optical conductivity band around 2.3 eV still remains controversial. In the earlier study [15], this band was associated with the fundamental charge transfer transition of the $\mathrm{O}(2 p)-\mathrm{Mn}(3 d) e_{g}$ character, whereas the band at about 5 eV was associated by the authors with the excitations to a higher lying $\mathrm{Mn} 3 d e_{g}$ antiparallel spin configuration, separated by the Hund rule coupling energy. However, our results allow us to argue that an alternative interpretation of this transition obtained in this work can be correct. We suggest that the band at about 2.3 eV is rather associated with the presence of $\mathrm{Mn}^{4+}$ and/or $\mathrm{O}^{-}$localized holes in the $\mathrm{LaMnO}_{3}$ crystal, which is known to exhibit a strongly nonstoichiometric behavior with respect to the oxygen content, up to 0.1 in as-grown crystal.

Indeed, if an optical band is associated with a charge transfer transition in a crystal lattice, its maximum position $h \nu_{\text {max }}$ and the half-width $\Delta W$ are known to be related by a simple formula in the high-temperature limit [33],

$$
\begin{equation*}
h v_{\max }=\frac{\Delta W^{2}}{16 k T \ln 2} . \tag{10}
\end{equation*}
$$

We can invoke this expression to verify the charge transfer transition character of the bands associated with the photoinduced hopping conductivity of the localized charge carriers. Using this expression, the estimates for $T=300 \mathrm{~K}$ show a very encouraging consistency between the half-width and the maximum energy of the first Lorentzian band (curve 2 in Fig. 5b, with the parameters given in Table 4): from $\Delta W \approx$ 0.73 eV , we obtain $h \mathrm{v}_{\text {max }} \approx 1.92 \mathrm{eV}$, which matches well the maximum position estimated to be near 1.93 eV from the dispersion analysis of the $\epsilon_{2}$ function. This is consistent with the view that this transitions could be of the charge transfer type, associated with the presence of localized electronic charge carriers in the $\mathrm{LaMnO}_{3}$ crystal lattice.

The main contributions to the optical conductivity are then expected from the following charge transfer transitions:
(1) the intervalence $\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}$ charge transfer transition,

$$
\begin{gathered}
\mathrm{Mn}^{4+}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{Mn}^{4+}, \\
E_{\mathrm{opt}}=S\left[\mathrm{Mn}^{3+}, \mathrm{Mn}^{4+}\right]_{\mathrm{opt}}-S_{\mathrm{th}}^{\mathrm{Mn}}=1.33 \mathrm{eV}
\end{gathered}
$$

(2) the transition of the $\mathrm{O}^{-}$self-trapped hole to a neighboring manganese ion,

$$
\begin{gathered}
\mathrm{O}^{-}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{O}^{2-}+\mathrm{Mn}^{4+}, \\
E_{\mathrm{opt}}=I_{\mathrm{IV}}^{\mathrm{Mn}}-I^{\mathrm{O}}+S\left[\mathrm{O}^{-}, \mathrm{Mn}^{3+}\right]_{\mathrm{opt}}-S_{\mathrm{th}}^{\mathrm{O}}=1.43 \mathrm{eV} ;
\end{gathered}
$$

(3) the transition of the $\mathrm{Mn}^{4+}$ self-trapped hole to a neighboring oxygen ion,

$$
\begin{gathered}
\mathrm{Mn}^{4+}+\mathrm{O}^{2-} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{O}^{-}, \\
E_{\mathrm{opt}}=I^{\mathrm{O}}-I_{\mathrm{IV}}^{\mathrm{Mn}}+S\left[\mathrm{O}^{2-}, \mathrm{Mn}^{4+}\right]_{\mathrm{opt}}+S_{\mathrm{th}}^{\mathrm{Mn}}=2.98 \mathrm{eV}
\end{gathered}
$$

(see transitions nos. $1-3$, respectively, in Table 5).
Analyzing all calculated and experimental optical energies given in Table 5, we can conclude that the agreement is much better for the calculations not involving the in-crystal ionization potentials of manganese, $I_{\mathrm{III}}^{\mathrm{Mn}}$ and $I_{\mathrm{IV}}^{\mathrm{Mn}}$, or in the case where their difference enters and the inaccuracy due to these terms cancels out. Relying on the correlation between the calculated and experimental optical energies, we can try to refine the values of $I_{\mathrm{III}}^{\mathrm{Mn}}$ and $I_{\mathrm{IV}}^{\mathrm{Mn}}$, whose in-crystal determination presents difficulties due to a nonclosed $3 d$ shell of the $\mathrm{Mn}^{3+}$ ion. Indeed, expecting the calculated optical energy of the fundamental transition of the charge transfer character $\mathrm{O}(2 p)-\mathrm{Mn}(3 d)$,

$$
\begin{aligned}
& E_{\mathrm{opt}}=I^{\mathrm{O}}-I_{\mathrm{III}}^{\mathrm{Mn}}+S\left[\mathrm{Mn}^{3+}, \mathrm{O}^{2-}\right]_{\mathrm{opt}} \\
= & -13.91-30.63+50.15=5.61 \mathrm{eV}
\end{aligned}
$$

(see Table 5, transition no. 5) to be correlated with the broad optical band observed in the $\epsilon_{2}$ function near 4.75 eV (curve 3 in Fig. 5b), we can refine the third incrystal ionization potential of manganese as $\left(I_{\mathrm{III}}^{\mathrm{Mn}}\right)^{*}=$
31.49 eV and, correspondingly, $\left(I_{\mathrm{IV}}^{\mathrm{Mn}}\right)^{*}=48.27 \mathrm{eV}$. Using these corrected values, we recalculated the energies of transitions nos. 2 and 3 in Table 5 associated with the charge transfer transitions of $\mathrm{O}^{-}$and $\mathrm{Mn}^{4+}$ selftrapped holes and obtained close values of optical energies, $E_{\mathrm{opt}}=2.29 \mathrm{eV}$ and $E_{\mathrm{opt}}=2.12 \mathrm{eV}$, respectively. These corrected values for the optical charge transfer transition energies are presented in brackets in Table 5 for transitions nos. 2 and 3 . We suggest that these transitions, $\mathrm{Mn}^{4+}+\mathrm{O}^{2-} \longrightarrow \mathrm{Mn}^{3+}+\mathrm{O}^{-}$and $\mathrm{O}^{-}+\mathrm{Mn}^{3+} \longrightarrow$ $\mathrm{O}^{2-}+\mathrm{Mn}^{4+}$, associated with the hole transfer along the chain $\mathrm{Mn}^{4+}-\mathrm{O}^{2-}-\mathrm{Mn}^{3+}$, could be responsible for the band around 2.3 eV in the optical conductivity spectrum (the related band in the $\epsilon_{2}$ spectrum has the maximum energy 1.93 eV ) of the as-grown nonstoichiometric $\mathrm{LaMnO}_{3}$ crystal. If the band is thus assigned, the net oscillator strength of this band, $f_{i}=0.51$ (see Table 4), must depend on the concentration of the localized holes as $f_{i}=f_{C T} x$, thereby providing an estimate of the oscillator strength for the charge transfer transition, $f_{C T}$. The typical value $x \approx 0.1$ for an as-grown $\mathrm{LaMnO}_{3}$ crystal
gives an estimate for the oscillator strength consistent with the transition of the charge transfer type.

The negative value of the thermal energy, $E_{\mathrm{th}}=$ -0.75 eV , for transition no. 2 in Table 5 indicates a more thermally stable state of the $\mathrm{Mn}^{4+}$ hole compared to the $\mathrm{O}^{-}$hole state, in accordance with our results for the thermal energies $E_{\mathrm{th}}^{\alpha}$ of the formation of holes (Table 3a) based on preliminary estimates for the fourth in-crystal ionization potential of the manganese ion. Using the refined value $I_{\mathrm{IV}}^{\mathrm{Mn}}=48.27 \mathrm{eV}$ deduced from the comparison between the calculated and experimental optical energies, we now derive the respective thermal energies 0.12 and -0.12 eV for transitions nos. 2 and 3. This result reinforces our arguments made above that the electronic hole can be thermally stable on both the transition metal cation and the oxygen anion in the $\mathrm{LaMnO}_{3}$ crystal.

In accordance with our shell model calculations, the intervalence charge transfer transition $\mathrm{Mn}^{4+}+\mathrm{Mn}^{3+} \longrightarrow$ $\mathrm{Mn}^{3+}+\mathrm{Mn}^{4+}$ is predicted to have the optical energy $E_{\text {opt }}=1.33 \mathrm{eV}$ (Table 5, transition no. 1); compared with the energy of the optical gap in $\mathrm{LaMnO}_{3}$, it is not observable in an as-grown pure crystal.

Because of the doping effect, the optical spectra in CMR manganese oxides show striking changes over a wide photon region ( 0 to 6 eV ). In the $\mathrm{La}_{1-x} \mathrm{Sr}_{x} \mathrm{MnO}_{3}$ system, with increasing the doping concentration from $x=0$ to 0.3 at $T=9 \mathrm{~K}$ [26], the optical conductivity bands around 2.3 and 5 eV shift to lower energies by more than 0.5 eV . We have analyzed the low-energy $\epsilon_{2}$ function in a slightly doped $\mathrm{La}_{7 / 8} \mathrm{Sr}_{1 / 8} \mathrm{MnO}_{3}$ compound [28] and found it to be well described by the Lorentzian curve with the maximum at 1.32 eV and the half-width of 0.61 eV , as presented in Fig. 6. We emphasize that the maximum position of this band and its half-width are also in a good correlation with the formula describing a transition of the charge transfer character (see Eq. (10)): from $\Delta W \approx 0.61 \mathrm{eV}$, we obtain $h \nu_{\text {max }} \approx 1.34 \mathrm{eV}$, which matches well the maximum position observed experimentally. It is reasonable to suggest that this band is of the same origin as the band at $\epsilon_{2}=1.93 \mathrm{eV}$ in the pure $\mathrm{LaMnO}_{3}$ compound, assigned to transitions nos. 2 and 3 in Table 5 and shifted by about 0.5 eV to lower energies because of the hole interaction effect in CMR systems. Using this line of reasoning, we can also suggest that the $0.6-\mathrm{eV}$ band $[18,26]$ in the optical conductivity of CMR compounds is due to the intervalence charge transfer transition $\mathrm{Mn}^{4+}+\mathrm{Mn}^{3+} \longrightarrow \mathrm{Mn}^{3+}+$ $\mathrm{Mn}^{4+}$ and is associated with the photoinduced hopping conductivity of $\mathrm{Mn}^{4+}$ localized holes, with the consistent value of hopping conductivity activation energy of approximately 0.15 eV measured in the adiabatic temperature limit [29, 30].

The results given are based on the shell model parameters (Table 1, part a), which were fitted to give


Fig. 6. The experimental $\epsilon_{2}$ spectrum (solid line) of $\mathrm{La}_{7 / 8} \mathrm{Sr}_{1 / 8} \mathrm{MnO}_{3}$ [28] ( $T=300 \mathrm{~K}$ ) approximated by the Lorentzian-shaped band (dashed line).
good values for both the dielectric constants and the TO modes. When we use the second set of the shell model parameters, determined primarily using the oxide structures $\mathrm{MnO}, \mathrm{LaMnO}_{3}$, and $\mathrm{Ca}_{2} \mathrm{MnO}_{4}$ [20] (Table 1, part c), the resulting energies are very similar for the low-energy optical charge transfer transition band near 2.3 eV , but the predicted energies are about 1.5 eV higher for the $5-\mathrm{eV}$ optical band.

## 5. CONCLUSIONS

In this paper, we explore the role of electronic and ionic polarization energies in the physics of CMR materials. In particular, we examine energies associated with the localized $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$holes in the lattice of the "parent" $\mathrm{LaMnO}_{3}$ compound. Our calculations are done for the idealized cubic perovskite $\mathrm{LaMnO}_{3}$ structure, which is relevant to the nonmagnetic quasi-cubic perovskite structure experimentally observed at high temperatures $T \geq 400 \mathrm{~K}>T_{N} \approx 140 \mathrm{~K}$. To estimate the polarization energy terms, we use a fully ionic shell model. The shell model parameters that we derive satisfy the equilibrium conditions for the quasi-cubic perovskite structure $\mathrm{LaMnO}_{3}$ and agree well with experimental values of the static and high-frequency dielectric constants as well as the TO phonons.

As a result of our shell model calculations, we find that, on one hand, there is a huge difference between the hole relaxation energies on the oxygen and manganese sites, which indicates a strong electron-phonon interaction in the case of a hole localized at the O site. On the other hand, the difference that we find between the thermal energies of the $\mathrm{Mn}^{4+}$ and $\mathrm{O}^{-}$holes is too small. This means that we must seriously consider the possibility that the electronic hole in $\mathrm{LaMnO}_{3}$ is localized on the manganese, or on both the oxygen anion and the transition metal cation, rather than on the oxygen ion alone.

If so, this system would be similar to many other transition metal oxides.

Assuming that holes in the $\mathrm{LaMnO}_{3}$ crystal can localize in either or in both of the Mn and O sublattices, we estimate the main associated optical charge transfer transition energies, which we relate to the experimentally observed optical conductivity spectra. Applying the Mott-Littleton approach, we estimate the charge transfer transition energies within the Born-Haber cycle using the in-crystal ionization potentials for ions in the $\mathrm{LaMnO}_{3}$ crystal obtained in our study of the experimental photoemission spectra.

Our analysis allows us to suggest a new interpretation of the main bands in the optical conductivity spectrum near 2.3 and 5 eV . We suggest that the band around 5 eV is associated with the fundamental $\mathrm{O}(2 \mathrm{p})-\mathrm{Mn}(3 d)$ transition of the charge transfer character, whereas the band near 2.3 eV is rather associated with the presence of $\mathrm{Mn}^{4+}$ and/or $\mathrm{O}^{-}$self-trapped holes in the nonstoichiometric $\mathrm{LaMnO}_{3}$ compound.

To summarize, we believe that the results of this work demonstrate the applicability and usefulness of the shell model approach to preliminary modeling of polaron-related features in complex oxides such as CMR materials, and we hope that they will stimulate further theoretical and experimental studies of the character and properties of hole states in these materials.
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Nonequilibrium interaction effects of two Hubbard-Anderson impurities have been experimentally studied by means of STM/STS methods and theoretically analyzed using a self-consistent approach based on the Keldysh formalism. © 2002 MAIK "Nauka/Interperiodica".

Impurity states at surfaces and interfaces of semiconductors can strongly modify the local electronic structure. As the system size decreases, the correct understanding of localized state properties becomes more and more important. The interaction between impurities must also be taken into account as the impurity concentration increases. If the distance between impurities is of the order of the localization radius, sufficiently strong correlation effects arise that modify the tunneling conductivity. The electronic structure of such complexes can be tuned by an external electric field. These effects are believed to determine electronic properties of semiconductor nanostructures in the future. However, local effects caused by the interaction of two impurity states near the surface are not well examined at present. A powerful tool for studying the local electronic structure is scanning tunneling spectroscopy (STS) combined with scanning tunneling microscopy (STM) imaging. In the present work, the electronic structure of localized impurity states formed by a pair of impurity Si atoms separated by 3 nm at the (110) GaAs surface is studied by STM/STS methods.

The samples under investigation are GaAs single crystals doped with compensating impurities Si and Zn with the respective concentrations of $5 \times 10^{18} \mathrm{~cm}^{-3}$ and $2 \times 10^{19} \mathrm{~cm}^{-3}$. All measurements were carried out at 4.2 K with a home-built low-temperature STM equipped with an in situ cleavage mechanism [1]. After the crystal was cleaved along the (110) plane, two Si atoms with a spatial separation of about 3 nm were chosen as the object of investigation. The separation distance is comparable to the visible localization radius of the Si impurity states, which is about $1-1.5 \mathrm{~nm}$ (Fig. 1a). A high doping level accounts for a nonuniform Coulomb potential in the sample. This is one of the reasons why the initial electronic states of the observed atoms are not equivalent. The scanned area was $10 \mathrm{~nm} \times 10 \mathrm{~nm}$,

[^1]and within this area, the tunneling conductivity $(d I / d V) /(I / V)$ was measured with a spatial step of 0.25 nm .

In the experimentally observed spatial distribution of the local tunneling conductivity, one can distinguish a twofold switching on and off for each of the atomic $a$ and $b$ states upon changing the tunneling bias within the semiconductor band gap (visible as the dark stripe in Fig. 1). After switching on, the excess tunneling conductivity occurs in the vicinity of each of these atoms in a bias range of about 0.65 eV , which is much greater than the level width of the localized state. At the same time, the transition from the dark state to the light one occurs within the bias change range of $\approx 0.15 \mathrm{eV}$, which is comparable to the energy level width of the localized state.

The map view of the tunneling conductivity allows the evolution of the local density of states (LDOS) near each impurity atom to be analyzed. At zero applied bias, atom $a$ forms a bright area of the enhanced tunneling conductivity and remains switched on in a bias range from -0.2 to +0.4 V . Atom $b$ is invisible at $V \approx 0$. In the bias range from +0.4 to +0.7 V , the tunneling conductivity decreases in the vicinity of atom $a$ (dark area). The next switching on of this atom occurs at +0.7 V , and a bright spot of the enhanced tunneling conductivity is observed up to +1.3 V .

The enhanced tunneling conductivity near atom $b$ is also observed in two separated bias ranges: from +0.1 to +0.5 V and at the same polarity from +0.6 to +1.2 V . In Fig. 2, two experimentally obtained $(d I / d V) /(I / V)$ curves are shown for two different positions of the STM tip: above atom $a$ and above atom $b$.

Because such effects have not been observed for an isolated impurity, a natural question is to what extent the interaction between the two impurities modifies the kinetic processes. To answer this question, we suggest a self-consistent theoretical analysis of the local tunneling conductivity behavior in the vicinity of two inter-


Fig. 1. STM images (right panel) and the map view of the normalized tunneling conductivity measured along the direction $x$ depicted on the STM topography images (left panel). (a) An isolated Si impurity, scan area 5.8 nm , bias range from +2.5 to -2 V ; (b) two interacting Si impurities, scan area 10 nm , bias range from +2.5 to -2 V .
acting Anderson impurities on a semiconductor surface [2]. In the Anderson model [3], an individual impurity state is characterized by the following parameters: the bare impurity electron level $\varepsilon_{0}$, the on-site Coulomb repulsion of localized electrons $U$, and the level broadening $\Gamma$ caused by the hybridization with continuum states. It is known that nontrivial effects occur in the Anderson model if the on-site Coulomb repulsion is sufficiently strong. Because the experimentally observed localization radius of Si impurity states at the

GaAs surface is on the order of 1 nm , the estimated value of the Hubbard energy is about $0.5-1 \mathrm{eV}$. It must be mentioned that, although the Si atoms in the bulk GaAs are known to form a shallow impurity state with binding energies of about 6 meV at low doping levels, the situation is different near the surface in the presence of the STM tip. It was experimentally observed by many authors (see, e.g., [4-6]) that the band bending induced by the surface and by the STM tip can considerably change the position of the Si impurity level rela-
tive to the conduction band edge. Numerous STM images (see references above) show that the localization radius of the Si atom state is about $1-1.5 \mathrm{~nm}$. In addition, in highly doped crystals, the electronic state of any particular atom can be strongly modified by the presence of neighboring dopant atoms.

The electron transport through a single Anderson impurity in the Coulomb blockade and the Kondo regime has been studied experimentally and is still under theoretical investigation [7-13]. However, most of the authors concentrated on the weak tunneling coupling, when the tunnel junction is used only as a probe without affecting the impurity states [9]. Therefore, the tunneling conductivity through the Anderson impurity is usually supposed to be determined by the equilibrium impurity density of states. In the Coulomb blockade regime of tunneling through an impurity or a quantum dot, the influence of the tunneling current on the impurity (dot) spectrum is neglected [11]. The impurity charge therefore takes discrete values; $n_{\sigma}$ and $n_{-\sigma}$ can be equal only to 0 or 1 . The width of the tunneling conductivity peak in the Coulomb blockade regime is determined by the sum of relaxation rates and cannot achieve (without destroying this regime) the experimentally observed anomalously large values $\approx 0.65 \mathrm{eV}$ even at room temperatures. As the tunneling coupling increases, the impurity charge is no longer a discrete value and one must consider impurity electron filling numbers (which now become continuous variables) determined from the kinetic equations.

We note that the coupling to the leads in the Kondo regime modifies the impurity spectrum, but charge fluctuations are suppressed because the initial impurity level lies deep below the Fermi level [14]. In the equilibrium case, the electron filling numbers $n_{\sigma}$ and $n_{-\sigma}$ satisfy the relation

$$
n_{\sigma}+n_{-\sigma}=1 .
$$

Spin fluctuations dominate in this case because the impurity state is always single occupied. This requires the following relations between the parameters of the Anderson model: $-\varepsilon_{0} \gg \Gamma$ and $\varepsilon_{0}+U \gg$. The Kondo resonance then contributes to the zero-bias anomaly of the tunneling conductivity. But the contribution of the Kondo effect to the tunneling conductivity dependence on the applied voltage becomes almost negligible when the applied bias exceeds a typical energy value determined by the Kondo temperature (small compared to $\varepsilon_{0}$ and $\Gamma$ ) (see $[15,16])$. When the applied bias increases (decreases) to the impurity energy level, the Kondo resonance is destroyed.

In the present work, we are interested in the tunneling conductivity behavior in a wide bias range from +2.5 to -2 V (while the typical value of the Kondo temperature is less than 1 meV ). The adopted parameters of the model correspond to the mixed-valence regime, $\varepsilon \approx \Gamma$ or $\varepsilon+U \approx \Gamma$ (although $U \gtrdot \Gamma$ ). This choice of the set of parameters is more adequate for our analysis of the


Fig. 2. The normalized conductance $(d I / d V) /(I / V)$ measured within the semiconductor band gap in the vicinity of impurity atoms: (a) the STM tip is placed over the $a$ atom in Fig. 1b; (b) the STM tip is placed over the $b$ atom in Fig. 1b.
anomalies in the tunneling conductivity behavior observed experimentally in a wide bias range $V$ comparable to $U$ and $V \geq \varepsilon_{0}$. Under all these conditions, the Kondo effect does not reveal itself in the tunneling characteristics, although spin asymmetry of the electron filling numbers occurs in particular bias ranges.

As the applied bias is increased, nonequilibrium processes start playing a significant role, especially at low temperatures. Nonequilibrium effects in the tunneling conductivity spectra of metallic nanoparticles have been considered by Agam and coauthors [17]. In this work, changes in the energy of an excited single electron state are caused at large applied bias by different nonequilibrium occupancy configurations of other single electron states. It was assumed that the electron spectrum of a nanoparticle consists of many levels and the level spacing is smaller than the applied bias. But the filling numbers of each level are equal to either 0 or 1 . Different random configurations of the electron occupation result in fluctuations of the Coulomb interaction energy. However, continuous changes in nonequilibrium electron filling numbers caused by kinetic processes were not taken into account.

In the present work, the nonequilibrium charge distribution due to tunneling processes and the effect of the tunneling bias voltage on the impurity state energy values are taken into account. Nonequilibrium electron filling numbers on the Hubbard-Anderson impurities
are calculated from a self-consistent system of kinetic equations based on the Keldysh diagram technique [18]. At the final stage of calculations, the Coulomb interaction of localized electrons is treated self-consistently in the mean-field approximation. It is shown that, with an increase in the tunneling bias, two states with different energies for opposite-spin electrons can appear at each impurity: the transition from the paramagnetic regime to the magnetic one can occur. The inverse transition from the magnetic to the paramagnetic state can also occur with a further increase in the tunneling bias. We have also determined the conditions under which the transition to the magnetic state is enhanced by the interaction between two Anderson impurities. We found that the impurity interaction results in a redistribution of localized nonequilibrium charges and can lead to pinning of the impurity levels near the Fermi level of each electrode and to the mutual attraction of the energy levels of different impurities in particular ranges of the applied bias.

We consider a theoretical model with two interacting Anderson impurities. The STM tip is assumed to be positioned above one of the impurity atoms (atom $a$ ). The Hamiltonian of the model is given by

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{\mathrm{tun}}+\hat{H}_{\mathrm{int}}+\hat{H}_{\mathrm{imp}}, \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{H}_{0}=\sum_{\mathbf{k}, \sigma}\left(\varepsilon_{\mathbf{k}}-\mu\right) c_{\mathbf{k}, \sigma}^{+} c_{\mathbf{k}, \sigma}  \tag{2}\\
& +\sum_{\mathbf{p}, \sigma}\left(\varepsilon_{\mathbf{p}}-\mu-e V\right) c_{\mathbf{p}, \sigma}^{+} c_{\mathbf{p}, \sigma}
\end{align*}
$$

describes noninteracting electrons in the two electrodes, $(\mathbf{k}, \sigma)$ for the tip and $(\mathbf{p}, \sigma)$ for the example.

The part $\hat{H}_{\text {imp }}$ corresponds to the impurity states and takes the Hubbard repulsion into account,

$$
\begin{align*}
& \hat{H}_{\text {imp }}=\varepsilon_{a} \sum_{\sigma} a_{\sigma}^{+} a_{\sigma}+\frac{U_{a}}{2} \sum_{\sigma} n_{\sigma}^{a} n_{-\sigma}^{a}  \tag{3}\\
& \quad+\varepsilon_{b} \sum_{\sigma} b_{\sigma}^{+} b_{\sigma}+\frac{U_{b}}{2} \sum_{\sigma} n_{\sigma}^{b} n_{-\sigma}^{b} .
\end{align*}
$$

Here, $n_{\sigma}^{a}=a_{\sigma}^{+} a_{\sigma}, a_{\sigma}$ destroys an impurity $a$ electron with the spin $\sigma, n_{\sigma}^{b}=b_{\sigma}^{+} b_{\sigma}, b_{\sigma}$ destroys an impurity $b$ electron with the spin $\sigma$; and $\varepsilon_{a}$ and $\varepsilon_{b}$ are the energy levels of impurities $a$ and $b$ (they depend on the bias $V$ in general).

The part $\hat{H}_{\text {int }}$ describes the interaction between the impurity states,

$$
\begin{equation*}
\hat{H}_{\text {int }}=T \sum_{\sigma}\left(a_{\sigma}^{+} b_{\sigma}+\text { h.c. }\right) \tag{4}
\end{equation*}
$$

and $\hat{H}_{\text {tun }}$ is responsible for tunneling transitions from the impurity states to each electrode (tip or substrate),

$$
\begin{gather*}
\hat{H}_{\mathrm{tun}}=T_{\mathbf{p}, a} \sum_{\mathbf{p}, \sigma}\left(c_{\mathbf{p}, \sigma}^{+} a_{\sigma}+\text { h.c. }\right)  \tag{5}\\
+T_{\mathbf{p}, b} \sum_{\mathbf{p}, \sigma}\left(c_{\mathbf{p}, \sigma}^{+} b_{\sigma}+\text { h.c }\right)+T_{\mathbf{k}, a} \sum_{\mathbf{k}, \sigma}\left(c_{\mathbf{k}, \sigma}^{+} a_{\sigma}+\text { h.c. }\right) .
\end{gather*}
$$

Nonequilibrium effects in the tunneling current and conductivity are naturally described by the Keldysh diagram technique ([19]; see also the recent paper [16]).

The tunneling current is determined as [19]

$$
\begin{equation*}
I(V)=\sum_{\mathbf{k}, \sigma} \int_{d} d \omega T_{\mathbf{k} a}\left(G_{a \mathbf{k}}^{\sigma<}-G_{\mathbf{k} a}^{\sigma<}\right) \tag{6}
\end{equation*}
$$

The functions $G_{a \mathbf{k}}^{\sigma<}$ can be obtained from the kinetic equations, which in the Keldysh formalism are of the general form

$$
\begin{equation*}
\left(\hat{G}_{0}^{-1}-\hat{G}_{0}^{*-1}\right) \hat{G}^{<}=(\hat{\Sigma} \hat{G})^{<}-(\hat{G} \hat{\Sigma})^{<} \tag{7}
\end{equation*}
$$

where $\hat{\Sigma}$ usually includes all the interactions; in our case, however, $\hat{\Sigma}$ is determined only by the tunneling coupling to the leads and by the interaction between the impurities. Therefore, the elements of $\hat{\Sigma}$ simply reduce to the corresponding nonzero parameters $T_{\alpha, \beta}(\alpha, \beta=a$, $b, \mathbf{k}, \mathbf{p})$. It is reasonable to use the approximation in which the strongest interaction of the considered model-the on-site Coulomb repulsion $U$-is included in $G_{0}$. At this stage, it is not necessary to consider the details of any particular approximation for treating $U$.

With the help of the kinetic equations, tunneling current (6) can be transformed to the form

$$
\begin{gather*}
I_{\sigma}(V)=-4 \gamma_{\mathbf{k}} \\
\times \int \operatorname{Im} G_{a, a}^{R \sigma}(\omega)\left(n_{a}^{\sigma}(\omega)-n_{\mathbf{k}}^{0}(\omega-e V)\right) d \omega \tag{8}
\end{gather*}
$$

where $n_{k}^{0}(\omega)$ is the equilibrium filling number for the metallic tip, $G_{a, a}^{R}(\omega, V)$ is the exact retarded Green's function of the impurity $a$ state, $n_{a}^{\sigma}(\omega)$ is the exact impurity filling number, and the tunneling rate $\gamma_{k}$ is one of the set of kinetic coefficients determined by

$$
\begin{gather*}
\gamma_{\mathbf{k}}(\omega)=\left|T_{\mathbf{k} a}\right|^{2} v_{\mathbf{k}}(\omega), \quad \gamma_{b}(\omega)=\left|T_{\mathbf{p} b}\right|^{2} v_{\mathbf{p}}(\omega),  \tag{9}\\
\gamma_{a}(\omega)=\left|T_{\mathbf{p} a}\right|^{2} v_{\mathbf{p}}(\omega), \quad \Gamma=\gamma_{a}+\gamma_{a}+\gamma_{\mathbf{k}},
\end{gather*}
$$

where

$$
v_{\mathbf{k}}(\omega)=-\frac{1}{\pi} \sum_{\mathbf{k}} \operatorname{Im} G^{R}(\mathbf{k}, \omega)
$$

is the density of states in the metallic tip and

$$
\nu_{\mathbf{p}}(\omega)=-\frac{1}{\pi} \sum_{\mathbf{p}} \operatorname{Im} G^{R}(\mathbf{p}, \omega)
$$

is the substrate density of states.
In Eq. (8) and in what follows, we use the standard approximation with the filling numbers $n_{\mathbf{k}}^{0}(\omega)$ and $n_{\mathbf{p}}^{0}(\omega)$ for the continuum states of the banks unperturbed by the tunneling processes, which yields

$$
\begin{align*}
& G_{\mathbf{k}, \mathbf{k}}^{<}(\omega)=-2 \operatorname{in}_{\mathbf{k}}^{0}(\omega) \operatorname{Im} G_{\mathbf{k}, \mathbf{k}}^{R}, \\
& G_{\mathbf{p}, \mathbf{p}}^{<}(\omega)=-2 \operatorname{in}_{\mathbf{p}}^{0}(\omega) \operatorname{Im} G_{\mathbf{p}, \mathbf{p}}^{R} \tag{10}
\end{align*}
$$

Equation (8) shows that the problem is reduced to finding the exact nonequilibrium filling number $n_{a}^{\sigma}$. This problem can be solved using Eqs. (7) for $G_{a a}^{<}$, $G_{b b}^{<}$, and $G_{a b}^{<}$in the stationary case,

$$
\begin{align*}
0=\frac{\partial}{\partial t} G_{a a}^{<}= & T\left(G_{b a}^{<}-G_{a b}^{<}\right)+2 \gamma_{a} \operatorname{Im} G_{a a}^{\sigma R}\left(n^{a}-n_{\mathbf{p}}^{0}\right)  \tag{11}\\
& +2 \gamma_{\mathbf{k}} \operatorname{Im} G_{a a}^{\sigma R}\left(n^{a}-n_{\mathbf{k}}^{0}\right) \\
0= & \frac{\partial}{\partial t} G_{b b}^{<}=T\left(G_{a b}^{<}-G_{b a}^{<}\right)  \tag{12}\\
& +2 \gamma_{b} \operatorname{Im} G_{b b}^{\sigma R}\left(n^{b}-n_{\mathbf{p}}^{0}\right) \\
0= & \frac{\partial}{\partial t} G_{a b}^{<}=-R_{a b}^{-1} G_{a b}^{<}+T\left(G_{b b}^{<}-G_{a a}^{<}\right)  \tag{13}\\
+ & 2\left(\gamma_{a} G_{a b}^{\sigma A}-\gamma_{b} G_{a b}^{\sigma R}\right) n_{\mathbf{p}}^{0}+2 \gamma_{\mathbf{k}} G_{a b}^{\sigma A} n_{\mathbf{k}}^{0} \\
0= & \frac{\partial}{\partial t} G_{b a}^{<}=R_{a b}^{-1} G_{b a}^{<}+T\left(G_{a a}^{<}-G_{b b}^{<}\right)  \tag{14}\\
+ & 2\left(\gamma_{b} G_{b a}^{\sigma A}-\gamma_{a} G_{b a}^{\sigma R}\right) n_{\mathbf{p}}^{0}-2 \gamma_{\mathbf{k}} G_{b a}^{\sigma R} n_{\mathbf{k}}^{0}
\end{align*}
$$

where we use the notation

$$
\begin{equation*}
R_{a b}^{-1}=G_{0 a}^{R-1}-G_{0 b}^{A-1}-i \Gamma \tag{15}
\end{equation*}
$$

For $n_{a}^{\sigma}(\omega)$ and $n_{b}^{\sigma}(\omega)$, we then have

$$
\begin{gathered}
\gamma_{\mathbf{k}} \operatorname{Im} G_{a a}^{\sigma R}(\omega)\left(n_{a}^{\sigma}(\omega)-n_{\mathbf{k}}^{0}(\omega)\right) \\
=-\left[\gamma_{a} \operatorname{Im} G_{a a}^{\sigma R}(\omega)\left(n_{a}^{\sigma}(\omega)-n_{\mathbf{p}}^{0}(\omega)\right)\right. \\
\left.+\gamma_{b} \operatorname{Im} G_{b b}^{\sigma R}(\omega)\left(n_{b}^{\sigma}(\omega)-n_{\mathbf{p}}^{0}(\omega)\right)\right], \\
\eta^{\sigma} \operatorname{Im} G_{a a}^{\sigma R}(\omega) n_{a}^{\sigma}(\omega)-\operatorname{Im} G_{b b}^{\sigma R}(\omega) n_{b}^{\sigma}(\omega) \\
=\gamma_{b} \operatorname{Im} G_{b b}^{\sigma R}(\omega)\left(n_{b}^{\sigma}(\omega)-n_{\mathbf{p}}^{0}(\omega)\right) \\
+n_{\mathbf{p}}^{0}(\omega) T\left(\gamma_{a} \operatorname{Im}\left(R_{a b}^{\sigma} G_{a b}^{\sigma A}\right)-\gamma_{b} \operatorname{Im}\left(R_{a b}^{\sigma} G_{a b}^{\sigma R}\right)\right)
\end{gathered}
$$

$$
+n_{\mathbf{k}}^{0}(\omega) T \gamma_{\mathbf{k}} \operatorname{Im}\left(R_{a b}^{\sigma} G_{a b}^{\sigma A}\right)
$$

where

$$
\eta^{\sigma}=T^{2} \operatorname{Im} R_{a b}^{\sigma}
$$

and where $n_{\mathbf{p}}^{0}(\omega)$ and $n_{\mathbf{k}}^{0}(\omega-e V)$ are the respective equilibrium filling numbers of the substrate and the metallic tip states.

It must be noted that no particular approximation for treating the Coulomb interaction has been used until now. If we use the mean-field approximation, which is suitable for the mixed-valence regime, for decoupling the on-site Coulomb interaction, we obtain

$$
R_{a b}^{\sigma}=\frac{1}{\left(\tilde{\varepsilon}_{a}^{\sigma}-\tilde{\varepsilon}_{b}^{\sigma}\right)-i\left(\gamma_{\mathbf{k}}+\gamma_{a}+\gamma_{b}\right)}
$$

$G_{a a}^{\sigma R}(\omega)=\frac{\omega-\tilde{\varepsilon}_{b}^{\sigma}+i \gamma_{b}}{\left(\omega-\tilde{\varepsilon}_{b}^{\sigma}+i \gamma_{b}\right)\left(\omega-\tilde{\varepsilon}_{a}^{\sigma}+i\left(\gamma_{a}+\gamma_{\mathbf{k}}\right)\right)-T^{2}}$,
$G_{b b}^{\sigma R}(\omega)=\frac{\omega-\tilde{\varepsilon}_{a}^{\sigma}+i\left(\gamma_{a}+\gamma_{\mathbf{k}}\right)}{\left(\omega-\tilde{\varepsilon}_{b}^{\sigma}+i \gamma_{b}\right)\left(\omega-\tilde{\varepsilon}_{a}^{\sigma}+i\left(\gamma_{a}+\gamma_{\mathbf{k}}\right)\right)-T^{2}}$,

$$
G_{a b}^{\sigma R}(\omega)=\frac{T}{\left(\omega-\tilde{\varepsilon}_{b}^{\sigma}+i \gamma_{b}\right)\left(\omega-\tilde{\varepsilon}_{a}^{\sigma}+i\left(\gamma_{a}+\gamma_{\mathbf{k}}\right)\right)-T^{2}}
$$

In the mean-field approximation, the impurity energies depend on the applied bias $V$ both directly through the external field in the contact area (which changes the "bare" impurity level) and indirectly through the Coulomb interaction of the nonequilibrium electron density,

$$
\begin{align*}
& \tilde{\varepsilon}_{a}^{\sigma}=\varepsilon_{a}+\alpha V+U_{a}\left\langle n_{a}^{-\sigma}\right\rangle  \tag{18}\\
& \tilde{\varepsilon}_{b}^{\sigma}=\varepsilon_{b}+\beta V+U_{b}\left\langle n_{b}^{-\sigma}\right\rangle
\end{align*}
$$

The coefficients $\alpha$ and $\beta(\alpha, \beta<1)$ approximately describe the potential drop between the semiconductor substrate and the impurity. (If one deals with the Coulomb blockade regime, the electron filling numbers $\left\langle n^{\sigma}\right\rangle$ are set equal to 0 or 1 , because the hybridization with the lead states is neglected.)

For simplicity, the indirect interaction between the impurities through the semiconductor band states is not included in the results presented. This interaction can easily be taken into account, but it does not lead to any new qualitative changes in the tunneling conductivity behavior.

Now, the main point is that the nonequilibrium electron filling numbers for impurity atoms $a$ and $b$ must satisfy the self-consistency condition

$$
\begin{align*}
n_{a}^{\sigma} & =\int d \omega n_{a}^{\sigma}(\omega) \operatorname{Im} G_{a a}^{R}(\omega) \\
n_{b}^{\sigma} & =\int d \omega n_{b}^{\sigma}(\omega) \operatorname{Im} G_{b b}^{R}(\omega) \tag{19}
\end{align*}
$$

where $n_{a}^{\sigma}(\omega)$ and $n_{b}^{\sigma}(\omega)$ are determined by stationary equations (16). Equations (19) can be rewritten as

$$
\begin{gather*}
n_{a}^{\sigma}=n_{\mathbf{p}}^{\sigma}(a) \\
+\frac{\gamma_{\mathbf{k}}\left(\gamma_{b}+\eta_{\sigma}\right)\left(n_{\mathbf{k}}^{\sigma}(a)-n_{\mathbf{p}}^{\sigma}(a)\right)+\gamma_{b} \Gamma_{a b}}{\left(\gamma_{\mathbf{k}}+\gamma_{a}\right)\left(\gamma_{b}+\eta_{\sigma}\right)+\gamma_{b} \eta_{\sigma}}  \tag{20}\\
n_{b}^{\sigma}=n_{\mathbf{p}}^{\sigma}(b) \\
+\frac{\gamma_{\mathbf{k}} \eta_{\sigma}\left(n_{k}^{\sigma}(a)-n_{\mathbf{p}}^{\sigma}(a)\right)-\left(\gamma_{a}+\gamma_{\mathbf{k}}\right) \Gamma_{a b}}{\left(\gamma_{\mathbf{k}}+\gamma_{a}\right)\left(\gamma_{b}+\eta_{\sigma}\right)+\gamma_{b} \eta_{\sigma}} \tag{21}
\end{gather*}
$$

where

$$
\begin{gather*}
\Gamma_{a b}=T \gamma_{\mathbf{k}} \int \operatorname{Im}\left(R_{a b} G_{a b}^{R \sigma}(\omega)\right)\left(n_{\mathbf{k}}(\omega)-n_{\mathbf{p}}(\omega)\right) d \omega \\
n_{\mathbf{p}(\mathbf{k})}^{\sigma}(a)=\int d \omega n_{\mathbf{p}(\mathbf{k})}^{0}(\omega) \operatorname{Im} G_{a a}^{R}(\omega) \tag{23}
\end{gather*}
$$

(with the Fermi level for $n_{\mathbf{k}}$ shifted by $e V$ from the Fermi level for $n_{\mathbf{p}}$ ). For the equilibrium case, $V=0$ and $n_{a}^{\sigma}=n_{\mathbf{p}}^{\sigma}(a)=n_{\mathbf{k}}^{\sigma}(a)$.

Solving Eqs. (16) for $n_{a}^{\sigma}(\omega)$, we can rewrite the tunneling current in Eq. (8) in the final form

$$
\begin{align*}
& I_{\sigma}(V)=\frac{\gamma_{\mathbf{k}}\left(\gamma_{b}+\eta_{\sigma}\right)}{\left(\gamma_{a}+\gamma_{\mathbf{k}}\right)\left(\gamma_{b}+\eta_{\sigma}\right)+\gamma_{b} \eta_{\sigma}} \\
& \times \int\left[\left(\gamma_{a}+\frac{\gamma_{b} \eta_{\sigma}}{\gamma_{b}+\eta_{\sigma}}\right) \operatorname{Im} G_{a a}^{R \sigma}(\omega, V)\right.  \tag{24}\\
& \left.+T \frac{\gamma_{b} \gamma_{\mathbf{k}}}{\gamma_{b}+\eta_{\sigma}} \operatorname{Im}\left(R_{a b} G_{a b}^{A \sigma}(\omega, V)\right)\right] \\
& \quad \times\left(n_{\mathbf{p}}^{0}(\omega)-n_{\mathbf{k}}^{0}(\omega-e V)\right) d \omega
\end{align*}
$$

where the self-consistent values for $n_{a}^{\sigma}$ and $n_{b}^{\sigma}$ are inserted in $G_{a a}^{R}, G_{a b}^{R}$, and $R_{a b}$ for each value of the bias $V$. As expected, the tunneling current depends only on the difference of the electron distribution functions of the electrodes. The first term of the above expression for the tunneling current describes the renormalization of the relaxation rate by the interaction with the neighboring impurity atom $b$,

$$
\begin{equation*}
\gamma_{a} \longrightarrow \gamma_{a}+\frac{\gamma_{b} \eta_{\sigma}}{\gamma_{b}+\eta_{\sigma}} \tag{25}
\end{equation*}
$$

If the interaction is absent, $T=0$, then $\eta=0$ and the usual form of the tunneling current through the impurity localized state is restored. The second term is responsible for the charge redistribution between the interacting impurity atoms. As a consequence of this charge redistribution, we find that the tunneling conductivity (see (24)) is no longer simply proportional to the impurity density of states. These complications
make the investigation of the tunneling current through a multichannel system with the interaction between different channels much more difficult (see, e.g., [20]).

In what follows, the interaction between the impurities is chosen (in accordance with the experimental situation) to be no greater than the tunneling rates. This implies that the equilibrium level splitting (see Eqs. (17)) is not resolved via level broadening. In kinetic processes, however, the interaction considerably modifies the charge distribution. The opposite situation, with the zero-bias conductivity determined by the exact equilibrium spectrum of the two-site complex, was recently analyzed in [13].

We emphasize that Eq. (6) is exact and is valid in any case, irrespective of the approximations used in calculating $\operatorname{Im} G_{a}^{R}$ and $n_{a}$. Equations (19)-(24) can be applied to any regime, including the Coulomb blockade regime, with the proper choice of the retarded Green's function and the $R_{a b}$ function. However, as noted in the introduction, in the present paper, we are mainly interested in the mixed valence regime $\varepsilon \approx \gamma$ or $\varepsilon+U \approx \gamma$ and $U \gg \gamma$, and we therefore use mean-field equations (17) for numerical calculations of the tunneling conductivity.

The tunneling conductivity enhancement can usually be observed at the tunneling bias voltage such that

$$
\left|\varepsilon_{a}^{ \pm \sigma}(V)-E_{F}^{t}\right|<\Gamma
$$

or

$$
\left|\varepsilon_{a}^{ \pm \sigma}(V)-E_{F}^{s}\right|<\Gamma
$$

However, it is very important to note that any increase in the LDOS in the energy interval

$$
E_{F}-e V<\varepsilon<E_{F}
$$

with changes in the applied bias $V$ leads to an enhancement of the tunneling conductivity at $e V$. This increase in the LDOS for an interacting system is not necessarily related to crossing a single electron level $\varepsilon$ by the shifted Fermi level $E_{F}-e V$.

The analysis of the proposed model allows one to describe different possible regimes of the tunneling conductivity behavior in the vicinity of impurity atoms in a wide range of tunneling bias changes. In numerical calculations, we adopt $\alpha \approx 0.3$ and $\beta \approx 0.1$ in Eq. (18).
(1) If $\gamma_{\mathbf{k}} \ll \gamma_{a}, \gamma_{b}$, one of the impurity atoms (atom $a$ ) can be in the magnetic state in a certain tunneling bias range. The transition from the paramagnetic regime to the magnetic one and vice versa can occur with a change in the applied voltage (Fig. 3a). This behavior leads to switching the $a$ atom "on" and "off" twice on spatially resolved local tunneling conductivity spectra (Fig. 3b), which are very similar to the STS experimental data shown in Fig. 2.

In addition, the energy levels are pinned in the vicinity of the Fermi level of one of the electrodes (tip or


Fig. 3. A well-pronounced twofold structure of the tunneling conductivity with an increased peak width, very similar to the one observed in STS experiments. (a) The dependence of the $a$ and $b$ atom energies on the applied bias $V$; the parameter values are (in eV) $\varepsilon_{a}^{0}=-0.25, \varepsilon_{b}^{0}=-0.5, U_{a}=$ 1.6, $U_{b}=0.5, \gamma_{a}=0.2, \gamma_{b}=0.2, \gamma_{\mathbf{k}}=0.05, \varepsilon_{a}=\varepsilon_{a}^{0}-0.3 \mathrm{~V}$, $\varepsilon_{b}=\varepsilon_{b}^{0}-0.1 \mathrm{~V} ; T=0.2$; solid curves correspond to $\varepsilon_{a}^{\sigma}$ and $\varepsilon_{a}^{-\sigma} ;$ dotted curve shows the mean value of $\varepsilon_{b}=(1 / 2)\left(\varepsilon_{b}^{\sigma}+\right.$ $\left.\varepsilon_{b}^{-\sigma}\right)$ because atom $b$ is close to the paramagnetic state for this set of parameters. (b) The normalized tunneling conductivity vs. the applied bias voltage.
sample) while the bias voltage changes within an order $U$ range.

In the nonequilibrium case, where the tunneling bias is not zero, the interaction between atoms $a$ and $b$ can enhance the magnetic state and increase the difference between the energy values $\varepsilon_{\sigma}$ and $\varepsilon_{-\sigma}$ of the oppositespin electrons localized on atom $a$.

A detailed analysis of the tunneling bias range for which

$$
\left|\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)-E_{F}^{s}\right|<\Gamma
$$

leads to the following conclusions.
If there is no interaction between the atoms (the bias range is such that $\left.\left|\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)-E_{F}^{s}\right|<\Gamma\right)$ ), the occupancy of the state $\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)$ grows and $n_{a}^{-\sigma}(V)$ and $\varepsilon_{a}^{\sigma}(V)$ increase; consequently, $n_{a}^{\sigma}(V)$ and $\varepsilon_{a}^{-\sigma}(V)$


Fig. 4. The dependence of the $a$ and $b$ atom energies on the applied bias $V$. The parameter values are (in eV ) $\varepsilon_{a}^{0}=-0.25$, $\varepsilon_{b}^{0}=-0.1, U_{a}=1.8, U_{b}=05, \gamma_{a}=0.15, \gamma_{b}=0.2, \gamma_{\mathbf{k}}=0.05$, $\varepsilon_{a}=\varepsilon_{a}^{0}-0.3 \mathrm{~V}, \varepsilon_{b}=\varepsilon_{b}^{0}-0.1 \mathrm{~V} ; T=0.2$ (a), 0 (b). Solid curves correspond to $\varepsilon_{a}^{\sigma}$ and $\varepsilon_{a}^{-\sigma}$. The dotted curve shows the mean value of $\varepsilon_{b}=(1 / 2)\left(\varepsilon_{b}^{\sigma}+\varepsilon_{b}^{-\sigma}\right)$ because atom $b$ is close to the paramagnetic state for this set of parameters.
decrease. The levels $\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)$ and $\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)$ become closer, and a sharp transition from the magnetic to the paramagnetic state occurs (Fig. 4b).

In the presence of interaction, the $\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)$ state filling is suppressed because of a charge redistribution between the two interacting atoms $a$ and $b$. Correspondingly, the increase in $\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)$ and the decrease in $\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)$ also are not as fast as in the noninteracting case. Therefore, when atom $a$ is in the magnetic state, the range of the applied bias becomes wider because of the interatomic interaction (compare Figs. 4a and 4b). We stress that this enhancement of the magnetic regime is possible only in the nonequilibrium case, i.e., for a nonzero tunneling bias and energy levels $\varepsilon_{a(b)}^{ \pm \sigma}\left(V, n_{a(b)}^{\mp \sigma}\right)$ close to the Fermi level of one of the electrodes.

In the equilibrium case, the interaction with paramagnetic atom $b$ results in the suppression of the magnetic state on atom $a$ (compare Figs. 4a and 4b).

Figures 5 a and 5 b depict the dependence of the tunneling conductivity on the applied bias in the vicinity of


Fig. 5. The dependence of the normalized tunneling conductivity on the applied bias voltage for the same sets of parameters as in Figs. 4a and 4b.
the $a$ atom. Two broad peaks in the tunneling conductivity spectra correspond to switching "on" the $a$ atom at

$$
\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)=E_{F}^{t}
$$

and

$$
\varepsilon_{a}^{-\sigma}\left(V, n_{a}^{\sigma}\right)=E_{F}^{s}
$$

(2) For $\gamma_{\mathbf{k}} \gg \gamma_{a}, \gamma_{b}$ (i.e., for a sufficiently strong coupling to the STM tip), the magnetic state on the $a$ atom can appear twice for the opposite polarity. In Fig. 6a, the dependence of $\varepsilon_{a(b)}^{ \pm \sigma}\left(V, n_{a(b)}^{\mp \sigma}\right)$ on the applied bias is shown. In the applied bias range

$$
\left|\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)-E_{F}^{s}\right|<\Gamma
$$

atom $a$ is in the magnetic state. But as the tunneling bias increases, the filling numbers rapidly decrease and the magnetic regime is suppressed, and atom $a$ can be found in the paramagnetic state. However, for the opposite polarity of the applied bias, atom $a$ can again be found in the magnetic state when $\left|\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)\right|$ is close to the Fermi level of the tip,

$$
\left|\varepsilon_{a}^{\sigma}\left(V, n_{a}^{-\sigma}\right)-E_{F}^{t}\right|<\Gamma
$$

The interaction between the $a$ and $b$ atoms can enhance this transition. Tunneling conductivity versus bias voltage is shown in Fig. 6b.
(3) Finally, when the coupling to the STM tip is comparable to the coupling of the impurity atom to the


Fig. 6. Double switching "on-off" of the magnetic regime of atom $a$ for a strong coupling to the STM tip. (a) The dependence of the $a$ and $b$ atom energies on the applied bias $V$; the parameters values are (in eV) $\varepsilon_{a}^{0}=-0.7, \varepsilon_{b}^{0}=-0.5$, $U_{a}=2.0, U_{b}=0.5, \gamma_{a}=0.05, \gamma_{b}=0.05, \gamma_{\mathbf{k}}=0.35, \varepsilon_{a}=$ $\varepsilon_{a}^{0}-0.3 \mathrm{~V}, \varepsilon_{b}=\varepsilon_{b}^{0}-0.1 \mathrm{~V} ; T=0.2$; solid curves correspond to $\varepsilon_{a}^{\sigma}$ and $\varepsilon_{a}^{-\sigma}$; dotted curve shows the mean value of $\varepsilon_{b}^{\sigma}$. (b) The normalized tunneling conductivity vs. the applied bias voltage.
substrate, i.e., $\gamma_{\mathbf{k}} \geq \gamma_{a}, \gamma_{b}$, increasing the tunneling bias usually leads to the suppression of the magnetic state (Fig. 7a) because filling numbers decrease due to the tunneling processes. Figure 7b depicts the suppression of the second maximum of the tunneling conductivity in this case.

Thus, a significant role of the nonequilibrium electron distribution in tunneling processes through coupled Anderson impurities is demonstrated. Tunneling conductivity resonances are sensitive to changes of the electron filling numbers, which are not discrete at a nonzero applied bias. We have shown that an impurity atom can be found in the magnetic state for the applied bias within a certain range. Transitions from the paramagnetic regime to the magnetic one and vice versa can occur with changes in the bias voltage. In the presence of such transitions, impurity levels can be pinned near the Fermi levels of each electrode, thereby leading to the twofold structure of spatially resolved tunneling conductivity spectra with enormously broad peaks in the vicinity of each impurity. The theoretical approach proposed here allows us to explain the experimentally


Fig. 7. Suppression of the twofold structure of the tunneling conductivity with the increase of $\gamma_{\mathbf{k}}$. (a) The dependence of the $a$ and $b$ atom energies on the applied bias $V$; the parameters values are the same as in Fig. 3 except $\gamma_{k}=0.1$. (b) The normalized tunneling conductivity vs. the applied bias voltage.
obtained STS results and predicts some new interesting possible switching regimes. An interesting theoretical prediction is that the interaction between impurities with different values of the Coulomb repulsion can unexpectedly enhance the magnetic regime of a single atom in the nonequilibrium case at a large applied bias. At the same time, the interaction with a more paramagnetic neighbor always leads to the suppression of the magnetic state in the equilibrium.
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#### Abstract

Taking into account terms of a higher order than those usually included in the expansion of free energy close to $\kappa=1 / \sqrt{2}$ in the Ginzburg-Landau theory can lead either to the transition from the mixed to the intermediate state, as is commonly supposed, or to a chain of sequential transitions from one- to $n$-quantum vortices $(n=2,3, \ldots)$. © 2002 MAIK "Nauka/Interperiodica".


The transition from type I to type II superconductors occurs at the critical Ginzburg-Landau parameter value $\kappa=1 / \sqrt{2}$ [1]. In the presence of a magnetic flux, this is, clearly, a first-order transition because the intermediate state cannot continuously transform into an Abrikosov vortex lattice. The commonly employed approximation, however, involves random degeneracy, namely, both intermediate state and vortex lattice lose stability at the transition point. On the one hand, the surface energy of the $N S$ boundary vanishes [1], and, on the other, repulsion of vortices changes into their attraction at the transition point [2]. What is more, according to Kramer [2], the energy of an $n$-quantum vortex at $\kappa=$ $1 / \sqrt{2}$ equals $\varepsilon_{n}=n$ (we use units natural for the Gin-zburg-Landau theory [1]); that is, for each flux quantum, there is the same fraction of energy as in the normal state in the critical field. This degeneracy is quite familiar to specialists thanks to Bogomol'nyi [3].

As there is no physical reason for such a degeneracy, taking into account next terms in the expansion in order parameter $\Psi$ and gradients should remove it. For an isotropic system, we have four such invariants of equal order with respect to closeness to the transition temperature, namely,

$$
\begin{gathered}
\Psi \Psi *(-i \sqrt{2} \nabla+\kappa \mathbf{A}) \Psi(i \sqrt{2} \nabla+\kappa \mathbf{A}) \Psi^{*}, \\
\nabla\left(\Psi \Psi^{*}\right) \nabla\left(\Psi \Psi^{*}\right), \\
(-i \sqrt{2} \nabla+\kappa \mathbf{A})^{2} \Psi(i \sqrt{2} \nabla+\kappa \mathbf{A})^{2} \Psi^{*}, \quad\left(\Psi \Psi^{*}\right)^{3} .
\end{gathered}
$$

Our goal is to show the possibility in principle of substantial changes in the character of the transition. For this purpose, we include the simplest correction $|\Psi|^{6}$. The Ginzburg-Landau functional then takes the form

$$
\begin{gathered}
F=a|\Psi|^{2}+\frac{b}{2}|\Psi|^{4}+c|\Psi|^{6} \\
+g\left|\nabla \Psi-i \frac{2 e}{c \hbar} \mathbf{A} \Psi\right|^{2}+\frac{B^{2}}{8 \pi}-\frac{B H_{0}}{4 \pi},
\end{gathered}
$$

where $H_{0}$ is the external field and $\mathbf{B}=$ rot $\mathbf{A}$. In the equilibrium state and in the absence of a magnetic field, this functional reaches a minimum at $|\Psi|^{2}=\left|\Psi_{0}\right|^{2}$,

$$
\begin{equation*}
\left|\Psi_{0}\right|^{2}=-\frac{a}{b}\left(1-\frac{3}{2} \gamma\right), \tag{2}
\end{equation*}
$$

where $\gamma=-2 a c / b^{2}$ (note that, at the phase transition point, $a=0$ and $\gamma$ vanishes). This energy gain reduces to zero in critical field $H_{c}$,

$$
\begin{equation*}
H_{c}^{2}=4 \pi \frac{a^{2}}{b}(1-\gamma) . \tag{3}
\end{equation*}
$$

The ratio between correlation length $\xi$ and penetration depth $\delta$,

$$
\begin{equation*}
\xi^{2}=4 \pi \frac{\left|\Psi_{0}\right|^{2} g}{H_{c}^{2}}, \quad \delta=\frac{\hbar^{2} c^{2}}{32 \pi e^{2}} \frac{1}{\left|\Psi_{0}\right|^{2} g}, \tag{4}
\end{equation*}
$$

determines the Ginzburg-Landau к parameter,

$$
\begin{equation*}
\kappa=\frac{\hbar c}{8 \pi \sqrt{2}|e|} \frac{H_{c}}{\left|\Psi_{0}\right|^{2} g}=\kappa_{0}(1+\gamma) . \tag{5}
\end{equation*}
$$

Let us introduce the dimensionless variables

$$
\begin{gather*}
r=\frac{R}{\delta}, \quad \psi=\frac{\Psi}{\Psi_{0}}, \quad b=\frac{B}{H_{c}}, \\
h_{0}=\frac{H_{0}}{H_{c}}, \quad \mathbf{a}=\frac{\mathbf{A}}{H_{c}}, \quad f=\frac{F}{H_{c}^{2} \delta^{2}} . \tag{6}
\end{gather*}
$$

Functional (1) then takes the form

$$
\begin{gather*}
f=\frac{1}{8 \pi}\left\{b^{2}+\left|\left(\frac{\sqrt{2}}{\kappa} \nabla-i \mathbf{a}\right) \psi\right|^{2}\right. \\
\left.+\left(1-|\psi|^{2}\right)^{2}\left(1+\gamma|\psi|^{2}\right)-1-2 b h_{0}\right\} . \tag{7}
\end{gather*}
$$

We will not consider field penetration into a superconductor and will therefore assume that the magnetic flux is constant; accordingly, we will omit the $2 b h_{0}$ term. In addition, the $\kappa$ parameter will be considered independent, because its variations are not fully described by (5) in real superconductors.

Consider a separate $n$-quantum vortex. We select the calibration at which the order parameter phase equals $n \phi$, where $\phi$ is the azimuthal angle, and the vectorpotential only has the $a(r)$ azimuthal component. The energy of an axially symmetrical vortex in the cylindrical coordinate system is then given by the equation

$$
\begin{gather*}
\varepsilon_{n}=\frac{1}{4} \int_{0}^{\infty}\left[\left(a^{\prime}+\frac{a}{r}\right)^{2}+\frac{2}{\kappa^{2}}\left(\psi_{n}^{\prime}\right)^{2}\right.  \tag{8}\\
\left.+\left(\frac{\sqrt{2} n}{\kappa r}-a\right)^{2} \psi_{n}^{2}+\left(1-\psi_{n}^{2}\right)^{2}\left(1+\gamma \psi_{n}^{2}\right)\right] r d r
\end{gather*}
$$

here, $\psi_{n}(r)$ is the order parameter modulus. The Gin-zburg-Landau equations with the boundary conditions $\psi_{n}(0)=0,\left.r \psi_{n}^{\prime}\right|_{r=0}=0, a(0)=0$, and $\psi_{n}(\infty)=1$ correspond to the lowest energy. We solved this problem numerically at arbitrary $\kappa$ values and $\gamma$ of -0.1 to 0.1 . The $n$-quantum vortex energy fraction per flux quantum at $\gamma=-0.1$ is shown in Fig. 1.

If $\gamma>0$, we obtain the commonly expected picture of the transition from type II to type I superconductors with one-quantum vortices, into which magnetic flux penetrates in the form of macroscopic normal regions. At $\gamma<0$, sequential transitions from one- to $n$-quantum vortices $(n=2,3, \ldots)$ should occur as $\kappa$ decreases in the region close to the $1 / \sqrt{2}$ critical value; clearly, the width of this region is proportional to $\gamma$ (Fig. 2). The chain of such transitions becomes denser (the $n$ value infinitely increases) in approaching some critical $\kappa^{*}=$ $\kappa^{*}(\gamma)$ value. At $\kappa=\kappa^{*}$, the surface energy of the $N S$ boundary changes sign. Indeed, at large $n$, a vortex is a macroscopic cylinder in the normal state with the magnetic field virtually equal to the critical field. The volume contribution to vortex energy divided by $n$ is an $n$ independent value (the fraction of the normal state energy per flux quantum). The dependence on $n$ arises if the energy of the boundary between the normal and superconducting states, $\sigma_{N S}$, is taken into account. The $\varepsilon_{n} / n$ function then acquires a capillary correction proportional to $\sigma_{N S} / \sqrt{n}$. It follows that transitions can only condense at the point of $\sigma_{N S}$ vanishing.

According to Luk' yanchuk [4], widely spaced vortices attract each other at $\kappa \sqrt{2}-1<-\gamma / 2$. Therefore, in the region of parameters of interest to us $(\kappa<1 / \sqrt{2}, \gamma<0)$, the necessary condition of the existence of an $n$-quantum vortex is its stability with respect to the decomposition into a bound state of several vortices carrying the same total flux. An analysis of the stability of vortices will be performed using perturbation theory. The Gin-


Fig. 1. $n$-Quantum vortex energy fraction $\varepsilon_{n} \kappa / n \sqrt{2}$ per flux quantum at $\gamma=-0.1$.


Fig. 2. Regions in which vortices with different parameter $n$ values correspond to energy minimum.
zburg-Landau equations for degenerate unperturbed solutions (at $\kappa=1 / \sqrt{2}, \gamma=0$ ) can be replaced by the Bogomol'nyi equations

$$
\begin{gather*}
\nabla^{2} \ln |\psi|=-\frac{1}{2}\left(1-|\psi|^{2}\right)+2 \pi \sum_{i} n_{i} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right)  \tag{9}\\
b=1-|\psi|^{2} \tag{10}
\end{gather*}
$$

and the potential for perturbation theory can be written as

$$
\begin{equation*}
\delta f=\frac{1}{8 \pi}|\psi|\left(1-|\psi|^{2}\right)\left\{\gamma\left(1-|\psi|^{2}\right)-2 \alpha \sqrt{2}\right\}, \tag{11}
\end{equation*}
$$

where $\alpha=\kappa-1 / \sqrt{2}$. The unperturbed solution in the form of an axially symmetrical $n$-quantum vortex is described by the equation $\psi(\mathbf{r})=v_{n}(r) e^{i n \phi}$, and the
amplitude of the order parameter satisfies the equation

$$
\begin{equation*}
\nabla^{2} \ln v_{n}=-\frac{1}{2}\left(1-v_{n}^{2}\right) \tag{12}
\end{equation*}
$$

with the asymptotic behavior $v_{n}(r) \propto r^{n}$ as $r \longrightarrow 0$ and $v_{n}(r) \longrightarrow 1$ as $r \longrightarrow \infty$.

The energy of a separate $n$-quantum vortex per flux quantum can be written in the form

$$
\begin{equation*}
\frac{\varepsilon}{n}=1+\frac{1}{4}\left\{\gamma Q_{n}-2 \alpha \sqrt{2} P_{n}\right\} \tag{13}
\end{equation*}
$$

where the quantities

$$
Q_{n}=n^{-1} \int r d r v_{n}^{2}\left(1-v_{n}^{2}\right)^{2}
$$

and

$$
P_{n}=n^{-1} \int r d r v_{N}^{2}\left(1-v_{N}^{2}\right)
$$

are found by numerically integrating solutions (12). The condition under which $(n+1)$-quantum vortices become more energetically favorable than $n$-quantum vortices is as follows:

$$
\begin{equation*}
\frac{\alpha}{\gamma}>\frac{Q_{n}-Q_{n+1}}{2 \sqrt{2}\left(P_{n}-P_{n+1}\right)}, \quad \gamma<0 . \tag{14}
\end{equation*}
$$

This conclusion corresponds with direct numerical calculations (Fig. 1) and the result obtained in [4] for $n=1$; according to this result, two-quantum vortices become more favorable than one-quantum vortices at $\alpha / \gamma>0.034, \gamma<0$. Upon the attainment of the lower critical field $H_{0}=H_{c 1}$, the magnetic flux penetrates into a superconductor in the form of the most favorable $n$-quantum vortices. Two-quantum vortices are the most favorable at $0.034<\alpha / \gamma<0.066$, three-quantum vortices are the most favorable at $0.066<\alpha / \gamma<0.081$, etc. In the limit $n \longrightarrow \infty$, Eq. (14) also yields the condition under which the $N S$ boundary energy vanishes, namely, $\alpha / \gamma=0.155$. Note that separate vortices and even vortex lattices can be observed as metastable states at a positive $N S$ boundary energy, that is, in usual type I superconductors.

A separate most favorable $n$-quantum vortex can decompose into bound one-quantum vortices or other combinations of $m$-quantum vortices with the conservation of the total flux. To study the stability of an $n$-quantum vortex toward decomposition, consider the perturbed solution as a combination of vortices with the coordinates $\left|\mathbf{r}_{i}\right| \ll 1$. The order parameter can then be expanded into a series in powers of $\mathbf{r}_{i}$. Truncating this series after the second-order term yields [4]

$$
\begin{equation*}
|\psi(\mathbf{r})|=\mathrm{v}_{n}(r)+\frac{1}{2 n} \sum_{i}\left(\mathbf{r}_{i}, \nabla\right)^{2} \mathrm{v}_{n}(r) . \tag{15}
\end{equation*}
$$

Substituting (15) into potential (11) and integrating the result, we obtain

$$
\begin{align*}
\delta \varepsilon= & \frac{1}{16 n} \sum_{i}\left|\mathbf{r}_{i}\right|^{2}\left\{\gamma \int r d r v_{n}^{2}\left(1-v_{n}^{2}\right)^{2}\left(3 v_{n}^{2}-1\right)\right.  \tag{16}\\
& \left.-2 \alpha \sqrt{2} \int r d r v_{n}^{2}\left(1-v_{n}^{2}\right)\left(2 v_{n}^{2}-1\right)\right\} .
\end{align*}
$$

This yields the condition of the stability of an $n$-quantum vortex in the form

$$
\begin{equation*}
\frac{\alpha}{\gamma}>\frac{1}{2 \sqrt{2}} \frac{\int r d r v_{n}^{2}\left(1-v_{n}^{2}\right)^{2}\left(3 v_{n}^{2}-1\right)}{\int r d r v_{n}^{2}\left(1-v_{n}^{2}\right)\left(2 v_{n}^{2}-1\right)}, \quad \gamma<0 . \tag{17}
\end{equation*}
$$

A two-quantum vortex is stable with respect to the decomposition into two one-quantum vortices at $\alpha / \gamma>0.14$.

To summarize, we do not agree with the assertion [4] that the structures with one-quantum vortices can only be stable. We consider this conclusion erroneous. Indeed, in [4], the interaction energy between narrowly spaced vortices was analyzed without taking into account terms proportional to $|\psi|^{2}$.

Calculations of the coefficient of $|\psi|^{6}$ in the Gin-zburg-Landau theory for the standard BCS model [5] showed that the sign of this coefficient was negative. According to the results obtained in this work, this circumstance is favorable to the observation of $n$-quantum vortices. Candidates for observing $n$-quantum vortices are superconductors in which vortex lattices with attraction are formed. The existence of attraction manifests itself through a finite magnetization jump in field $H_{0}=H_{c 1}$. If temperature variations cause changes in the behavior of a superconductor such that its magnetization in field $H_{0}=H_{c}$ vanishes jumpwise, as is characteristic of type I superconductors, observing $n$-quantum vortices near this transition is feasible.
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#### Abstract

The problem of the effective conductivity and the distributions of a field and currents is analyzed in a regular two-component system composed of regular triangles. An efficient solution method is developed that admits a generalization to multicomponent systems. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In 1970, Dykhne [1] put forward a hypothesis about a universal dependence of the effective conductivity $\sigma_{\text {eff }}$ of a two-component system on the conductivities $\sigma_{1,2}$ of its constituents:

$$
\begin{equation*}
\sigma_{\mathrm{eff}}=\sqrt{\sigma_{1} \sigma_{2}} . \tag{1}
\end{equation*}
$$

The hypothesis is that relation (1) is always valid, provided that the following two conditions are satisfied: the conductivity of each component is isotropic, and the distributions of the components are symmetric with respect to the interchange $1 \longleftrightarrow 2$. A proof is based on the analysis of the equation for a current, $\mathbf{j}=\sigma(r) \mathbf{E}$, and the equation obtained from it by the vector multiplication by $\mathbf{n}(\mathbf{n}$ is a normal vector to the surface), $\mathbf{n} \times \mathbf{j}=$ $\sigma(r) \mathbf{n} \times \mathbf{E}$. The quantity $\mathbf{n} \times \mathbf{j}$ can be represented as $\mathbf{n} \times$ $\mathbf{j}=\nabla \mathbf{H}=\mathbf{E}$ ', where $\mathbf{j}=\operatorname{curl}(0,0, H)$ and $H$ is a magnetic field. The vector $\mathbf{E}^{\prime}$ can be interpreted as an electric field in a medium with the same structure and the conductivity $\sigma^{\prime}=\sigma_{0}^{2} / \sigma(\mathbf{r})$, where $\sigma_{0}$ is an arbitrary constant. The current density $\mathbf{j}$ ' is defined by the equation $\mathbf{j}^{\prime}=\sigma_{0}^{2} \mathbf{n} \times \mathbf{E}$. One can readily verify that the quantities $\mathbf{j}^{\prime}, \mathbf{E}^{\prime}$, and $\sigma_{0}^{2} / \sigma(\mathbf{r})$ satisfy both the equation and the boundary conditions for the field and current. Averaging the equations for $\mathbf{j}$ and $\mathbf{j}^{\prime}$ over the sample area and taking into account that the effective conductivity is isotropic in both media, we obtain the Dykhne relation [1, 2]

$$
\begin{equation*}
\sigma_{\mathrm{eff}}\left(\sigma_{1}, \sigma_{2}\right) \sigma_{\mathrm{eff}}\left(\sigma_{0}^{2} / \sigma_{1}, \sigma_{0}^{2} / \sigma_{2}\right)=\sigma_{0}^{2} \tag{2}
\end{equation*}
$$

Relation (1) is a particular case of Eq. (2) for $\sigma_{0}=$ $\sqrt{\sigma_{1} \sigma_{2}}$. Relation (2) is also valid for multicomponent
systems and admits a generalization to an anisotropic conductor. In [3], an exact solution was obtained to the problem of the effective conductivity and the field distribution in a regular two-component system with a chessboard structure. It was demonstrated that relation (1) is satisfied in such a system for any value of the parameter $Z=\left(\sigma_{1}-\sigma_{2}\right) /\left(\sigma_{1}+\sigma_{2}\right)$, although this is achieved in a rather sophisticated way.

A perturbation theory with respect to a small deviation of the local conductivity from its mean value was considered in [4].

In the general case, the problem of the field distribution and the conductivity of a multicomponent system can be reduced to a system of integral equations for the density of charges arising along the boundaries of domains. For a two-component system, such a system of equations depends only on a single parameter $Z$.

Below, we present an efficient method that allows one to determine the distribution of charges and a field in a regular two-component system composed of regular triangles to a high degree of accuracy for arbitrary values of the parameter $Z$.

The Dykhne relation [1] will be applied to verify the accuracy of the approximation used.

## 2. CONDUCTIVITY OF A REGULAR TWO-COMPONENT SYSTEM WITH CELLS IN THE FORM OF REGULAR TRIANGLES

The two-component system under consideration consists of regular triangles (Fig. 1). The effective conductivity $\sigma_{\text {eff }}$ of such a system is isotropic. Therefore, it suffices to determine a current for the orientation of the external electric field shown in Fig. 1. It is obvious from the symmetry considerations that there exist only two


Fig. 1. Two-component system with cells in the form of regular triangles.
independent charge densities $\rho_{1,2}$ distributed along the edges of the cells in the structure under consideration. Inside each triangle, the equation

$$
\begin{equation*}
\Delta \varphi=0 \tag{3}
\end{equation*}
$$

holds, where $\varphi$ is a scalar potential, which is everywhere continuous, and $\Delta$ is the Laplace operator. Equation (3) follows from the conservation law for current $\mathbf{j}$

$$
\begin{equation*}
\operatorname{div} \mathbf{j}=0 \tag{4}
\end{equation*}
$$

It follows from Eq. 3 that potential $\varphi$ can be represented as

$$
\begin{equation*}
\varphi=E_{0} y-4 \pi \int d^{2} r_{1} G\left(r-r_{1}\right) \rho\left(r_{1}\right) \tag{5}
\end{equation*}
$$

where $G$ is a two-dimensional Green's function,

$$
\begin{equation*}
G=\frac{1}{2 \pi} \ln \left|r-r_{1}\right| . \tag{6}
\end{equation*}
$$

The charge density $\rho$ is distributed along the edges of triangles,

$$
\begin{equation*}
\rho(r)=\hat{\rho} \delta(\hat{y}), \tag{7}
\end{equation*}
$$

where $\hat{y}$ is a local coordinate transverse to the boundary of a triangle. Henceforth, we will omit the sign ^ over the charge density.

The following relations hold on the boundaries of triangles:

$$
\begin{equation*}
E_{n}^{(1)}-E_{n}^{(2)}=4 \pi \hat{\rho}, \quad \sigma_{1} E_{n}^{(1)}=\sigma_{2} E_{n}^{(2)}, \tag{8}
\end{equation*}
$$

where $E=-\partial \varphi / \partial r$ is an electric field and $\mathbf{n}$ is a normal vector to the boundary of a triangle. From Eqs. (5) and (8), we obtain a closed system of equations for the charge densities $\tilde{\rho}_{1,2}$ :

$$
\begin{align*}
& \frac{Z}{2 \pi}\left\{\frac{1}{2}+\frac{2 \pi}{\sqrt{3}} \int_{0}^{1} d t\left(\tilde{\rho}_{1}(t)-\tilde{\rho}_{2}(t)\right) \sum_{M=-\infty}^{\infty} \frac{\tan \left(\frac{\pi}{2}(t+M)\right)}{\sinh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right)+\cosh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right) \tan ^{2}\left(\frac{\pi}{2}(M+t)\right)}\right\}=\tilde{\rho}_{1}\left(t_{1}\right) \\
& \frac{Z}{2 \pi}\left\{1+\frac{2 \pi}{\sqrt{3}} \int_{0}^{1} d t \tilde{\rho}_{1}(t)\left[\sum_{M=-\infty}^{\infty} \frac{\tan \left(\frac{\pi}{2}(t+M)\right)}{\sinh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right)+\cosh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right) \tan ^{2}\left(\frac{\pi}{2}(M+t)\right)}\right.\right.  \tag{9}\\
&\left.+\sum_{M=-\infty}^{\infty} \frac{\tan \left(\frac{\pi}{2}(M+t)\right)}{\left.\sinh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}+t_{1}+\frac{t}{2}\right)\right)+\cosh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}+t_{1}+\frac{t}{2}\right)\right) \tan ^{2}\left(\frac{\pi}{2}(M+t)\right)\right]}\right]=-\tilde{\rho}_{2}\left(t_{1}\right)
\end{align*}
$$

In (9), we have passed to the dimensionless variables

$$
\hat{t}=a \tilde{t}, \quad \rho_{1,2}=E_{0} \tilde{\rho}_{1,2}
$$

$$
\begin{align*}
\sigma_{\mathrm{eff}} & =-\frac{4 \pi \sigma_{1} \sigma_{2}}{\sigma_{1}-\sigma_{2}} \int_{0}^{1} d t \tilde{\rho}_{2}(t),  \tag{10}\\
\frac{\sigma_{\mathrm{eff}}}{\sqrt{\sigma_{1} \sigma_{2}}} & =-\frac{2 \pi \sqrt{1-Z^{2}}}{Z} \int_{0}^{1} d t \tilde{\rho}_{2}(t) .
\end{align*}
$$

where $\hat{t}$ is the length along the edge measured from the corner point (Fig. 1) and $a$ is the length of the triangle's edge. The effective conductivity $\sigma_{\text {eff }}$ is expressed in

The examination of Eqs. (9) reveals that the functions $\tilde{\rho}_{1,2}$ satisfy the relations

$$
\begin{equation*}
\tilde{\rho}_{2}(t)=\tilde{\rho}_{2}(1-t), \quad \tilde{\rho}_{1}(t)=-\frac{\tilde{\rho}_{2}(t)}{2}+\rho_{1}^{1}(t) \tag{11}
\end{equation*}
$$

where the function $\rho_{1}^{1}$ changes its sign under the substitution of $1-t$ for $t$ :

$$
\begin{equation*}
\rho_{1}^{1}(t)=-\rho_{1}^{1}(1-t) . \tag{12}
\end{equation*}
$$

It follows from the system of equations (9) that the functions $\tilde{\rho}_{1,2}(t)$ are doubly periodic analytic functions of the complex variable $t$ with periods of $(1 / 2 \pm i \sqrt{3} / 2)$. The points

$$
t_{N, M}=\frac{1}{2}(N+M)+\frac{i \sqrt{3}}{2}(N-M)
$$

are branching points of the functions $\tilde{\rho}_{1,2}$. In the neighborhood of the point $t=0$, we have

$$
\begin{equation*}
\tilde{\rho}_{2}(t)=-\frac{\tilde{C}}{t^{2 \kappa}}, \quad \rho_{1}^{1}(t)=\frac{\tilde{A}}{t^{2 \kappa}}, \tag{13}
\end{equation*}
$$

where $\tilde{A}, \tilde{C}$, and $\kappa$ are certain constants. From Eqs. (9), (11), and (13), we obtain the following system of equations for the coefficients $\tilde{A}, \tilde{C}$, and к:

$$
\begin{align*}
& \frac{3}{2} Z \frac{\sin (\pi / 6-\pi \kappa / 3)}{\cos (\pi \kappa)} \tilde{C}=\tilde{A} \\
& 2 Z \frac{\cos (\pi / 6-\pi \kappa / 3)}{\sin (\pi \kappa)} \tilde{A}=\tilde{C} \tag{14}
\end{align*}
$$

The solvability condition for the system of equations (14) yields the following equation for the parameter $\kappa$ :

$$
\begin{equation*}
3 Z^{2} \frac{\sin (\pi / 3-2 \pi \kappa / 3)}{\sin (2 \pi \kappa)}=1 \tag{15}
\end{equation*}
$$

Solving Eq. (15), we obtain an explicit expression for the parameter $\kappa$,

$$
\begin{equation*}
\kappa=\frac{1}{2}-\frac{3}{2 \pi} \arctan \left(\sqrt{3 \frac{1-Z^{2}}{1+3 Z^{2}}}\right) . \tag{16}
\end{equation*}
$$

In addition to the singularity (13), the functions $\tilde{\rho}_{2,1}$ have a singularity of the form

$$
\begin{equation*}
\tilde{\rho}_{1,2} \propto t^{2 \tilde{\kappa}}, \quad \tilde{\kappa}>0 \tag{17}
\end{equation*}
$$

The parameter $\tilde{\kappa}$ satisfies Eq. (15) under the replacement $\kappa \longrightarrow-\tilde{\kappa}$,

$$
\begin{equation*}
\frac{3 Z^{2} \sin \left(\frac{2 \pi}{3}-\frac{2 \pi}{3} \tilde{\kappa}\right)}{\sin (2 \pi \tilde{\kappa})}=-1 \tag{18}
\end{equation*}
$$

a solution to which is given by

$$
\begin{equation*}
\tilde{\kappa}=\frac{1}{2}+\kappa+\frac{3 L}{2}, \quad L=0,1,2, \ldots \tag{19}
\end{equation*}
$$

The functions $\tilde{\rho}_{1,2}$ are generated by doubly periodic analytic functions whose periods $T_{1,2}$ are given by

$$
\begin{equation*}
T_{1}=2, \quad T_{2}=K e^{i \pi / 3} \tag{20}
\end{equation*}
$$

where $K$ is a positive integer. The period $T_{1}=2$ is associated with the fact that the functions $\rho_{1,2}$ must assume the original value after a turn around the points $(0,1)$. This means that a meromorphic elliptic function, which is a basic one for constructing $\rho_{1,2}$, has an ordered arrangement of poles and zeros on the set $\left\{\tilde{K} e^{i \pi / 3}+L\right\}$, where $\tilde{K}$ is fixed and $L=0, \pm 1, \pm 2, \ldots$; i.e., for any value of $L$, only one pole and one zero of the same order can be located at the neighboring points $(L, L+1)$. For any value of $K$, there exist $2 K$ meromorphic elliptic functions whose poles and zeros are ordered in the aforementioned sense. Among these functions, there exists a maximal set of $2 K$ functions that are mutually transformed under the translations

$$
t_{N, M}=\frac{1}{2}(N+M)+\frac{i \sqrt{3}}{2}(N-M)
$$

Taking into account complex conjugation, we obtain equivalent sets of meromorphic functions for $K=1,2$ that are insufficient for satisfying conditions (14), (15), (17), (18). These functions are contained in the sets that arise for $K>2$. An arbitrary meromorphic function with prescribed periods and location of poles and zeros is expressed in terms of the Jacobi theta function [5]. In our case, we have

$$
\tau=2, \quad \tau^{\prime}=\frac{i \sqrt{3}}{2} K+\left(\frac{1}{2} K-2 L^{\prime}\right)
$$

where $L^{\prime}$ is an integer such that $\left|K^{\prime} / 2-2 L^{\prime}\right|$ is minimal:

$$
\begin{align*}
\vartheta_{1}\left(\frac{t}{\tau}\right)= & i \sum_{N=-\infty}^{\infty}(-1)^{N} \exp \left(\frac{i \pi}{\tau} \tau^{\prime}\left(N-\frac{1}{2}\right)^{2}\right)  \tag{21}\\
& \times \exp \left\{\frac{2 i \pi t}{\tau}\left(N-\frac{1}{2}\right)\right\}
\end{align*}
$$

When $K=1\left(L^{\prime}=0\right)$, there exists a single meromorphic elliptic function $\phi_{1}(t)$ that can be used for constructing the charge densities $\rho_{1}^{1}$ and $\rho_{2}$ :

$$
\begin{gather*}
\phi_{1}(t)=\left(\frac{\sum_{N=1}^{\infty} \cos \left(\pi t\left(N-\frac{1}{2}\right)\right) \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty}(-1)^{N+1} \sin \left(\pi t\left(N-\frac{1}{2}\right)\right) \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}\right)^{2},  \tag{22}\\
\phi_{1}(1-t)=\phi_{1}^{-1}(t), \quad \hat{\phi}_{1}(t)=\phi_{1}^{\mathrm{K}}(t), \quad \hat{\phi}_{1}(1-t)=\frac{1}{\hat{\phi}_{1}(t)} .
\end{gather*}
$$

Consider the case of $K=3$. Eight meromorphic functions are divided into two sets of functions that are invariant under the translations $t_{N, M}$. One of these sets consists of two functions, $\phi_{1}(t)$ and $\phi_{1}(1-t)$, which are defined in Eq. (22). The second set consists of six functions,

$$
\begin{gather*}
\left\{\phi_{2}(t), \phi_{2}^{-1}(t), \phi_{2}\left(t+e^{i \pi / 3}\right), \phi_{2}^{-1}\left(t+e^{i \pi / 3}\right)\right.  \tag{23}\\
\left.\phi_{2}\left(t+2 e^{i \pi / 3}\right), \phi_{2}^{-1}\left(t+2 e^{i \pi / 3}\right)\right\}
\end{gather*}
$$

where

$$
\begin{gather*}
\phi_{2}(t)=\phi_{1}(t)\left(\frac{-e^{i \pi / 2} \vartheta_{1}\left(\frac{e^{i \pi / 3}-t}{\tau}\right)}{\vartheta_{1}\left(\frac{1+e^{i \pi / 3}-t}{\tau}\right)}\right)^{4}, \\
\phi_{2}\left(t+e^{i \pi / 3}\right)=\phi_{1}(t)\left(\frac{\vartheta_{1}(t / \tau)}{\vartheta_{1}\left(\frac{1-\tau}{\tau}\right)}\right)^{4}  \tag{24}\\
\phi_{2}\left(t+2 e^{i \pi / 3}\right)=\phi_{1}(t)\left(\frac{-e^{i \pi / 2} \vartheta_{1}\left(\frac{2 e^{i \pi / 3}-t}{\tau}\right)}{\vartheta_{1}\left(\frac{1+2 e^{i \pi / 3}-t}{\tau}\right)}\right)^{4}
\end{gather*}
$$

In (24), the theta function is defined by expression (21):

$$
\begin{align*}
\vartheta_{1}\left(\frac{t}{\tau}\right)= & i \sum_{N=-\infty}^{\infty}(-1)^{N} \exp \left\{\frac{i 3 \pi}{2} e^{i \pi / 3}\left(N-\frac{1}{2}\right)^{2}\right\}  \tag{25}\\
& \times \exp \left\{i \pi t\left(N-\frac{1}{2}\right)\right\} .
\end{align*}
$$

Under the translations by the periods $\tau=2$ and $\tau^{\prime}=$ $3 e^{i \pi / 3}$, this theta function is transformed as follows:

$$
\begin{gather*}
\vartheta_{1}\left(\frac{t+\tau}{\tau}\right)=-\vartheta_{1}\left(\frac{t}{\tau}\right) \\
\vartheta_{1}\left(\frac{t+\tau^{\prime}}{\tau}\right)=-\vartheta_{1}\left(\frac{t}{\tau}\right) \exp \left[-i \pi\left(t+\frac{3}{2} e^{i \pi / 3}\right)\right] \tag{26}
\end{gather*}
$$

Let us introduce the functions $\hat{\phi}_{2}(t), \hat{W}(t)$, and $\hat{W}_{1}(t)$ by the relations

$$
\begin{gather*}
\hat{\phi}_{2}(t)=\phi_{2}^{\mathrm{K}}(t), \quad \hat{\phi}_{2}\left(t+e^{i \pi / 3}\right)=\phi_{2}^{\mathrm{K}}\left(t+e^{i \pi / 3}\right), \\
\hat{\phi}_{2}\left(t+2 e^{i \pi / 3}\right)=\phi_{2}^{\mathrm{K}}\left(t+2 e^{i \pi / 3}\right),  \tag{27}\\
\hat{W}(t)=\hat{\phi}_{2}(t)+\hat{\phi}_{2}\left(t+e^{i \pi / 3}\right)+\hat{\phi}_{2}\left(t+2 e^{i \pi / 3}\right), \\
\hat{W}_{1}(t)=\hat{\phi}_{2}^{-1}(t)+\hat{\phi}_{2}^{-1}\left(t+e^{i \pi / 3}\right)+\hat{\phi}_{2}^{-1}\left(t+2 e^{i \pi / 3}\right) .
\end{gather*}
$$

The functions $\hat{\phi}_{1}(t), \hat{W}(t)$, and $\hat{W}_{1}(t)$ are basis functions for constructing the charge densities $\rho_{1,2}$. Retaining only these functions as the basis and taking into account the symmetry properties (11) and (12), we obtain

$$
\begin{gather*}
\rho_{2}(t)=-C_{1}\left[\left(\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t)\right)+\left(\frac{1}{\hat{\phi}_{1}(t)}+\frac{1}{\hat{\phi}_{1}^{*}(t)}\right)\right] \\
+i C_{2}\left[\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right)+\left(\frac{1}{\hat{\phi}_{1}(t)}-\frac{1}{\hat{\phi}_{1}^{*}(t)}\right)\right] \\
-C_{3}\left[\left(\hat{W}(t)+\hat{W}^{*}(t)\right)+\left(\hat{W}_{1}(t)+\hat{W}_{1}^{*}(t)\right)\right] \\
+i C_{4}\left[\left(\hat{W}(t)-\hat{W}^{*}(t)\right)+\left(\hat{W}_{1}(t)-\hat{W}_{1}^{*}(t)\right)\right], \\
\rho_{1}^{1}(t)=A_{1}\left[\left(\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t)\right)-\left(\frac{1}{\hat{\phi}_{1}(t)}+\frac{1}{\hat{\phi}_{1}^{*}(t)}\right)\right]  \tag{28}\\
-i A_{2}\left[\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right)-\left(\frac{1}{\hat{\phi}_{1}(t)}-\frac{1}{\hat{\phi}_{1}^{*}(t)}\right)\right]
\end{gather*}
$$

$$
\begin{aligned}
& +A_{3}\left[\left(\hat{W}(t)+\hat{W}^{*}(t)\right)-\left(\hat{W}_{1}(t)+\hat{W}_{1}^{*}(t)\right)\right] \\
& -i A_{4}\left[\left(\hat{W}(t)-\hat{W}^{*}(t)\right)-\left(\hat{W}_{1}(t)-\hat{W}_{1}^{*}(t)\right)\right] .
\end{aligned}
$$

In formula (28), the asterisk denotes complex conjugation, and the coefficients $C_{1-4}$ and $A_{1-4}$ are certain constants that will be defined below.

Expressions (28) for the charge densities $\rho_{2}$ and $\rho_{1}^{1}$ exhibit required behavior at all points $t_{N, M}$ and possess the symmetry properties (11) and (12) under the substitution of $1-t$ for $t$. Therefore, one may hope that, even if these functions do not provide an exact solution to Eqs. (9), they may serve as a good approximation to the exact solution uniformly throughout the range of variation of Z .

Now, let us pass to the calculation of the coefficients $C_{1-4}$ and $A_{1-4}$. First of all, note that, in the neighborhood
of the singularity $t^{2 \mathrm{~K}}$, the expansion is carried out in even powers of $t$. This means that the quantity $L$ (see (19)) is equal to 1 , and, hence, $\tilde{\kappa}=\kappa+2$. The vanishing of the coefficients of $t^{2 \mathrm{~K}}$ and $t^{2 \mathrm{~K}+2}$ in the expressions for $\rho_{2}$ and $\rho_{1}^{1}$ yields four equations for the coefficients $C_{1-4}$ and $A_{1-4}$. Two equations are derived from the solvability condition (14). Another equation can be obtained by integrating the first (or second) equation in (9) with respect to $t_{1}$ over the interval $(0,1)$. Finally, the last (eighth) equation is chosen in such a way that the functions $\rho_{1,2}$ defined by Eqs. (28) should provide the best approximation to the exact solution of the system of equations (9).

Let us introduce eight functions $G_{1-4}$ and $\hat{F}_{1-4}$ of parameter $\kappa$ by the following relations:

$$
\begin{gather*}
G_{1}=\int_{0}^{1} d t\left(\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t)\right), \quad G_{3}=-i \int_{0}^{1} d t\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right),  \tag{29}\\
\hat{F}_{1}=\int_{0}^{1} d t\left(\hat{W}(t)+\hat{W}^{*}(t)\right), \quad \hat{F}_{3}=-i \int_{0}^{1} d t\left(\hat{W}(t)-\hat{W}^{*}(t)\right), \\
\left(\begin{array}{l}
G_{2} \\
G_{4} \\
\hat{F}_{2} \\
\hat{F}_{4}
\end{array}\right)=\sum_{M} \int_{0}^{1} d t_{1} \int_{0}^{1} d t \frac{\tan \left(\frac{\pi}{2}(t+M)\right)}{\sinh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right)+\cosh ^{2}\left(\frac{\pi}{\sqrt{3}}\left(\frac{M}{2}-t_{1}+\frac{t}{2}\right)\right) \tan ^{2}\left(\frac{\pi}{2}(M+t)\right)} \begin{array}{c}
\left(\begin{array}{c}
\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t) \\
-i\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right) \\
\hat{W}(t)+\hat{W}^{*}(t) \\
-i\left(\hat{W}(t)-\hat{W}^{*}(t)\right)
\end{array}\right) .
\end{array} . .
\end{gather*}
$$

Expression (29) for $G_{2,4}$ and $\hat{F}_{2,4}$ in (29) can be substantially simplified. Summing over $M$, we obtain

$$
\begin{align*}
\left(\begin{array}{c}
G_{2} \\
G_{4} \\
\hat{F}_{2} \\
\hat{F}_{4}
\end{array}\right)= & 2 \int_{0}^{1} d t \int_{0}^{\infty} d t_{1}\left(\frac{\tan \left(\frac{\pi t}{2}\right)}{\sinh ^{2}\left(\frac{\pi t_{1}}{\sqrt{3}}\right)+\cosh ^{2}\left(\frac{\pi t_{1}}{\sqrt{3}}\right) \tan ^{2}\left(\frac{\pi t}{2}\right)}-\frac{\cot \left(\frac{\pi t}{2}\right)}{\sinh ^{2}\left(\frac{\pi t_{1}}{\sqrt{3}}\right)+\cosh ^{2}\left(\frac{\pi t_{1}}{\sqrt{3}}\right) \cot ^{2}\left(\frac{\pi t}{2}\right)}\right) \\
& \times\left(\begin{array}{c}
\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t) \\
-i\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right) \\
\hat{W}(t)+\hat{W}^{*}(t) \\
-i\left(\hat{W}(t)-\hat{W}^{*}(t)\right)
\end{array}\right)=\sqrt{3} \int_{0}^{1} d t(1-2 t)\left(\begin{array}{c}
\hat{\phi}_{1}(t)+\hat{\phi}_{1}^{*}(t) \\
-i\left(\hat{\phi}_{1}(t)-\hat{\phi}_{1}^{*}(t)\right) \\
\hat{W}(t)+\hat{W}^{*}(t) \\
-i\left(\hat{W}(t)-\hat{W}^{*}(t)\right)
\end{array}\right) . \tag{30}
\end{align*}
$$

Substituting expression (28) for the charge density $\rho_{2}$ into (10), we obtain the following expression for the effective conductivity in terms of the coefficients $C_{1-4}$ :

$$
\begin{gather*}
\frac{\sigma_{\text {eff }}}{\sqrt{\sigma_{1} \sigma_{2}}}=\frac{4 \pi}{Z} \sqrt{1-Z^{2}}  \tag{31}\\
\times\left[\left(C_{1} G_{1}+C_{2} G_{3}\right)+\left(C_{3} \hat{F}_{1}+C_{4} \hat{F}_{3}\right)\right] .
\end{gather*}
$$

As we noted above, there exist seven natural equations for eight coefficients $A_{1-4}$ and $C_{1-4}$. This system of seven equations defines a one-parameter family of functions $\rho_{1,2}$ (see (28)). Along with this family of functions, we also consider the family of functions $\rho_{1,2}^{(\mathrm{it})}$ that represents the first iteration of the system of equations (9) with respect to the functions $\rho_{1,2}$ of zero-order approximation. As the norm $S$, we choose a functional of the form

$$
\begin{equation*}
S=\int_{0}^{1} d t\left\{\left|\rho_{2}-\rho_{2}^{(\mathrm{it})}\right|+\left|\rho_{1}-\rho_{1}^{(\mathrm{it})}\right|\right\} \tag{32}
\end{equation*}
$$

The value of the free parameter is chosen from the minimum condition for the functional $S$ :

$$
\begin{equation*}
\delta S=0 \tag{33}
\end{equation*}
$$

The final expression for the functions $\rho_{1,2}$ is independent of the choice of the free parameter.

To derive the other seven equations, we have to use the expansion of the functions $\hat{\phi}_{1,2}(t)$ in the domain $0<t \ll 1$ up to the fourth-order terms. To facilitate the calculations, we will use the general properties of meromorphic elliptic functions. Suppose that $\psi$ is an ellip-
tic function that has one zero and one second-order pole in the parallelogram of periods and can be expanded as

$$
\begin{equation*}
\psi=\frac{a}{t^{2}}+b+c t^{2}+\ldots \tag{34}
\end{equation*}
$$

in the neighborhood of the pole. Then, the function $\psi(t)$ is a solution to the equation

$$
\begin{equation*}
\psi^{3}-\frac{a}{4}\left(\psi^{\prime}\right)^{2}-3 b \psi^{2}-\left(5 a c-3 b^{2}\right) \psi=0 \tag{35}
\end{equation*}
$$

In our case, the function $\psi(t)$ also satisfies the relation

$$
\begin{equation*}
\psi(1-t)=1 / \psi(t) \tag{36}
\end{equation*}
$$

Formulas (35) and (36) also imply that, in this case, the coefficient $c$ is given by

$$
\begin{equation*}
c=\frac{3 b^{2}-1}{5 a} \tag{37}
\end{equation*}
$$

and, consequently, $\psi$ satisfies the equation

$$
\begin{equation*}
\psi^{3}-\frac{a}{4}\left(\psi^{\prime}\right)^{2}-3 b \psi^{2}+\psi=0 \tag{38}
\end{equation*}
$$

Equation (38) substantially facilitates the determination of the Taylor expansion coefficients of the function $\psi(t)$.

Now, let us consider the function $\phi_{1}(t)$. In the domain $t \ll 1$, we determine the first two terms in the Laurent series expansion of the function $\phi_{1}(t)$ from formula (22) and recover the third term by formula (37):

$$
\begin{equation*}
\phi_{1}(t)=\frac{R_{1} e^{i \gamma_{1}}}{t^{2}}\left[1+R_{2} e^{i \gamma_{2}} t^{2}+R_{3} e^{i \gamma_{3} t^{4}}\right] \tag{39}
\end{equation*}
$$

where

$$
\begin{gather*}
R_{1} e^{i \gamma_{1}}=\frac{1}{\pi^{2}}\left(\frac{\sum_{N=1}^{\infty} \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty}(-1)^{N+1}\left(N-\frac{1}{2}\right) \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}\right)^{2}, \\
R_{2} e^{i \gamma_{2}}=-\pi^{2}\left[\frac{\sum_{N=1}^{\infty}\left(N-\frac{1}{2}\right)^{2} \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty} \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}\right.  \tag{40}\\
-\frac{1}{3} \frac{\sum_{N=1}^{\infty}(-1)^{N+1}\left(N-\frac{1}{2}\right)^{3} \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)}{\left.\sum_{N=1}^{\infty}(-1)^{N+1}\left(N-\frac{1}{2}\right) \exp \left(-\frac{\pi \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i \pi}{4} N(N-1)\right)\right]} \\
R_{3} e^{i \gamma_{3}}=\frac{1}{5}\left[3 R_{2}^{2} e^{2 i \gamma_{2}}-R_{1}^{-2} e^{-2 i \gamma_{1}}\right] .
\end{gather*}
$$

Using the explicit expressions for the theta functions ( $\tau=2, \tau^{\prime}=3 e^{i \pi / 3}$ ) given in Appendix A, we find the first two terms in the Laurent series expansion of the function

$$
\left(\vartheta_{1}\left(\frac{1-t}{\tau}\right) / \vartheta_{1}\left(\frac{t}{\tau}\right)\right)^{2}
$$

As above, the third term is recovered by formula (37):

$$
\begin{equation*}
\left(\frac{\vartheta_{1}\left(\frac{1-t}{\tau}\right)}{\vartheta_{1}\left(\frac{t}{\tau}\right)}\right)^{2}=\frac{D_{1} e^{i \varphi_{1}}}{t^{2}}\left(1+D_{2} e^{i \varphi_{2}} t^{2}+D_{3} e^{i \varphi_{3}} t^{4}\right) \tag{41}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{1} e^{i \varphi_{1}}=\frac{1}{\pi^{2}}\left(\frac{\sum_{N=1}^{\infty} \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty}(-1)^{N+1}\left(N-\frac{1}{2}\right) \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}\right)^{2},  \tag{42}\\
& D_{2} e^{i \varphi_{2}}=-\pi^{2}\left[\frac{\sum_{N=1}^{\infty}\left(N-\frac{1}{2}\right)^{2} \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty} \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}\right. \\
&-\left.\frac{1}{3} \frac{\sum_{N=1}^{\infty}\left(N-\frac{1}{2}\right)^{3} \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}{\sum_{N=1}^{\infty}(-1)^{N+1}\left(N-\frac{1}{2}\right) \exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right) \exp \left(\frac{i 3 \pi}{4} N(N-1)\right)}\right],
\end{align*}
$$

$$
D_{3} e^{i \varphi_{3}}=\frac{1}{5}\left[3 D_{2}^{2} e^{2 i \varphi_{2}}-D_{1}^{-2} e^{-2 i \varphi_{1}}\right]
$$

There exists a simple relation between the elliptic functions on the right-hand side of (24), which directly follows from the transformation formulas (26):

$$
\begin{equation*}
\frac{\vartheta_{1}\left(\frac{e^{i \pi / 3}+t}{\tau}\right)}{\vartheta_{1}\left(\frac{1+e^{i \pi / 3}+t}{\tau}\right)}=\frac{\vartheta_{1}\left(\frac{2 e^{i \pi / 3}-t}{\tau}\right)}{\vartheta_{1}\left(\frac{1+2 e^{i \pi / 3}-t}{\tau}\right)} \tag{43}
\end{equation*}
$$

The elliptic functions $\phi_{2}(t) / \phi_{1}(t), \phi_{2}\left(t+e^{i \pi / 3}\right) / \phi_{1}(t)$, and $\phi_{2}\left(t+e^{2 i \pi / 3}\right) / \phi_{1}(t)$ on the right-hand side of (24) differ only by a shift in the argument. Therefore, all these functions satisfy the same equation whose coefficients $a$ and $b$ are defined by formula (41):

$$
\begin{equation*}
a=D_{1} e^{i \varphi_{1}}, \quad b=D_{1} D_{2} e^{i\left(\varphi_{1}+\varphi_{2}\right)} \tag{44}
\end{equation*}
$$

Hence, to determine the Taylor expansion coefficients of the function $\phi_{2}(t) / \phi_{1}(t)$ equal to

$$
\begin{gather*}
\left(\frac{e^{-i \pi / 2} \vartheta_{1}\left(\frac{e^{i \pi / 3}-t}{\tau}\right)}{\vartheta_{1}\left(\frac{1+e^{i \pi / 3}-t}{\tau}\right)}\right)^{2}=\mathscr{F}_{0} e^{i \chi_{0}}  \tag{45}\\
\times\left(1+\mathscr{F}_{1} e^{i \chi_{1}} t+\mathscr{F}_{2} e^{i \chi_{2}} t^{2}+\mathscr{F}_{3} e^{i \chi_{3}} t^{3}+\mathscr{F}_{4} e^{i \chi_{4}} t^{4}\right), \tag{1}
\end{gather*}
$$

it suffices to determine its value at $t=0$. This is done in Appendix A. The values of the other coefficients are obtained by Eq. (38):

$$
\begin{aligned}
& \mathscr{F}_{1} e^{i \chi_{1}}=-\frac{2}{\sqrt{a}} \sqrt{-3 b+\mathscr{F}_{0} e^{i \chi_{0}}+\frac{1}{\mathscr{F}_{0}} e^{-i \chi_{0}}}, \\
& \mathscr{F}_{2} e^{i \chi_{2}}=\frac{1}{a}\left(-6 b+3 \mathscr{F}_{0} e^{i \chi_{0}}+\frac{1}{\mathscr{F}_{0}} e^{-i \chi_{0}}\right),
\end{aligned}
$$

$$
\begin{gather*}
\mathscr{F}_{3} e^{i \chi_{3}}=-\frac{4}{a \sqrt{a}} \\
\times \sqrt{-3 b+\mathscr{F}_{0} e^{i \chi_{0}}+\frac{1}{\mathscr{F}_{0}} e^{-i \chi_{0}}\left(-b+\mathscr{F}_{0} e^{i \chi_{0}}\right),}  \tag{46}\\
\mathscr{F}_{4} e^{i \chi_{4}}=\frac{1}{a^{2}} \\
\times\left[3+6 b^{2}-15 \mathscr{F}_{0} e^{i \chi_{0}}+5 \mathscr{F}_{0}^{2} e^{i \chi_{0}}-\frac{b}{\mathscr{F}_{0}} e^{-i \chi_{0}}\right] .
\end{gather*}
$$

The numerical values of the coefficients $R_{i}, D_{i}, \mathscr{F}_{i}, \gamma_{i}$, $\varphi_{i}$, and $\chi_{i}$ are given in Appendix A. Separating the term having a singularity $\sim t^{-2 \kappa}$ from expressions (28) for $\rho_{1}^{1}$ and $\rho_{2}$, we obtain the following relations for the coefficients $A_{i}$ and $C_{i}$ from Eq. (14):

$$
\begin{aligned}
& A_{1} \cos \left(\kappa \gamma_{1}\right)+A_{2} \sin \left(\kappa \gamma_{1}\right) \\
&+A_{3}\left[2 \mathscr{F}_{0}^{2 \mathrm{~K}} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right. \\
&\left.-\left(\frac{D_{1}}{R_{1}}\right)^{2 \kappa} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right] \\
&+ A_{4}\left[2 \mathscr{F}_{0}^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right. \\
&\left.+\left(\frac{D_{1}}{R_{1}}\right)^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right] \\
&=\frac{3}{2} Z \frac{\sin \left(\frac{\pi}{6}-\frac{\pi \kappa}{3}\right)}{\cos (\pi \kappa)}\left\{C_{1} \cos \left(\kappa \gamma_{1}\right)+C_{2} \sin \left(\kappa \gamma_{1}\right)\right. \\
&+C_{3}\left[2 \mathscr{F}_{0}^{2 \kappa} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right. \\
&\left.+\left(\frac{D_{1}}{R_{1}}\right)^{2 \kappa} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right] \\
&+C_{4}\left[2 \mathscr{F}_{0}^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right. \\
&-\left.\left.\left(\frac{D_{1}}{R_{1}}\right)^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right]\right\}
\end{aligned}
$$

Up to terms of the fourth order in $t$, we obtain the following expressions for the functions $\hat{\phi}_{1}^{-1}$ and $\hat{\phi}_{2}^{-1}$ from formulas (24), (39), (41), and (45):

$$
\hat{\phi}_{1}^{-1}(t)=\frac{t^{2 \kappa}}{R_{1}^{\kappa}} e^{-i \kappa \gamma_{1}}\left[1-\kappa t^{2} R_{2} e^{i \gamma_{2}}\right.
$$

$$
\begin{align*}
& \left.+t^{4}\left(-\kappa R_{3} e^{i \gamma_{3}}+\frac{\kappa(\kappa+1)}{2} R_{2}^{2} e^{2 i \gamma_{2}}\right)\right], \\
& \hat{\phi}_{1}\left(t+e^{i \pi / 3}\right)=\frac{t^{2 \kappa}}{R_{1}^{\kappa}}\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} e^{i \kappa\left(\gamma_{1}-2 \varphi_{1}\right)}  \tag{48}\\
& \times\left[1+t^{2} \mathscr{P}_{1} e^{i \alpha_{1}}+t^{4} \mathscr{P}_{2} e^{i \alpha_{2}}\right], \\
& \frac{1}{\hat{\phi}_{2}(t)}+\frac{1}{\hat{\phi}_{2}\left(t+e^{i \pi / 3}\right)}=2 \frac{t^{2 \kappa}}{R_{1}^{\kappa}} e^{-i \kappa\left(\gamma_{1}+2 \chi_{0}\right)} \\
& \times\left[1+t^{2} Q_{1} e^{i \beta_{1}}+t^{4} Q_{2} e^{i \beta_{2}}\right] .
\end{align*}
$$

The expressions for the coefficients $\mathscr{P}_{i}, Q_{i}, \alpha_{i}$, and $\beta_{i}$ in terms of $R_{i} \mathscr{F}_{i}, D_{i}, \gamma_{i}$, and $\chi_{i}$ are given in Appendix B. Using expressions (A.8) and (A.9) for the charge densities $\rho_{1}^{1}(t)$ and $\rho_{2}(t)$, we obtain the remaining five equations for the coefficients $A_{i}$ and $C_{i}$. The first four equations are obtained from the vanishing of the coefficients of $t^{2 \mathrm{~K}}$ and $t^{2 \mathrm{~K}+2}$ in the expressions for the charge densities $\rho_{1}^{1}$ and $\rho_{2}$, while the last equation follows from Eqs. (13) and (14):

$$
\begin{gathered}
C_{1} \cos \left(\kappa \gamma_{1}\right)-C_{2} \sin \left(\kappa \gamma_{1}\right) \\
+C_{3}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right. \\
\left.+\frac{2}{\mathscr{F}_{0}^{2 \kappa}} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right] \\
+C_{4}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right. \\
\left.-\frac{2}{\mathscr{F}_{0}^{2 \kappa}} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right]=0, \\
-\kappa R_{2} C_{1} \cos \left(\kappa \gamma_{1}-\gamma_{2}\right)+\kappa R_{2} C_{2} \sin \left(\kappa \gamma_{1}-\gamma_{2}\right) \\
+C_{3}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P}{ }_{1} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right)\right. \\
\left.+\frac{2}{\mathscr{F}_{0}^{2 \kappa}} Q_{1} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)\right] \\
+C_{4}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P}_{1} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right)\right. \\
\left.-\frac{2}{\mathscr{F}_{0}^{2 \kappa}} Q_{1} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)\right]=0, \\
-A_{1} \cos \left(\kappa \gamma_{1}\right)+A_{2} \sin \left(\kappa \gamma_{1}\right)
\end{gathered}
$$

$$
\begin{gathered}
+A_{3}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right. \\
\left.-\frac{2}{\mathscr{F}_{0}^{2 \kappa}} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right] \\
+A_{4}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right. \\
\left.+\frac{2}{\mathscr{F}_{0}^{2 \kappa}} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right]=0, \\
\kappa A_{1} R_{2} \cos \left(\kappa \gamma_{1}-\gamma_{2}\right)-\kappa R_{2} A_{2} \sin \left(\kappa \gamma_{1}-\gamma_{2}\right) \\
+ \\
A_{3}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P}_{1} \cos \left(\kappa\left(\gamma_{1}-2 \varphi\right)+\alpha_{1}\right)\right. \\
\left.\quad-\frac{2}{\mathscr{F}_{0}^{2 \kappa}} Q_{1} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)\right] \\
+ \\
A_{4}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P} P_{1} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right)\right. \\
+\frac{2}{\left.\mathscr{F}_{0}^{2 \kappa} Q_{1} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)\right]=0,} \\
+A_{1}\left[-\kappa R_{3} \cos \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa(\kappa+1)}{2} R_{2}^{2} \cos \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right] \\
+A_{2}\left[-\kappa R_{3} \sin \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa(\kappa+1)}{2} R_{2}^{2} \sin \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right] \\
+ \\
+
\end{gathered}
$$



Fig. 2. The ratio $\sigma_{\text {eff }} / \sqrt{\sigma_{1} \sigma_{2}}$ as a function of parameter $Z$ (solid curve) for the solution defined by (28) and (dashed curve) the result obtained by the first iteration of functions (28).

$$
\begin{aligned}
&-C_{2}\left[-\kappa R_{3} \sin \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa(\kappa+1)}{2} R_{2}^{2} \sin \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right] \\
&+ {\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P}_{2} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right.} \\
&\left.+\frac{2}{\mathscr{F}_{0}^{2 \kappa}} Q_{2} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{2}\right)\right] \\
&+ C_{4}\left[\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \mathscr{P}_{2} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right. \\
&\left.\left.-\frac{2}{\mathscr{F}_{0}^{2 \kappa}} Q_{2} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{2}\right)\right]\right\}
\end{aligned}
$$

The functions $\rho_{1,2}$ defined by Eqs. (28) do not represent an exact solution to system (9). Nevertheless, they provide a very good approximation to the exact solution for any value of the parameter $Z$. Figure 2 represents the ratio $\sigma_{\text {eff }} \sqrt{\sigma_{1} \sigma_{2}}$ as a function of $Z$ for the solution defined by formula (28) (solid curve). For the exact solution, this ratio is independent of $Z$ and identically equal to unity. Using (28) as the zero-order approximation, we obtain its first iteration by the system of equations (9). The expression for $\sigma_{\text {eff }} / \sqrt{\sigma_{1} \sigma_{2}}$ obtained with the use of these functions is shown in Fig. 2; the dashed curve corresponds to the first iteration. Figures 3 and 4 represent the functions $\tilde{\rho}_{1,2}$ for the values $Z=0.2,0.4,0.6,0.8$ (solid curves) defined by formulas (28) (zero-order approximation) and (dashed curves) the results of the first iteration. We also present the values of the coefficients $A_{1-4}$ and $C_{1-4}$ at the points $Z=$ $\{0.2,0.4,0.6,0.8\}$.


Fig. 3. Function $\tilde{\rho}_{1}$ for $Z=\{0.2,0.4,0.6,0.8\}$ (solid curve) defined by formula (28) and (dashed curve) the result of the first iteration.


Fig. 4. Function $\tilde{\rho}_{2}$ for $Z=\{0.2,0.4,0.6,0.8\}$ (solid curve) defined by formula (28) and (dashed curve) the result of the first iteration.

## 3. CONCLUSION

The conductivity and the distributions of charge, current density, and electric field are analyzed in a twocomponent system composed of regular triangles. An efficient method is proposed for investigating the properties of two-component systems that is based on the
application of elliptic functions. This method admits a generalization to multicomponent systems.

The presence of corner points leads to a singular distribution of the charge density. Therefore, the conventional perturbation theory is inefficient. The method proposed in this paper (see also [3]) correctly takes into

Coefficients $A_{1-4}$ and $C_{1-4}$ at the points $Z=\{0.2,0.4,0.6,0.8\}$

| $Z$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 0.2 | 544.796 | -95.428 | -544.756 | 95.545 | -11368.274 | -1673.776 | 3789.333 | -663.774 |
| 0.4 | 70.423 | -60.533 | -70.353 | 60.661 | -766.805 | -289.381 | 255.505 | -218.651 |
| 0.6 | 7.124 | -13.678 | -7.090 | 13.791 | -49.934 | -36.644 | 16.617 | -32.006 |
| 0.8 | 0.964 | -3.208 | -0.943 | 3.305 | -6.685 | -8.223 | 2.220 | -7.718 |

consideration all specific features arising in the chargedensity distribution. The functions $\rho_{1,2}$ (see (28)) are double-periodic analytic functions of the variable $t$ with the periods ( $1 / 2 \pm i \sqrt{3} / 2$ ) associated with the structure of the system. The basis of doubly periodic functions used in this study can easily be extended. Nevertheless, the minimal basis used for constructing the functions $\rho_{1,2}$ allows one to determine the functions $\rho_{1,2}$ to a high degree of accuracy and provides a good first-order approximation for the iterative procedure.
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APPENDIX

## Appendix A

Let us derive an explicit expression for the four theta functions used in Eq. (24). From formula (21), we obtain

$$
\begin{gather*}
\tau=2, \quad \tau^{\prime}=3 \exp \left(\frac{i \pi}{3}\right),  \tag{A.1}\\
\vartheta_{1}\left(\frac{t}{\tau}\right) / \exp \left(\frac{3 i \pi}{16}\right)=2 \sum_{N=1}^{\infty}(-1)^{N+1} S_{N} \\
\times \sin \left(\pi\left(N-\frac{1}{2}\right) t\right)\left[\cos T_{N}+i \sin T_{N}\right], \\
\vartheta_{1}\left(\frac{1-t}{\tau}\right) / \exp \left(\frac{3 i \pi}{16}\right)=2 \sum_{N=1}^{\infty}(-1)^{N+1} S_{N} \\
\times \sin \left(\pi\left(N-\frac{1}{2}\right)(1-t)\right)\left[\cos T_{N}+i \sin T_{N}\right], \\
\vartheta_{1}\left(\frac{\exp \left(\frac{i \pi}{3}-t\right)}{\tau}\right) / \exp \left(\frac{3 i \pi}{16}\right)
\end{gather*}
$$

$$
\begin{gathered}
-i\left[\exp \left(\frac{\pi \sqrt{3}}{2}\left(N-\frac{1}{2}\right)\right)\right. \\
\times \cos \left(T_{N}+\pi\left(N-\frac{1}{2}\right)\left(\frac{1}{2}+t\right)\right) \\
-\exp \left(-\frac{\pi \sqrt{3}}{2}\left(N-\frac{1}{2}\right)\right) \\
\left.\left.\times \cos \left(T_{N}-\pi\left(N-\frac{1}{2}\right)\left(\frac{1}{2}+t\right)\right)\right]\right\}
\end{gathered}
$$

where

$$
\begin{gather*}
S_{N}=\exp \left(-\frac{\pi 3 \sqrt{3}}{4}\left(N-\frac{1}{2}\right)^{2}\right)  \tag{A.2}\\
T_{N}=\frac{3 \pi}{4} N(N-1)
\end{gather*}
$$

The numerical calculation yields the following values of the coefficients $R_{i}, \gamma_{i}, D_{i}, \varphi_{i}(39)$ and (41) and $\mathscr{F}_{0}$, $\chi_{0}$ (45):

$$
\begin{gather*}
R_{1}=0.39153, \quad R_{2}=2.9492 \\
R_{3}=6.5232, \quad \gamma_{1}=0.5236 \\
\gamma_{2}=-2.0944, \quad \gamma_{3}=2.0944 \\
D_{1}=0.40591, \quad D_{2}=1.6449  \tag{A.3}\\
D_{3}=0.40591, \quad \varphi_{1}=-0.0022821 \\
\varphi_{2}=-3.1407, \quad \varphi_{3}=-0.0068458 \\
\mathscr{F}_{0}=1.017408, \quad \chi_{0}=-0.26294
\end{gather*}
$$

Substituting $D_{i}$ and $\varphi_{i}$ into Eq. (43), we obtain the coefficients $a$ and $b$ by which we determine the coefficients $\mathscr{F}_{i}$ and $\chi_{i}(i=1,2,3,4)(45)$ :

$$
\begin{gathered}
\mathscr{F}_{3}=6.229212, \quad \mathscr{F}_{2}=19.52981 \\
\mathscr{F}_{3}=51.3458, \quad \mathscr{F}_{4}=129.1729 \\
\chi_{1}=\pi, \quad \chi_{2}=-0.066447 \\
\chi_{3}=2.9838, \quad \chi_{4}=0.23792
\end{gathered}
$$

## Appendix B

Up to terms of the fourth order in $t$, from Eqs. (24) and (40) we obtain

$$
\begin{equation*}
\hat{\phi}_{2}\left(t+e^{i \pi / 3}\right)=\frac{t^{2 \kappa}}{R_{1}^{\mathrm{\kappa}}}\left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa} \exp \left(i \kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right) \tag{A.5}
\end{equation*}
$$

$\times\left[1+R_{2} e^{i \gamma_{2}} t^{2}+R_{3} e^{i \gamma_{3}} t^{4}\right]^{\kappa}\left(1+D_{2} e^{i \varphi_{2}} t^{2}+D_{3} e^{i \varphi_{3}} t^{4}\right)^{-2 \kappa}$.

Comparing expression (45) with (A.5) for $\hat{\phi}_{2}(t+$ $e^{i \pi / 3}$ ), we obtain the following values of the parameters $\mathscr{P}_{i}$ and $\alpha_{i}$ :

$$
\begin{gather*}
\mathscr{P}_{1} e^{i \alpha_{1}}=\kappa\left[R_{2} e^{i \gamma_{2}}-2 D_{2} e^{i \varphi_{2}}\right] \\
\mathscr{P}_{2} e^{i \alpha_{2}}=\kappa\left[R_{3} e^{i \gamma_{3}}-2 D_{3} e^{i \gamma_{3}}+\frac{\kappa-1}{2} R_{2}^{2} e^{2 i \gamma_{2}}\right.  \tag{A.6}\\
\left.-2 \kappa R_{2} D_{2} e^{i\left(\gamma_{2}+\varphi_{2}\right)}+(2 \kappa+1) D_{2}^{2} e^{2 i \varphi_{2}}\right]
\end{gather*}
$$

The coefficients $Q_{i}$ and $\beta_{i}$ are obtained in a similar way from Eqs. (24), (44), and (45):

$$
\begin{align*}
& Q_{1} e^{i \beta_{1}}= \kappa\left[-R_{2} e^{i \gamma_{2}}-2 \mathscr{F}_{2} e^{i \chi_{2}}+(2 \kappa+1) \mathscr{F}_{1}^{2} e^{2 i \chi_{1}}\right], \\
& Q_{2} e^{i \beta_{2}}= \kappa\left\{-R_{3} e^{i \gamma_{3}}-2 \mathscr{F}_{4} e^{i \chi_{4}}+(2 \kappa+1) \mathscr{F}_{2}^{2} e^{2 i \chi_{2}}\right. \\
&+2(2 \kappa+1) \mathscr{F}_{1} \mathscr{F}_{3} e^{i\left(\chi_{1}+\chi_{3}\right)}  \tag{A.7}\\
& \quad-2(\kappa+1)(2 \kappa+1) \mathscr{F}_{1}^{2} \mathscr{F}_{2} e^{i\left(2 \chi_{1}+\chi_{2}\right)} \\
&+\frac{(\kappa+1)(2 \kappa+1)(2 \kappa+3)}{6} \mathscr{F}_{1}^{4} e^{4 i \chi_{1}}+2 \kappa R_{2} \mathscr{F}_{2} e^{i\left(\chi_{2}+\gamma_{2}\right)} \\
&\left.-\kappa(2 \kappa+1) R_{2} \mathscr{F}_{1}^{2} e^{i\left(\gamma_{2}+2 \chi_{1}\right)}+\frac{\kappa+1}{2} R_{2}^{2} e^{2 i \gamma_{2}}\right\} .
\end{align*}
$$

Let us determine the term proportional to $t^{2 \kappa}$ in the expressions for the charge densities $\rho_{2}$ and $\rho_{1}^{1}$. From Eqs. (28) and (45), we obtain

$$
\begin{aligned}
& \rho_{2}(t) \longrightarrow \frac{2 t^{2 \kappa}}{R_{1}^{\kappa}}\left\{C _ { 1 } \left[\cos \left(\kappa \gamma_{1}\right)-\kappa t^{2} R_{2} \cos \left(\kappa \gamma_{1}-\gamma_{2}\right)\right.\right. \\
&+\left.t^{4} \kappa\left(-R_{3} \cos \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa+1}{2} R_{2}^{2} \cos \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right)\right] \\
&-C_{2}\left[\sin \left(\kappa \gamma_{1}\right)-\kappa t^{2} R_{2} \sin \left(\kappa \gamma_{1}-\gamma_{2}\right)\right. \\
&\left.+t^{4} \kappa\left(-R_{3} \sin \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa+1}{2} R_{2}^{2} \sin \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right)\right] \\
&+C_{3}\left[( \frac { R _ { 1 } } { D _ { 1 } } ) ^ { 2 \kappa } \left(\operatorname { c o s } \left(\left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right.\right.\right. \\
&\left.+t^{2} \mathscr{P}_{1} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right)\right) \\
&\left.+t^{4} \mathscr{P}_{2} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right) \\
&+\frac{2}{\mathscr{F}_{0}^{2 \kappa}}\left(\cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right. \\
&+ Q_{1} t^{2} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
&+\left.\left.t^{4} Q_{2} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{2}\right)\right)\right] \\
&+ C_{4}\left[( \frac { R _ { 1 } } { D _ { 1 } } ) ^ { 2 \kappa } \left(\sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right)\right.\right. \\
&+t^{2} \mathscr{P}_{1} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right) \\
&+\left.t^{4} \mathscr{P}_{2} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right) \\
&-\frac{2}{\mathscr{F}_{0}^{2 \kappa}\left(\sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right.} \\
&+t^{2} Q_{1} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right) \\
&+\left.\left.\left.t^{4} Q_{2} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{2}\right)\right)\right]\right\} \\
& \rho_{1}^{1}(t) \longrightarrow \frac{2 t^{2 \kappa}}{R_{1}^{2 \kappa}}\left\{-A_{1}\left[\cos \left(\kappa \gamma_{1}\right)-\kappa R_{2} t^{2} \cos \left(\kappa \gamma_{1}-\gamma_{2}\right)\right.\right. \\
&\left.+t^{4} \kappa\left(-R_{3} \cos \left(\kappa \gamma_{1}-\gamma_{3}\right)+\frac{\kappa+1}{2} R_{2}^{2} \cos \left(\kappa \gamma_{1}-2 \gamma_{2}\right)\right)\right] \\
&\left.+t^{4} \mathscr{P}_{2} \cos \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right) \\
&+t^{4} \kappa\left(-R_{3}\right. \sin \left(\frac{R_{1}}{D_{1}}\right)^{2 \kappa}\left(\cos \left(\kappa\left(\gamma_{1}-\gamma_{3}\right)+\frac{\kappa+1}{2} R_{2}^{2} \sin \left(\kappa \gamma_{1}-2 \varphi_{1}\right)\right)\right. \\
&+\left.A_{2}\left[\sin \left(\kappa \gamma_{1}\right)-\kappa R_{2} t^{2} \sin \left(\kappa \gamma_{1}-\gamma_{2}\right)\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \quad-\frac{2}{\mathscr{F}_{0}^{2}}\left(\cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right)\right.  \tag{A.9}\\
& +t^{2} Q_{1} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right) \\
& + \\
& \left.\left.+t^{4} Q_{2} \cos \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{2}\right)\right)\right] \\
& + \\
& +A_{4}\left[( \frac { R _ { 1 } } { D _ { 1 } } ) ^ { 2 \kappa } \left(\operatorname { s i n } \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)\right.\right.\right. \\
& +\mathscr{P}_{1} t^{2} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{1}\right) \\
& \\
& \quad+\frac{2}{\left.\mathscr{F}_{2} t^{4} \sin \left(\kappa\left(\gamma_{1}-2 \varphi_{1}\right)+\alpha_{2}\right)\right)} \\
& +Q_{1} t^{2} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)\right) \\
& + \\
& Q_{2} t^{4} \sin \left(\kappa\left(\gamma_{1}+2 \chi_{0}\right)-\beta_{1}\right)
\end{align*}
$$

Expressions (A.8) and (A.9) have been used for deriving Eqs. (46) for the coefficients $A_{i}$ and $C_{i}$.
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#### Abstract

The effect of radiative friction emerging during the transverse motion of a screen with a slit relative to the luminous flux is considered. It is shown that the effect is associated with the diffraction of light. Although this effect is weak, it must be taken into consideration in high-precision measurements like those for detecting gravity waves. The effect is analyzed for various types of slits and in the framework of various diffraction modes. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

During the last several decades, considerable advances were made in the theory of physical measurements. The methods developed in this field have made it possible to study new physical phenomena mainly related to quantum physics and to carry out experiments (such as the detection of gravity waves) which were formerly impossible. The following example illustrates the complexity of such a problem: the detection of gravity waves involves the measurement of the displacement of one of the mirrors by a distance on the order of $10^{-16} \mathrm{~cm}$ [1]. In high-precision measurements, the effects which could be formerly disregarded due to their smallness must be taken into account. One of such effects is diffraction-induced friction, which was introduced during an analysis of the Heisenberg microscope [2], where it limits considerably the sensitivity of the measuring circuit. The essence of this effect can be described as follows. Let a photon beam be incident on a moving screen with a slit. As a result of diffraction from the slit and the Doppler effect, photons acquire an additional momentum transferred in the direction of motion of the slit. In accordance with the momentum conservation principle, an equal and opposite momentum is transferred to the screen, resulting in friction. This effect is close to the Robertson-Poynting light friction [3, 4] observed for an astronomical object as a consequence of the Maxwell electromagnetic theory.

In [2], only the main principles of this effect were formulated. Subsequent discussions proved that a more rigorous analysis of this effect is required. This article is devoted to a detailed description of this effect. In Section 2 , the basic equation for the diffraction-induced frictional force is derived. An analysis of the effect for various types of slits is carried out in Section 3 for two models of diffraction, which provide different descrip-
tions of the radiation intensity for large diffraction angles.

## 2. BASIC EQUATION

We choose a laboratory frame of reference which is fixed relative to an observer (the quantities related to this frame are primed). As a model, we take an ideal conductor in the form of a flat thin screen lying in the plane $z^{\prime}=0$ with a narrow long slit cut in it along the $y^{\prime}$ axis. The slit width amounts to several wavelengths of the incident light (see figure). In such a formulation of the problem, diffraction effects are independent of $y^{\prime}$ and the light intensity is reduced to the solution of a 2 D diffraction problem. A plane phonon beam incident along the normal to the screen will be defined by frequency $\omega_{0}^{\prime}$. In order to register the momentum, we mentally arrange a series of photodetectors around the slit for measuring the energy of photons incident on them. It is well known that the momentum and energy of photons are connected through the relation $p=E / c$ ( $c$ is the velocity of light). Consequently, the total momentum transferred to the screen by the luminous flux is given by

$$
\begin{equation*}
d p_{x}=-\frac{1}{c} \int \sin \Theta d E, \tag{1}
\end{equation*}
$$

where $\Theta$ is the smallest angle formed with the normal to the screen and the integral is taken over an arbitrary surface bounding the slit. The energy $d E$ of the luminous flux hitting a detector during the time interval $d t$ in the solid angle $d \Omega$ visible from the side of the slit is determined by the intensity of the light wave passing through the slit, $I(\Theta, \omega)=I(\Theta) \delta\left(\omega-\omega_{0}\right)$, through the relation

$$
\begin{equation*}
d E=I(\Theta, \omega) S \cos \Theta d t d \omega d \Omega \tag{2}
\end{equation*}
$$

Here, $S$ is the area of the slit and $S \cos \Theta$ is the area of the slit visible from the detector side. It is convenient to
carry out a further analysis for the case when the detectors are arranged at a large distance behind the slit so that the slit can be regarded as a point source with a given angular distribution of intensities $I(\Theta)$. In this approximation, light waves from light sources distributed over the surface of the slit propagate in parallel to an arbitrarily chosen detector (as in the HuygensFresnel diffraction model).

Let us now assume that the slit moves at a velocity $V \ll c$. In this approximation, we will omit the terms of the order of $V^{2} / c^{2}$ in subsequent calculations. We seek the force acting on the screen and proportional to $V$. This simplifies the calculations since the terms containing $\sqrt{1-v^{2} / c^{2}}$, as well as the relativistic change in the width of the slit and the detectors, are disregarded in the transformations of the wave vector upon a transition to another frame of reference.

In the laboratory frame of reference, a diffraction pattern varying with time is formed around the slit; for this reason, it is convenient to pass to a reference frame in which the slit is stationary. In this frame of reference, a wave is incident on the screen at a small angle $\beta \approx V / c$ and the field distribution will be characterized by the intensity $I(\Theta, \beta)$. The force acting on the screen is given by

$$
\begin{equation*}
F_{x}=\frac{d p_{x}}{d t}=-K \int I(\Theta, \beta) \cos \Theta(\sin \Theta+\beta) d \Theta \tag{3}
\end{equation*}
$$

Here, $K=S \Delta \phi / c, \Delta \phi$ being the angular size of the detectors along the $y$ axis. The second term in the parentheses in the integrand is the initial value of the photon momentum which would be transferred to an absorbing screen without a slit:

$$
F_{x}^{\mathrm{initio}}=-\frac{\beta W}{c}
$$

where

$$
W=K \int I(\Theta, \beta) \cos \Theta d \Theta
$$

is the power of diffracted light. Photons that do not participate in diffraction create no frictional force; for this reason, the effect is referred to as diffraction-induced friction. Let us consider the change in formula (3) upon a transition to the laboratory frame of reference.


Schematic diagram of propagation of a light wave (a) in the laboratory frame of reference and (b) in a frame of reference where the slit is stationary.

In the laboratory frame, the photon frequency (energy) varies in different angular directions in accordance with the Doppler effect: $d \omega^{\prime}=d \omega(1+\beta \sin \Theta)$. Consequently, the force acting on the screen can be expressed through the angular distribution of intensity in a reference frame in which the slit is stationary as follows:

$$
\begin{equation*}
F_{x}^{\prime}=-K \int I(\Theta, \beta)\left(\sin \Theta+\beta+\beta \sin ^{2} \Theta\right) \cos \Theta d \Theta \tag{4}
\end{equation*}
$$

This expression includes only the force created by the wave passing through the slit and should be supplemented with the force created by the wave reflected from the surface of the screen (we consider the case of ideal reflection). According to [5], if we consider diffraction as radiation emitted from the screen edges, its intensity turns out to be the same in the half-planes in front of and behind the screen; consequently, the value of friction must be doubled:

$$
F_{x}^{\text {full }}=2 F_{x}^{\prime}
$$

We will now analyze the coefficient of diffractioninduced friction ( $m$ is the mass of the screen),

$$
\begin{equation*}
\sigma=-\frac{F_{x}^{\text {full }}}{m V}=\frac{W}{m c^{2}} \delta \tag{5}
\end{equation*}
$$

expressed in terms of an auxiliary coefficient $\delta$ which depends only on the intensity distribution of the diffraction pattern:

$$
\begin{equation*}
\delta=2 \frac{\int_{-\pi / 2}^{\pi / 2}\left\{I(\Theta, \beta)\left(1+\sin ^{2} \Theta\right)+I_{\beta}^{\prime}(\Theta, \beta) \sin \Theta\right\}_{\beta=0} \cos \Theta d \Theta}{\int_{-\pi / 2}^{\pi / 2} I(\Theta) \cos \Theta d \Theta} \tag{6}
\end{equation*}
$$

Since the diffraction-induced scattering of the wave is small, we can calculate the power of the diffracted wave behind the screen (the quantity in the denominator) confining ourselves to small diffraction angles; in this case, the dependence on $\beta$ is insignificant.

In the next section, we will calculate the coefficient $\delta$ for two different types of slits in two models of diffraction.

## 3. FRICTION FOR DIFFERENT TYPES OF SLITS IN DIFFERENT DIFFRACTION MODELS

In order to determine the intensity of a light wave passing through the slit, we define the polarization of the vector field potential $\mathbf{A}$ along the $y$ axis, $I \propto A_{y}^{2}$. This is essential since the choice of polarization affects the intensity distribution in some cases [5].

### 3.1. Fresnel Diffraction

Fresnel diffraction [3] is the simplest model of diffraction, in which the field at the point of observation is treated as a superposition of the fields created by point sources distributed over the surface of the slit (of width $a$ ). The intensity at a large distance from the slit, such that $a^{2} / \omega_{0} r \ll 1$ (Fraunhofer approximation), is proportional to the Fourier transform of the transmission coefficient $T(x)$ of the slit:

$$
\begin{equation*}
I(\Theta, \beta) \propto\left|\int_{-\infty}^{\infty} T(x) e^{i k x(\sin \Theta+\beta)} d x\right|^{2} . \tag{7}
\end{equation*}
$$

It does not depend on the properties or thickness of the screen material.

Let us consider a slit with a Gaussian distribution of the transmission coefficient (as in the Heisenberg microscope [2]),

$$
T(x)=e^{-x^{2} / 2 a^{2}}, \quad I \sim e^{-k_{0}^{2} a^{2}(\sin \Theta+\beta)^{2}}, \quad k_{0}=\frac{2 \pi}{\omega_{0}} .
$$

The field decreases rapidly and, hence, we can confine our analysis to small angles, setting $\sin \Theta \propto \Theta$. The coefficient

$$
\begin{equation*}
\delta \approx \frac{\sqrt{2}}{\left(k_{0} a\right)^{2}} \tag{8}
\end{equation*}
$$

is proportional to the square of the diffraction angle.
A slit with sharp boundaries such that

$$
T(x)= \begin{cases}1, & -a \leq x \leq a \\ 0, & x<-a, \quad x>a\end{cases}
$$

displays a different behavior. In this case, we have

$$
I \propto \frac{\sin ^{2}\left[k_{0} a(\sin \Theta+\beta)\right]}{(\sin \Theta+\beta)^{2}}
$$

For a narrow slit $\left(k_{0} a \ll 1\right)$, we obtain $\delta=2.7$. For a wide slit ( $k_{0} a \gtrdot 1$ ), numerical calculations give the following dependence:

$$
\begin{equation*}
\delta=\frac{\xi_{F}}{k_{0} a} \tag{9}
\end{equation*}
$$

where the parameter $\xi_{F}\left(k_{0} a\right)$ oscillates in the range of values from 0.6 to 1.9 with a period $\pi$.

### 3.2. Sommerfeld Diffraction

A more accurate expression for the intensity distribution can be obtained by representing the screen as an aggregate of infinitely thin wedges separated from one another by a distance $a$. For a perfectly conducting wedge, Sommerfeld solved the diffraction problem exactly [5]. The superposition with the solution for the second wedge leads to the following expression:

$$
I \propto \frac{\sin ^{2}\left[k_{0} a(\sin \Theta+\beta)\right]}{\sin ^{2}[(\Theta+\beta) / 2]}+\frac{\cos ^{2}\left[k_{0} a(\sin \Theta+\beta)\right]}{\cos ^{2}[(\Theta-\beta) / 2]} .
$$

For a narrow slit $\left(k_{0} a \ll 1\right)$, we obtain $\delta \approx 2$. For a wide slit, a numerical calculation leads to an expression similar to that in the Fresnel theory:

$$
\begin{equation*}
\delta=\frac{\xi_{z}}{k_{0} a}, \tag{10}
\end{equation*}
$$

where the parameter $\xi_{z}\left(k_{0} a\right)$ oscillates in the range from 2.1 to 2.2 with a period $\pi$. The discrepancy with the Fresnel theory is significant. This indicates that, while calculating the coefficient of diffraction-induced friction, one cannot confine the analysis to approximate models of diffraction.

A more accurate expression for intensity [5] in the case of a wide slit takes into account the effects of mutual diffraction at the screen edges, but contains corrections to $\xi$ of the order of $\left(k_{0} a\right)^{-1 / 2}$, which are insignificant for our analysis. For a narrow slit with $k_{0} a \ll 1$, we have $I \propto \cos ^{2} \Theta$. In this case, $\delta=1.2$.

## 4. CONCLUSIONS

Let us consider a diffraction grating with a view of possible practical applications and for obtaining numerical estimates. The total intensity from several slits can be obtained by multiplying the intensity from one slit (calculated using a more accurate Sommerfeld theory) and the grating factor

$$
\frac{\sin ^{2}\left(N k_{0} d \sin \Theta\right)}{\sin ^{2}\left(k_{0} d \sin \Theta\right)}
$$

where $d$ is the grating constant and $N$ is the number of slits. A numerical analysis shows that for $N \gg 1$, the coefficient $\delta$ oscillates about the value of 2 and is virtually independent of $d$ and $N$. The minimum value of $\delta \approx$ 0.1 is attained for a slit width such that $k_{0} a \approx 8.2$, while the maximum value of $\delta \approx 3.1$ is attained for $k_{0} a \approx 11.2$. The amplitude of oscillations decreases monotonically upon an increase in $k_{0} a$. Consequently, the average coefficient of diffraction-induced friction

$$
\sigma \approx \frac{2 W}{m c^{2}}
$$

has a value that must be taken into account in high-precision measurements in an analysis of the motion of the diffraction grating in a luminous flux. For a screen of mass $m=10^{-6} \mathrm{~g}$ and a laser of power $W=1 \mathrm{~W}$ creating a diffraction pattern, the coefficient of diffractioninduced friction $\sigma \sim 10^{-8} \mathrm{~s}^{-1}$. It follows from this estimate that the inclusion of diffraction-induced friction becomes essential in an analysis of the motion of a diffraction grating in a luminous flux if the duration of
high-precision measurements is several months or more.
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#### Abstract

The dynamics of charged particles is investigated under conditions close to those of experiments in a weakly ionized laboratory gas-discharge dust plasma. The existing phenomenological criteria of phase transitions for dust structures in such a plasma are treated, and new criteria are suggested. The parameters responsible for the order and scaling of dynamic processes in Yukawa dissipative systems are determined. The relation for the diffusion coefficient $D$ of macroparticles in strongly correlated liquid structures is derived. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

A dust plasma is a partially ionized gas containing micron-sized particles of condensed matter (dust). Dust particles in plasma may acquire electric charges and interact with one another. The combined effect of forces of interparticle interaction and dissipation processes may lead to the formation of steady-state dust structures (similar to liquid or solid), as well as to complex oscillatory or chaotic modes [1-10].

It is customary to assume that dust particles in a weakly ionized plasma interact with one another through the intermediary of a screened Coulomb potential (Yukawa potential),

$$
\begin{equation*}
\phi_{D}=\frac{e Z}{l} \exp \left(-\frac{l}{\lambda}\right) \tag{1}
\end{equation*}
$$

where $e Z$ is the dust particle charge, $\lambda$ is the screening length, and $l$ is the interparticle spacing. The properties of nonideal Yukawa systems are subjected to extensive numerical simulation studies [9-22]. The nonideality of dust plasma is usually characterized by the parameter $\Gamma$ equal to the ratio of the potential energy of Coulomb interaction between neighboring particles to their kinetic temperature $T$,

$$
\frac{(e Z)^{2} n^{1 / 3}}{T}
$$

(here, $n$ is the dust concentration and $T$ is measured in energy units). The numerical calculation results indicate that, at $\Gamma>1$, the short-range order arises in the Coulomb system of particles, and the value of the critical nonideality parameter $\Gamma=\Gamma_{c}$ on the crystallization curve is close to 106 [16, 19-21]. The assumption of screened interaction given by Eq. (1) leads to an increase in the parameter $\Gamma_{c}$ on the crystallization curve
of dust systems. The phase diagram for Yukawa systems, obtained by way of generalization of the numerical simulation results [11-18], is given in Fig. 1. The simulation results demonstrate that the phase transitions in Yukawa systems are defined by two dimensionless parameters $\Gamma$ and $\kappa=n^{-1 / 3} / \lambda$. However, the correlation $f(\Gamma, \kappa)$ relating these parameters to the quantity $\Gamma_{c}=\Gamma_{c}=f(\Gamma, \kappa)$ has not yet been obtained either for liquid-crystal phase transitions or for the transition between the body-centered cubic (bcc) lattice and facecentered cubic (fcc) structure. The authors of a number of publications restrict themselves to the introduction of linear approximations of the data of numerical simulation in different regions of the phase diagram [13, 15]. Such approximations result from the optimal mathematical fitting of the calculated points by the linear function and are not validated from the physical standpoint. The most successful of relevant papers [12] suggests the condition of constancy of the normalized value of the nonideality parameter as the criterion for melting of the bcc lattice,

$$
\Gamma^{*}=\left(1+\kappa+\kappa^{2} / 2\right) \exp (-\kappa) \Gamma
$$

$\left(\Gamma_{c}^{*} \approx 106\right)$. It has been demonstrated in [18] that the normalized value of $\Gamma_{c}^{*}$ is almost independent of the ambient gas viscosity (friction coefficient of dust particles $\mathrm{V}_{\mathrm{fr}}$ ). This fact is important because, in laboratory plasma-dust systems, the macroscopic particles find themselves in a viscous medium, where the dissipation due to collisions with gas atoms or molecules plays an important part.

The diffusion of macroparticles is the main transport process of mass transfer, which defines the energy loss (dissipation) in dust systems and their dynamic characteristics such as the phase state and the conditions of
wave propagation and of formation of dust instabilities. By using hydrodynamic approaches, one can obtain a successful description of the diffusion of macroparticles only in the case of short-range interactions. When the forces of interparticle interaction are not as small as in gases, the attempts at constructing a correct kinetic equation fail. The theory of diffusion in molecular liquid has been developing in two directions, one of which (more fundamental) leans upon the general principles of statistical physics. The other approach ("jump" theory) is based on analogies between liquid and solid and gives the following expression for the molecular diffusion coefficient [23]:

$$
\begin{equation*}
D_{M}=\frac{d^{2}}{6 \tau_{0}} \exp \left(-\frac{W}{T}\right) \tag{2}
\end{equation*}
$$

where $d$ is the mean distance between particles, $\tau_{0}$ is the characteristic time defining the frequency $\mathrm{v}_{0}$ of transitions of a particle from one "settled" state to another, and $W$ is the energy barrier surmounted by the particle during those transitions. The exponential dependence of $D_{M}$ on temperature $T$ in molecular liquids is supported experimentally. A similar temperature dependence for the coefficient $D$ of self-diffusion of macroparticles was found as a result of calculations for Yukawa dissipative systems [18]. The experimental verification of this result is hampered by the fact that a variation of any of the parameters of a plasma-dust system leads to a self-consistent variation of the remaining parameters defining the particle dynamics. The solution to this problem resides in determining simple functional dependences or approximations for the coefficients of self-diffusion of macroparticles in Yukawa systems, the search for which is an object of intensive investigations [22-28]. The value of diffusion coefficients for dissipative systems of macroparticles interacting with the screened potential given by Eq. (1) is of interest from the standpoint of both determining the dynamic characteristics of dust plasma and analyzing various kinetic processes in molecular biology, medicine, polymer chemistry, and so on [22-28]. Various approximations suggested at present for the coefficients of self-diffusion of macroparticles in Yukawa systems are based either on virial expansions for various thermodynamic functions such as effective viscosity $\eta$ in the Einstein relation $D_{0}=\eta T$ [25-27] or on analogies with critical phenomena in gases [22, 24]. In view of this, under certain conditions, the quantity $D$ may be represented either by the sum of the first expansion terms,

$$
D_{0}\left(1+\zeta_{0}\right),
$$

or as a power function of the form

$$
\zeta_{1}+\zeta_{2}\left(T / T_{c}-1\right)^{\psi}
$$

where $T_{c}$ is the temperature at the melting point, and the parameters $\zeta_{0}, \zeta_{1}, \zeta_{2}$, and $\psi$ are determined for concrete


Fig. 1. The dependence of the Coulomb parameter $\Gamma$ on $\kappa$ on the phase curves, plotted by the results of different calculations [1-4].
conditions ( $n, e Z, \kappa, v_{\mathrm{fr}}$ ) as a result of measurements or by numerical simulation.

I have investigated the criteria of various phase transitions and the processes of diffusion of interacting macroparticles in Yukawa dissipation systems with parameters close to the conditions of experiments in a weakly ionized laboratory gas-discharge dust plasma.

## 2. SIMULATION

 OF MACROPARTICLE DYNAMICSA correct simulation of the motion of dust particles in a weakly ionized plasma calls for the use of the method of Brownian dynamics, which is based on the solution of a set of ordinary differential equations with the Langevin force $\mathbf{F}_{\mathrm{Br}}$, allowing for random impacts by the surrounding gas molecules,

$$
\begin{align*}
m_{p} \frac{d^{2} \mathbf{l}_{k}}{d t^{2}} & =\left.\sum_{j} F_{\mathrm{int}}(l)\right|_{l=\mathbf{I}_{k}-\mathbf{1}_{j}} \frac{\mathbf{l}_{k}-\mathbf{l}_{j}}{\left|\mathbf{I}_{k}-\mathbf{l}_{j}\right|}  \tag{3}\\
& -m_{p} v_{\mathrm{fr}} \frac{d \mathbf{l}_{k}}{d t}+\mathbf{F}_{\mathrm{Br}},
\end{align*}
$$

where $m_{p}$ is the particle mass, and the quantity

$$
F_{\mathrm{int}}(l)=-e Z \frac{\partial \phi_{D}}{\partial l}
$$

describes the pair interparticle interaction in the system. For analyzing the macroparticle dynamics, threedimensional equations of motion (3) were solved for periodic boundary conditions. The total number of particles in the system being simulated was $N_{p}=125 \times 27$, where 125 is the number of independent particles


Fig. 2. (a) The first maxima of the structural factor $S_{1}$ and pair correlation function $g_{1}$ and (b) their relative positions $d_{S 1} / q_{1}$ and $d_{g 1} / r_{1}$ as functions of $\Gamma^{*}$ (the ranges of absolute deviations of the quantities for different cases of calculation are indicated: $\xi=0.166$, $0.5 ; \kappa=2.4,4.8$ ).
and 27 is the number of counting cells for the threedimensional problem given by Eq. (3). The interaction potential was truncated at distances exceeding $4 d$, where $d=n^{-1 / 3}$ is the mean interparticle spacing. The time step was selected to be

$$
\Delta t=\min \left(1 / v_{\mathrm{fr}}, 1 / \omega^{*}\right) / 20
$$

where

$$
\omega^{*}=e Z\left(n / m_{p}\right)^{1 / 2}\left(1+\kappa+\kappa^{2} / 2\right)^{1 / 2} \exp (-\kappa / 2)
$$

is the normalized dust frequency. The total count time varied from $2000 / v_{\mathrm{fr}}$ for $v_{\mathrm{fr}}<\omega^{*}$ to $2000 v_{\mathrm{fr}} / \omega^{* 2}$ for $v_{\mathrm{fr}}>$ $\omega^{*}$ and ranged from $2 \times 10^{5} \Delta t$ to $2 \times 10^{6} \Delta t$ for different parameters of the system. A more detailed description of the algorithm of the numerical experiment may be found in [18].

The coefficient of self-diffusion of macroparticles was treated as the quantity defining the dynamic behavior of a dust system,

$$
\begin{equation*}
D=\lim _{t \rightarrow \infty} D(t)=\frac{\left\langle\langle\mathbf{l}(t)-\mathbf{l}(0)\rangle_{N}^{2}\right\rangle_{t}}{6 t}, \tag{4}
\end{equation*}
$$

where $\mathbf{l}(t)$ is the displacement of an individual particle, and $\langle\rangle\rangle$ denotes averaging over the ensemble ( $N$ ) and in time $(t)$. The values of the diffusion coefficient $D$ of dust particles were found for different values of the buffer gas pressure ( $v_{\mathrm{fr}}$ ), the characteristic dust frequency $\omega^{*}$, the dust temperature $T$, and the screening length $\lambda(\kappa=2.4,4.8)$. The choice of the screening length for performing the calculations was governed by the condition necessary for correct simulation of the dynamics of Yukawa systems, i.e., the counting cell size $L \gg \lambda$ [11]. In our calculations,

$$
L \approx 5 n^{-1 / 3}>12-24 \lambda .
$$

The correlation between the interparticle interaction and dissipation in the system was preassigned by the parameter

$$
\begin{gather*}
\xi=\frac{\omega^{*}}{v_{\mathrm{fr}}} \\
=\frac{e Z\left(n / m_{p}\right)^{1 / 2}\left(1+\kappa+\kappa^{2} / 2\right)^{1 / 2} \exp (-\kappa / 2)}{\mathrm{v}_{\mathrm{fr}}} . \tag{5}
\end{gather*}
$$

The values of the latter parameter were selected proceeding from the results of analysis of experimental conditions in a gas-discharge plasma [1-10]. For the given conditions, the frequency of friction may be written in a free-molecular approximation [29],

$$
v_{\mathrm{fr}}[\mathrm{~s}] \approx C_{V} P[\text { Torr }] /\left(\rho\left[\mathrm{g} \mathrm{~cm}^{-3}\right] r[\mu \mathrm{~m}]\right)
$$

where $r$ is the particle radius, $\rho$ is the density of the material, $P$ is the pressure, and $C_{V}$ is some parameter defined by buffer gas neutrals (for example, $C_{V} \approx 840$ for argon and $C_{V} \approx 600$ for neon). The equilibrium charge of dust particles may be represented as [30]

$$
Z \approx C_{z} r[\mu \mathrm{~m}] T_{e}[\mathrm{eV}],
$$

where $T_{e}$ is the electron temperature, and $C_{z} \approx 2000$ for most experiments in inert gases. Then, for some averaged parameters ( $\rho \approx 4 \mathrm{~g} \mathrm{~cm}^{-3}, T_{e} \approx 1.5 \mathrm{eV}, C_{V} \approx 700$, $k \approx 2$ ), one can obtain the following estimate for the quantity defined by Eq. (5):

$$
\begin{equation*}
\xi \approx 10^{-3}\left(n\left[\mathrm{~cm}^{-3}\right] / r[\mu \mathrm{~m}]\right)^{1 / 2}(P[\text { Torr }])^{-1} . \tag{6}
\end{equation*}
$$

From this, we derive the following range for particles of radius $r=2.5 \mu \mathrm{~m}$ (with their concentration $n$ varying from $10^{3}$ to $10^{5} \mathrm{~cm}^{-3}$ and the gas pressure $P$ varying from 1 to 0.01 Torr):

$$
\xi=0.02 \text { to } 4.2 \text {. }
$$

In accordance with this range, the parameters of the system were varied in our numerical experiment ( $\xi=$ $0.055,0.166,0.5,1.5,4.5)$.

In order to analyze the formation of order in the systems being simulated, use was made of the pair correlation function $g(r)$ and structure factor $S(q)$. The dependence of the magnitude of the first maxima for these functions ( $q_{1}, S_{1}$ ) and their positions ( $r=d_{g 1}, q=d_{S 1}$ ) on the quantity $\Gamma^{*}$ are given in Figs. 2a and $2 b$ for different parameters of the system. An analysis of the results of these calculations reveals that the normalized parameter $\Gamma^{*}$ fully defines the correlation of macroparticles (the emergence of both long-range and short-range orders in a dust system) and may be treated as the order parameter for a Yukawa dissipative system from $\Gamma^{*}<1$ to the point of its crystallization. In the case of increasing parameter $\Gamma^{*} \longrightarrow \Gamma_{c}^{*}$, a body-centered crystal structure was formed. The position of the first maxima of the functions $g_{1}$ and $S_{1}$ for the crystal structure corresponded to a bcc lattice $\left(d_{g 1} \approx r_{1}=(3 \sqrt{3} / 4 n)^{1 / 3}, d_{S 1} \approx\right.$ $q_{1}=2 \pi(\sqrt{2} n)^{1 / 3}$; see Fig. 2b) [31, 32].

The ratio of the diffusion coefficients $D$ of charged particles to the diffusion coefficient $D_{0}=T / n_{\mathrm{fr}} m_{p}$ of noninteracting (Brownian) macroparticles for different values of $\kappa$ and $\xi$ is given in Fig. 3. One can see from this figure that the dynamics of highly nonideal systems ( $\Gamma^{*}>40$ ) is defined by two main parameters $\Gamma^{*}$ and $\xi$, the latter of which may be treated as the scaling parameter for liquid dissipative systems.

## 3. DIFFUSION COEFFICIENT OF MACROPARTICLES IN STRONGLY CORRELATED LIQUID STRUCTURES

It should be recalled that the jump theory gives quite an adequate description for the diffusion coefficient $D_{M}$ (2) of molecules in real liquids, and the diffusion coefficient $D$ of macroparticles in highly nonideal Yukawa systems is exponentially dependent on the parameter $\Gamma^{*}$ [18],

$$
D \propto \exp \left(-c_{1} \Gamma^{*} / \Gamma_{c}^{*}\right) .
$$

As an illustration, Fig. 4 gives the dependence of $D$ on $\Gamma^{*}$ on a $\log$ scale. One can readily see that the $D\left(\Gamma^{*}\right)$ curves in the range of $\Gamma^{*}$ from 102 to 50 are close to linear and exhibit identical slopes ( $c_{1} \approx$ const). We will take the value of the parameter $\Gamma^{*}$ on the crystallization curve to correspond to that in the middle of the region of abrupt variation of the diffusion coefficient (Fig. 3), $\Gamma_{c}^{*} \sim 104.5$. Then, $c_{1} \approx 3$ within $\pm 3 \%$ for all parameters of the calculations of $\xi$ and $\kappa$ [18]. The jumps observed in Yukawa systems being simulated are illustrated in


Fig. 3. The ratio of the coefficients $D / D_{0}$ as a function of the parameter $\Gamma^{*}$ for different values of $\kappa=4.8$ (triangles, broken curves) and 2.4 (squares, solid curves) and $\xi=$ (1) 0.055 , (2) 0.166 , (3) 0.5 , (4) 1.5 , and (5) 4.5 .


Fig. 4. The diffusion coefficient $D$ as a function of the parameter $\Gamma^{*}$ for $\kappa=2.4$ (triangles) and 4.8 (squares).

Fig. 5, which shows the difference in averaging the system over the ensemble,

$$
\Delta_{N}=\sqrt{\frac{\langle\mathbf{l}(t)-\mathbf{l}(0)\rangle_{N}^{2}}{d^{2}}},
$$

and over time,

$$
\Delta_{N}^{t}=\sqrt{\frac{\left\langle\langle\mathbf{l}(t)-\mathbf{l}(0)\rangle_{N}^{2}\right\rangle_{t}}{d^{2}}},
$$
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Fig. 5. The relative root-mean-square displacement $\Delta_{N} / d$ as a function of $v_{\mathrm{fr}} t$ for an ensemble of dust particles with $\xi=$ 0.5 and $\kappa=2.4$. The solid curve indicates the case of averaging $\Delta_{N}$ in time $\left(\Delta_{N}^{t}\right)$ for $\Gamma^{*}=92$.


Fig. 6. The relative displacement of the center of mass $A_{c} / L$ ( $L$ is the counting cell size) as a function of the ratio of time $t$ to the vibrational period $T_{w}=2 \pi / w_{f}$, where $w_{f}=w^{*} / \sqrt{\pi}$, for the following values of parameters: (1) $\xi=1.5, \Gamma^{*}=$ $102, \kappa=4.8$; (2) $\xi=0.5, \Gamma^{*}=92, \kappa=2.4$.
in the vicinity of the crystallization curve of the system. This difference disappears with decreasing parameter $\Gamma^{*}$, and the system being investigated becomes ergodic.

Therefore, the search for a simple empirical function for the value of the diffusion coefficient $D$ of interacting particles may be based on the choice of a suitable value for the characteristic time $\tau_{0}$ in relation (2). Assume that the characteristic frequency $\mathrm{v}_{0}$ of transition between neighboring settled states is defined by random collisions of particles with one another (at
some characteristic frequency $\omega \approx c_{2} \omega^{*}$, where $c_{2}=$ const) and with molecules of ambient gas at the frequency $v_{\mathrm{fr}}$ We will further assume that the quantity $\tau_{0} \approx$ $2 / v_{0}$ may be written as

$$
\tau_{0}=\frac{2\left(\omega+v_{f r}\right)}{\omega^{2}}
$$

because the frequency $v_{0}$ must tend to $\omega$ for $\xi \ll 1$ and to $\omega^{2} / v_{\mathrm{fr}}$ for $\xi \gg 1$ [33]. Then, the unknown coefficient $c_{2}$ may be determined by finding the best fit to the numerical results obtained by the method of Brownian dynamics. The procedure of minimization of the standard deviation between relation (2) and the numerical results in the range of $\Gamma^{*}$ from 102.5 to 50 gives $c_{2} \approx$ $(\pi)^{-1 / 2}$. Then, with due regard for the resultant coefficients ( $c_{1}, c_{2}$ ) and transformation

$$
\Gamma^{*}=\frac{m_{p}\left(\omega^{*} d\right)^{2}}{T}
$$

one can write the following expression for the diffusion coefficient:

$$
\begin{equation*}
D \approx \frac{T \Gamma^{*}}{12 \pi\left(\pi^{-1 / 2} \omega^{*}+v_{\mathrm{fr}}\right) m_{p}} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}^{*}}\right) . \tag{7}
\end{equation*}
$$

The error of approximation of the calculation results for the diffusion coefficient by formula (7) does not exceed $2.5 \%$ for $\Gamma^{*}$ varying from 102.5 to 50 . As $\Gamma^{*}$ decreases to 40 , the error increases to $7-13 \%$ and amounts to approximately $25-30 \%$ for $\Gamma^{*}=30$.

Note that the characteristic frequency of collisions between macroparticles in liquid, $\omega_{l}=(\pi)^{-1 / 2} \omega^{*}$, may be obtained if one treats the force of interparticle interaction in a dust system,

$$
F=(e Z)^{2} \exp (-l / Z) \frac{1+l / \lambda}{l^{2}},
$$

assuming that the electric fields from all particles, except for the nearest ones, are fully compensated [12]. Then, the quantity $\omega_{l}$ will be defined by the derivative $d F / d l$ at point $l=d$ as

$$
\omega_{l}^{2}=4 n(e Z)^{2} \exp (-\kappa) \frac{1+\kappa+\kappa^{2} / 2}{4 \pi} .
$$

It is interesting that the vibration of particles at frequencies close to $\omega_{l}=(\pi)^{-1 / 2} \omega^{*}$ may be revealed in motions of a system even at a fairly high viscosity of gas, where $\xi=0.5$ (Fig. 6). It was not the objective of our study to investigate the behavior of this vibration; however, it has been observed that such regular motions disappear with decreasing $\Gamma^{*}$.

A relation similar to Eq. (7) may be derived if one assumes the independence and randomness of collisions between charged macroparticles $(\omega)$ and between particles and neutrals of ambient gas ( $v_{\mathrm{fr}}$ ), and also if
one assumes that, for the dust system being investigated, the Maxwell-Boltzmann distribution is valid. Then the dynamic processes in this system will be described by Langevin equations which, as a result of simple transformations [32], may be represented as a system of $N_{1}$ equations for mean-square displacements of particles in the "settled" state,

$$
\begin{align*}
& m_{p} \frac{d^{2} x_{i}^{2}}{d t^{2}}=-m_{p} v_{\mathrm{fr}} \frac{d x_{i}^{2}}{d t}-2 \omega_{c}^{2} x_{i}^{2}  \tag{8a}\\
& \quad+2 m_{p}\left(\frac{d x_{i}}{d t}\right)^{2}+2 x_{i} F_{B r},
\end{align*}
$$

and $N_{2}$ equations which describe the motion of "free" dust particles,

$$
\begin{align*}
& m_{p} \frac{d^{2} x_{j}^{2}}{d t^{2}}=-m_{p}\left(\omega+v_{\mathrm{fr}} \frac{d x_{j}^{2}}{d t}\right.  \tag{8b}\\
& +2 m_{p}\left(\frac{d x_{j}}{d t}\right)^{2}+2 x_{i}\left(F_{B r}+F_{\Sigma}\right)
\end{align*}
$$

Here,

$$
\left.F_{\Sigma} \approx \frac{1}{\sqrt{3}}\left|\sum_{j} F_{\mathrm{int}}(l)\right|_{l=\left|\mathbf{l}_{k}-\mathbf{l}_{i}\right|} \frac{\mathbf{l}_{k}-\mathbf{l}_{j}}{\left|\mathbf{l}_{k}-\mathbf{l}_{j}\right|} \right\rvert\,
$$

is the random force of impacts exerted by free dust particles $\left(j=1-N_{2}\right), \omega_{c}$ is the characteristic frequency of vibrations of particles, and $x$ describes the particle displacement in the preferred direction. In view of the fact that only free particles diffuse, the solution of the set of equations (8a) and (8b) at $t \longrightarrow \infty$ gives the expression

$$
D=\frac{\left\langle K_{j}\right\rangle N_{2}}{\left(\omega+v_{\mathrm{fr}}\right) m_{p} N_{p}},
$$

for the diffusion coefficient, where

$$
\left\langle K_{j}\right\rangle=m_{p}\left\langle\left(d x_{j} / d t\right)^{2}\right\rangle, \quad N_{p}=N_{1}+N_{2} .
$$

In the case of $N_{1}=0$ and $\omega=0$, this coefficient coincides with the diffusion coefficient of Brownian particles

$$
D_{0}=T / v_{\mathrm{fr}} m_{p} .
$$

For the case of $N_{1} \ll N_{2} \approx N$, the law of conservation of energy in the set of equations ( $8 a$ ) and ( 8 b ) gives the following expression [23, 32]:

$$
\begin{equation*}
D \approx \frac{W}{\left(\omega+v_{\mathrm{fr}}\right) m_{p}} \exp \left(-\frac{W}{T}\right), \tag{9}
\end{equation*}
$$

where $W$ is the energy characterizing the transition of particles from the settled to free state. Then, assuming that $W / T=c \Gamma^{*}$ (where $c=$ const) and in view of the fact that the total energy of a settled particle at the crystallization point of the system being treated cannot exceed the energy of an ideal three-dimensional oscillator
$E=3 T$, we find that the coefficient $c=3 / \Gamma_{c}^{*}$ and the diffusion coefficient is

$$
\begin{equation*}
D \approx \frac{3}{\Gamma_{c}^{*}} \frac{T \Gamma^{*}}{\left(\omega+v_{\mathrm{fr}}\right) m_{p}} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}^{*}}\right) . \tag{10}
\end{equation*}
$$

This relation is similar to expression (7); therefore, the coefficients appearing in these expressions before the exponential must be close to one another. If one assumes that $\omega \approx \omega^{*}(\pi)^{-1 / 2}$, then the value of the nonideality parameter at the crystallization point may be derived from the simultaneous solution of Eqs. (7) and (10),

$$
\Gamma_{c}^{*}=36 \pi \approx 110
$$

which agrees within approximately $5 \%$ with the value of 104.5 found by the jump of the diffusion coefficient.

In conclusion of this section, we will give two simple relations for the diffusion coefficient $D$ in two limiting cases,

$$
D \approx \begin{cases}\frac{d}{12} \sqrt{\frac{T \Gamma^{*}}{\pi m_{p}}} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}^{*}}\right), & \omega \gg \mathrm{v}_{\mathrm{fr}},  \tag{11a}\\ D_{0} \frac{\Gamma^{*}}{12 \pi} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}^{*}}\right), & \omega \ll \mathrm{v}_{\mathrm{fr}} .\end{cases}
$$

These relations enable one to fairly easily determine the modified parameter $\Gamma^{*}$ from the results of measurement of the mean interparticle spacing, the temperature, and the diffusion of particles in liquid systems and may be of use in the case of experimental analysis of particle parameters such as the charge and the screening length.

## 4. CRITERIA OF PHASE TRANSITIONS

### 4.1. The Melting of a Three-Dimensional Crystal

Different phenomenological criteria of crystallization of a system of interacting particles are known, which have found application in the physics of dust plasma. Best known is the Lindemann criterion [34], according to which the solid phase melts if the ratio of the root-mean-square displacement

$$
\Delta_{0}=\sqrt{\left\langle\left(\mathbf{l}-\mathbf{l}_{0}\right)^{2}\right\rangle}
$$

of a particle from its position of equilibrium $\mathbf{I}_{0}$ to the mean interparticle spacing $d=n^{-1 / 3}$ reaches a value on the order of 0.15 . Note that, in numerical experiments, one usually measures the displacement $\Delta=\sqrt{2} \Delta_{0}$ of a particle relative to the center of mass of the system, whence, in accordance with the criterion, the ratio $\Delta / d$ on the melting curve must be on the order of 0.21. For the majority of solids at the melting point, $\Delta / d \sim 0.2-0.25$ [35]. However, according to the results of numerical simulation performed by different researchers, this value varies from 0.16-19 in the case of melting of an
fcc lattice to 0.18-0.2 for bcc structures. For all cases discussed in my paper, the crystallization was observed at $\Delta / d \longrightarrow 0.19-0.2$ (Fig. 4). This fact may be due to the insufficient number $N_{p}$ of particles in the systems being simulated, because $\Delta / d \longrightarrow 0.2$ with increasing $N_{p}$ in the case of melting of lattices of both types [15].

Another known criterion suggested by Hansen defines the value of the first maximum $S_{1}$ for the liquid structural factor [36] as being less than 2.85 (this value likewise varies from 2.5 to 3.2 in different calculations). The variation of the value of $S_{1}$ from 2.65 to 3.1 during the transition of the system from the liquid to crystalline state was observed in my calculations as well (see Fig. 2a). A simple criterion of crystallization in terms of a binary correlation function is provided by the equality of the ratio between its minimal and maximal values to 0.2 . Note that, for a system with a finite number of particles, the latter two criteria depend strongly on the procedure of determining the structural factor and the pair correlation function, respectively. In addition, the fluctuations of correlations between particles increase infinitely in the vicinity of the crystallization points of the system or of other phase transitions [37]. Therefore, the results of calculation of characteristics for a bounded dust system may prove to be incorrect on the phase curves.

The condition of constant value of the modified nonideality parameter $\Gamma^{*}$ on the melting curve of the system may be treated as a simple criterion for the liquidbcc structure phase transition. As was already mentioned above, the value of the parameter $\Gamma^{*}$ on the curve between melting and crystallization of a structure may be defined as $\Gamma_{c}^{*} \approx 104.5$. This value corresponds to the middle of the range of $\Gamma^{*}=102-107$, where the ratio of the coefficients $D / D_{0}$ decreases by more than two orders of magnitude (Fig. 3), and drastic variations occur in the values of the first maxima of the pair correlation function and structure factor (Fig. 2a). It should be emphasized that the value of $\Gamma_{c}^{*} \approx 104.5( \pm 2 \%)$ is almost independent of the ambient gas viscosity; therefore, this criterion agrees with the results of calculation of the crystallization of Yukawa systems by the methods of molecular dynamics disregarding the particle friction [13-17]. The deviations of these calculation results from the value of $\Gamma_{c}^{*} \approx 104.5$ vary within $\pm 5 \%$ [12] and may be associated with the differences in the numerical methods used in analyzing the system (the choice of different numbers of particles, integration step, and so on), as well as with the choice of the value of $\Gamma$ either at the melting point or at the crystallization point of the system. Note that the obtained value of $\Gamma_{c}^{*} \approx 104.5( \pm 2 \%)$ is consistent with the theoretical results of Slattery et al. [19], who give the value of 105 $( \pm 3 \%)$ for the nonideality parameter on the phase curve in Coulomb systems; this value agrees with the results of calculations within different criteria of liquid-crystal
phase transitions (crystallization) [20] and crystal-liquid phase transitions (melting) [21].

A simple dynamic criterion of melting was obtained by Lowen et al. [38] for the conditions of colloidal solutions; this criterion defines the ratio of the diffusion coefficients of a dust particle $D / D_{0}$ on the line of liquidcrystal phase transition as a quantity whose value is close to 0.1. A reference to the inadequacy of this result, as applied to a gas-discharge dust plasma where the gas viscosity may not be high enough, was made in [12]. Indeed, one can use Eq. (11a) to derive $D / D_{0} \approx 0.13$ for $\Gamma^{*}=\Gamma_{c}^{*} \approx 104.5$ at $v_{\mathrm{fr}} \gg \omega$. With increasing $\xi$ (decreasing $v_{\mathrm{fr}}$-see Fig. 3), the value of $D / D_{0}$ will decrease in inverse proportion to $v_{\mathrm{fr}}$ at $v_{\mathrm{fr}} \longrightarrow 0$, with the value of the coefficient $D$ being in fact independent of the ambient gas viscosity according to Eq. (11b). Note further that, in view of the inferences made in the previous section, the ratio $D / D_{0}$ on the crystallization curve must depend on the lattice dimension.

A condition analogous to the Lindemann criterion may be obtained with due regard for the fact that the volume of thermal fluctuations

$$
V_{\mathrm{tf}} \sim 4 \pi / 3 \Delta^{3}
$$

for a bcc lattice must not exceed

$$
(1-\pi \sqrt{2} / 8) V \approx 0.32 V
$$

where

$$
V=n^{-1} \approx \frac{4 \pi}{3} a_{W S}^{2}
$$

and $a_{W S}=(4 \pi n / 3)^{-1 / 3}$ is the radius of the Wigner-Seitz cell. For a stable existence of an fcc structure, it is necessary that

$$
V_{\mathrm{tf}}<(1-\pi \sqrt{2} / 6) V \approx 0.26 \mathrm{~V}
$$

(see [27, 31]). We will allow for the possibility of counterdisplacement of particles and assume $\Delta=\sqrt{2} \Delta_{0}$ (where $\Delta$ denotes the most probable magnitude of displacement). From this, we derive that the value of $\Delta / d$ necessary for the destruction of a bcc structure must exceed $0.211\left(\Delta_{0} / d>0.15\right)$ and, within $7 \%$, be equal to $\Delta \sim 0.198$ on the melting curve of an fcc lattice ( $\Delta_{0} / d \approx$ 0.14 ). This result is in excellent agreement with the results of Stevens and Robbins [15] and with all further estimates given in my paper (see table).

The values of the parameters $\Gamma_{c}^{*}$ and $\Delta$ on the melting curve of crystal lattices enable one to estimate the characteristic oscillation frequency of particles $\omega$ in a dust crystal, the determination of which is treated in a number of theoretical papers [13, 22, 27]. For an ideal harmonic oscillator, we have

$$
\begin{equation*}
\Delta_{0}^{2}=3 T / m_{p} \omega_{c}^{2}, \tag{12}
\end{equation*}
$$

where $\omega_{c}$ is the characteristic oscillation frequency. We express $T$ in terms of $\omega^{*}$ and $\Gamma^{*}$ to find

$$
\omega_{c}=\omega^{*}\left(\Gamma^{*} \Delta_{0}^{2} / 3 d^{2}\right)^{-1 / 2}
$$

(Note that relation (12) is the solution to the set of equations (8a) and (8b) for the case of $N_{1}=0$.) We assume that $\Gamma^{*}=104.5$ and $\Delta_{0} / d=0.15$ to derive (with an accuracy of up to $1.5 \%$ ), for the characteristic oscillation frequency $\omega_{c}=\omega_{\mathrm{bcc}}$ of particles in the bcc lattice, the frequency whose value is twice that found for the liquid case,

$$
\omega_{\mathrm{bcc}}^{2} \approx 4 n_{p}(e Z)^{2} \exp (-\kappa) \frac{1+\kappa+\kappa^{2} / 2}{\pi}
$$

An analogous value for $\omega_{\text {bcc }}$ may be obtained in a different manner if one assumes that the value of $\Delta$ on the melting curve of the crystal lattice must be close to that of the mean free path $l_{\text {liq }}$ of a particle in the liquid phase, $l_{\text {liq }} \approx\left(6 D \tau_{0}\right)^{1 / 2}$, where the characteristic time $\tau_{0}=2\left(\omega+v_{\mathrm{fr}}\right) / \omega^{2}$ was introduced previously. Note that the ratio $l_{\text {liq }} / d$ on the crystallization curve for liquid indeed corresponds to a value of 0.2 .

Based on the foregoing and in view of the fact that $\Delta_{0} / d \approx 0.14$, the characteristic oscillation frequency of particles in an fcc lattice could be estimated as

$$
\omega_{\mathrm{fcc}} \approx 0.15 \omega_{\mathrm{bcc}} / 0.14
$$

Then, the value of $\Gamma^{*}$ on the crystallization curve of lattices of both types would have remained constant, which is inconsistent with the results of numerical simulation (see Fig. 7). This is associated with the fact that, as $\kappa$ increases, the effect of the nearest neighbors on the behavior of an individual particle decreases as compared with the effect of the remaining particles of the


Fig. 7. The dependence of $\Gamma *$ on $\kappa$ for different phase transitions: circles, [16]; squares, [15]; rhombs, [14] (the dark symbols correspond to the formation of an fcc lattice); (1) $\Gamma^{*}=106$ (bcc $\longrightarrow$ liquid); (2) fcc $\longrightarrow$ liquid, Eq. (13); (3) bcc $\longrightarrow$ fcc, Eq. (15); (4) fcc $\longrightarrow$ bcc, Eq. (16).
system. On the assumption of homogeneity, the summation of the forces of interparticle interaction from each particle within some constant quantity produces

$$
F_{\Sigma}=\alpha^{3} n_{p}(e Z)^{2} \exp (-l / \lambda) \lambda\{1+l / \lambda-\alpha\},
$$

where $\alpha=(4 \pi / 3)^{-1 / 3} \approx 1.612$. From this, for the frequency characteristic of an fcc structure, one can derive the expression

$$
\omega_{\mathrm{fcc}}^{2}=2 \alpha^{3} n_{p}(e Z)^{2} \exp (-\kappa)(\kappa-\alpha) .
$$

On assuming $\Delta_{0} / d \approx 0.14$ on the melting curve of an fcc lattice, one can find from Eq. (12) the critical parameter

The value $\delta_{c}$ of the ratio of the most probable displacement $\Delta$ to the mean interparticle spacing $d$, the value of the nonideality parameter $\Gamma_{c}=(e Z)^{2} n^{1 / 3} / T$ on the curve of different phase transitions in Yukawa systems, and the coefficients $C_{w}$ for approximations $\omega_{c}^{2}=C_{w} n(e Z)^{2} \exp (-\kappa)$ of the characteristic vibrational frequency $\omega_{c}$ of macroparticles in bcc and fcc lattices $\left(\alpha=(4 \pi / 3)^{-1 / 3}, \kappa=d / \lambda\right)$

| Phase transition | $\delta_{c}=\Delta / d \equiv \sqrt{2} \Delta_{0} / d$ | $\Gamma_{c}=C_{p}\left(K_{n} \exp (-\kappa)\right)^{-1}$ |  | $C_{w}$ |
| :--- | :---: | :---: | :---: | :---: |
|  |  | $C_{p}$ | $K_{n}$ | $1+\kappa+\kappa^{2} / 2$ |
| bcc $\longrightarrow$ liquid | $\frac{(1-\pi \sqrt{2} / 8)^{1 / 3}}{2 \alpha} \sim 0.211$ | $\frac{6}{4 \pi^{-1} \delta_{c}^{2}} \sim 106$ | $\frac{4}{\pi}\left(1+\kappa+\frac{\kappa^{2}}{2}\right)$ |  |
| bcc $\longrightarrow$ fcc | $\frac{(1-\pi \sqrt{2} / 6)^{1 / 3}}{\sqrt{2} \alpha k}(\kappa-\alpha)$ | $\frac{6}{4 \pi^{-1} 0.27^{2}} \sim 64$ | $\frac{\left(1+\kappa+\kappa^{2} / 2\right)(\kappa-\alpha)^{2}}{\kappa^{2}}$ |  |
| fcc $\longrightarrow$ bcc | $\sim \frac{0.27(\kappa-\alpha)}{\kappa}$ | $6 / 2 \alpha^{3} 0.27^{2} \sim 9.8$ | $\frac{(\kappa-\alpha)^{3}}{\kappa^{2}}$ |  |
| fcc $\longrightarrow$ liquid | $\frac{(1-\pi \sqrt{2} / 6)^{1 / 3}}{2 \alpha} \sim 0.198$ | $6 / 2 \alpha^{3} \delta_{c}^{2} \sim 18.5$ | $\kappa-\alpha$ | $2 \alpha^{3}(\kappa-\alpha)$ |



Fig. 8. The dependence of $\Delta_{0} / d$ on $\kappa$ for different phase transitions: (1) bcc $\longrightarrow$ liquid, (2) fcc $\longrightarrow$ liquid, (3) bcc $\longrightarrow$ fcc; hollow circles, $\kappa=5.8$; filled circles, $\kappa=6.8$.


Fig. 9. (a) The condensation of dust clusters and (b) jumps of the diffusion coefficient $D$ as functions of the parameter $\Gamma^{*}$ for $\kappa=2.4$ and different values of the parameter $\xi=(1)$ 0.5 and (2) 0.166 .
$\Gamma_{c}$ (see table) or the parameter $\Gamma_{c}^{*}$ for the given phase transition,

$$
\begin{equation*}
\Gamma_{c}^{*} \approx 18.5(\kappa-\alpha)^{-1}\left(1+\kappa+\kappa^{2} / 2\right) . \tag{13}
\end{equation*}
$$

The use of the normalized value of $\Gamma_{c}^{*}$ as given by Eq. (13) enables one to illustrate the pattern of the fcc structure-liquid and bcc structure-liquid melting curves on a close (nonlog) scale (Fig. 7). The difference between the criterion given by Eq. (13) and the various results of simulation [14-16] of the fcc structure-liquid
phase transition does not exceed $2 \%$ for $\kappa>6.8$. In the range of values of $\kappa$ from 5.8 to 6.8 , the triple point of the system (bcc-fcc-liquid) is located; the behavior of the system in the vicinity of this point will be analyzed below, along with the analysis of the effect of the screening length $\lambda$ in the processes of formation of an fcc lattice for $\kappa<6.8$. To this, we will add that, in the range of values of $\kappa$ from 3 to 7 , the obtained frequency $\omega_{\text {bcc }}$ will correspond to $0.15 \omega_{\text {bcc }} / 0.14$ with an accuracy of $\pm 5 \%$, as is reflected in the results of calculations of the values of $\Gamma_{c}^{*}$ (see Fig. 7).

### 4.2. Phase Transition between bcc and fcc Structures

The most complete data for the phase diagram of transition of a Yukawa system from a bcc to an fcc structure were given by Hamaguchi et al. [16] (see Figs. 1 and 7). The criterion for this transition may be found when it is considered that, in order to change the bcc symmetry of the lattice, it is necessary that the spacing between particles in the system exceed their screening length $\lambda$. It is only subject to this condition that the interparticle interaction will be close to the "rigid-sphere" interaction, when the formation of an fcc structure is possible. Then, with due regard for the mean volume of thermal fluctuations

$$
V_{\mathrm{fr}}<(1-\pi / 3 \sqrt{2}) V
$$

and the possibility of counterdisplacement of particles (see Subsection 4.1), we will derive the following condition for the transition of the system from a bcc to an fcc structure:

$$
\begin{equation*}
2(1-\pi / 3 \sqrt{2})^{-1 / 3} \Delta_{0}<a_{W Z}-\lambda . \tag{14}
\end{equation*}
$$

The values of the ratio $\Delta_{0} / d$ for different phase transitions are given in the table and in Fig. 8, where one can see that the range of values of $\kappa$ from 5.8 to 6.8 defines the region of triple phase transition (bcc structure-fcc structure-liquid).

Condition (14) may be transformed to the condition for the nonideality parameter $\Gamma_{c}$ (see table) or for the modified parameter $\Gamma^{*}$ using relation (12),

$$
\Delta_{0}^{2}=\frac{3 T}{m_{p} \omega_{c}^{2}} \equiv \frac{3 \pi}{4 \Gamma^{*}},
$$

where, for a bcc lattice, we assume that

$$
\omega_{c}^{2}=4 n_{p}(e Z)^{2} \exp (-\kappa) \frac{1+\kappa+\kappa^{2} / 2}{\pi}
$$

We substitute the numerical values of the coefficients to derive

$$
\begin{equation*}
\Gamma^{*} \approx 64 \kappa^{2}(\kappa-\alpha)^{-2} . \tag{15}
\end{equation*}
$$

The validity of condition (15) as a criterion for the bccfce transition was verified for the data of Hamaguchi et al. [16]. The verification has revealed that the devia-
tion of the calculated values of $\Gamma^{*}$ for the bcc-fcc transition from relation (15) is within $\pm 2 \%$. An illustration is given in Fig. 7 (curve 3). In view of the fact that the possibility of reverse transition from an fcc to bcc structure will be defined by the frequency

$$
\omega_{\mathrm{fcc}}^{2}=2 \alpha^{3} n_{p}(e Z)^{2} \exp (-\kappa)(\kappa-\alpha),
$$

the relation

$$
\begin{equation*}
\Gamma^{*} \approx 9.8 \kappa^{2}(\kappa-\alpha)^{-3}\left(1+\kappa+\kappa^{2} / 2\right) \tag{16}
\end{equation*}
$$

may be treated as a criterion for this transformation. Note that condition (16) depends on the correctness of approximation of the frequency $\omega_{\mathrm{fcc}}$ and may be erroneous for small values of $\kappa \longrightarrow \alpha$. Nevertheless, the results of calculations by formulas (15) and (16) (curves 3 and 4 in Fig. 7) fully define the region of triple phase transition ( $\kappa=5.8$ to 6.8 ) and agree with the results obtained for the values of the ratio $\Delta_{0} / d$ (see Fig. 8). We will add that the difference in the position of the curves defined by formulas (15) and (16) is capable of explaining the inconsistencies between the results of numerical simulation by different researchers [14-16] in determining the location of the triple point.

### 4.3. Condensation of Macroparticles

We will dwell on the qualitative analysis of the results of observation of condensation of macroparticles (growth of dust clusters-see Fig. 9a), when the parameter $\Gamma^{*}$ takes values of about 23.5. The formation of groups of individual macroparticles was reflected by the variation of the position of the maximum of the pair correlation function (Fig. 2b) and by the abrupt variation of the diffusion coefficient (see Figs. 3 and 9b). It should be recalled that, for $\Gamma^{*}<40$, the system being simulated is no longer described by simple relations (7)-(11) derived within the jump theory for molecular liquids, and the scaling parameter $\xi$ given by Eq. (5) is not suitable for analyzing the macroparticle dynamics.

One can assume that the observed phenomenon is a phase transition (of the second order) of the system from a strongly correlated liquid to a nonideal gas. Some unsoundness of this assumption is due to two reasons, one of which is that, in the critical region of $\Gamma^{*} \sim$ 23.5, the diffusion coefficient does not tend to zero. This fact may be associated with the above-mentioned finite size of the counting cell which hampers further growth of dust clusters. Similar effects were observed by Maekawa et al. [39]. The second reason is that, in the set of equations (3), the attractive forces between particles were not preassigned in an explicit form.

The observed phenomenon may be associated with the symmetry of the interparticle interaction potential (similarly to the Bose-Einstein condensation arising due to the symmetry of the wave function [35]). Then, the value of $\Gamma^{*} \approx 23.5$ must define conditions under which a system begins to exhibit properties that are due to the identity of its particles. Indeed, if we assume the
mean free path $l_{\text {liq }}=\left(6 D \tau_{0}\right)^{1 / 2}$ of a particle in the liquid phase to be equal to the Wigner-Seitz cell radius $a_{W S}$, we derive a value of about 26 for the critical parameter $\Gamma^{*}$, which agrees with $\Gamma^{*} \approx 23.5$ within the accuracy of applying formula (7) to the region of $\Gamma^{*}<40$.

In conclusion, note that, unlike the Bose-Einstein condensation occurring in the momentum space, the condensation of dust particles is observed in the coordinate space, similarly to the phenomena of real phase transitions from gas to liquid. Therefore, it remains unclear whether or not the observed phenomenon is a phase transition. Nevertheless, it is quite apparent that the dynamic characteristics of the system being simulated change qualitatively at point $\Gamma^{*} \approx 23.5$ (Fig. 3).

## 5. CONCLUSION

The dynamics of charged particles has been investigated in a wide range of temperatures under conditions close to those of experiments in a weakly ionized laboratory dust plasma. The existing phenomenological criteria for different phase transitions have been treated and new criteria suggested (see table). The order parameter for Yukawa systems has been determined, as well as the parameter responsible for the scaling of dynamic processes in a dissipative system of strongly interacting macroparticles. The relation for the diffusion coefficient $D$ of dust particles in liquid structures has been derived. These results may be used for passive (nonpenetrative) diagnostics of the dynamic characteristics of liquid dust structures and for analysis of parameters of the system such as the nonideality parameter, the screening length, and the macroparticle charge.
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#### Abstract

New phenomena in which the stimulated Brillouin scattering (SBS) changes the number and magnitude of frequency shifts in a plasma upon a nonlinear increase in the pumping field intensity are discovered. It is found that the SBS becomes forbidden and then allowed again (upon a subsequent increase in the pumping intensity). © 2002 MAIK "Nauka/Interperiodica".


The stimulated Brillouin scattering (SBS) may be accompanied by a strong nonlinear effect of variation of the scattered radiation spectrum if it involves strongly attenuating low-frequency excitations. This meets the requirement that the field of scattered radiation (pumping field) be strong enough to overcome dissipation determining the strong damping of low-frequency excitations. In this sense, the SBS itself is a strong nonlinear effect. Since the damping of the lowfrequency excitations we are interested in is comparable with their frequency, the spectrum of excitations participating in scattering changes as compared to the spectrum of such strongly damped excitations in the absence of a pumping field even at the SBS instability threshold. In the superthreshold region, this effect is manifested in a dependence of the SBS spectrum on the pumping field intensity. The possibility of the effect under consideration will be demonstrated for a plasma with two species of ions for which peculiar nonlinear properties of the scattered radiation spectrum are observed.

The properties of collective excitations of collisionless plasmas with two species of ions have been attracted the attention of researchers for a long time [16]. Such collective excitations may be manifested in the SBS in a peculiar way [7-10]. In the latter case, collective excitations in the plasma are usually associated with ion-sound waves. The properties of such waves change in a certain way under the action of the scattering pumping field. This enables us to speak of the decay of a pumping wave into a scattered wave and a sound SBS quasimode. In the simplest case of weak damping of ordinary ion-sound waves in a plasma, the main difference between the sound SBS quasimodes and ordinary waves is that the quasimodes do not attenuate beyond the parametric instability threshold. However, the situation changes radically when the damping of
ordinary ion-sound waves is significant and when their damping decrement is not very small as compared to their frequency. Indeed, at the SBS threshold, the damping of ion-sound waves must be suppressed by the pumping field. For strongly damped ion-sound waves, the intensity of the pumping field is so high that it results in a considerable difference between the frequencies of the threshold SBS quasimodes and of the ordinary ionsound waves. Since the spectrum of SBS quasimodes is acoustic ( $\omega=k V$ ), the velocity $V$ of the quasimodes differs considerably from the ordinary velocities of sound for fast and slow ion-sound waves (see below) which may take place in a plasma with two species of ions in zero electromagnetic pumping field [1-6].

In [10], distinctive dependences of the velocity of the threshold SBS quasimodes on the impurity concentrations and the parameter characterizing the deviation from isothermal equilibrium (i.e., the ratio of the electron and ion temperatures) were established for a hydrogen plasma. It was shown in [10], among other things, that, for the same value of this parameter, three different SBS quasimodes with different thresholds can be excited. It was also established that for the same threshold, two different quasimodes with different frequencies can be excited in an unusual way, which corresponds to SBS with two different frequencies shifts existing simultaneously [10]. It should be emphasized in this connection that such a nonlinear variation of the velocity of ion sound under the action of a pumping field takes place for not very strong pumping fields. This is observed when the ratio of the energy of oscillations of an electron in the pumping field to its thermal energy is equal in order of magnitude to the small ratio of the frequency of electron-ion collisions to the pumping field frequency. This noticeably distinguishes the nonlinear effect under investigation from the variation
of the velocity of ion sound under the action of a strong pumping field in the case when the energy of oscillations of an electron is higher than its thermal energy [11].

In this communication, we consider some nonlinear properties of the SBS quasimodes under the conditions when the parametric instability threshold is surpassed. It has been found that the velocity of sound for the SBS quasimodes changes nonlinearly upon an increase in the pumping intensity in the superthreshold region. We will demonstrate that the SBS quasimodes may disappear upon an increase in the pumping intensity and that the SBS might be forbidden and then allowed again upon a subsequent increase in the pumping field.

We assume that the pumping field is linearly polarized:

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\frac{\mathbf{E}_{0}}{2} \exp \left(i \mathbf{k}_{0} \cdot \mathbf{r}-i \omega_{0} t\right)+\text { c.c. } \tag{1}
\end{equation*}
$$

where $\omega_{0}^{2}=\omega_{L e}^{2}+k_{0}^{2} c^{2}, \omega_{L e}^{2}=4 \pi e^{2} N_{e} / m_{e}$. For the amplitude of the electron oscillation speed in the pumping field, we have $\mathbf{v}_{E}=e \mathbf{E}_{0} / m_{e} \omega_{0}$. The electromagnetic field of the scattered wave has the frequency $\omega_{s}=\omega_{0}-$ $\omega$ and the wave vector $\mathbf{k}_{s}=\mathbf{k}_{0}-\mathbf{k}$, where $\omega$ and $\mathbf{k}$ are the frequency and the wave vector of quasimodes, respectively. Following [12, 13], we will describe the SBS by using the dispersion equation

$$
\begin{equation*}
\frac{1}{\delta \varepsilon_{e}(\omega, k)}+\frac{1}{\delta \varepsilon_{i}(\omega, k)}=\frac{k^{2}\left|\left(\mathbf{k}-\mathbf{k}_{0}\right) \times \mathbf{v}_{E}\right|^{2}}{4\left(\mathbf{k}-\mathbf{k}_{0}\right)^{2} D_{-}} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{-}=-\left(\omega-i \gamma_{e i}-\omega_{0}\right)^{2}+c^{2}\left(\mathbf{k}-\mathbf{k}_{0}\right)^{2}+\omega_{L e}^{2} \tag{3}
\end{equation*}
$$

is the dispersion function of the scattered field and $\gamma_{e i}=$ $-\omega_{L e}^{2} \nu_{e i} / 2 \omega^{2}, \nu_{e i}$ being the frequency of electron-ion collisions. In Eq. (2), we have

$$
\delta \varepsilon_{i}(\omega, k)=\sum_{\alpha} \delta \varepsilon_{\alpha}(\omega, k)
$$

where summation is carried out over all the species of ions. We assume in Eq. (2) that $\left|\delta \varepsilon_{i}\right| \gg 1$ and $v_{E}^{2} \ll$ $\omega \omega_{0} r_{D e}^{2}$, which corresponds to the ion-sound spectrum of the SBS quasimodes.

Analyzing the SBS evolution in time, we assume in Eq. (2) that $\omega \longrightarrow \omega+i \gamma$, where $\gamma<\omega$. Considering that the condition $c^{2}\left(2 \mathbf{k} \cdot \mathbf{k}_{0}-k^{2}\right)=2 \omega \omega_{0}-\omega^{2}$ is satisfied, we obtain $D_{-}=2 i \omega_{0}\left(\gamma-\gamma_{e i}\right)$. In this case, Eq. (2) leads to the following two equations:

$$
\begin{gather*}
a(\omega, k)=\gamma \frac{\partial}{\partial \omega} b(\omega, k)  \tag{4}\\
0=b(\omega, k)+\gamma \frac{\partial}{\partial \omega} a(\omega, k)+\frac{k^{2}\left|\left(\mathbf{k}-\mathbf{k}_{0}\right) \times \mathbf{v}_{E}\right|^{2}}{8 \omega_{0}\left(\gamma-\gamma_{e i}\right) k_{0}^{2}} \tag{5}
\end{gather*}
$$

where

$$
\begin{aligned}
& a(\omega, k)=\operatorname{Re}\left\{\frac{1}{\delta \varepsilon_{e}(\omega, k)}+\frac{1}{\delta \varepsilon_{i}(\omega, k)}\right\} \\
& b(\omega, k)=\operatorname{Im}\left\{\frac{1}{\delta \varepsilon_{e}(\omega, k)}+\frac{1}{\delta \varepsilon_{i}(\omega, k)}\right\} .
\end{aligned}
$$

These equations define the increment of the SBS excitation buildup and the quasimode spectrum. In the approximation of the Maxwellian distribution of particles in a plasma containing two species of ions, we assume that the ion temperatures are equal $\left(T_{1}=T_{2}=T_{i}\right)$ and use the notation $X=T_{e} / T_{i}$ for their ratio. We assume that the sound velocity of quasimodes is smaller than the thermal velocity $\mathrm{V}_{T_{e}}=\sqrt{\kappa T_{e} / m_{e}}$ of electrons. For the thermal velocities of various species of ions, we assume that $\sqrt{\kappa T_{i} / m_{1}}=v_{T 1}>v_{T 2}=\sqrt{\kappa T_{i} / m_{2}}$ and also use the notation $z=V / v_{T 1}$. Then, Eqs. (4) and (5) can be written in the form

$$
\begin{gather*}
X+\Phi_{1}(z)=-\frac{\gamma}{k v_{T 1}} X \frac{\partial \Psi(X, Z)}{\partial z},  \tag{6}\\
I \frac{\gamma_{e i}}{\gamma_{e i}-\gamma}+\frac{\gamma}{k v_{T 1}} \frac{1}{X} \frac{d \Phi_{1}(z)}{d z}=\Psi(X, z) . \tag{7}
\end{gather*}
$$

In these equations, the following notation has been used:

$$
\begin{gather*}
I=\frac{\omega_{0}}{v_{e i}} \frac{\left(\mathbf{k}-\mathbf{k}_{0}\right) \times\left.\mathbf{v}_{E}\right|^{2}}{4 k_{0}^{2} v_{T e}^{2}},  \tag{8}\\
\Psi(X, z)=\sqrt{\frac{\pi}{2 X} \frac{m_{e}}{m_{1}}} z+\frac{\Phi_{2}(z)}{X} . \\
\Phi_{1}(z)=F_{1}(z)\left[F_{1}^{2}(z)+F_{2}^{2}(z)\right]^{-1}, \\
\Phi_{2}(z)=F_{2}(z)\left[F_{1}^{2}(z)+F_{2}^{2}(z)\right]^{-1}, \\
F_{1}(z)=\xi_{1}\left[1-\sqrt{2} z F\left(\frac{z}{\sqrt{2}}\right)\right]+\xi_{2}\left[1-\sqrt{2} z u F\left(\frac{z u}{\sqrt{2}}\right)\right], \\
F_{2}(z)=\sqrt{\frac{\pi}{2}} z\left\{\xi_{1} \exp \left(-\frac{z^{2}}{2}\right)+\xi_{2} u \exp \left(-\frac{u^{2} z^{2}}{2}\right)\right\}, \\
\xi_{1}=Z_{1}\left(1+\frac{Z_{2} N_{2}}{Z_{1} N_{1}}\right)^{-1}, \quad \xi_{2}=Z_{2}\left(1+\frac{Z_{1} N_{1}}{Z_{2} N_{2}}\right)^{-1} .
\end{gather*}
$$

Here, $Z_{\alpha}$ is the degree of ionization, $N_{\alpha}$ is the number density of ions of species $\alpha, u=\sqrt{m_{2} / m_{1}}$, and

$$
F(x)=e^{-x^{2}} \int_{0}^{x} e^{t^{2}} d t
$$

is Dawson's integral [14].

We will demonstrate the peculiar consequences of Eqs. (6) and (7) describing the nonlinear dependence of the SBS quasimode spectrum on the pumping intensity for the $\mathrm{Xe}_{y}^{+40} \mathrm{H}_{1-y}^{+}$plasma (see Figs. 1-7 below). We will analyze the case when Xe ions play the role of an impurity $\left(y \equiv N_{2} /\left(N_{1}+N_{2}\right) \ll 1\right)$.

Figure 1 shows the curves characterizing the velocity $z_{\mathrm{th}}(X)$ of sound SBS quasimodes at the instability threshold and the excitation threshold $I_{\mathrm{th}}(X) \equiv \Psi(X$, $z_{\mathrm{th}}(X)$ ) for such quasimodes as functions of the parameter $X$ describing the deviation from isothermal equilibrium. Taking into account the definition (8) of quantity $I$ and the radiation flux density $q=c E_{0}^{2} / 8 \pi$, we can conclude that the threshold value $I_{\mathrm{th}}(X)$ corresponds to a relatively small value of flux density. In particular, for the backward SBS, when $\mathbf{k}=2 \mathbf{k}_{0}$, we have

$$
\begin{aligned}
& q_{\mathrm{th}} \equiv \frac{c}{8 \pi}\left(E_{0}^{2}\right)_{\mathrm{th}}=\frac{c}{8 \pi} \frac{v_{e i}}{\omega_{0}} \frac{m_{e}^{2} \omega_{0}^{2} v_{T e}^{2}}{e^{2}} I_{\mathrm{th}}(X) \\
& =I_{\mathrm{th}}(X) \times 2.7 \times 10^{15}\left[\frac{\mathrm{~W}}{\mathrm{~cm}^{2}}\right] \frac{v_{e i}}{\omega_{0}} \frac{T_{e}}{\lambda^{2}} \frac{[\mathrm{keV}]}{[\mu \mathrm{m}]} .
\end{aligned}
$$

Here, $T_{e}$ is the electron temperature in kiloelectronvolts, and $\lambda$ is the wavelength of the pumping field in micrometers. Solid curves correspond to the Xe concentration $y=0.01$, while dashed curves correspond to a higher concentration $y=0.06$. In both cases, three branches of SBS quasimodes are present for $X_{\text {min }}(y)<$ $X<X_{\max }(y)$. For $y=0.01$, we have $X_{\max }^{(1)} \approx 1.60$, while $y=0.06$ corresponds to $X_{\min }^{(2)} \approx 2.14$ and $X_{\max }^{(2)} \approx 2.44$. In the case when $y=0.01$, the region of the three quasimode branches is not bounded from below; i.e., $X_{\min }^{(1)}=0$. An even more important property in the case of the lower concentration is the existence of a self-intersection point on the threshold curve in Fig. 1b, which is not observed for the higher concentration.

Let us first consider the case of the lower concentration $y=0.01$, described by the solid curves in Fig. 1. The upper solid curve in Fig. 1a in this case is a nonlinear continuation to the region of small deviations from the isothermal equilibrium velocity of the fast quasimode, which corresponds to the velocity $V=$ $r_{D e} \sqrt{\omega_{L 1}^{2}+\omega_{L 2}^{2}}$ of ordinary fast sound for $X \gg 1$. The two lower solid curves are separated by a considerable distance from the curve corresponding to the fast wave and can be regarded as the result of spectral splitting for a slow ion-sound wave.

We will attribute the lowermost solid curve in Fig. 1a to the velocity $z_{s}$, which will be referred to as the slow wave velocity, while the upper of the two solid curves will be attributed to the velocity $z_{i}$ referred to as the intermediate velocity. For $X=X_{\text {max }}^{(1)}$, the two lower


Fig. 1. Dependence (a) of the velocity $z_{\mathrm{th}}(X)$ of sound SBS quasimodes at the instability threshold and (b) of the excitation threshold $I_{\mathrm{th}}(X)$ for such quasimodes in a $\mathrm{Xe}_{y}^{+40} \mathrm{H}_{1-y}^{+}$plasma on the parameter $X$ for the Xe concentration values $y=0.01$ (curves 1 ) and $y=0.06$ (curves 2).
branches of the SBS quasimodes converge. The properties of these two comparatively slow quasimodes, whose velocities differ considerably from the velocity of the fast wave under investigation, can be explained qualitatively on the basis of the above-mentioned concept concerning the nonlinear splitting of the ordinary mode of slow ion sound. We will demonstrate this using an analytic corollary which can be derived from Eq. (6) under the assumption that the velocities of the SBS quasimodes are smaller than $v_{T 1}$, on the one hand, and greater than $v_{T 2}$, on the other hand. The latter relation corresponds to the conditions of realization of slow ionsound waves in zero pumping field. Under our conditions, we obtain from Eq. (6)

$$
\begin{align*}
& z^{2}=\frac{\xi_{2}}{u^{2}}\left[\xi_{1}+\frac{1}{2 X\left[1+\frac{\gamma}{k v_{T 1}} \frac{\partial \Psi}{\partial z}\right]}\right. \\
& \left. \pm \sqrt{\left\{2 X\left[1+\frac{\gamma}{k v_{T 1}} \frac{\partial \Psi}{\partial z}\right]\right\}^{2}}\right]^{-1} \tag{9}
\end{align*} .
$$



Fig. 2. Dependence of the velocity $z(I)$ of the SBS quasimodes excited in a $\mathrm{Xe}_{y}^{+40} \mathrm{H}_{1-y}^{+}$plasma on the pumping intensity $I$ for $y=0.01$ and the following values of the parameter $X: 1.20$ (a), $\approx 1.43$ (b), 1.50 (c), and 1.58 (d).

The plus sign in this formula corresponds to the smaller value of velocity, i.e., to the lower branch of the nonlinear dependence $z_{s}(I)$ on the dimensionless pumping intensity $I$ and to a smaller value of the instability threshold $I_{s}$. The minus sign corresponds to a larger value of the sound velocity $z_{i}(I)$ of the SBS quasimode and to a higher value of the instability threshold $I_{i}$. After the attainment of the excitation threshold for a quasimode with velocity $z_{i}(I)$, the two branches converge upon a further increase in the pumping intensity. Accordingly, the intensity value $I_{0}$, which is determined, in accordance with Eq. (9), by the condition

$$
1=\left[2 X\left(1+\frac{\gamma}{k v_{T 1}} \frac{\partial \Psi}{\partial z}\right)\right]^{2} F_{2}^{2}(z)
$$

corresponds to nonlinear convergence of the two branches $z_{s}(I)$ and $z_{i}(I)$. Thus, the lower branch $z_{s}(I)$ lies between the points $I_{s} \leq I \leq I_{0}$, while the upper branch $z_{i}(I)$ lies between the points $I_{i} \leq I \leq I_{0}$.

Let us compare the qualitative corollaries of formula (9) with the nonlinear dependences presented in Fig. 2 and corresponding to the solutions of Eqs. (6) and (7) for different values of $X$. The fast ion-sound SBS quasimode $z_{f}$ is excited at the threshold $I_{f}$. This quasimode
corresponds to $z>z_{i}$. In this case, two patterns of development of the SBS instability are possible. Figure 2a illustrates the situation when $I_{s}<I_{f}<I_{i}$. For $I_{s}<I<I_{f}$, this case corresponds to an SBS spectrum with a single frequency corresponding to the slow quasimode. For $I_{f}<I<I_{i}$, we have an SBS spectrum with two frequency shifts corresponding to one slow and one fast quasimode. As the pumping intensity increases, the quasimode $z_{i}$ is excited, and we deal with an SBS spectrum with three frequency shifts. A further increase in the pumping intensity again leads to the case with two frequency shifts in the scattered radiation in the vicinity of $I=I_{0}$, since the branches $z_{s}$ and $z_{i}$ coincide. The results presented in Fig. 2a show that the sound velocity of two slower quasimodes near $I=I_{0}$ is a strongly nonlinear function of the pumping intensity, which also follows, by the way, from formula (9). For $I>I_{0}$, an SBS instability with the conventional shift in the scattered radiation spectrum by a frequency of the fast quasimode takes place (see Fig. 2a). Figure 2b illustrates the situation when a fast quasimode is excited at the same threshold as for the excitation of the intermediate quasimode $z_{i}$. This is observed for $X \approx 1.43$. For a large excess over the threshold value in the interval $I_{i}=I_{f}<I<I_{0}$, the SBS spectrum of the scattered wave field is characterized by
three frequency shifts. Finally, for $I>I_{0}$, the conventional situation of a single frequency shift of the scattered field takes place. In the case corresponding to the Xe concentration $y=0.01$ and illustrated in Fig. 2c, we have $X=1.5$. Here, the excitation of a slow quasimode for a comparatively low threshold in the interval $I_{s} \leq I<$ $I_{i}$ leads to only one frequency shift of scattered radiation by the frequency of the slow wave. Then, an intermediate wave is excited at $I=I_{i}$, and, accordingly, two frequency shifts are possible in the SBS spectrum in the interval $I_{i} \leq I<I_{f}$. After this, a fast quasimode is excited at $I=I_{f}$, leading to three frequency shifts in the SBS spectrum. Finally, for $I>I_{0}$, only one frequency shift takes place in the scattered radiation spectrum. Figure 2d illustrates a peculiar nonlinear SBS effect, when an increase in the pumping intensity first leads to the excitation of the $z_{s}$ branch; i.e., the SBS with a single frequency shift is realized. Then, the $z_{i}$ branch is excited, while the fast $z_{f}$ branch is still under the superthreshold conditions. This corresponds to the SBS with two frequency shifts. After this, in accordance with Fig. 2d, two slow branches $z_{s}$ and $z_{i}$ merge into one at $I=I_{0}$ owing to their strong nonlinear interaction. It turns out, however, that the excitation threshold for the fast quasimode has not been reached yet. Consequently, an increase in the excess intensity over the threshold value to $I_{0}<I<I_{f}$ imposes a nonlinear prohibition which is removed for $I>I_{f}$. In other words, Fig. 2d illustrates the effect of nonlinear prohibition followed by nonlinear permission of SBS. This effect is strongly nonlinear in analogy with the strongly nonlinear dependence of the sound velocity of slow quasimodes on the pumping intensity in the vicinity of $I=I_{0}$ (see Figs. 2a, 2b, and 2c).

Figure 3 presents the curves characterizing the time increment of the SBS instability for the cases corresponding to Figs. 2c (solid curve) and 2d (dashed curve). The straight lines in Fig. 3 correspond to a fast wave with velocity $\mathrm{v}_{f}$ from Figs. 2c and 2d, according to which such a velocity is virtually independent of the pumping intensity, i.e., corresponds to the pattern (in the pumping intensity range presented in the figures) similar to that emerging in the linear theory of excitation spectra. In turn, the straight lines in Fig. 3 characterize the linear functional dependence of the SBS instability increments corresponding to the fast quasimode on the pumping intensity. Such a functional dependence is typical of the conventional linear theory of stimulated scattering. The nonlinear curves in the left part of Fig. 3 describe the dependence of the increment of the parametric instability associated with the excitation of a split slow SBS quasimode; this corresponds to the velocities $v_{s}(I)$ and $v_{i}(I)$ in Figs. 2c and 2d, which are nonlinear functions of the pumping intensity. These curves located in the left part of Fig. 3 and characterizing the increments of slow quasimodes differ qualitatively from the linear dependence of the increment of fast quasimodes on the pumping intensity. Vertical


Fig. 3. Dependence of the time increment $\gamma(I)$ of the SBS instability on the pumping intensity $I$ for the same plasma parameters as in Figs. 2c and 2d.


Fig. 4. Dependence of the velocity $z(I)$ and the time increment $\gamma(I)$ of the excited SBS quasimodes on the pumping intensity $I$ for the concentration $y=0.06$ and the parameter $X \equiv X_{\min }^{(2)} \approx 2.14$.
dashed lines in Fig. 3 correspond to the maximum values of the pumping intensity for which the splitting of slow waves still exists (to be more precise, terminates). It should be emphasized that the maximum value of the increment of the split SBS quasimode is attained before the convergence and is realized for the slow wave.

Let us now demonstrate the nonlinear spectral properties of the SBS, which are observed when the value of $X$ is close to $X_{\min }(y) \neq 0$. This case corresponds to curves 2 in Figs. 1a and 1b obtained for $y=0.06$. Curve 2 in Fig. 1b corresponding to the SBS threshold has no point of self-intersection. Figure 4 shows the dependences of the velocity $z(I)$ of quasimodes and the time


Fig. 5. Dependence of the velocity $z(I)$ and the time increment $\gamma(I)$ of the excited SBS quasimodes on the pumping intensity $I$ for the concentration $y=0.075$ and the parameter $X \equiv X_{\text {min }} \approx 2.78$.
increment $\gamma(I) / k v_{T 1}$ of the SBS instability on the intensity $I$ of the pumping field, corresponding to the solution of the system of equations (6) and (7) for the value of the parameter $X=X_{\min }^{(2)}$. For $I=I_{s}$, a slow quasimode with velocity $z_{s}(I)$ exhibiting a weak dependence on the pumping field intensity is excited, and only one frequency shift of scattered radiation is observed on the interval $I_{s} \leq I<I_{i}=I_{f}$ (see Fig. 4a). This quasimode corresponds to a linearly increasing time increment in the range of relatively small values of $I$ under investigation (see Fig. 4b). For $I=I_{i}=I_{f}$, the second frequency shift emerges in the scattered radiation spectrum, which corresponds to the excitation of intermediate and fast quasimodes with identical frequencies $z_{i}\left(I_{i}=I_{f}\right)=z_{f}\left(I_{i}=I_{f}\right)$ considerably exceeding the sound velocity $z_{s}$ of the slow quasimode. The nonlinear effect of pumping on fast quasimodes is manifested most strongly precisely in the vicinity of $I_{i}=I_{f}$. A further increase in the pumping intensity leads to nonlinear splitting of the conventional fast mode of ion sound, which attenuates relatively strongly for the value of the parameter $X$ under investigation, into two quasimodes with close velocities: a fast quasimode with the highest velocity of sound $z_{f}(I)$ and an intermediate quasimode with a lower value of velocity $z_{i}(I)$. The nonlinear effect of pumping on the velocity of split waves is insignificant, although it is just the nonlinear effect of the pumping field which causes the splitting of fast quasimodes. Such a behavior of the
velocities $z_{i}$ and $z_{f}$ is similar to a certain extent to the nonlinear splitting of a slow wave (see Fig. 2). Thus, for $I>I_{i}=I_{f}$, the scattered radiation spectrum contains three frequency shifts corresponding to $z_{s}(I), z_{i}(I)$, and $z_{f}(I)$. It can be seen from Fig. 4b that, in the range of relatively small values of $I$ under investigation, two split quasimodes correspond to virtually coinciding time increments of SBS instability which are smaller in absolute value than the increment for the slow quasimode. Figure 4 b shows that the nonlinear effect of pumping on the increment of quasimodes is even weaker than the effect produced on their velocity.

It was proved in the discussion of Fig. 4 that the qualitative peculiarity of the scattered radiation spectrum for values of the plasma parameter $X$ close to $X_{\text {min }}$ lies in the nonlinear splitting of exactly the fast mode of ion sound into two quasimodes, while, for values of $X$ close to $X_{\text {max }}$, it is the slow mode of ion sound that splits nonlinearly (see Figs. 2a-2d). Let us now consider the situation when, in contrast to the cases depicted in Figs. 2 and 4a, the nonlinear behavior of the velocity of quasimodes cannot be reduced to splitting of slow or fast waves. Figure 5a demonstrates a nonlinear dependence of the sound velocities of all three SBS quasimodes on $I$, which is realized in the range of small values of pumping intensity $I$ for a $\mathrm{Xe}_{y}^{+40} \mathrm{H}_{1-y}^{+}$plasma for values of concentration $y$ slightly smaller than $y_{0}=0.0765$. According to [10], $y_{0}$ corresponds to the highest value of the concentration of the heavy impurity ions $\mathrm{Xe}^{+40}$ for which the region of three values of the threshold curves $z_{\mathrm{th}}(X)$ and $I_{\mathrm{th}}(X)$ still exists. For $y=0.075<y_{0}$, the behavior of the threshold velocity $z_{\mathrm{th}}(X)$ and the SBS threshold $I_{\mathrm{th}}(X)$ is qualitatively similar to that illustrated by curves 2 in Figs. 1a and 1b, but the boundary values $X_{\text {min }} \approx 2.78$ and $X_{\text {max }} \approx 2.79$ of the parameter $X$ differ insignificantly in this case. It can be seen from Fig. 5a that, for $I=I_{s}$, a slow quasimode with the sound velocity $z_{s}(I)$ is excited and there exists only one frequency shift in scattered radiation corresponding to this quasimode in the interval $I_{s} \leq I<I_{i}=I_{f}$. For $I=I_{i}=I_{f}$, a faster intermediate and a fast quasimode with coinciding frequencies $z_{i}=z_{f}$ are excited. As the pumping intensity increases further in the interval $I_{i}=I_{f}<I<I_{1}$, the scattered radiation spectrum acquires all three frequency shifts. It can be seen from Fig. 5b that, in the interval of pumping intensities $I_{i}=I_{f}<I<I_{1}$ in which all the three quasimodes exist, their time increments are of the same order of magnitude. In this case, the slow quasimode with velocity $z_{s}(I)$ is enhanced most effectively. The intermediate mode $z_{i}(I)$ increases less effectively, while the fast quasimode $z_{f}(I)$ has the smallest increment. With a further increase in the pumping field for $I>I_{1}$, scattered radiation again displays only one frequency shift associated with the excitation of quasimode $z_{f}(I)$. Figure 5 shows the pumping intensities for which the nonlinear effect of pumping is manifested
most clearly. In the vicinity of $I_{i}=I_{f}$, both velocities and increments corresponding to the split fast and intermediate quasimodes experience a strong nonlinear effect of pumping. In the vicinity of $I_{1}$, the pumping field produces a considerable nonlinear effect on the same quantities corresponding to the split slow and intermediate quasimodes. Outside the above-indicated ranges of $I$, the nonlinear effect of pumping on the sound velocities of quasimodes is preserved (the slow quasimode increases for $I_{s} \leq I<I_{1}$, the intermediate quasimode for $I_{i}<I<I_{1}$, and the fast quasimode for $I_{f}<I$ ), and the increment of the increases of the corresponding quasimodes in time is a linear function of the pumping intensity. It should be emphasized that, for the concentration $y=0.075$ in question, which is close to the boundary concentration $y_{0}$, the velocities of all three quasimodes differ insignificantly. However, the relation between the slow, intermediate, and fast quasimodes described above is characterized by a strong nonlinear dependence on the pumping intensity $I$. This property distinguishes the situation considered above from the cases discussed earlier ( $y=0.01$ and $X$ is close to $X_{\text {max }}$ or $y=$ 0.06 and $X$ is close to $X_{\text {min }}$ ), when one of the three branches (fast in the first case and, accordingly, slow in the second case) weakly depends on the pumping field intensity and can be described in the framework of the linear theory of stimulated scattering.

In conclusion, we consider another peculiar case of a nonlinear effect of pumping on the SBS spectrum, which is manifested for parameters $X$ close to $X_{\text {min }}$. This case has no analogues among those considered earlier and supplements the qualitative variety of manifestations of nonlinear spectral properties of SBS. It was mentioned earlier that curve $l$ in Fig. 1b, which determines the threshold value of the pumping intensity $I_{\text {th }}(X)$ for $y=0.01$, displays self-intersection as a result of which the threshold of the fast quasimode turns out to be lower than the threshold for the intermediate quasimode for parameters $X$ smaller than that corresponding to the self-intersection point (see Fig. 2a). However, for concentration $y=0.01$, the three-valued region of the threshold curve is not bounded from below in the parameter $X$; i.e., $X_{\min }^{(1)}=0$. It was shown in [10] that the threshold curves $I_{\mathrm{th}}(X)$ for a $\mathrm{Xe}_{y}^{+40} \mathrm{H}_{1-y}^{+}$ plasma in the concentration range $0.024<y<0.037$ exhibit self-intersection, and the lower boundary of the three-valued region of $X_{\text {min }}(y)$ differs from zero, so that the fast and intermediate branches of the threshold curve $I_{\mathrm{th}}(X)$ form a loop closed for $X_{\min } \neq 0$ to the left of the self-intersection point. Figure 6 shows on a magnified scale a segment of the $I_{\mathrm{th}}(X)$ curve containing a self-intersection point and the loop formed in this case.
Here, $X_{\min }^{(3)}=0.714$. It should be emphasized that, in the loop region, the threshold of the fast quasimode $I_{f}$ (lower part of the loop) is lower than the threshold for the intermediate quasimode $I_{i}$ (upper part of the loop)


Fig. 6. Segment of the threshold curve $I_{\text {th }}$ containing the neighborhood of the self-intersection point and the closed loop formed in this case for the concentration $y=0.035$ on a magnified scale.


Fig. 7. Dependence of the velocity $z(I)$ and the time increment $\gamma(I)$ of the excited SBS quasimodes on the pumping intensity $I$ for the concentration $y=0.035$ and the parameter $X=0.714$.
only slightly. For this reason, the values of the pumping intensity corresponding to the excitation of these two quasimodes virtually coincide in Fig. 7a, which presents the nonlinear pattern of variation of the SBS
quasimode spectrum upon an increase in the pumping intensity for the parameter $X=0.7142$, which exceeds the value of $X_{\text {min }}^{(3)}$ only slightly. In can be seen from Fig. 7a that even for a low pumping intensity $I_{s}$, the slow quasimode $z_{s}(I)$ is excited. In contrast to the case presented in Fig. 4 for the concentration $y=0.06$, when the nonlinear effect of pumping on the spectrum and increment of the slow quasimode is weak, Fig. 7 shows that the velocity $z_{s}(I)$ of the slow quasimode and the appreciable time increment of its buildup exhibit a strong nonlinear increase with the pumping intensity $I$. Such a nonlinear effect of pumping is due to the extremely low excitation threshold $I_{s}$ for the slow SBS quasimode, which may correspond to a considerable excess over the SBS threshold associated with the excitation of this quasimode even in the range of relatively small values of pumping intensity $I$ under investigation. As the pumping intensity increases further, a fast and an intermediate quasimode are exited successively for $I=$ $I_{f} \approx I_{i}$, and the SBS spectrum acquires three different frequency shifts for a pumping intensity $I>I_{i}$. It should be noted that for $I>I_{i}$, close values of velocities $z_{i}(I)$ and $z_{f}(I)$ considerably exceed $z_{s}(I)$, which again corresponds to nonlinear splitting of a conventional strongly damped ion-sound wave into two (fast and intermediate) quasimodes. As the pumping intensity increases still further, the fast and intermediate branches converge. In the vicinity of $I=I_{2}$, the nonlinear effect of pumping on the velocities of the intermediate and fast quasimodes is manifested most strongly and leads to their merging, so that only one slow quasimode is excited for $I>I_{2}$. Such a manifestation of the nonlinear effect of pumping on the velocities of fast and intermediate quasimodes, which rules out their excitation upon an increase in the pumping intensity, resembles to a certain extent the manifestation of the nonlinear effect of pumping on the SBS quasimode spectrum in the case presented in Fig. 2, where an increase in the pumping intensity led first to the nonlinear merging and then to the prohibition on the excitation of the slow and intermediate SBS quasimodes. On the other hand, the nonlinear convergence and subsequent disappearance of faster nonlinearly split quasimodes upon an increase in the pumping intensity for values of $X$ slightly exceeding $X_{\text {min }}$ are qualitatively different manifestations of the nonlinear effect of pumping on the spectrum and increment of the SBS quasimodes in the case characterized by the threshold curve $I_{\mathrm{th}}(X)$ with a loop and a selfintersection point as compared to the case of the threshold curve without self-intersection considered above for values of $X$ close to $X_{\text {min }}$ (see curve 2 in Fig. 1b), when an increase in the pumping intensity leads to the opposite result, viz., nonlinear splitting of the indicated quasimodes with a subsequent increase in the difference between their velocities (see Fig. 4a). Since the threshold for the slow SBS quasimode $I_{s}$ is lower than the thresholds of the intermediate and fast
quasimodes $\left(I_{f} \approx I_{i}\right)$ by almost 1.5 orders of magnitude, the time increments of the latter quasimodes turn out to be much smaller than the increment for the slow quasimode (Fig. 7b). It can also be seen that the increments of the intermediate and fast quasimodes virtually coincide and are linear functions of the pumping intensity for values of $I$ not very close to $I_{2}$. The relative smallness of the time increments of the fast and intermediate quasimodes as compared to the increment of the slow quasimode indicates that SBS is mainly determined by the slow quasimode. On the other hand, the value of pumping intensity $I_{2}$ for which the splitting of the fast sound wave terminates turns out to be quite sensitive to small variations of the plasma parameter $X$. The value of $I_{2}$ increases by almost an order of magnitude upon an increase in the value of $X$ by just one percent. For such a small increase in the parameter $X$ for $I>I_{i}$, we arrive at the pattern corresponding to the existence of one slow and two faster quasimodes with close velocities $z_{i}$ and $z_{f}$ exhibiting a weak dependence on $I$.

Summarizing the results of our analysis, it is appropriate to note that the nonlinearity of the SBS quasimode spectrum caused by a relatively weak pumping field is manifested most strongly exactly in the vicinity of the boundaries $X_{\text {min }}(y)$ and $X_{\max }(y)$ of the three-valued region on the threshold curves depicted in Fig. 1.

Thus, the idea that the frequency of low-frequency excitations whose damping decrement is not small as compared to their frequency may change nonlinearly under the effect of the pumping field in the case of the SBS involving such excitations has been implemented in this article. The SBS spectra for a nearly isothermal completely ionized plasma with two species of ions clearly display a nonlinear variation. It is shown that under certain conditions determined by the properties of plasma, different numbers of SBS quasimodes with different numbers of frequency shifts in scattered radiation can be manifested depending on the pumping intensity, the frequency shifts themselves being determined by the pumping intensity. The phenomenon of nonlinear prohibition and subsequent permission of the SBS is also ascertained. It is manifested in that the parametric instability appearing after overcoming a certain threshold becomes forbidden upon a further increase in the pumping intensity. The SBS becomes possible only as a result of a subsequent increase in the pumping intensity and overcoming another SBS threshold. All these facts indicate, in particular, the variety of nonlinear optical properties of plasmas with a complex composition.
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#### Abstract

An integral equation is derived for the spectral density of excited atoms using optically dense bounded dispersion media as an example. It is found that the inclusion of the thermal motion of atoms and of the effects due to the existence of a boundary brings about a nonlocal correlation between the concentration of excited particles and the intensity of electromagnetic field in the medium. It is demonstrated that, when the spatial dispersion of permittivity and the boundary effects are disregarded, the obtained result transforms to the well-known Biberman-Holstein equation. The problem on the spectral intensity of radiation of a heated halfspace is also investigated. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

One of the most important characteristics defining the resonance radiation transfer in a medium is the spectral density of excited atoms $N(\mathbf{r}, \mathbf{v}, \omega, t)$. In the semiclassical limit, this density is defined as the number of atoms capable of emitting a photon with the frequency $\omega$ located at the moment of time $t$ at point $\mathbf{r}$ and having the velocity $\mathbf{v}[1-3]$.

In fairly dense media, conditions may be realized under which the frequency of irregularity of the phase of excited atom in broadening collisions, $\gamma_{\text {coll }}$, will be high compared with the probability $\gamma_{R}$ of spontaneous transitions (i.e., $\gamma_{\text {coll }} \gg \gamma_{R}$ ). In this case, the correlation of the frequencies of absorbed and emitted photons disappears; i.e., the atom "forgets" about the frequency exhibited by the absorbed photon and emits a photon with a probability proportional to the spectral line profile. This mode is referred to as "complete frequency redistribution" (CFR). In the case of a resonance mechanism of broadening [4], associated with the transfer of excitation from one atom to another, we have, for $\gamma_{\text {coll }}$,

$$
\gamma_{\text {coll }}=N \pi \frac{d_{12}^{2}}{\hbar},
$$

where $N$ is the particle density in the ground state, and $d_{12}$ is the matrix element of dipole moment for resonance transition. In what follows, the subscript 1 will indicate the ground state of an atom, and the subscript 2 , the excited state. For the probability of spontaneous radiation $\gamma_{R}$, we have [3]

$$
\gamma_{R}=\frac{4}{3} \frac{\omega^{3} d_{12}^{2}}{h c^{3}}
$$

where $c$ is the velocity of light, and $\omega$ is the resonance photon frequency. Therefore, the condition $\gamma_{\text {coll }} \geqslant \gamma_{R}$ will be valid for such a gas density $N$ that

$$
\begin{equation*}
\frac{N \lambda^{3}}{32 \pi} \gg 1 \tag{1}
\end{equation*}
$$

For sodium atoms, condition (1) for the resonance line of atomic vapor implies that $N \geq 3 \times 10^{13} \mathrm{~cm}^{-3}$. If, in this case, the correlation $\gamma_{\text {coll }}>k v_{T}$ is valid (where $k v_{T}$ is the Doppler line width $k=2 \pi / \lambda$, and $v_{T}$ is the atomic thermal velocity), then, as is shown in [6], the photon free path $l_{\omega} \sim 1 / k_{\omega}$ ( $k_{\omega}$ is the absorption coefficient in the line) for such a gas density becomes comparable with the wavelength, and the description of radiation transfer in terms of photons becomes invalid. In this case, the theory must take into account the effect of the dielectric properties of the medium on the resonance wave propagation. For sodium atoms, the condition $\gamma_{\text {coll }}>k v_{T}$ becomes valid at $N>10^{17} \mathrm{~cm}^{-3}$.

We will restrict ourselves to the treatment of the case of not too high an atom density, when the medium is "transparent," i.e., the resonance photon free path is long compared with the wavelength, but the condition for the mode of complete frequency redistribution (1) is valid. In the case of a transparent medium, a kinetic equation of standard form may be written for the spectral radiation intensity, which is a particular case of the Dyson equation for the Green's photon function, written in a quasiclassical approximation.

The resonance radiation transfer in the CFR mode was studied in detail by Biberman [7] and Holstein [8]. They have demonstrated that, in the case of complete frequency redistribution, the spectral density of excited
particles may be represented as

$$
\begin{equation*}
N_{2}(\omega)=\int N_{2}(\omega, \mathbf{v}) d \mathbf{v}=N_{2} a(\omega) \tag{2}
\end{equation*}
$$

where $a(\omega)$ is the spectral line profile, and $N_{2}$ is the total population of higher state (in the general case, it is nonequilibrium). This correlation, which is valid for the case of moderate detuning from resonance, $\Delta=\omega-$ $\omega_{0} \ll T$ ( $T$ is the temperature of broadening particles, and $\omega_{0}$ is the resonant transition frequency), implies that the probability of emission of a quantum of frequency $\omega$ does not depend on the absorbed photon frequency and is proportional to the spectral line profile. This assumption is valid when frequent collisions with broadening particles bring about a random walk of an excited atom within the line profile and make the atom forget the excitation history (i.e., in the case of complete redistribution in particles). Note that the purely radiative mechanism of broadening does not cause the frequency redistribution of emitted photons, which is important from the standpoint of radiation transfer in optically dense media, when the main fraction of energy is transferred in the spectral line wings (in the line wings, the Voigt line profile exhibits the Lorentz asymptotic behavior).

In addition, an integral equation (Biberman-Holstein equation) for total density of excited atoms $N_{2}(\mathbf{r})$ was obtained in the CFR limit, describing the nonlocal transfer of excitation due to resonance radiation,

$$
\begin{equation*}
v N_{2}(\mathbf{r})=Q(\mathbf{r})+\int d \mathbf{r}^{\prime} K\left(\mathbf{r}, \mathbf{r}^{\prime}\right) N_{2}\left(\mathbf{r}^{\prime}\right) \tag{3}
\end{equation*}
$$

Here, $v=\gamma_{R}+\gamma_{T}$ is the total rate of depopulation of the excited level due to spontaneous decay and inelastic collisions, and $Q(\mathbf{r})$ is the rate of collisional population of the excited level (for example, by an electron impact). In the case of a homogeneous medium, the kernel of integral equation (3) has the form

$$
\begin{gather*}
K(\mathbf{r}, \mathbf{r})=\gamma_{R} \\
\times \int d \omega \frac{k_{\omega} a_{\omega}}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}} \exp \left(-k_{\omega}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \tag{4}
\end{gather*}
$$

The physical meaning of Eq. (3) consists in that the density of excited atoms at point $\mathbf{r}$ decaying at the rate $v$ is formed owing to inelastic collisions $Q(\mathbf{r})$ and resonance radiation emitted by excited atoms (located at point $\mathbf{r}^{\prime}$ ) at the rate $\gamma_{R} a_{\omega}$ in the frequency range of $\omega, \omega+$ $d \omega$. When this radiation arrives at point $\mathbf{r}$, it is attenuated proportionally to the factor

$$
\frac{\exp \left(-k_{\omega}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}
$$

and is absorbed at this point with the probability proportional to the value of the absorption coefficient $k_{\omega}$. In optically dense media, when $k_{\omega_{0}} R \gg 1$ ( $R$ is the characteristic size of the system), the contribution made by the frequency range in the vicinity of the line center $\Delta=$
$\omega-\omega_{0} \ll \Gamma$ is exponentially small, and the main contribution to the integral in Eq. (4) is made by the line wings, i.e., $\Delta \gg \Gamma$.

Note that Eq. (3) was first written from purely heuristic considerations. In addition, Eq. (3) was written disregarding the effects caused by the existence of the boundary and by the thermal motion of atoms of the medium (i.e., the spatial dispersion of permittivity). As will be demonstrated below, the thermal motion of atoms and the presence of the boundary result in a nonlocal pattern of the response of the medium to the electromagnetic field in bounded systems. It is the objective of our study to derive a generalized Biberman-Holstein equation that would include these effects. It will be found that the spectral density of excited particles satisfies an equation of the form of (3) with the generalized kernel $\tilde{K}$ dependent on the dielectric properties of the medium. It will be further demonstrated that, if the spatial dispersion and the presence of the boundary are ignored, the kernel $\tilde{K}$ transforms to Eq. (4).

In addition, we treat the problems on the radiation emitted by a heated half-space and on the transmission of resonance waves through a medium. The expressions for the Green's photon functions may be found directly from the solution of the appropriate kinetic equation in the external and internal regions and subsequent joining at the interface. The explicit form of the coefficient of reflection of electromagnetic waves from a resonant medium will be found. Note that this problem was previously studied by Wood [9] and Veklenko and Tkachuk [10]. We will also derive the expression for the reflection coefficient, which includes explicitly the spatial dispersion and, thereby, generalizes the known Fresnel-Wood result [9]. In addition, explicit expressions have been derived for the spectral radiation intensity in a medium, which is due to incident resonance waves and spontaneous photon sources. In what follows, we will demonstrate that the function of a bulk source of spontaneous radiation $\varepsilon_{\omega}$ is proportional to the spectral density $N_{2}$ of excited atoms. Therefore, given the depth dependence of $N_{2}$, the obtained results enable one to fully describe the transmission of incident radiation through a medium, as well as the emission of radiation by a heated half-space into vacuum.

## 2. KINETIC EQUATION FOR SPECTRAL DENSITY OF EXCITED ATOMS

We will treat a semi-infinite, homogeneous and isotropic medium consisting of two-level nondegenerate systems. Thereby, various effects associated with the polarization of radiation will be ignored. The $x y$ plane will be selected as the interface, and the $z$ axis will be directed into the bulk of the medium.

The traditional mechanism enabling one to derive an equation for the spectral density $N(\mathbf{r}, \mathbf{v}, \omega, t)$ of excited atoms is the mechanism of the kinetic Green's func-
tions. Note, however, that, in what follows, we will deal only with the projections of the atomic Green's function $G_{i j}^{\alpha \beta}(i, j=1,2)$ onto the ground and excited states. For example, for $G_{i j}^{-+}$, we have

$$
i G_{i j}^{\alpha \beta}\left(x, x^{\prime}\right)=-\int \varphi_{i}^{*}(\xi)\left\langle\hat{\Psi}^{+}\left(x^{\prime} \xi^{\prime}\right) \hat{\Psi}(x \xi)\right\rangle \varphi_{j}\left(\xi^{\prime}\right) d \xi d \xi^{\prime}
$$

Here, $x=\{t, \mathbf{r}\}$ is the 4-coordinate of the atomic center of gravity, and $\xi$ denotes the variables characterizing the motion of atomic electrons. The operator $\hat{\Psi}$ is the Heisenberg field operator of atomic particles (for definiteness, we will assume that $\hat{\Psi}$ satisfies the Fermi statistics $)$, and $\varphi_{i}(i=1,2)$ is a set of atomic functions. The subscripts $\alpha$ and $\beta$ have, in accordance with the Keldysh technique [11], the values of + or - . Note that, in the absence of coherent pumping, the nondiagonal elements of $G_{i j}^{\alpha \beta}(i \neq j)$ are zero.

We will assume a fairly slow variation of all quantities in space and time, which will enable us to impart to theory the form of kinetic equations for the populations of atomic states and spectral intensities. Following is the correlation, in a semiclassical approximation, between the spectral density $N(\mathbf{r}, \mathbf{v}, \omega, t)$ of excited particles and the kinetic Green's function $G_{22}^{-+}$of excited particles:

$$
\begin{gather*}
N(\mathbf{r}, \mathbf{v}, \omega, t)=-\int G_{22}^{-+}\left(\mathbf{r}_{1}, t_{1}, \mathbf{r}_{2}, t_{2}\right) \\
\times \exp \left(i \omega_{p} \tau-i \mathbf{k} \cdot \boldsymbol{\rho}\right) d \tau d \mathbf{p}  \tag{5}\\
\tau=t_{1}-t_{2}, \quad \mathbf{\rho}=\mathbf{r}_{1}-\mathbf{r}_{2}, \quad \mathbf{r}=\frac{\mathbf{r}_{1}+\mathbf{r}_{2}}{2}, \quad t=\frac{t_{1}+t_{2}}{2}
\end{gather*}
$$

The wave vector $\mathbf{k}$ is related to the velocity $\mathbf{v}$ of an atomic particle by the relation $\mathbf{v}=\hbar \mathbf{k} / M$, where $M$ is the atomic mass. Note that the quantity $N_{2}\left(\mathbf{r}, \mathbf{v}, \omega_{p}, t\right)$ has no physical meaning because of the uncertainty principle and, generally speaking, may be negative. Only the moments of spectral density have a physical meaning.
The Green's function $G_{22}^{-+}$is the solution of the corresponding kinetic equation representing a particular case of the Dyson equation. Therefore, the derivation of the expression for the spectral density of excited atoms reduces to finding the Green's function $G_{22}^{-+}$of excited particles, i.e., to the solution of the corresponding kinetic equation. We will solve this equation under the following assumptions: the atomic gas is nondegener-ate-i.e., we ignore the terms of the order of $N \lambda_{T}^{3}\left(\lambda_{T}=\right.$ $\sqrt{2 \pi \hbar^{2} / M T}$ is the thermal de Broglie atomic wavelength) compared with unity; the interaction between photons and atoms of the medium is described in the
dipole approximation; detuning of frequencies from resonance is small, i.e.,

$$
\Delta=\omega-\omega_{0} \ll \omega_{0}, \quad \omega_{0}=\omega_{2}-\omega_{1}
$$

In addition to the atomic Green's functions, we will use the correlation functions of electromagnetic field $D_{i k}^{\alpha \beta}$ determined in terms of the Heisenberg operators of the vector potential $\hat{A}_{i}$. For example, for the kinetic Green's photon function $D_{i k}^{-+}$, we have (assuming the calibration with the scalar potential $\varphi=0$ )

$$
\begin{gathered}
i D_{i k}^{-+}\left(x, x^{\prime}\right)=\left\langle\hat{A}_{k}\left(x^{\prime}\right) \hat{A}_{i}(x)\right\rangle \\
i D_{0 i}^{-+}=i D_{i 0}^{-+}=0, \quad i, k=1,2,3
\end{gathered}
$$

The retarded $D^{R}\left(G^{R}\right)$ and advanced $D^{A}\left(G^{A}\right)$ Green's functions are expressed in terms of the $D^{--}\left(G^{--}\right)$, $D^{++}\left(G^{++}\right)$, and previously introduced $D^{-+}\left(G^{-+}\right)$functions as follows:

$$
D^{R}=D^{--}-D^{-+}, \quad D^{A}=D^{-+}-D^{++}
$$

As was already indicated, finding the spectral density $N_{2}$ of atoms in the excited state reduces to solving the appropriate equation for the kinetic Green's function of excited particles $G_{22}^{-+}$, which is a particular case of the Dyson equation. We change over in this equation to Fourier components with respect to time and coordinate differences and take into account the definition (cf. Eq. (5))

$$
\begin{gathered}
G_{22}^{-+}\left(z_{1}, z_{2}, \mathbf{k}_{\perp}, \omega_{p}, t\right) \\
=\int d \tau d \mathbf{\rho}_{\perp} \exp \left(i \omega_{p} \tau-i \mathbf{k}_{\perp} \cdot \mathbf{\rho}_{\perp}\right) G_{22}^{-+}\left(\mathbf{r}_{1}, t_{1}, \mathbf{r}_{2}, t_{2}\right) \\
\tau=t_{1}-t_{2}, \quad \mathbf{\rho}_{\perp}=\mathbf{r}_{1 \perp}-\mathbf{r}_{2 \perp}, \quad t=\frac{t_{1}+t_{2}}{2}
\end{gathered}
$$

(the subscript $\perp$ indicates the direction perpendicular to the $z$ axis) to derive, for a half-space,

$$
\begin{gather*}
{\left[-i \hbar \frac{\partial}{\partial t}-\frac{\hbar^{2}}{2 M}\left(\frac{d^{2}}{d z_{1}^{2}}-\frac{d^{2}}{d z_{2}^{2}}\right)\right] G_{22}^{-+}\left(z_{1}, z_{2}, t\right)} \\
=-\int_{0}^{\infty} d z_{3}\left\{\Sigma_{22}^{--}\left(z_{1}, z_{3}, t\right) G_{22}^{-+}\left(z_{3}, z_{2}, t\right)\right.  \tag{6}\\
+\Sigma_{22}^{++}\left(z_{3}, z_{2}, t\right) G_{22}^{-+}\left(z_{1}, z_{3}, t\right)+\Sigma_{22}^{-+}\left(z_{1}, z_{3}, t\right) G_{22}^{++}\left(z_{3}, z_{2}, t\right) \\
\left.+\Sigma_{22}^{--}\left(z_{3}, z_{2}, t\right) G_{22}^{--}\left(z_{1}, z_{3}, t\right)\right\} .
\end{gather*}
$$

Here and in what follows, in order to simplify the notation, we will not indicate explicitly the arguments $\mathbf{k}_{\perp}$ and $\omega_{p}$. In deriving Eq. (6), we have ignored the retardation effects, which is justified when the radiation intensity varies in time rather slowly. The mass opera-
tors $\Sigma_{22}^{\alpha \beta}$ describe the interaction of excited particles with resonance photons and broadening particles (for example, electrons), with the following correlation being valid in the limit of low atomic density:

$$
\Sigma_{22}^{-+} \ll \Sigma_{22}^{+-}, \Sigma_{22}^{--}, \Sigma_{22}^{++}
$$

The last two terms on the right-hand side of Eq. (6) correspond to the incoming term associated with the absorption of resonance photons by atoms in the ground state, as well as with transitions to the excited level under the effect of collisions. Analogously, the first two terms describe the depopulation of the excited level due to spontaneous and induced emission or collisions.

We will seek a steady-state solution to Eq. (6) in the CFR mode; i.e., we will assume the frequency of elastic collisions (leading to a random walk of excited atoms along the line profile) $\gamma_{\text {coll }}$ to be higher than the frequencies of spontaneous radiative transitions $\gamma_{R}$ and of inelastic collision transitions $\gamma_{T}$. In this case, from the equality to zero of the elastic collision integral, $\mathrm{St}^{\text {elastic }}=0$, we derive that $G_{22}^{-+}\left(G_{22}^{+-}\right)$may be represented in the form [12]

$$
\begin{gather*}
G_{22}^{+-}(\omega, \mathbf{k})=\left(G_{22}^{R}-G_{22}^{A}\right)\left(1-\tilde{N}_{2}(\omega, \mathbf{k})\right) \\
=2 \pi i a_{2}\left(\varepsilon_{\mathbf{p}}\right)\left(1-\tilde{N}_{2}(\omega, \mathbf{k})\right), \\
G_{22}^{-+}(\omega, \mathbf{k})=-\left(G_{22}^{R}-G_{22}^{A}\right) \tilde{N}_{2}(\omega, \mathbf{k})  \tag{7}\\
=2 \pi i a_{2}\left(\varepsilon_{p}\right) \tilde{N}_{2}(\omega, \mathbf{k}) .
\end{gather*}
$$

Here,

$$
\varepsilon_{\mathbf{p}}=\omega-\omega_{2}-E(\mathbf{k})+\mu, \quad E(\mathbf{k})=\frac{\mathbf{k}^{2}}{2 M}
$$

is the energy of translational motion of an atomic particle; $\mu$ is the chemical potential; and $a_{2}\left(\varepsilon_{p}\right)$ is the Lorentz profile of excited state,

$$
a_{2}\left(\varepsilon_{p}\right)=\frac{\gamma_{2}}{2 \pi}\left(\varepsilon_{p}^{2}+\frac{\gamma_{2}^{2}}{4}\right)^{-1}
$$

The quantity $\tilde{N}_{2}(\omega, \mathbf{k})$ in the case of degenerate gas and moderately broad lines; i.e., $\gamma_{2} \leqslant T$ (we assume that the broadening particles are described by the Fermi distribution with the absolute temperature $T$ ), is written as

$$
\begin{equation*}
\tilde{N}_{2}(\omega, \mathbf{k})=\tilde{N}_{2} \lambda_{T}^{3} \exp \left(-\frac{\varepsilon_{p}+E(\mathbf{k})}{T}\right) \tag{8}
\end{equation*}
$$

Here, $\lambda_{T}$ is the de Broglie wavelength of a particle, and $\tilde{N}_{2}$ is the effective nonequilibrium population of higher state defined in the general case by radiative and colli-sion-induced (inelastic) transitions between the ground and excited levels. Therefore, the kinetic equations for the concentration of excited particles in the CFR limit
will now be formulated in terms of the quantities $\tilde{N}_{2}$. Expressions (7) and (8) represent a generalization of the inferences made in the traditional theory of transfer to the case of broad spectral lines and enable one, in the case of thermodynamic equilibrium, to derive a correct expression for spectral intensity [12]. At equilibrium, the "populations" $\tilde{N}_{i}(i=1,2)$ obey the Boltzmann equations. We substitute expressions (7) and (8) into the equation for spectral radiation intensity to arrive (in contrast to the traditional theory) at the correct Planck formula for photon occupation numbers. Note further that, in the case of very narrow lines, i.e., for $\gamma_{2} \ll T$, we can ignore $\varepsilon_{p}$ in the exponent; in this case, the "populations" $\tilde{N}_{i}$ coincide with the true populations obtained by integration of (7) with respect to frequency and momenta.

We will first solve Eq. (6) in view of relations (7) and (8). We will treat in more detail the absorption by atoms of resonance photons from the ground state. For this purpose, we will first write the last term on the right-hand side of Eq. (6) in the explicit form

$$
\begin{align*}
& \quad \mathrm{St}_{1}^{+}=i\left(\frac{j}{c}\right)_{i}\left(\frac{j}{c}\right)_{k} \int_{0}^{\infty} d z_{3} \frac{d \omega}{2 \pi} \frac{d \mathbf{q}_{\perp}}{2 \pi} G_{22}^{R}\left(z_{1}, z_{3}, \mathbf{k}_{\perp}, \omega_{p}\right)  \tag{9}\\
& \times D_{i k}^{-+}\left(z_{3}, z_{2}, \mathbf{q}_{\perp}, \omega, t\right) G_{11}^{(0)-+}\left(z_{3}, z_{2}, \mathbf{k}_{\perp}-\mathbf{q}_{\perp}, \omega_{p}-\omega\right) .
\end{align*}
$$

In deriving Eq. (9), use was made of the correlation $G^{--} \approx G^{R}$, valid in the case of a low atom density. In addition, we ignored the broadening of the ground atomic state and used the Green's function of unperturbed atoms as $G_{11}^{-+}$. The function $G_{22}^{R}$ is the higher level retarded Green's function, and $j_{k}$ is the $k$ th projection of matrix element of the current density operator between states 2 and 1 (summation is implied by the subscripts $i$ and $k$ ). The function $G_{22}^{R}$ satisfies the corresponding Dyson equation with the mass operator $\Sigma_{22}^{R}$, which we solve to derive

$$
\begin{gather*}
G_{22}^{R}\left(z, z^{\prime}, \mathbf{k}_{\perp}, \omega_{p}\right)=\frac{1}{\hbar} \\
\times \sum_{k} \frac{\psi_{k}(z) \Psi_{k}^{*}\left(z^{\prime}\right)}{\omega_{p}-\omega_{2}-E_{k}+\mu+i \gamma_{2} / 2} . \tag{10}
\end{gather*}
$$

In deriving Eq. (10), we used the relation

$$
\Sigma_{22}^{R}=\frac{1}{2}\left(\Sigma_{22}^{--}-\Sigma_{22}^{++}\right)-\frac{1}{2}\left(\Sigma_{22}^{+-}-\Sigma_{22}^{-+}\right),
$$

where the first term characterizes the level shift due to interaction with resonance photons and broadening particles, and the second term characterizes the finite width of the excited level. In Eq. (10), the functions $\psi_{k}(z) \propto \sin (k z)$ are the eigenfunctions of the Laplacian,
which describe the translational motion of an atom in the region of $z>0$;

$$
E_{k}=\frac{\hbar k^{2}}{2 M}+\frac{\hbar \mathbf{k}_{\perp}^{2}}{2 M}
$$

denotes the respective eigenvalues of energy; and $\omega_{2}$ is the frequency renormalized in view of the shift. The quantity

$$
\gamma_{2} \approx-2 \operatorname{Im} \Sigma_{22}^{R} \approx \Sigma_{22}^{+-}
$$

is the total width of the excited level, which, in the general case, is due to collisions and spontaneous decay. In the purely radiative mode, $\gamma_{2}=A$, where $A$ is the probability of the spontaneous $2 \longrightarrow 1$ transition (Einstein coefficient). For the Green's function $G_{11}^{(0)-+}$, it follows immediately from the definition that

$$
\begin{align*}
& G_{11}^{(0)-+}\left(z, z^{\prime}, \mathbf{k}_{\perp}, \omega_{p}\right)=2 \pi i \sum_{k} \psi_{k}(z) \psi_{k}^{*}\left(z^{\prime}\right)  \tag{11}\\
& \quad \times \delta\left(\omega_{p}-\omega_{1}-E_{k}+\mu\right) N_{1}\left(k, \mathbf{k}_{\perp}\right)
\end{align*}
$$

where $N_{1}\left(k, \mathbf{k}_{\perp}\right)$ are the occupation numbers of atoms in the ground state by the quantum numbers $k$ and $\mathbf{k}_{\perp}$. We substitute Eqs. (10) and (11) into (9) and take into account the smallness of the photon wave vector compared with the particle wave vector to derive the following expression for the incoming term $\mathrm{St}_{1}^{+}$:

$$
\begin{gather*}
\mathrm{St}_{1}^{+}=-2 \pi\left(\frac{j}{c}\right)_{i}\left(\frac{j}{c}\right) \int_{0}^{\infty} d z_{3} \int \frac{d \omega d \mathbf{q}_{\perp}}{(2 \pi)^{4}} \\
\times \frac{D_{i k}^{-+}\left(z_{3}, z, \mathbf{q}_{\perp}, \omega, t\right)}{\varepsilon_{p}+i \gamma_{2} / 2} \frac{N_{1}\left(k, \mathbf{k}_{\perp}\right)}{\left|v_{z}\right|}  \tag{12}\\
\times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z+z_{3}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z-z_{3}\right)\right]\right\}
\end{gather*}
$$

where

$$
\begin{gather*}
\Delta=\varepsilon_{p}-\omega+\omega_{0}+\mathbf{q}_{\perp} \mathbf{v}_{\perp} \\
\varepsilon_{p}=\omega_{p}-\omega_{2}+E_{k}+\mu  \tag{13}\\
v_{z}=\frac{k}{M}, \quad \mathbf{v}_{\perp}=\frac{\mathbf{k}_{\perp}}{M}
\end{gather*}
$$

In deriving Eq. (12), averaging was performed over rapidly oscillating functions of the type $\exp \left(i p\left(z_{1}+z_{2}\right)\right)$. One can analogously derive an expression for the third term in the right-hand part of Eq. (6). On adding this third term to Eq. (12), we will derive the final expression for the incoming term describing the photoabsorption
from the ground state,

$$
\begin{align*}
& \mathrm{St}^{+}=2 \pi i a_{2}\left(\varepsilon_{p}\right)\left(\frac{j}{c}\right)_{i}\left(\frac{j}{c}\right)_{k}^{\infty} \int_{0}^{\infty} d z_{3} \frac{d \omega d \mathbf{q}_{\perp}}{(2 \pi)^{3}} \\
& \quad \times D_{i k}^{-+}\left(z_{3}, z, \mathbf{q}_{\perp}, \omega, t\right) \frac{N_{1}\left(k, \mathbf{k}_{\perp}\right)}{\left|v_{z}\right|}  \tag{14}\\
& \times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z+z_{3}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z-z_{3}\right)\right]\right\} .
\end{align*}
$$

Expression (14) describes the nonlocal absorption of radiation in the vicinity of the half-space boundary. As follows from Eq. (14), the characteristic scale of nonlocality of the kernel is $L \sim v_{z} / \Delta$. Away from the boundary, at a distance much longer than $L$, we can ignore the nonlocality and extend the integration for $z_{3}$ to the entire axis from $-\infty$ to $+\infty$, with the kernel being of the order of $\delta\left(z-z_{3}\right)$.

Turning back to Eq. (6), we will treat the terms defining the depopulation of the excited level due to radiative decay. Disregarding the induced radiation, the decay term may be written as

$$
\begin{equation*}
\mathrm{St}^{-}=-\hbar A N_{2}\left(z, k, \mathbf{k}_{\perp}, \omega_{p}\right) \tag{15}
\end{equation*}
$$

where $A$ is the probability of the spontaneous $2 \longrightarrow 1$ transition. We substitute Eqs. (14) and (15) into Eq. (6) to derive the kinetic equation for the spectral density $N_{2}$ of atoms in the upper state,

$$
\begin{align*}
&\left(\frac{\partial}{\partial t}+v_{z} \frac{\partial}{\partial z}\right) N_{2}\left(z, \omega_{p}\right)=-A N_{2}+2 \pi i a_{2}\left(\varepsilon_{p}\right)\left(\frac{j}{c}\right)_{i}\left(\frac{j}{c}\right)_{k} \\
& \times N_{1} \int_{0}^{\infty} d z_{3} \int \frac{d \omega d \mathbf{q}_{\perp}}{(2 \pi)^{3}} D_{i k}^{-+}\left(z_{3}, z, \mathbf{q}_{\perp}, \omega, t\right) \frac{f\left(k, \mathbf{k}_{\perp}\right)}{\left|v_{z}\right|}  \tag{16}\\
& \times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z+z_{3}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z-z_{3}\right)\right]\right\} .
\end{align*}
$$

Here, $N_{1}$ is the total number of atoms on the lower level; $f\left(k, \mathbf{k}_{\perp}\right)$ is the distribution function of atoms in the ground state over the quantum numbers $k$ and $\mathbf{k}_{\perp}$, i.e., $N_{1}\left(k, \mathbf{k}_{\perp}\right)=N_{1} f\left(k, \mathbf{k}_{\perp}\right)$; and $v_{z}=k / M$ is the $z$ projection of the atomic velocity. In performing numerical calculations, we will use the Maxwell distribution function as the distribution function $f(\mathbf{k})$.

In the steady-state case, the general solution of Eq. (16) may be written in the form

$$
\begin{gather*}
N_{2}\left(z, \omega_{p}\right)=\exp \left(-\frac{A z}{\mathrm{v}_{z}}\right) \\
\times\left\{\bar{N}_{2}\left(z_{0}\right)+\int_{z_{0}}^{z} \frac{d z^{\prime}}{\mathrm{v}_{z}} \exp \frac{A z^{\prime}}{\mathrm{v}_{z}} \mathrm{St}^{+}\right\} \tag{17}
\end{gather*}
$$

where $\mathrm{St}^{+}$is the integral of collisions with photons (14), and the quantities $z_{0}=z_{0}\left(v_{z}\right)$ and $\bar{N}_{2}\left(z_{0}\right)$ must be determined from the boundary conditions. We will first treat the atoms with $v_{z}<0$, i.e., the atoms moving towards the interface. We assume that $z_{0}=\infty$ and that $N_{2}(z) \longrightarrow 0$ at $z \longrightarrow \infty$ to derive from Eq. (17)

$$
\begin{equation*}
N_{2}\left(z, v_{z}<0, \omega_{p}\right)=-\int_{z}^{\infty} \frac{d z^{\prime}}{v_{z}} \exp \left(-\frac{A}{v_{z}}\left(z-z^{\prime}\right)\right) \mathrm{St}^{+} \tag{18}
\end{equation*}
$$

We will now derive the expression for the atom density $N_{2}$ with $v_{z}>0$, i.e., for the atoms moving into the bulk of the medium. For this purpose, we will designate the fraction of mirror collisions of atomic particles with the interface by $\eta$; accordingly, the quantity $1-\eta$ will give the fraction of diffuse collisions. We assume $z_{0}=0$ and, in view of Eqs. (17) and (18), find

$$
\begin{align*}
N_{2}\left(z, v_{z}\right. & \left.>0, \omega_{p}\right)=\eta \int_{0}^{\infty} \exp \left(-\frac{A}{v_{z}}\left(z+z^{\prime}\right)\right) \frac{\mathrm{St}^{+}}{\mathrm{v}_{z}} d z^{\prime}  \tag{19}\\
& +\int_{0}^{z} \exp \left(-\frac{A}{v_{z}}\left(z-z^{\prime}\right)\right) \frac{\mathrm{St}^{+}}{\mathrm{v}_{z}} d z^{\prime}
\end{align*}
$$

We will dwell on the case of purely specular collisions, $\eta=1$. Here, the following correlation is valid on the interface $z=0$ :

$$
\begin{equation*}
N_{2}\left(z=0, v_{z}<0, \omega_{p}\right)=N_{2}\left(z=0, v_{z}>0, \omega_{p}\right) \tag{20}
\end{equation*}
$$

It follows from Eq. (20) that atoms with velocities $v_{z}>$ 0 may be regarded as atoms that passed through the plane $z=0$ from the region $z<0$. Owing to a certain symmetry arising as a result of specular collisions, the problem actually reduces to finding the spectral density of excited particles in the entire space provided the following correlations are valid:

$$
\begin{align*}
& D^{-+}\left(z, z^{\prime}\right)=D^{-+}\left(-z, z^{\prime}\right)  \tag{21}\\
& N_{2}(z<0)=N_{2}(z>0)
\end{align*}
$$

Proceeding from Eqs. (18) and (19) in view of (21), the respective expression for the total concentration

$$
N_{2}\left(z, \omega_{p}\right)=\int N_{2}\left(z, k, \mathbf{k}_{\perp}\right) d k d \mathbf{k}_{\perp}
$$

of atoms in the upper state will be written as

$$
\begin{gathered}
N_{2}\left(z, \omega_{p}\right)=2 \pi i N_{1}\left(\frac{j}{c}\right)_{i}\left(\frac{j}{c}\right)_{k} a_{2}\left(\varepsilon_{p}\right) \int_{0}^{\infty} d z_{3} \frac{d \omega d \mathbf{q}_{\perp}}{(2 \pi)^{3}} \\
\quad \times \int_{-\infty}^{\infty} d z^{\prime} D_{i k}^{-+}\left(z_{3}, z^{\prime}, \mathbf{q}_{\perp}, \omega\right) K\left(z_{3}, z^{\prime} \mid z\right),
\end{gathered}
$$

where

$$
\begin{align*}
& K\left(z_{3}, z^{\prime} \mid z\right)=\int_{0}^{\infty} \frac{d v_{z}}{v_{z}} \exp \left(-\frac{A}{v_{z}}\left|z-z^{\prime}\right|\right) \int d \mathbf{v}_{\perp} \frac{f\left(\mathrm{v}_{z}, \mathbf{v}_{\perp}\right)}{v_{z}}  \tag{23}\\
& \quad \times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z^{\prime}+z_{3}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z^{\prime}-z_{3}\right)\right]\right\} .
\end{align*}
$$

As was already mentioned, the kernel $K$ of the integral contains the description of the effects of nonlocal absorption of radiation in the vicinity of the interface (i.e., at $z \lesssim L=v_{z} / \Delta$ ), which are due to the absorption, by atoms at point $z$, of the radiation emitted by atoms at some other point $z_{3}$. In addition, this kernel takes into account various effects associated with the thermal motion of atoms, i.e., the specular reflections of particles from the plane $z=0$ and the transfer of excitations by the moving atoms. In the case of thermal transfer of excitations, the atom that absorbed a photon at point $z^{\prime}$ may then emit this photon at another point $z$ with the probability proportional to the factor $\exp \left(-A\left|z-z^{\prime}\right| / v_{z}\right)$. Analogously, the excited atoms reflected from the interface also make an additional contribution to the excited particle concentration $N_{2}$ at depth $z$. Therefore, the inclusion of the thermal motion of atoms may bring about an increase in the effective number of excited atoms in the medium. In the case when the thermal velocity of particles is fairly low and the upper level is short-lived, the thermal effects become insignificant (except for the narrow region in the vicinity of the boundary, where the reflected atoms must be taken into account). In this limit, the kernel $K$ is simplified considerably and takes the form

$$
\begin{gather*}
K\left(z_{3}, z^{\prime} \mid z\right)=\delta\left(z^{\prime}-z\right) \int d \mathbf{v} \frac{f(\mathbf{v})}{\left|v_{z}\right|} \\
\times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z+z_{3}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z-z_{3}\right)\right]\right\} . \tag{24}
\end{gather*}
$$

It is important to note that, in media with the permittivity $|\varepsilon-1| \sim 1$, the reflection of electromagnetic waves from the interface takes on significance; this results in an additional contribution to the intensity of radiation in the material, thereby causing an increase in the population of the upper level.

We have treated the case of purely specular reflections of atoms from the interface $z=0$. The problem may be reduced to that on finding the spectral density in the entire space. Under conditions when diffuse reflections cannot be ignored, one must use other methods for solving Eqs. (18) and (19) for the region $z>0$. Given $D_{i k}^{-+}$, formulas (22) and (23) fully define the dependence of the spectral density $N_{2}\left(z, \omega_{p}\right)$ of excited particles on the depth $z$. However, $D_{i k}^{-+}$, in turn, depends on $N_{2}\left(z, \omega_{p}\right)$; i.e., Eq. (22) is essentially an inte-
gral equation for spectral density. Therefore, in order to close the set of equations, one must solve the equation for the photon function $D_{i k}^{-+}$.

## 3. THE RADIATION TRANSFER IN THE CASE OF SEMI-INFINITE MEDIUM AND THE RADIATION OF HEATED HALF-SPACE

In order to derive a closed equation for the spectral density $N_{2}$ of excited atoms, one must find the kinetic Green's photon function $D_{i k}^{-+}$(see [22]). It follows immediately from the definition that the quantity $D_{i k}^{-+}$ is a second-rank tensor. Determining all of the components of this tensor reduces to solving the set of equations for $D_{i k}^{-+}$, derived from the appropriate Dyson equation [13]. In the general case, the solution of this set of equations involves very cumbersome computations and cannot be reduced to a set of algebraic equations, because we treat a semi-infinite medium (and it is necessary to apply methods of solving sets of integrodifferential equations on a half-line). It is only when the spatial dispersion is ignored that this system is simplified and allows an analytical solution.

In this study, we are interested in the case when the spatial dispersion is significant. Therefore, for procedural purposes, we will not investigate the polarization properties of the function $D_{i k}^{-+}$and will confine ourselves to the treatment of the model problem, assuming that

$$
D_{i k}^{\alpha \beta}=D^{\alpha \beta} \delta_{i k} .
$$

We will assume a scalar form of the photon function $D_{i k}^{-+}$and will treat only one component of the polarization of radiation.

For convenience, we will represent $D_{i k}^{-+}$as the sum

$$
D^{-+}=D_{\mathrm{sp}}^{-+}+D_{\mathrm{in}}^{-+},
$$

where the first term corresponds to spontaneous photon sources, and the second term, to the radiation incident on the medium from vacuum. We will first investigate the part of the Green's function that is associated with incident radiation, $D_{\mathrm{in}}^{-+}$. The Dyson equation for this function will be written in the form (the vector $\mathbf{q}_{\perp}$ will be directed along the $y$ axis)

$$
\begin{gathered}
\quad\left[\frac{d^{2}}{d z^{2}}+\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}\right] D_{\mathrm{in}}^{-+}\left(z, z^{\prime}\right) \\
=4 \pi \hbar \int_{0}^{\infty} \Pi^{R}\left(z, z_{2}\right) D_{\mathrm{in}}^{-+}\left(z_{2}, z^{\prime}\right) d z_{2}, \\
z, z^{\prime}>0,
\end{gathered}
$$

$$
\begin{gather*}
{\left[\frac{d^{2}}{d z^{2}}+\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}\right] D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=0,}  \tag{26}\\
z<0, \quad z^{\prime}>0, \\
{\left[\frac{d^{2}}{d z^{\prime 2}}+\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}\right] D_{\text {in }}^{-+}\left(z, z^{\prime}\right)} \\
=4 \pi \hbar \int_{0}^{\infty} D_{\text {in }}^{-+}\left(z, z_{1}\right) \Pi^{A}\left(z_{1}, z^{\prime}\right) d z_{1},  \tag{27}\\
z, z^{\prime}>0, \\
{\left[\frac{d^{2}}{d z^{\prime^{2}}}+\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}\right] D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=0,}  \tag{28}\\
z>0, \quad z^{\prime}<0 .
\end{gather*}
$$

We will assume that the collisions of particles with the interface are purely specular. In this case, we use the even extension to the negative semiaxis $z<0$ to derive, from Eq. (25),

$$
\begin{equation*}
D_{\mathrm{in}}^{-+}\left(z, z^{\prime}\right)=\int_{-\infty}^{\infty} \frac{d k}{2 \pi} e^{i k z} \frac{2 D_{\mathrm{in}}^{\prime-+}\left(+0, z^{\prime}\right)}{\frac{\omega^{2}}{c^{2}} \varepsilon\left(\omega, k, q_{\perp}\right)-k^{2}-q_{\perp}^{2}} \tag{29}
\end{equation*}
$$

Here, the prime indicates a derivative with respect to the first argument (with respect to $z$ ). The quantity $\varepsilon(\omega$, $k, q_{\perp}$ ) is the permittivity of the medium, expressed in terms of the polarization operator $\Pi^{R}$,

$$
\begin{align*}
\varepsilon\left(\omega, k, q_{\perp}\right) & =1-\frac{4 \pi}{3 \hbar} d^{2}\left[\tilde{N}_{1}-\tilde{N}_{2} \exp \left(-\frac{\omega-\omega_{0}}{T}\right)\right]  \tag{30}\\
\times & \int d \mathbf{v} \frac{f(\mathbf{v})}{\Delta-k v_{z}-\mathbf{q}_{\perp} \mathbf{v}_{\perp}+i \gamma_{2} / 2} .
\end{align*}
$$

Here, $\tilde{N}_{1}$ and $\tilde{N}_{2}$ denote the effective population of the upper and lower states, respectively (see Eqs. (7) and (8)). Generally speaking, $\varepsilon$ is a function of both the frequency $\omega$ and the photon wave vector $\mathbf{k}$ and describes the temporal and spatial dispersion of permittivity, respectively. As was already mentioned, the following condition may be valid in the case of a fairly high atom density:

$$
\gamma_{2}=\gamma_{\mathrm{sp}}+\gamma_{\mathrm{coll}}>\Delta \omega_{D}
$$

where $\Delta \omega_{D}$ is the Doppler width, $\gamma_{\mathrm{sp}}$ is the radiation line width, and $\gamma_{\text {coll }} \sim N$ is the collisional line width (proportional to the density of broadening particles). For such media, the dependence of permittivity on $k$ and $\mathbf{q}_{\perp}$ becomes unimportant. In this study, we are interested in the case of rather rarefied media, when the above-identified condition is invalid, and the spatial dispersion of permittivity proves to be significant (in application to sodium atoms, this means $N<10^{17} \mathrm{~cm}^{-3}$ ).

The Green's function derivative $D_{\text {in }}^{\prime-+}$ may be found from the joining of solutions obtained in the regions $z<0$ and $z>0$ on the interface $z=0$. For this purpose, we will first treat the case $z<0, z^{\prime}>0$. From Eq. (26), we find

$$
\begin{gather*}
D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=A\left(e^{i k_{z}^{0} z}+r e^{-i k_{z}^{0} z}\right) c\left(z^{\prime}\right), \\
k_{z}^{0}=\sqrt{\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}} . \tag{31}
\end{gather*}
$$

Here, $A$ is the incident wave amplitude, $r$ is the coefficient of reflection from the boundary, $k_{z}^{0}$ is the projection of the wave vector of incident wave onto the $z$ axis (in the case of normal incidence, $k_{z}^{0}=\omega / c$ ), and $c\left(z^{\prime}\right)$ is some function of $z^{\prime}$ which may be determined by treating Eq. (27). From the condition of continuity of the electric and magnetic field intensities on the boundary, we can derive the boundary conditions for $D_{\text {in }}^{-+}$,

$$
\begin{align*}
D_{\mathrm{in}}^{-+}\left(+0, z^{\prime}\right) & =D_{\mathrm{in}}^{-+}\left(-0, z^{\prime}\right) \\
D_{\mathrm{in}}^{\prime-+}\left(+0, z^{\prime}\right) & =D_{\mathrm{in}}^{\prime-+}\left(-0, z^{\prime}\right) . \tag{32}
\end{align*}
$$

We find from Eqs. (29) and (31) in view of boundary conditions (32)

$$
\begin{align*}
& D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=2 i k_{z}^{0} A(1-r) c\left(z^{\prime}\right) \\
& \times \int_{-\infty}^{\infty} \frac{d k}{2 \pi} \frac{e^{i k z}}{\frac{\omega^{2}}{c^{2}} \varepsilon\left(\omega, k, q_{\perp}\right)-k^{2}-q_{\perp}^{2}} \tag{33}
\end{align*}
$$

One can see that the function $D_{\text {in }}^{-+}\left(z, z^{\prime}\right)$ may be written in the form of the product of two functions dependent on only one of the coordinates,

$$
D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=\varphi(z) c\left(z^{\prime}\right) .
$$

In order to determine $c\left(z^{\prime}\right)$, we will turn to Eq. (27). We will use the even extension to the negative semiaxis $z^{\prime}<0$ to derive the following correlation for the function $c\left(z^{\prime}\right)$ :

$$
\begin{equation*}
c\left(z^{\prime}\right)=\int_{-\infty}^{\infty} \frac{d k}{2 \pi} e^{i k z^{\prime}} \frac{2 c^{\prime}(+0)}{\frac{\omega^{2}}{c^{2}} \varepsilon^{*}\left(\omega, k, q_{\perp}\right)-q_{\perp}^{2}-k^{2}} . \tag{34}
\end{equation*}
$$

In deriving Eq. (34), use was made of the inequality $\Pi^{A}=\left(\Pi^{R}\right)^{*}$. The derivative $c^{\prime}(+0)$ may be found from the boundary conditions (32). Indeed, from the definition of the photon function $D_{\text {in }}^{-+}$and from Eq. (31), we derive

$$
c^{\prime}(+0)=-A^{*} i k_{z}^{0}\left(1-r^{*}\right) .
$$

On substituting Eq. (34) into (33), we arrive at the final expression for the Green's photon function $D_{\text {in }}^{-+}\left(z, z^{\prime}\right)$ corresponding to resonance waves incident on the medium,

$$
\begin{gather*}
D_{\mathrm{in}}^{-+}\left(z, z^{\prime}\right)=\frac{4|A|^{2}\left(k_{z}^{0}\right)^{2}}{\pi^{2}|1+\mu|^{2}} \\
\times \int_{-\infty}^{\infty} d k d \xi \frac{\exp \left(i k z+i \xi z^{\prime}\right)}{\left[\frac{\omega^{2}}{c^{2}} \varepsilon-q_{\perp}^{2}-k^{2}\right]\left[\frac{\omega^{2}}{c^{2}} \varepsilon^{*}-q_{\perp}^{2}-\xi^{2}\right]}, \tag{35}
\end{gather*}
$$

where

$$
\begin{equation*}
\mu=\frac{1+r}{1-r}=\frac{i k_{z}^{0}}{\pi} \int_{-\infty}^{\infty} \frac{d k}{\frac{\omega^{2}}{c^{2}} \varepsilon-k^{2}-q_{\perp}^{2}} \tag{36}
\end{equation*}
$$

It follows from Eq. (35) that the Green's function $D_{\text {in }}^{-+}$ is proportional to the square of the amplitude of a wave incident on the medium, i.e., to the incoming flow. Note that the quantity $D_{i k}^{-+}$, in turn, is associated with the radiation flux (Poynting vector) in the medium. In the case of a transparent medium (i.e., a medium in which $\varepsilon^{\prime}=\operatorname{Re} \varepsilon \longrightarrow 1$ and $\varepsilon^{\prime \prime}=\operatorname{Im} \varepsilon \longrightarrow 0$ ), the Poynting vector component will be written as

$$
\begin{equation*}
S_{z}^{\mathrm{in}}=\left.\frac{1}{4 \pi} \operatorname{Re} \int_{0}^{\infty} \frac{\omega d \omega}{\pi} \frac{d \mathbf{q}_{\perp}}{(2 \pi)^{2}} \frac{\partial}{\partial z} D_{\text {in }}^{-+}\left(z, z^{\prime}, \mathbf{q}_{\perp}, \omega\right)\right|_{z^{\prime}=z} . \tag{37}
\end{equation*}
$$

Here, the quantity $S_{z}^{\text {in }}$ defines the radiation flux at depth $z$, which is associated with incident resonance waves. Therefore, relation (35) is in fact a generalization of the known Fresnel formula to the case of a medium with spatial dispersion of permittivity. Note that, as was demonstrated by Schuurmans [14], in media with spatial dispersion and a boundary, one must take into account the thermal transfer of excitation and the reflection of atoms from the walls. These effects result in the disturbance of local correlation between the electromagnetic radiation intensity and the populations of atomic levels at some depth $z$; as was demonstrated in [14], the decay of electromagnetic waves in the medium proceeds by other than an exponential law. The radiation transfer in this case, generally speaking, cannot be described in terms of the complex refractive index; therefore, the existing theory of transfer must be generalized.

When the effects of nonlocality are ignored, it becomes possible to use the complex refractive index for describing the radiation transfer through the medium. Indeed, on ignoring the spatial dispersion in Eqs. (35) and (36) and assuming that $\mathbf{q}_{\perp}=0$ (i.e., treating the normal incidence), we arrive at the conventional

Fresnel formula [15] relating the intensities of the incident, reflected, and transmitted waves on the interface,

$$
D_{\text {in }}^{-+}\left(z, z^{\prime}\right)=4|A|^{2} \frac{|\mu|^{2}}{|1+\mu|^{2}} e^{i \bar{k} z-i \bar{k} z^{\prime}},
$$

where

$$
\mu=\frac{k_{z}^{0}}{\bar{k}}, \quad \bar{k}=\sqrt{\frac{\omega^{2}}{c^{2}}} \varepsilon \approx \sqrt{\varepsilon^{\prime}} \frac{\omega}{c}+\frac{i}{2} \frac{\omega}{c} \frac{\varepsilon^{\prime \prime}}{\sqrt{\varepsilon^{\prime}}} .
$$

The wave vector $\bar{k}$ defines the propagation of radiation in the medium. In nonabsorbing media, $\bar{k}=\omega n / c$ is a real quantity (here, $n=n(\omega)=\sqrt{\varepsilon^{\prime}}$ is the refractive index of the medium). The quantity $\mu=1 / \sqrt{\varepsilon^{\prime}}$, i.e., is inversely proportional to the refractive index. For an absorbing medium, the wave vector $\bar{k}$ becomes complex. The imaginary part of $\bar{k}$, proportional to the imaginary part of permittivity $\varepsilon$ ", is responsible for the absorption of an incident wave by the medium atoms ( $\varepsilon^{\prime \prime}>0$ at $\omega>0$ ). In this case, the field decay in the material proceeds by an exponential law.

We have treated the part of the kinetic Green's function $D^{-+}$that corresponds to incident radiation. We will now dwell on the Green's function $D_{\mathrm{sp}}^{-+}$associated with spontaneous emission of photons by the medium atoms. This function may be found from the corresponding Dyson equation,

$$
\begin{align*}
& D_{\mathrm{sp}}^{-+}\left(z_{3}, z, \mathbf{q}_{\perp}, \omega\right)=-\int_{0}^{\infty} D^{R}\left(z_{3}, z_{1}, \mathbf{q}_{\perp}, \omega\right)  \tag{38}\\
\times & \Pi^{-+}\left(z_{1}, z_{2}, \mathbf{q}_{\perp}, \omega\right) D^{A}\left(z_{2}, z, \mathbf{q}_{\perp}, \omega\right) d z_{1} d z_{2} .
\end{align*}
$$

Here, $\Pi^{-+}$is the polarization operator describing the interaction between the photon field and atoms, and $D^{R}$ and $D^{4}$ are the retarded and advanced Green's photon functions, respectively. It follows from the definition of the retarded and advanced photon functions that

$$
\begin{equation*}
D^{A}\left(z_{2}, z, \mathbf{q}_{\perp}, \omega\right)=D^{R *}\left(z, z_{2}, \mathbf{q}_{\perp}, \omega\right) \tag{39}
\end{equation*}
$$

Therefore, in order to find $D_{\text {sp }}^{-+}$, we must calculate only the retarded function $D^{R}$ by solving the corresponding Dyson equation with the polarization operator $\Pi^{R}$,

$$
\begin{gather*}
{\left[\frac{d^{2}}{d z^{2}}+\frac{\omega^{2}}{c^{2}}-q_{\perp}^{2}\right] D^{R}\left(z, z^{\prime}\right)=4 \pi \hbar \delta\left(z-z^{\prime}\right)} \\
\quad+4 \pi \hbar \int_{0}^{\infty} \Pi^{R}\left(z, z_{2}\right) D^{R}\left(z_{2}, z^{\prime}\right) d z_{2} \tag{40}
\end{gather*}
$$

the description of the effects of nonlocality (in the absence of nonlocality, $\Pi^{-+} \propto \delta\left(z-z^{\prime}\right)$. In deriving Eq. (45), we ignored the decay effects, which is true in the case of a fairly slow variation of the concentration of excited particles with time.

According to Eqs. (7) and (8), the Green's function of excited particles $G_{22}^{-+}$has the form

$$
\begin{gathered}
G_{22}^{-+}\left(z, \mathbf{k}_{\perp}, \omega\right)=i N_{2}\left(z, k, \mathbf{k}_{\perp}, \varepsilon_{p}\right) \\
\quad=i \tilde{N}_{2}\left(z, k, \mathbf{k}_{\perp}, \varepsilon_{p}\right) a_{2}\left(\varepsilon_{p}\right)
\end{gathered}
$$

where $\tilde{N}_{2}\left(z, k, \mathbf{k}_{\perp}, \varepsilon_{p}\right)$ is the effective population of the excited level (see Eq. (8)). We assume that $\tilde{N}_{2}\left(z, k, \mathbf{k}_{\perp}\right.$, $\varepsilon_{p}$ ) varies little over distances on the order of the thermal de Broglie wavelength of a particle, $\lambda_{T}$. Then, we derive from Eq. (7) that the Green's function $G_{22}^{-+}$of excited particles may be written as

$$
\begin{align*}
& G_{22}^{-+}\left(z, z^{\prime}, k, \mathbf{k}_{\perp}, \omega\right)=i \tilde{N}_{2}\left(z^{\prime}, \omega\right) \\
& \quad \times \sum_{k} \frac{\gamma_{2}}{2 \pi} \frac{\psi_{k}(z) \psi_{k}\left(z^{\prime}\right)}{\varepsilon_{p}^{2}+\gamma_{2}^{2} / 4} f\left(k, \mathbf{k}_{\perp}\right) \tag{46}
\end{align*}
$$

Here,

$$
\tilde{N}_{2}\left(z^{\prime}, \omega\right)=\int \tilde{N}_{2}\left(z^{\prime}, k, \mathbf{k}_{\perp}, \omega\right) \frac{d \mathbf{k}}{(2 \pi)^{3}}
$$

is the integral density of excited particles and $f\left(k, \mathbf{k}_{\perp}\right)$ is the function of distribution of atoms in the ground state over the quantum numbers $k$ and $\mathbf{k}_{\perp}$. We substitute Eq. (45) into (46) and ignore the broadening of the ground state of an atom (i.e., use the appropriate function for an unperturbed atom instead of the Green's function $G_{11}^{+-}$to find the explicit form of the polarization operator $\Pi^{-+}$

$$
\begin{gather*}
\Pi^{-+}\left(z, z^{\prime}, \mathbf{q}_{\perp}, \omega\right)=i \frac{(j / c)^{2}}{3} \\
\times \int d \varepsilon_{p} a_{2}\left(\varepsilon_{p}\right) K\left(z, z^{\prime}\right) \tilde{N}_{2}\left(z^{\prime}\right) \exp \left(-\frac{\omega-\omega_{0}}{T}\right) \tag{47}
\end{gather*}
$$

Here, $\tilde{N}_{2}\left(z^{\prime}\right)$ is the total effective population of the upper level (see Eq. (8)), and the factor $\exp (-(\omega-$ $\left.\omega_{0}\right) / T$ ) is necessary for generalizing the theory to the case of broad spectral lines $\gamma_{2} \gtrsim T$. The function $K\left(z, z^{\prime}\right)$ has the form

$$
\begin{gather*}
K\left(z, z^{\prime}\right)=\int \frac{d \mathbf{p}}{(2 \pi)^{3}} \frac{f(\mathbf{p})}{\left|v_{z}\right|} \\
\times\left\{\cos \left[\frac{\Delta}{v_{z}}\left(z+z^{\prime}\right)\right]+\cos \left[\frac{\Delta}{v_{z}}\left(z-z^{\prime}\right)\right]\right\} \tag{48}
\end{gather*}
$$

where

$$
f(\mathbf{p})=\lambda_{T}^{3} \exp \left(-\frac{E(\mathbf{p})}{T}\right)
$$

is the function of distribution of atoms over the quantum numbers $\mathbf{p}$. When the boundary effects are ignored, the kernel $K\left(z, z^{\prime} \mid z_{3}\right)$ appearing on the right-hand side of the equation for spectral density (22) changes to $K\left(z, z^{\prime}\right)$ from Eq. (47). So, we substitute Eqs. (47), (43), and (39) into (38) to obtain the explicit form of the Green's photon function $D_{\mathrm{sp}}^{-+}$corresponding to spontaneous photon sources in the medium,

$$
\begin{gather*}
D_{\mathrm{sp}}^{-+}\left(z, z^{\prime}\right)=-i \frac{(j / c)^{2^{\infty}}}{3 \hbar} \int_{0} d z_{1} \tilde{N}_{2}\left(z_{1}\right) D^{R}\left(z, z_{1}\right)  \tag{49}\\
\quad \times \Phi_{\omega q}\left(z^{\prime}, z_{1}\right) \exp \left(-\frac{\omega-\omega_{0}}{T}\right)
\end{gather*}
$$

where

$$
\begin{gather*}
\Phi_{\omega q}\left(z^{\prime}, z_{1}\right)=\int_{-\infty}^{\infty} \frac{d \xi}{2 \pi} \frac{\cos \left(\xi_{z^{\prime}}\right)}{\frac{\omega^{2}}{c^{2}} \varepsilon^{*}-q_{\perp}^{2}-\xi^{2}}\left\{8 \pi \hbar \varphi\left(\omega, \xi, q_{\perp}\right)\right.  \tag{50}\\
\left.\times \cos \left(\xi z_{1}\right)+\frac{4 i \hbar k_{z}^{0}}{\mu^{*}} \int_{-\infty}^{\infty} d \theta \frac{\varphi(\omega, \theta, q) \cos \left(\theta z_{1}\right)}{\frac{\omega^{2}}{c^{2}} \varepsilon^{*}-q_{\perp}^{2}-\xi}\right\} \\
\varphi\left(\omega, k, q_{\perp}\right)=\int d \varepsilon_{p} a_{2}\left(\varepsilon_{p}\right) \int \frac{d \mathbf{p}}{(2 \hbar)^{3}} \lambda_{T}^{3}  \tag{51}\\
\times \exp \left(-\frac{E(\mathbf{p})}{T}\right) \delta\left(k v_{z}-\Delta\right)
\end{gather*}
$$

The $\varphi$ function from Eq. (51) is a Voigt line profile including both the homogeneous broadening due to spontaneous decay and collisions with broadening particles and the inhomogeneous Doppler broadening. We have obtained parts of the kinetic Green's photon function corresponding to incident flow (see Eq. (35)) and to emitted photons (see Eq. (49)). On summing both these contributions, one can find the total radiation flux in the medium. In fact, the solution to the equation of resonance radiation transfer has been found. Given the spectral density, these results describe fully the propagation of resonance radiation in the material, as well as the spectral intensity of radiation of a heated semi-infinite medium. We will study in more detail the problem on radiation of a heated half-space in the case when the medium is in thermodynamic equilibrium. In this case, the effective populations $\tilde{N}_{2}$ and $\tilde{N}_{1}$ are independent
of coordinates and satisfy the Boltzmann relations. In addition, the relation

$$
\begin{equation*}
n(\omega)=\frac{\tilde{N}_{2} \exp \left(-\frac{\omega-\omega_{0}}{T}\right)}{\tilde{N}_{1}-\tilde{N}_{2} \exp \left(-\frac{\omega-\omega_{0}}{T}\right)}=\frac{1}{\exp \left(\frac{\omega}{T}\right)-1} \tag{52}
\end{equation*}
$$

is valid, where $n(\omega)$ denotes the Planck (equilibrium) occupation numbers of photons. We substitute Eq. (43) into (49) in view of (52) to derive the expression for the spectral Poynting vector on the interface for an equilibrium medium,

$$
\begin{gather*}
\left.S_{z \omega}\right|_{z=0}=-\frac{\hbar \omega^{3}}{4 \pi^{2} c^{2}} n(\omega) \int_{0}^{1} d x x(1-R)  \tag{53}\\
R=\frac{(\operatorname{Im} \mu)^{2}}{|\mu|^{2}}
\end{gather*}
$$

Relation (53) defines the spectral distribution of the intensity of radiation emitted by a heated half-space and is, in fact, Kirchhoff's law reflecting the energy balance on the interface. The quantity $R$ denotes the energy coefficient of reflection of electromagnetic waves from the interface. The first term in Eq. (53) describes the radiation flux incident on the boundary from the medium, and the second term corresponds to photons reflected from the boundary. It follows from Eq. (53) that the reflection of waves from the boundary becomes significant for fairly dense media, i.e., media with a refractive index appreciably different from unity (|દ' - $1 \mid \sim 1$ ).

Assuming $R=0$, we will obtain from Eq. (53) half the Planck flux. This is due to the fact that we have treated only one of two possible directions of polarization of the electromagnetic field.

## 4. GENERALIZED BIBERMAN-HOLSTEIN EQUATION

As was already mentioned, the problem on propagation of incident radiation in a medium and the problem on radiation of a heated half-space reduce to finding the spectral density of excited atoms. We will demonstrate that the spectral density satisfies the integral equation (Biberman-Holstein equation). For this purpose, we will treat the case where no incident radiation is present, assuming $D_{\text {in }}^{-+}=0$. In this case, the radiation flux in the medium will be caused by spontaneous sources alone; i.e., $D^{-+}=D_{\text {sp }}^{-+}$.

For simplicity, we will assume the case of narrow spectral lines. Then, the effective populations $\tilde{N}_{i}$ coincide with the true populations of atomic states. We substitute Eq. (49) into (22) to derive the integral equation
for $N_{2}(z)$, the total concentration of excited particles at depth $z$,

$$
\begin{gather*}
N_{2}(z)=Q(z)+\frac{2 N_{1}}{3 \hbar}\left(\frac{j}{c}\right)^{4} \operatorname{Re} \int_{0}^{\infty} d \omega \int \frac{d \mathbf{q}_{\perp}}{(2 \pi)^{2}}  \tag{54}\\
\times \int_{0}^{\infty} d z_{1} \bar{K}_{\omega q}\left(z, z_{1}\right) N_{2}\left(z_{1}\right) \\
\bar{K}_{\omega q}\left(z, z_{1}\right)=\int_{-\infty}^{\infty} d z^{\prime} \int_{0}^{\infty} d z_{3}  \tag{55}\\
\times D_{\omega q}^{R}\left(z_{3}, z_{1}\right) \Phi_{\omega q}\left(z_{1}, z^{\prime}\right) K_{\omega q}\left(z_{3}, z^{\prime} \mid z\right) .
\end{gather*}
$$

We introduced here the quantity $Q(z)$ characterizing the rate of incoherent pumping to an excited level due to recombination or inelastic collisions. In addition, the presence of a boundary leads to the emergence of an additional contribution to the concentration of excited particles due to atomic particles reflected from the boundary of the medium, as well as to the effective increase in the field intensity in the medium with due regard for the electromagnetic waves reflected from the boundary. The function $K_{\omega q}\left(z_{3}, z^{\prime} \mid z\right)$ is defined by expression (23).

Equation (54) describes the nonlocal radiation transfer in the medium due to resonance radiation and is, in fact, a generalization of the well-known Biber-man-Holstein equation including the spatial dispersion of permittivity and the presence of a boundary. The solution of this equation helps us find an exact solution to the problem on the transfer of resonance waves through the medium. In what follows, we will demonstrate that, if the spatial dispersion and boundary effects are ignored, the obtained result transforms to the Biberman equation.

We will treat the simplest case, when the excited level is short-lived and the particle velocity is not too high. Then the kernel $K\left(z, z_{1} \mid z^{\prime}\right)$ is simplified appreciably and takes the form of Eq. (24) everywhere except for a narrow region at the boundary with a width on the order of the thermal de Broglie wavelength. In this case, the respective expression for the total kernel $\bar{K}\left(z, z^{\prime}\right)$ (see Eq. (55)) may be written as

$$
\begin{align*}
& \bar{K}\left(z, z_{1}\right)=\left\{A\left(z-z_{1}\right)-\frac{1}{2} A(z) \frac{B\left(z_{1}\right)}{B(0)}\right\}  \tag{56}\\
& \times\left\{A^{*}\left(z_{1}-z\right)-\frac{1}{2} A^{*}\left(z_{1}\right) \frac{B^{*}(z)}{B^{*}(0)}\right\}
\end{align*}
$$

where

$$
\begin{gather*}
A(z)=8 \pi \hbar \int_{-\infty}^{\infty} \frac{d k}{\frac{\omega^{2}}{c^{2}} \varepsilon-k^{2}-q_{\perp}^{2}} \varphi\left(\omega, k, q_{\perp}\right) \cos (k z)  \tag{57}\\
B(z)=\int_{-\infty}^{\infty} \frac{d k}{\omega^{2}} \varepsilon-k^{2}-q_{\perp}^{2}
\end{gather*} \cos (k z),
$$

and the quantities $\varepsilon$ and $\varphi$ are defined by relations (30) and (51), respectively.

In the case when the spatial dispersion is insignificant (for example, at a fairly high atom density), one can ignore the wave vector dependence of permittivity (with the same accuracy, we can assume that the function $\varphi$ depends on frequency alone). In view of Eqs. (56) and (57), the integral equation (54) is written as

$$
\begin{gather*}
N_{2}(\omega)=Q_{2}(z)+\operatorname{const} \int_{0}^{\infty} d \omega a_{2}^{2}(\omega) \int_{0}^{\infty} d z_{1} N_{2}\left(z_{1}\right) \\
\times \int_{1}^{\infty} \frac{d t}{t}\left\{\exp \left(-k_{\omega} t\left|z-z_{1}\right|\right)+\frac{1}{4} \exp \left[-k_{\omega} t\left(z+z_{1}\right)\right]\right.  \tag{58}\\
\quad-\operatorname{Re} \exp \left[-i \frac{\omega \sqrt{\varepsilon^{\prime}}}{t c}\left(\left|z+z_{1}\right|-\left|z-z_{1}\right|\right)\right. \\
\left.\left.\quad-\frac{k_{\omega} t}{2}\left(\left|z+z_{1}\right|+\left|z-z_{1}\right|\right)\right]\right\}
\end{gather*}
$$

Here, $a_{2}(\omega)$ is the spectral line profile and

$$
k_{\omega}=\frac{\omega \varepsilon^{\prime \prime}}{c \sqrt{\varepsilon^{\prime}}}
$$

is the absorption coefficient of resonance radiation at frequency $\omega$.

The first term in the braces from Eq. (58) corresponds to the classical expression for the kernel in the Biberman-Holstein theory. It defines the absorption of a resonance photon emitted by an excited atom at point $z_{1}$.

In deriving Eq. (58), we ignored the thermal transfer of excitations. Therefore, the last two terms define the effect of the boundary of the medium on the concentration of excited atoms. The second term in the braces describes the additional contribution to the population of an excited level due to waves reflected from the surface of the medium. One can see in Eq. (58) that, at depth $z$, these waves are attenuated in proportion to the factor $\exp \left(-k_{\omega} t z\right)$. Accordingly, the third term characterizes the interference of resonance waves reflected from the boundary and waves emitted by excited atoms at point $z_{1}$. Note that, when we ignore the effect of the boundary on the concentration of excited particles, we
directly derive from Eq. (58) the Biberman-Holstein equation,

$$
\begin{align*}
& N_{2}(z)=Q_{2}(z)+\mathrm{const} \int_{0}^{\infty} d \omega a_{2}^{2}(\omega)  \tag{59}\\
& \times \int_{0}^{\infty} d z_{1} N_{2}\left(z_{1}\right) \int_{1}^{\infty} \frac{d t}{t} \exp \left(-k_{\omega} t\left|z-z_{1}\right|\right)
\end{align*}
$$

## 5. NUMERICAL CALCULATION RESULTS

In order to illustrate the above theory, numerical calculations were performed using the resonance line of sodium atom as an example: the transition $3 S_{1 / 2}-3 P_{3 / 2}$ $(\lambda=5889.95 \AA)$. The probability of spontaneous emission for this line is (see, for example, [16]) $A=6.25 \times$ $10^{7} \mathrm{~s}^{-1}$. The collisional width in the case being treated is associated with the resonance mechanism of excitation transfer and is $\gamma_{\text {coll }}=4.78 \times 10^{-7} N$, where $N\left[\mathrm{~cm}^{-3}\right]$ is the concentration of sodium atoms, and $\gamma_{\text {coll }}$ is given in $\mathrm{s}^{-1}$. The temperature dependence of the concentration $N$ of sodium vapor was determined using the data of Nesmeyanov [17]. The collisional width exceeds the radiation width starting from the values of the concentration $N \approx 10^{14} \mathrm{~cm}^{-3}$ (at temperatures $T>550 \mathrm{~K}$ ). The total homogeneous width associated with radiative decay and collisions exceeds the inhomogeneous Doppler width starting from the values of the temperature $T \approx 750 \mathrm{~K}$.

We have previously obtained the explicit form of the integral equation for the concentration of excited particles,

$$
\begin{aligned}
& N_{2}(z)=Q(z)+\mathrm{const} \operatorname{Re} \int_{0}^{\infty} d \omega \\
& \times \int \frac{d \mathbf{q}_{\perp}}{(2 \pi)^{2}} \int_{0}^{\infty} d z_{1} \bar{K}_{\omega q}\left(z, z_{1}\right) N_{2}\left(z_{1}\right)
\end{aligned}
$$

In the general case, the equation kernel $\bar{K}\left(z, z_{1}\right)$ is defined by relation (55). Here, we will restrict ourselves to treating a simpler kernel, when $\bar{K}\left(z, z_{1}\right)$ is defined by relations (56) and (57). Therefore, we will ignore the contribution by the particles reflected from the medium boundary to the population of the upper level at a depth greater than the thermal de Broglie wavelength.

We will investigate the spectral dependence of the total kernel $\bar{K}\left(z, z_{1}\right)$ (for simplicity, we assume that $\mathbf{q}_{\perp}=0$ ), which has the form

$$
\begin{align*}
& \bar{K}\left(z, z_{1}\right)=\left\{A\left(z-z_{1}\right)-\frac{1}{2} A(z) \frac{B\left(z_{1}\right)}{B(0)}\right\} \\
& \quad \times\left\{A^{*}\left(z_{1}-z\right)-\frac{1}{2} A^{*}\left(z_{1}\right) \frac{B^{*}(z)}{B^{*}(0)}\right\} \tag{60}
\end{align*}
$$



Fig. 1. The integral equation kernel $\bar{K}_{\omega}\left(z, z^{\prime}\right)$ as a function of detuning of frequency from resonance, $\Delta=\omega-\omega_{0}$, for the values of depth $z=0$ and $z^{\prime}=10 \lambda$. The solid curve indicates the calculation by formula (60) in view of spatial dispersion and effects of the boundaries, the dashed curve indicates the calculation by Biberman's formula (59) in view of spatial dispersion, and the dotted curve indicates the calculation by Biberman's formula (59) disregarding spatial dispersion. Each curve is normalized to the respective quantity $K_{0}$ (the value of the kernel $\bar{K}_{\omega}$ at $\omega=\omega_{0}$ ); plotted on the abscissa is the ratio of frequency detuning to the Doppler width $\Delta_{D}=\omega_{0} \mathrm{v}_{T} / c ; T=600(\mathrm{a}), 800$ (b), and 900 K (c).
where $A$ and $B$ are defined by expressions (57) with $\mathbf{q}_{\perp}=0$. We will further consider the pattern of variation of the spectral composition of the kernel in view of spatial dispersion. For this purpose, one must compare the
results obtained using the suggested theory with the results obtained using the Biberman-Holstein theory.

We will assume that the density of excited particles is low, $N_{2}<N_{1} \sim N$ ( $N$ is the total number of particles). In this case, the expression for the permittivity of a resonant medium will be written as (it is assumed that the lines are rather narrow compared with the temperature of the broadening particles, so that the effective populations coincide with total populations of atomic levels)

$$
\varepsilon\left(\omega, k, q_{\perp}\right)=1-\frac{4 \pi}{3 \hbar} d^{2} N \int d \mathbf{v} \frac{f(\mathbf{v})}{\Delta-k v_{z}-\mathbf{q}_{\perp} \mathbf{v}_{\perp}+i \gamma_{2} / 2} .
$$

It is most natural to select the Maxwell distribution function as the atomic velocity distribution function $f(\mathbf{v})$.

Given in Fig. 1 is the spectral dependences of the function $\bar{K}_{\omega}$ obtained for different temperatures (the quantity $K_{0}$ is the respective value at the line center). We treat the temperature $T=600,800$, and 900 K , at which the quantity $g$ (the homogeneous-to-Doppler width ratio $\omega_{0} v_{T}(c)$ assumes the values of $0.06,5.37$, and 23.8 , respectively.

Note that the case of most interest is that when the distance between the emitting and absorbing atoms becomes longer than or on the order of the resonance photon free path (this is possible in the case of optically dense media). For this purpose, we will treat the case of $z=0$ and $z^{\prime}=10 \lambda\left(\lambda=2 \pi c / \omega_{0}\right.$ is the resonance photon wavelength). It follows from the figure that the main contribution is made in this case by the line tails, i.e., by the high values of detuning $\Delta \gg \gamma$ (in the case of very high values of detuning, the asymptotic form change to the Lorentz asymptotic form). This is reflective of the fact that, in optically dense media, the main fraction of energy is transferred in the line wings, and the energy transfer at the line center may be ignored (the effect of trapping of resonance radiation).

At a fairly low temperature ( $T=600 \mathrm{~K}$ ), the Doppler width exceeds considerably the homogeneous width. In this case, the main contribution to the spectral line broadening is made by Doppler broadening; therefore, the spatial dispersion of permittivity must be taken into account. Figure 1a gives the spectral dependence of the kernel $\bar{K}_{\omega}$ at temperature $T=600 \mathrm{~K}(g=0.06)$. One can see from the figure that, when the thermal motion of atoms is ignored, the Biberman curve has a characteristic form of a doublet with a minimum at the line center. The width of the peaks and of the dip at the line center is defined by the homogeneous width at a given temperature. As a result of inclusion of spatial dispersion in the Biberman kernel, this dependence ceases to be so pronounced due to the Doppler "smearing" of the peaks. The peak width comes to be on the order of the Doppler width. The results obtained using the foregoing theory (solid curve) demonstrate that the inclusion of the boundary leads to a narrowing of the Doppler-broadened curve. The line profile contains an additional contribution with a width on the order of the homogeneous
width (one can see in the figure that the width of the dip at the center is on the order of the homogeneous width). Schuurmans [14] demonstrated that this contribution is due to the spatial dispersion of permittivity (caused by the thermal motion of atoms) and exists at $g \lesssim 1$. From the mathematical standpoint, this means that, as a result of spatial dispersion, the integrand in Eqs. (56) and (57) has, in addition to poles, lines of discontinuity which must be included in the integration in the complex plane $k$. According to Schuurmans [14], it is the integrals along the discontinuity line that give the narrow additional contribution to the spectral dependence of the kernel. Therefore, the integrals given by Eqs. (56) and (57), generally speaking, cannot be simply reduced to residues of the integrand. Note further that the results obtained using the theory referred to above and the Biberman theory start to agree only in very distant wings of the spectral line. In the case of high values of detuning, $\Delta \gg \max \left(\Delta_{D}, \gamma\right)$, we have $\varepsilon^{\prime} \longrightarrow 1, \varepsilon^{\prime \prime} \longrightarrow 0$; i.e., the dielectric properties of the medium in the case of high values of detuning become unimportant, and the results obtained in view of the dispersion agree with those obtained disregarding the dispersion.

As the temperature increases, the homogeneous line width increases due to the increase in the broadening collision frequency. At temperature $T=800 \mathrm{~K}$, the homogeneous width is on the order of the Doppler width, and one must take the spatial dispersion into account. Figure 1b gives the spectral dependence of the kernel $\bar{K}_{\omega}$ at temperature $T=800 \mathrm{~K}(g=5.37)$. As in the case with $T=600 \mathrm{~K}$, it follows from the curve given in this figure that the inclusion of the boundaries and of the spatial dispersion brings about a narrowing of the Doppler-broadened profile. At the same time, one can see in the figure that the depth of the dip at the line center is defined by the homogeneous width (at a given temperature).

Figure 1c gives the dependence of $\bar{K}_{\omega}$ obtained at temperature $T=900 \mathrm{~K}$. One can see in the figure that the results obtained using the theory treated by us and the Biberman-Holstein theory agree in almost the entire range of values of detuning $\Delta$. Indeed, at high temperatures $(T=900 \mathrm{~K})$, the homogeneous width exceeds considerably the Doppler width, and the spatial dispersion of permittivity may be ignored. Therefore, the results obtained using the present theory and the Biberman-Holstein theory must coincide. This is supported by the dependences given above.

## 6. CONCLUSION

We have derived integral equations for the concentration of excited atoms, which generalize the wellknown Biberman-Holstein equations to the case where the spatial dispersion and the importance of the medium boundaries are taken into account. An example of a half-space is used to demonstrate that the kernel of the integral equation is defined by the retarded and
advanced Green's functions for photons, which allow for the dielectric properties of the resonance medium and for the reflection of radiation from the half-space boundary. Numerical calculations have been performed of the spectral part of the kernel of the integral equation for the concentration of excited particles at different temperatures using sodium vapor as an example and allowing for all of the above-identified effects. It has been demonstrated that, in the temperature range of $T \leqslant$ 800 K , the effects of the type of narrowing of Doppler profiles upon reflection from the interface produce an appreciable influence on the dependence of the spectral component of the kernel differing from the respective expression in the classical Biberman-Holstein equation.
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#### Abstract

By means of spatially resolved high-resolution X-ray spectroscopy, we have investigated the generation of fast ions at various laser installations with different flux densities and laser wavelengths. It is demonstrated that the fast ion generation in laser-produced plasma can be achieved for a very low level of the averaged laser intensity on the target. The time-of-flight mass spectrometry ion diagnostics and X-ray spectrographs give very close results for the energy distribution of the thermal ion component. For higher energies, however, we found significant differences: the spatially resolved high-resolution spectrographs expose the presence of suprathermal ions, while the time-of-flight method does not. Suprathermal ion energies $E_{\text {ion }}$ plotted as a function of the $q \lambda^{2}$ parameter show a large scatter far above the experimental errors. The cause of these large scatters is attributed to a strong nonuniformity of the laser intensity distribution in the focal spot. The analysis by means of hydrodynamics and spectral simulations show that the X-ray emission spectrum is a complex convolution from different parts of the plasma with strongly different electron density and temperature. It is shown that the highly resolved Li-like satellite spectrum near $\mathrm{He}_{\alpha}$ contains significant distortions even for very low hot electron fractions. Non-Maxwellian spectroscopy allows determination of both the hot electron fraction and the bulk electron temperature. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The interaction of intense laser radiation with matter leads to the creation of plasma in which the absorbed energy is not completely thermalized. This gives rise to the familiar phenomena of fast ion emission, whose understanding is important for both laser fusion and development of fast ion sources [1-3].

Until now, the main part of the experimental information on the fast ion production in laser plasmas was obtained with the help of mass spectrometry methods (see, e.g., review [4] and the special issue [5]). These methods are based on the direct observation of ions over large distances, usually performed by charged particle detectors (e.g., Faraday detector) several meters

[^2]away from the place of plasma creation. In this case, the results strongly depend on the recombination processes that occur during the plasma expansion to large distances. Thus, although these methods are suitable to investigate laser-produced plasmas as possible sources of multicharged fast ions for some practical applications, they have serious limitations for studies of the fast ion production mechanisms inside the laser-produced plasma. More suitable for this purpose are indirect spectroscopic methods-the observation of photons emitted by fast ions rather than the direct observation of fast ions. At present, such spectroscopic methods are not widely used for the investigations of fast ions. There are only several papers where these methods have been used in nanosecond [6-8] and femtosecond $[9,10]$ laser-produced plasmas.


Fig. 1. The X-ray images of fluorine (a) and densitograms (b) obtained from the teflon plasma radiation for different observation directions: (1) parallel to the target surface, (2) at the angle $\phi_{b}=45^{\circ}$ to the target surface ( $\phi_{\mathrm{las}}=0$ ). The XeCl laser pulse parameters are $\lambda_{\text {las }}=0.308 \mu \mathrm{~m}, \tau_{\text {las }}=12 \mathrm{~ns}, E_{\text {las }}=2 \mathrm{~J}, q=6 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$, and $q \lambda_{\text {las }}^{2}=6 \times 10^{11} \mathrm{~W} \mu \mathrm{~m}^{2} / \mathrm{cm}^{2}$.

In this paper, we present results for the fast ion production in plasmas created by nanosecond laser pulses with different wavelengths $(0.308,0.8,1.06$, and $10.6 \mu \mathrm{~m}$ ). The results of X-ray spectroscopic methods show that the parameter $q \lambda_{\text {las }}^{2}$ (where $q$ is the laser flux density and $\lambda_{\text {las }}$ is the laser wavelength) is important for the processes of fast ion generation, but it does not completely determine these processes. It is also shown that, using laser radiation with the wavelength $\sim 1 \mu \mathrm{~m}$, it is possible to generate multicharged ions with MeV energy (so-called MeV ions) even for moderate values of laser flux density at about $10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.

## 2. EXPERIMENTAL SETUP

The experimental investigations were carried out at four different research centers: GSI-Darmstadt and the Technical University of Darmstadt (Germany), Frascati (Italy), Saclay (France), and TRINITI (Russia). At GSI, the experiments were carried out at the nhelix-laser installation (nanosecond high-energy laser for heavyion experiments). nhelix is a Nd-glass/Nd-YAG laser ( $\lambda_{\text {las }}=1.06 \mu \mathrm{~m}$ ) with a pulse duration of 15 ns and energy up to 100 J . The present experiments, however, were performed with an energy of 17 J . The laser radiation is focused with a plane-convex lens (diameter 100 mm , focal length $f=130 \mathrm{~mm}$ ) onto a solid teflon $\operatorname{target}\left(\mathrm{CF}_{2}\right)$. With a spot size of about $500 \mu \mathrm{~m}$, we obtain a flux density of about $10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ onto the target and an extremely extended plasma source where the radiation emission of the He-like ions extends up to
1.5 cm [8]. In order to obtain different laser fluxes onto the target, the distance between the lens and the target was changed.

In the Saclay laser center, the experiments were performed with the UHI10, a Ti:sapphire laser with $\lambda=$ $0.8 \mu \mathrm{~m}$ It was designed to generate $10-\mathrm{TW}$ ultrashort pulses with a $10-\mathrm{Hz}$ repetition rate. In the experiments reported here, the oscillator was switched off and the amplified pulse was provided by a regenerative amplifier used as a free-running $Q$-switched nanosecond oscillator. The pulse had a nearly Gaussian temporal profile with the full width at half maximum equal to 8 ns . The available energy in the experimental chamber was between 0.6 and 0.8 J . The $80-\mathrm{mm}$-diameter $p$-polarized laser beam was focused with an $f / 2.35$ offaxis parabolic mirror onto a $\mathrm{CF}_{2}$ target with the incidence angle $\phi_{\text {las }}=45^{\circ}$ (Fig. 1). The $1 / e^{2}$ focal spot radius was between 10 to $20 \mu \mathrm{~m}$, giving a flux density of about $5 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.

The excimer laser HERCULES used in Frascati is a discharge pumped XeCl system ( $\lambda_{\text {las }}=0.308 \mu \mathrm{~m}$ ) designed and built by ENEA, INN FIS Department of Frascati [11]. The capacitor bank of HERCULES is directly connected to the laser electrodes. Just before the rising voltage reaches the self-breakdown level, an X-ray pulse is injected into the Ne-based XeCl gas mixture providing an avalanche process. This phototriggering technique allows circumventing the typical problem of reliable switching in the main discharge circuit. In this way, HERCULES can be easily operated in the repetition rate mode without limitations because of
both the high charge transfer ( $\sim 30 \mathrm{mC}$ ) and the high current rate ( $\sim 10^{11} \mathrm{~A} / \mathrm{s}$ ). In the present experiments, we used an injected PBUR (positive branch unstable resonator) configuration, which means that HERCULES was used as a laser amplifier amplifying the beam generated by a commercial laser (Spectra Physics) with a 10 -ns pulse duration. The energy thus obtained was 2 J per pulse with a $10-\mathrm{Hz}$ repetition rate. The laser beam was focused by a triplet lens (with the $f$ number $F=3$ ) to a spot with a diameter of $50-80 \mu \mathrm{~m}$ onto a plane solid target, giving an intensity of about $6 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$.

In TRINITI, the experiments were carried out using the TIR-1 facility, which was thoroughly described in [12]. The TIR- 1 scheme can be used to generate $\mathrm{CO}_{2}$ laser pulses with stable parameters and duration that can be varied in the range from 2 to 30 ns . Gas-phase saturable absorbers eliminated the feedback between the target under study and the laser system. The wave front of the radiation was shaped by spatial filters and matched irises. The output beam with a diameter of 200 mm had a divergence close to the diffraction limit. The laser system characteristics ensured good repeatability and optimization of the laser pulse parameters from the start. In the experiments described below, the laser source was a single-mode $\mathrm{CO}_{2}$ oscillator built around the amplifier module of the TIR- 1 facility with an active volume of $\sim 17$ liters. The radiation was produced in an unstable resonator having a length of 2.7 m and amplification equal to $\sim 3$. The energy of the output beam with a diameter of 150 mm was about 60 J , and the laser pulse duration was 20 ns . The laser radiation is focused with a lens (with the focal length $f=600 \mathrm{~mm}$ ) onto a solid magnesium target with a spot diameter of about $500 \mu \mathrm{~m}$. In this case, the laser flux density was about $10^{12} \mathrm{~W} / \mathrm{cm}^{2}$. In order to obtain different laser fluxes onto the target, the distance between the lens and the target was varied.

In all experiments, soft X-ray radiation was simultaneously recorded by two spectrographs with spherically bent mica crystals. The angle between the target normal and the laser beam was $\phi_{\text {las }}$, and the angle between the target surface and the central ray of the second ( $b$ ) spectrograph was $\phi_{b}$. The curvature radii of the crystals were 150 and 100 mm . Both spectrographs were installed in the FSSR-2D scheme [13, 14]. This allowed observing spectra with spectral resolution $\lambda / \delta \lambda=3000-5000$ and spatial resolution $\delta x=25-45 \mu \mathrm{~m}$. In the TRINITI experiments, we simultaneously used both X-ray spectroscopy and traditional mass spectrometry (described in detail in [12]) diagnostics.

The experiments at GSI, Frascati, and Saclay were performed with flat solid teflon targets. In these cases, spectrographs were tuned to the spectral region of 13.7-17 À containing the resonance line $\mathrm{Ly}_{\alpha}$ of H -like F IX and the lines $\mathrm{He}_{\alpha}, \mathrm{He}_{\beta}$, and $\mathrm{He}_{\gamma}$ of He -like F VIII. In the TRINITI experiments, flat solid magnesium targets were used. In this case, we observed (in the second order of crystal reflection) the spectral regions of 9.0-
9.5 and 7.8-8.6 $\AA$, which contain the $\mathrm{Ly}_{\alpha}$ line of Mg XII and the $\mathrm{He}_{\alpha}$ and $\mathrm{He}_{\beta}$ lines of Mg XI. Examples of the spectrograms and densitograms obtained are presented in Figs. 1 and 2.

## 3. RESULTS AND DISCUSSION

The main idea to use X-ray spectroscopy for the observation of fast ions is as follows. Suppose that a plasma expansion occurs predominantly in the direction normal to the target surface (the $z$ axis). The observed emission spectra then depend on the angle between the direction of observation and the $z$ axis because of the Doppler effect. Using several spectrographs simultaneously, it is possible to derive the direction of the predominant plasma expansion and its velocity distribution from the observed spectra. For example, if the plasma is cylindrically symmetric (the usual case for the interaction of a laser pulse with a flat target), the use of two spectrographs already provides the necessary information. In this case, spectrograph (a) observes the plasma in the direction perpendicular to the $z$ axis and the line profiles are expected to be essentially symmetric. The width of the lines (apart from the random walk characterized by the ion temperature $T_{i}$ ) is determined by the transverse component $V_{x, y}$ of the plasma expansion velocity,

$$
\begin{equation*}
\frac{\Delta \lambda(a)}{\lambda} \approx \frac{V_{x, y}}{c} . \tag{1}
\end{equation*}
$$

For the second spectrograph $(b)$, the situation is different: the plasma motion is not symmetric, because the plasma moves only in the positive $z$ direction. The spectral line is then shifted to shorter wavelengths by

$$
\begin{equation*}
\Delta \lambda=\lambda_{0} \frac{V_{z}}{c} \sin \phi_{b} \tag{2}
\end{equation*}
$$

Because different ions can have different expansion velocities, the observed spectra show corresponding wings on the blue side of all spectral lines. The line profile is strongly asymmetric. Using the relation

$$
\begin{equation*}
I\left(\lambda_{0}+\lambda_{0} \frac{V_{z}}{c} \sin \varphi_{b}\right) \propto N\left(V_{z}\right) \tag{3}
\end{equation*}
$$

it is possible to determine the number $N\left(V_{z}\right)$ of fast ions for a given velocity, i.e., the velocity distribution. We note that usually $V_{z} \gg V_{x, y}$, and consequently, the asymmetry observed by spectrograph (b) must be much more pronounced than the broadening observed by spectrograph (a). Exceptions from the symmetrical line shape for spectrograph (a) can be caused by radiation transport effects in transverse differentially moving ( $x$-, $y$-direction) plasmas. Differential plasma motion results in a relative shift of the emission and absorption profiles, and the emission profiles are asymmetric [2].

The first X-ray spectroscopic observations of fast ions in a laser-produced plasma from solid targets were
(a)


Fig. 2. The X-ray images of fluorine (a) and densitograms (b) obtained from the teflon plasma radiation for different observation directions: (1) parallel to the target surface, (2) at the angle $\phi_{b}=90^{\circ}$ to the target surface ( $\phi_{\text {las }}=45^{\circ}$ ). The Ti:sapphire laser pulse parameters are $\lambda_{\text {las }}=0.8 \mu \mathrm{~m}, \tau_{\text {las }}=8 \mathrm{~ns}, E_{\text {las }}=0.7 \mathrm{~J}, q=5 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, and $q \lambda_{\text {las }}^{2}=3 \times 10^{13} \mathrm{~W} \mathrm{~mm}^{2} / \mathrm{cm}^{2}$.
made many years ago [6, 7]. The spectral distribution of Doppler-shifted radiation from fast He-like ions was detected using flat or cylindrically bent crystal spectrographs. This technique has the serious drawback of spatial integration (we note that, although the introduction of slits in principle also provides a spatial resolution with flat crystals, the intensity drops considerably and the signal-to-noise ratio becomes insufficient for a detailed analysis of spectra). However, the use of focusing spectrographs with spherically bent crystals allows obtaining a high spatial resolution while maintaining high luminosity. The high spectral and spatial resolution, as well as the high luminosity, allows measurements for low intensity sources (and less intense lines, which are extremely important for diagnostic purposes) with higher spectral line densities.

The spectrograms shown in Figs. 1 and 2 were obtained using the various laser facilities described above. Figure 1 presents the plasma production by a relatively low-intensity and short-wavelength laser pulse. Figure 1a shows the images, and Fig. 1b shows the corresponding traces (spectra). The lines from highly charged fluorine detected by the spectrometer aligned perpendicularly to the plasma expansion axis, i.e., along the target surface (images 1 in Fig. 1a), exhibit a symmetrical shape. The width of the $\mathrm{He}_{\alpha}$ and $\mathrm{He}_{\beta}$ lines
are approximately equal to each other, indicating that Stark broadening does not dominate in the line wings. Images 2 in Fig. 1a correspond to aligning the spectrograph at the angle $\phi_{b}=45^{\circ}$ to the target surface. More details are seen from the spectra obtained by tracing the corresponding images (Fig. 1b, spectra $l$ and 2). The width of the lines is determined by the Doppler broadening due to the expansion at thermal velocities and by the plasma optical thickness.

In contrast, the results obtained for the teflon plasma using the GSI and Saclay laser facilities (see, e.g., Fig. 2) show that the line shape detected in the direction at $55^{\circ}$ to the target surface exhibits a strong asymmetry in the blue wings (e.g., for each line $\mathrm{He}_{\alpha}, \mathrm{He}_{\beta}, \mathrm{He}_{\gamma}$, $\mathrm{Ly}_{\alpha}$ ). This asymmetry occurs because of the expansion dynamics and corresponds to large Doppler shifts (which cannot be explained by thermal expansion) and manifests the existence of a considerable amount of fast ions. The arrow near the curve in Fig. 2b shows the value of the Doppler shift that corresponds to a relative velocity of $5 \times 10^{8} \mathrm{~cm} / \mathrm{s}$. We note that, although the laser wavelengths and pulse durations were rather similar, the pulse energies and focusing conditions were quite different.

Similar results were obtained for a Mg plasma produced by a long-wavelength $\mathrm{CO}_{2}$-laser pulse for the


Fig. 3. Ion energy distributions derived from the relative intensities in the blue wings of the spectral lines of $\mathrm{He}_{\alpha}$ of F VIII and $\mathrm{He}_{\alpha}$ of Mg XI. The smooth lines represent the Maxwell distribution fits: (a) Saclay experiment, (b) GSI experiment, (c) TRINITI experiment.
observation angle $\phi_{b}=45^{\circ}$. In this case, the line asymmetry is pronounced for the optically thick resonance line $\left(\mathrm{He}_{\alpha 1}\right)$ and for the spectrally resolved optically thin intercombination line $\left(\mathrm{He}_{\alpha 2}\right)$.

The extraction of the average energy of fast ions from the measured spectra is based on the analysis of the blue wings of the spectral lines. Because the motion of ions is directed towards the spectrograph, the radiation emitted by fast ions must not pass through dense absorbing plasma regions. We now estimate possible absorption effects. The frequency-dependent optical thickness is given by

$$
\begin{equation*}
\tau_{j i}(\omega)=\int_{0}^{L} \frac{1}{4} \lambda_{j i}^{2} \frac{g_{j}}{g_{i}} A_{j i} n_{i} \varphi_{j i}(\omega) d x, \tag{4}
\end{equation*}
$$

where $\lambda_{j i}$ is the wavelength for the transition $j \longrightarrow i, g_{j}$ and $g_{i}$ are the statistical weights of the upper/lower
states, $A_{j i}$ is the spontaneous transition probability, $n_{i}$ is the absorbing ground state, $\phi_{i j}$ is the line profile, and $L$ is the relevant plasma size. The line center optical thickness $\tau_{0}$ can be estimated from

$$
\tau_{0, j i} \approx 1.25 \times 10^{-10} \lambda_{j i}^{3}[\mathrm{~m}] A_{j i} \frac{\lambda}{\Delta \lambda} n_{i}\left[\mathrm{~cm}^{-3}\right] L_{\mathrm{eff}}[\mu \mathrm{~m}], \text { (5) }
$$

where $\lambda / \Delta \lambda$ is the relative line width. For a Doppler profile, the relative line width is given by

$$
\begin{equation*}
\frac{\Delta \lambda}{\lambda}=7.69 \times 10^{-5} \sqrt{\frac{k T_{i}[\mathrm{eV}]}{M[\mathrm{amu}]}} \tag{6}
\end{equation*}
$$

For $n_{e}=10^{21} \mathrm{~cm}^{-3}$ (the critical density of the Nd-glass laser), $k T_{i}=200 \mathrm{eV}, M=24$, and $L_{\text {eff }}=100 \mu \mathrm{~m}$, we obtain $\tau_{0} \approx 40$ for the He-like resonance line $\mathrm{He}_{\alpha 1}$ of Mg ( $A=1.95 \times 10^{13} \mathrm{~s}^{-1}$ ) and $\tau_{0} \approx 0.1$ for the intercombination line $\mathrm{He}_{\alpha 2}\left(A=3.40 \times 10^{10} \mathrm{~s}^{-1}\right)$. The optical thickness of the intercombination line can therefore be neglected even in the line center, and for the resonance line, the optical thickness is negligible about one FWHM from the line center. Therefore, the spectral dependence of the intensities is directly related to the ion velocity distribution function.

Figure 3 shows the relative intensity in the blue wings of the $\mathrm{He}_{\beta}$ line of fluorine versus the Doppler shift measured in terms of the ion energy (directed motion). The smooth lines represent Maxwell distribution fits (with the temperature determined by the angle to the abscissa axis in logarithmic plots). The results show that the experimental uncertainty is sufficiently small to determine the average energy values for the fast ions. It should be noted that the difference between the Saclay (Fig. 3a) and GSI (Fig. 3b) results can be caused by two factors. The first is the higher laser flux density for the UHI10 facility. The second factor can be related to a resonance absorption of the $p$-polarized laser pulse [15-17] occurring when the angle $\phi_{\text {las }} \neq 0$. Figure 3c shows the results for the TIR-1 $\mathrm{CO}_{2}$-laser installation.

Figure 4a presents the velocity distribution of $\mathrm{He}-$ like ions measured in the TRINITI experiment $\left(\mathrm{CO}_{2}\right.$ Laser) by a mass spectrometer. Figure 4 b shows the mass spectroscopic measurements together with the line spectroscopic results obtained from the He -like Mg lines. The low-velocity part is obtained from the optically thin He -like intercombination line

$$
\mathrm{He}_{\alpha 2}=1 s 2 p^{3} P_{1} \longrightarrow 1 s^{21} S_{0}+h \nu,
$$

whereas the high-velocity part originates from the Helike resonance line

$$
\mathrm{He}_{\alpha 1}=1 s 2 p^{1} P_{1} \longrightarrow 1 s^{21} S_{0}+h v .
$$

It can be seen that, for velocities below $1.4 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ (with $1.4 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ corresponding to an energy of 245 keV for Mg ions), the agreement is very good;
however, only the line spectroscopic measurements access the higher velocity region.

Figure 5 presents the fast ion average energy per nucleon as a function of the parameter $q \lambda_{\text {las }}^{2}$ as was proposed in [4]. In Fig. 5, we compare the measurements carried out for flat targets and ns-laser pulses [6, 7, 1825]; we note, however, that the measurements indicated with filled squares were obtained for 35 ps-pulses [15, 17]. The results of the present mass spectrometry measurements (open triangles in Fig. 5) are also shown. The various results show a large scattering (by orders of magnitude) of the data for both the X-ray observations and the mass spectroscopy measurements. This indicates that the parameter $q \lambda_{\text {las }}^{2}$ may not be the only important parameter in the description of the fast ion generation.

We note that the mass-spectrometry and X-ray spectroscopy methods deal with different registration areas. In the first method, the ions are detected in a region far from the laser pulse and the interaction zone, while, in the second method, the interaction region involves various processes related to the formation of spontaneous X-ray radiation. One can therefore expect a more complicated scaling behavior of the average energy with the laser pulse parameters than that presented in [4]. At the same time, direct measurements from the interaction region provide more information for the understanding of the fast ion generation mechanisms.

## 4. SIMULATION TECHNIQUES

To reveal the physical phenomena responsible for different features of the measured X-ray spectra, we performed numerical simulations using two computer codes. The first is the one-dimensional GIDRA-1 code for the simulation of plasma hydrodynamics and population kinetics. Although real plasma movement is evidently not one-dimensional, this approach allows a good estimate of the average plasma parameters to be obtained. The numerical model is described in detail in [26]. Plasma hydrodynamics is described in the onefluid two-temperature approximation. The model includes electron heat conduction with heat flux limitation, electron-ion temperature relaxation, and heating by laser light taken into account semiempirically. The electron energy balance equation also includes terms corresponding to the ionization and excitation of plasma ions and to the energy loss due to the plasma radiation. The energy losses due to the radiation in spectral lines and in the continuum are self-consistently taken into account along with the hydrodynamics and population kinetics. The interaction of laser light with plasma is modeled in the geometrical optics approximation by the ray-tracing technique. The ideal gas equation of state was used to couple the system of equations.


Fig. 4. (a) Mass spectroscopic measurements of the He-like Mg ion velocity distribution in $\mathrm{CO}_{2}$-laser-produced plasmas; (b) comparison of the Mg XI ion velocity distribution in the $\mathrm{CO}_{2}$ laser plasma derived from the X -ray spectroscopy (solid line) and mass spectrometry (dotted line with symbols) methods.


Fig. 5. The average fast ion energy $E_{\text {ion }}[\mathrm{keV} / \mathrm{amu}]$ vs. $q \lambda_{\text {las }}^{2}$. Open symbols are the results obtained in the present work: circles are the X-ray spectroscopy measurements; the triangle is the mass spectrometry measurement. The filled circle is the X-ray spectroscopic result from [6], filled triangles denote the data in [15-24], and filled squares are the results in [15, 17].

The total number of atomic and ionic states for Mg used in the simulation was 77 . The atomic model equations were solved self-consistently along with the hydrodynamics equations, which also allowed correct treatment of the transient effects in population kinetics. Temperature-dependent rates are calculated under the
assumption that the temperature distribution of electron energies obtained from hydrodynamics is given by the Maxwell distribution function. The effect of the line radiation re-absorption was described within the photon escape probability approach. The values of escape probabilities were calculated in the Sobolev approximation [27]. The drawback of the GIDRA- 1 code for the purpose of X-ray spectra analysis is that doubly excited states are absent in the atomic model, and no satellite lines are therefore present in the generated spectrum.

On the other hand, another code package exploited in the course of the present work, MARIA [28], solves multilevel multi-ion stage atomic model equations with two important features: the correct account for a large number of doubly excited levels and a non-Maxwellian electron energy distribution function. MARIA solves the completely transient set of nonlinear population kinetics equations

$$
\begin{equation*}
\frac{d n_{j}}{d t}=-n_{j} \sum_{k=1}^{N} W_{j k}+\sum_{i=1}^{N} n_{i} W_{i j} \tag{7}
\end{equation*}
$$

where $n_{j}$ are the population densities, $N$ is the maximum number (dynamic) of levels (ground, singly excited, and multiexcited states of various ion stages), and the $W$ matrix contains all the collision radiative processes and radiation transport effects. If a matrix element physically does not exist, its value is zero. More details related to the applications to spectra interpretation are described elsewhere [2, 28-31].

We have confined ourselves to the representation of non-Maxwellian distribution functions with the lowest possible number of temperature parameters $T$ that allowed a reasonable description of the experimental spectra to be achieved. This was checked by means of three $T$ parameters and a monoenergetic beam by changing the respective relative fractions and energies. The non-Maxwellian electron distribution function can then be characterized by the hot electron fraction

$$
\begin{equation*}
f_{\text {hot }}=\frac{n_{\text {hot }}}{n_{\text {cold }}+n_{\text {hot }}} . \tag{8}
\end{equation*}
$$

The non-Maxwellian rate coefficients are given by

$$
\begin{equation*}
\langle V \sigma\rangle=\left(1-f_{\text {hot }}\right)\left\langle V \sigma, T_{\text {cold }}\right\rangle+f_{\text {hot }}\left\langle V \sigma, T_{\text {hot }}\right\rangle, \tag{9}
\end{equation*}
$$

where the brackets indicate the integration of the cross section with the distribution function (assumed to be Maxwellian with the parameter $T$ ),

$$
\begin{equation*}
\langle V \sigma, T\rangle=\int_{E_{0}}^{\infty} \sigma(E) V(E) F(E) d E, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
F(E)=\frac{2}{\sqrt{\pi}} \sqrt{E} \frac{\exp (-E / k T)}{(k T)^{3 / 2}} . \tag{11}
\end{equation*}
$$

For three-body recombination, the corresponding expression is more complicated because it then becomes necessary to simultaneously introduce two distribution functions and the double differential ionization cross section

$$
\begin{gather*}
\left\langle V \sigma^{T \eta}\right\rangle=\left(1-f_{\text {hot }}\right)^{2}\left\langle V_{1} V_{1} \sigma^{T \eta}\right\rangle  \tag{12}\\
+f_{\text {hot }}^{2}\left\langle V_{2} V_{2} \sigma^{T \eta}\right\rangle+2 f_{\text {hot }}\left(1-f_{\text {hot }}\right)\left\langle V_{1} V_{2} \sigma^{T\rangle}\right\rangle,
\end{gather*}
$$

where

$$
\begin{gather*}
\left\langle V_{k} V_{l} \sigma_{j i}^{T}\right\rangle=\frac{\pi^{2} \hbar^{3}}{m_{e}^{2}} \frac{g_{i}}{g_{j}} \int_{0}^{\infty} d E_{k} \\
\times \int_{0}^{\infty} d E_{l} \frac{E}{\sqrt{E_{k} E_{l}}} \sigma_{i j}^{I}\left(E, E_{k}\right) F\left(E_{k}\right) F\left(E_{l}\right) . \tag{13}
\end{gather*}
$$

If $k=l$, the integral in Eq. (13) can be reduced to an integral involving the usual ionization cross section $\sigma^{I}(E)$ (physically, this is equivalent to the application of the detailed balance principle). For $k \neq l$ the integrals are calculated numerically using the double differential ionization cross section $\sigma_{i j}^{I}\left(E, E_{k}\right)$.

Because we use the MARIA code to generate the detailed X-ray spectra for a given plasma density, temperature, and electron distribution function, we first investigated the validity of this approach. The two important features of laser plasma are the strong nonuniformity of plasma parameters and the essentially transient ionization and recombination processes occurring when plasma flows from the cold nearly solid-state density region through the hot critical zone to the rare and rather cold "corona." We restrict our treatment to one-dimensional effects (however, spherical geometry was chosen).

One type of simulation was made for a Nd laser at the irradiation conditions corresponding to the experiments at the nhelix-laser facility at GSI. The target was assumed to be solid magnesium. The pulse shape was Gaussian with a FWHM of 15 ns , and the peak of the pulse was shifted by 7.5 ns from the start of the simulation (therefore, the simulation time $t=7.5 \mathrm{~ns}$ corresponds to the peak of laser power). The peak power density of a pulse with a Gaussian temporal shape irradiating a solid target was set as $P_{\text {las }}=10^{12} \mathrm{~W} / \mathrm{cm}^{2}, \lambda=$ $1.06 \mu \mathrm{~m}$. The initial radius of the target was set to $R_{0}=$ $750 \mu \mathrm{~m}$.

Figure 6 presents the results of this simulation for a (Lagrangian) plasma particle that passes the point where $T_{e}$ reaches the maximum at the time of the laser power peak. Figure 6a shows the relative abundances of Li-like and He -like Mg as a function of time for a Lagrangian particle. It is clearly seen that Li-like ions are present only for a few nanoseconds. Thereafter, the He-like ion population becomes dominant very soon. After the electron density becomes several times
smaller than the critical density, the ionization state of the plasma becomes "frozen" because the characteristic recombination time is much longer than the characteristic time of rarefaction. For the same Lagrangian particle, we also calculated the relative abundances obtained under the assumption that all populations are in a steady state. The steady-state He-like ion population becomes significantly different from the transient one only after 15 ns when the laser pulse is already over. Figure 6 b shows the evolution of the electron density $N_{e}$ and the electron temperature $T_{e}$. In Fig. 6c, the radiation power loss per unit volume is plotted for the resonance line of He -like Mg ions. The peak of the radiation power loss occurs slightly earlier than the peak of the electron temperature. This is because the electron density is rapidly decreasing.

Another type of GIDRA-1 simulation corresponds to irradiation conditions at the TIR-1 laser facility at TRINITI. The initial radius was set to $R_{0}=200 \mu \mathrm{~m}$. The optical system of the TIR-1 laser was designed to provide a power density close to $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. However, it turned out to be impossible to obtain high-quality spectra because of film overexposure (probably caused by fast electrons hitting the crystal and resulting in X-ray radiation from the mica surface). To avoid this effect, the target was displaced from the optimal focus position. This led to a smaller laser power density and significantly decreased the amount of fast electrons. In accordance with estimates, the peak intensity in the simulation was set to $P_{0}=2 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$. The pulse shape was Gaussian with the full width at half maximum equal to 26 ns , and the peak of the pulse was shifted by 13 ns from the start of the simulation. Simulations were performed in spherical geometry, providing a qualitatively correct distribution of plasma parameters even for the one-beam illumination geometry of a plane target (provided the initial diameter of the target in the simulation is about $1.5-2$ times larger than the focal spot size). The initial radius of the spherical target for the simulation was $400 \mu \mathrm{~m}$, while the focal spot size in the experiment was estimated to be $400-600 \mu \mathrm{~m}$.

Simulation data are shown in Fig. 7. Because the peak of the electron temperature is higher than it was in the Nd-glass laser simulation, stationary populations deviate from the transient values at the temperature peak moments. The strongest effect is observed for the H -like ions: the relative abundance is less than $1 \%$ in the transient simulation, but two orders of magnitude larger in the steady-state simulation. The intensity peak of the He-like resonance line occurs before the temperature peaks (deviations of stationary populations from the transient ones are small). Based on these results, we expect that X-ray spectra produced by the MARIA code are reasonably accurate for the plasma regions close to the target surface.


Fig. 6. Hydrosimulation for Nd-glass laser (GSI), $P_{\text {las }}=$ $10^{12} \mathrm{~W} / \mathrm{cm}^{2}, \lambda=1.06 \mu \mathrm{~m}$, the initial target radius $R_{0}=750 \mu \mathrm{~m}$, the full Gaussian width $\tau=15 \mathrm{~ns}$. Shown are the relative ion abundances (a), temperature and density (b), and radiation output of the He-like resonance line (c).

## 5. INVESTIGATION OF HOT ELECTRONS

Theoretical models [4, 15, 17] relate the generation of fast ions to the appearance of hot electrons. Although various mechanisms are under discussion (e.g., $[4,15$, 17, 32, 33]), a satisfactory understanding is still missing. In this situation, the experimental investigation of fast ions and hot electrons inside the plasma volume where the laser energy is absorbed is mandatory for the understanding and benchmarking of theoretical models. X-ray spectroscopy set up with a high spectral and spatial resolution proves to be an excellent tool for these purposes. Moreover, the development of models for the interpretation of non-Maxwellian emission spectra have shown that the radiation from autoionizing states (the so-called dielectronic satellite spectra) plays a significant role [8, 28-30, 34-40]. However, the registration of these important satellite transitions requires very high luminosity spectrographs. Spherically bent mica crystals [13, 14] have been proved to simultaneously satisfy all the requirements that are necessary in practical applications: high spectral resolution ( $\lambda / \delta \lambda \approx 5.000$ ), high spatial resolution ( $\delta x \approx 10 \mu \mathrm{~m}$ ), high luminosity, and a sufficiently large spectral interval for the registration of various line emissions.


Fig. 7. Hydrosimulation for $\mathrm{CO}_{2}$ laser (TRINITI), $P_{\text {las }}=$ $6 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}, \lambda=10.6 \mu \mathrm{~m}$, the initial target radius $R_{0}=$ $200 \mu \mathrm{~m}$, the full Gaussian width $\tau=26 \mathrm{~ns}$. Shown are the relative ion abundances (a), temperature and density (b), and radiation output of the He-like resonance line (c).

Figure 8a shows the spectral interval from the He-like intercombination line up to the Li-like $k j$ satellites (see, e.g., [41] for the satellite designation) from the nhelix-Nd-glass/YAG-laser at GSI. The spectrum corresponds to a distance of about 1.9 mm from the center of the laser spot. For these areas, the laser flux density is much lower than for the central spot, and we do not expect a considerable amount of hot electrons and fast ions. This spectrum is therefore suitable to experimentally cross-checking the spectra simulations of multiexcited ions under well-defined conditions. The theoretical modeling (thick line in Fig. 8a) fits the experiment in all spectral details with the following parameters: the electron temperature $k T_{e}=200 \mathrm{eV}$, the electron density $n_{e}=2 \times 10^{20} \mathrm{~cm}^{-3}$, and the photon path length $L_{\text {eff }}=500 \mu \mathrm{~m}$. The essential point here consists in the simultaneous match of the intercombination line $\mathrm{He}_{\alpha 2}$, the $q r, a-d$, and $j k$ satellites that strongly depend on non-Maxwellian electrons because of their different excitation channels and excitation mechanisms [8, 28, 36]. It can be clearly seen that a good modeling is obtained without the introduction of hot electrons (we note that the slight discrepancies in wavelengths are not caused by inaccurate atomic data but rather by a nonlinear experimental wavelength scale). It is also worth paying attention to the good interpretation near the


Fig. 8. (a) Experimental spectrum from the ns-nhelix laser at GSI. A good match between the theory (thick curve) and the experiment (thin curve) is obtained for the plasma parameters $k T_{e}=200 \mathrm{eV}, n_{e}=2 \times 10^{20} \mathrm{~cm}^{-3}, L_{\text {eff }}=500 \mu \mathrm{~m}$; (b) experimental spectrum from He - and Li -like Mg ions obtained from the TRINITI $\mathrm{CO}_{2}$ laser at $320 \mu \mathrm{~m}$ from the central spot. A good agreement could only be obtained assuming a non-Maxwellian energy distribution function. The simulation parameters are $k T_{\text {cold }}=60 \mathrm{eV}, n_{e}=1 \times 10^{19} \mathrm{~cm}^{-3}$, $k T_{\text {hot }}=1 \mathrm{keV}, f_{\text {hot }}=4 \times 10^{-7}$, and $L_{\text {eff }}=50 \mu \mathrm{~m}$.
intercombination line $\mathrm{He}_{\alpha 2}$, first, we note that no blue wings are observed, and second, we also obtained a good agreement of the satellite structure near the positions indicated with "nm" and "st." In fact, the corresponding intensities are caused by the emission not only from the Li-like $1 s 2 l 2 l^{\prime}$ satellites $\mathrm{nm} / \mathrm{st}$ but also from higher order satellites originating from the $1 s 2 l 2 n l^{\prime}$ configurations. Extended atomic data calculations and subsequent spectra simulations have shown that these higher order satellites accumulate not only near the He -like resonance line $\mathrm{He}_{\alpha 1}$, but also near the He-like intercombination line $\mathrm{He}_{\alpha_{2}}$ [30].

An entirely different situation is realized for $\mathrm{CO}_{2}$-laser-produced plasmas. Figure 8b shows the emission spectrum obtained from the TRINITI installation. Numerous parameter variations showed that the experimental situation could not be fitted by simulations with a Maxwellian electron energy distribution function. We have also investigated highly transient
phenomena that in principle could lead to enhanced $q r$-satellite emission due to an ionization abundance, which is lacking beyond the electron temperature. However, taking the transient numerical data for a Lagrangian cell from gas-dynamical calculations (see Fig. 7), we find that, in the early stage of plasma development (corresponding to spectra near the target surface to which we confine our present discussion), these effects are small. The main reason for this is the high electron density in the first few nanoseconds after the target ablation driving the confinement parameter $\left(n_{e} \tau\right)$ to large values. The detailed non-Maxwellian investigation of the data with the MARIA simulations showed that $T_{\text {cold }}$ is rather low, about 60 eV , while the temperature of hot electrons $T_{\text {hot }}$ is about 1 keV (or higher). The reasons are as follows. Usually the hot electron component not only increases inner-shell excitation rates (and therefore raises the corresponding lines, e.g., the $q r$ satellites), but also drives the ionic population to higher charge states through increased ionization rates. In quasi-stationary plasmas with the confinement parameters

$$
\begin{equation*}
n_{e} \tau \geq 10^{12} \mathrm{~cm}^{-3} \mathrm{~s} \tag{14}
\end{equation*}
$$

the increased inner-shell excitation rates and depleted charge states can partly cancel. However, if the bulk electron temperature is very low, we meet with an entirely different regime: the hot electrons are not able to shift the ionic charge states to significantly higher values, and increased inner-shell excitation rates are directly visible through the increased emission of the corresponding lines. In this regime, the spectroscopic diagnostic is extremely sensitive to the hot electron fraction and the low values of $f_{\text {hot }}$ about $10^{-6}$ lead to significant changes in the spectral distribution. This is shown in Fig. 9 for the intercombination line $\mathrm{He}_{\alpha 2}$ and $q r$ and $k j$ satellites. Two important observations can be made from this figure: first, the critical value of $k T_{\text {cold }}$, where the influence of the hot electrons starts to be essential, is different for different lines (see arrows); second, the "bumps" for curves (b) are also very different. In particular, the bump for the $q r$ satellites at $k T_{\text {cold }} \approx 50 \mathrm{eV}$ is so strongly pronounced that it even leads to a local maximum (the increased inner-shell excitation rates strongly dominate over the shifted bal-ance-see the discussion above). Therefore, the $q r$ satellites rise in intensity relative to the other emission lines. The different threshold values (in particular, those for the $k j$ satellites) have the following origin: the dielectronic capture energy and the excitation energy for the intercombination line are different. The small bump for the $k j$ satellites results from the dielectronic recombination caused by the distribution function with the parameter $k T_{\text {hot }}$. These overall characteristics are caused by the excitation from different channels through different mechanisms: the inner-shell excitation for the $q r$ satellites, collisional excitation from the He-like ground state for the intercombination line, and


Fig. 9. Intensities of the He -like intercombination line $\mathrm{He}_{\alpha 2}$ and the Li-like satellites $q r$ and $j k$ for different values of $T_{\text {cold }}$ and different fractions of hot electrons: $n_{e}=$ $10^{21} \mathrm{~cm}^{-3}, k T_{\text {hot }}=2 \mathrm{keV}$. The arrows indicate the different threshold values of $k T_{\text {cold }}$ for the strong onset of the hot electron influence on the line emission; $f=0(a), 10^{-5}(b)$.
dielectronic capture into the He-like ground state for the $k j$ satellites. Precisely these different channels make the selected emission lines suitable for the hot electron investigation.

Figure 8 b also shows the theoretical fitting of the experimental spectrum. The theoretical spectrum was obtained for $k T_{\text {cold }}=60 \mathrm{eV}, n_{e}=10^{19} \mathrm{~cm}^{-3}, k T_{\text {hot }}=1 \mathrm{keV}$, $f_{\text {hot }}=4 \times 10^{-7}$, and $L_{\text {eff }}=500 \mu \mathrm{~m}$. It should be noted that it was impossible to describe the relative structure of satellite lines without introducing hot electrons. On the other hand, it is impossible to explain the blue wing of the $\mathrm{He}_{\alpha 2}$ line without the introduction of fast ions. The relative structure of satellite intensities is not very sensitive to the hot electron energy if $T_{\text {hot }}$ is comparable to or larger than the threshold value (because the rate coefficients are mainly inversely proportional to the square root of $T_{\text {hot }}$ and do not show a strong exponential dependence). Therefore, $T_{\text {hot }}$ may be significantly higher.

We next consider spatial nonuniformity of the plasmas. In Fig. 10, we present the spatial distribution of plasma parameters (at the time of the peak laser intensity) from the simulation of the $\mathrm{CO}_{2}$-laser-produced plasma. Figure 10a shows the electron density as a function of radius together with the population densities of $\mathrm{Li}-\mathrm{like}$ and $\mathrm{He}-\mathrm{like} \mathrm{Mg}$. It is easily seen that $\mathrm{Li}-$ like ions are present only in a rather narrow spatial region of about $20 \mu \mathrm{~m}$, while the He -like Mg ions occupy an order-of-magnitude wider region. Figure 10b shows the distribution of the electron temperature and Fig. 10c presents the distribution of the radiation power density (per unit volume) for the He-like resonance ( $R$ ) and intercombination (I) lines. Two things are important to emphasize. First, resonance and intercombination lines of He-like magnesium have a peak of the radiation power at an electron density much higher than critical. This explains the rather large X-ray emission


Fig. 10. The calculated distribution of plasma parameters for a spherically symmetric target irradiated by a $\mathrm{CO}_{2}$ laser pulse: (a) electron density $\left(N_{e}\right)$ and number densities of Li-like and He -like magnesium ( $N_{\mathrm{Li}}$ and $N_{\mathrm{He}}$, respectively) along the radius; (b) the electron temperature $T_{e}$; and (c) the radiation power density of the resonance and intercombination lines of He-like magnesium ( $\mathrm{R}[\mathrm{He}]$ and $\mathrm{I}[\mathrm{He}]$, respectively).


Fig. 11. The measured laser intensity distribution in the focal spot at the nhelix laser facility.
intensity fixed in experiments. Second, the electron temperature at the point where the peak of these two lines occurs is about 200 eV , which is significantly higher than the temperature at the point where the peak of Li-like Mg is situated ( 60 eV ). From these results,
we conclude that the emission of the He -like resonance line and associated satellite lines originate from two distinct regions in which both the temperature and electron density are quite different. The fact that the resonance line and the satellites are radiated from different spatial regions is valid for lower and higher laser radiation intensities (we performed simulations in the range of intensities $P_{0}=5 \times 10^{11}-1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ ) as well as for plasma parameters corresponding to the peak of the Li-like ion abundance. The peak of the He-like resonance line is found to be very conservative against changes of the laser power density.

The presence of blue wings at the He -like resonance and intercombination lines and the absence of this feature on satellites also indicate that satellites are radiated from narrow regions where the velocity does not change significantly. On the other hand, the resonance line is radiated from a rather wide region where the plasma is strongly accelerated.

Taking the plasma nonuniformity into account, we treat the effective electron temperature obtained by comparing the intensities of both He-like and Li-like transitions as, probably, strongly underestimated in comparison to the peak electron temperature. Because we revealed that the He-like resonance line is insensitive to the density fraction of hot electrons (for $f \leq 10^{-5}$ at least) at electron temperatures above $T_{e}=120 \mathrm{eV}$, the value of $f$ obtained by the spectrum fitting is probably also underestimated. Nevertheless, the sensitivity of the method to the density of hot electrons is surprisingly high.

## 6. NONUNIFORM LASER INTENSITY DISTRIBUTION WITHIN THE FOCAL SPOT

One of the important features of our experiments was a strong nonuniformity of the laser intensity distribution within the focal spot at the nhelix and TIR-1 lasers. At the nhelix laser facility, this distribution was measured. Results presented in Fig. 11 demonstrate the complex structure of the laser intensity distribution.

Under the conditions of experiments at the TIR-1 laser facility, the intensity pattern was also not uniform (due to the shifts of targets away from the optimal focus). The two-dimensional laser intensity distribution was obtained from numerical simulation performed with the FOCUS code for the real experimental geometry. FOCUS is a two-dimensional diffraction code for the calculation of light intensity distribution in complex optical schemes that can include an arbitrary number of apertures of arbitrary shape and plane or spherical mirrors. The concentric gap appears due to the shadow of the target and the support pivot placed into the converging light beam. Diffraction of the laser beam on the target introduces additional peaks. In our view, these quite nonuniform intensity distribution patterns provoke filamentation of laser light, which leads to the creation of locally overheated regions. This effect in the $\mathrm{CO}_{2}$-laser-
produced plasma was, probably, first reported in [42], where the filamentation effect was observed above an incident intensity of $\sim 2 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$, a value significantly lower than that in our experiments at TIR-1. At the same time, our pinhole images produced by several subsequent shots (from four to ten) clearly demonstrate several "plasma jets" (see arrows in Fig. 12), which, would be averaged on the film in the case of stochastic filamentation. The example of an X-ray pinhole image is shown in Fig. 12. This qualitatively proves the presumed correlation of the laser intensity nonuniformity and the appearance of laser light filamentation, which, as a consequence, leads to an "easier" generation of fast ions and electrons. This might be a way to control the fast particle production, but in the present work, we did not aim at any optimizations.

Our experiments demonstrate that the generation of fast electrons and ions can be achieved at very low levels of laser intensity compared to that reached at femtosecond lasers [43, 44] ( $q \lambda^{2}>10^{18} \mathrm{~W} \mu \mathrm{~m}^{2} / \mathrm{cm}^{2}$ ). As Fig. 5 indicates, fast ion energy shows no clear correlation with the $q \lambda^{2}$ parameter. This is in line with the observation of the fast ion generation in the $\mathrm{CO}_{2}$-laserproduced plasma, which was significantly less efficient than when we studied plasmas created by lasers in the visible wavelength range (while one would expect the opposite due to much lower critical electron density).

## 7. CONCLUSIONS

We have studied the fast ion and hot electron production at various different laser installations at GSIDarmstadt (Germany), Saclay (France), Frascati (Italy), and TRINITI (Russia) for Nd-glass, Ti-sapphire, XeCl , and $\mathrm{CO}_{2}$ lasers by means of high-resolution X-ray spectroscopic methods and ion time-offlight measurements. The spectroscopic approach provides information about the plasma particles even inside the plasma volume. Experimentally further advantageous is the fact that the analysis is based on a unique footing, namely, on the investigation of a highly resolved spectral interval containing numerous X-ray line transitions of target ions from states with various charges.

Fast ion distributions have been characterized through Doppler-shifted line wings of spatially resolved X-ray spectra originating from highly charged target ions inside the plasma volume. For laser intensities $q \lambda^{2}<10^{14} \mathrm{~W} \mu \mathrm{~m}^{2} / \mathrm{cm}^{2}$, a large scattering (by orders of magnitude) of fast ion energies has been obtained. These observations are presumably caused by inhomogeneous intensity distributions over the laser spot, which have been identified with measurements and two-dimensional diffraction calculations. These scatters might be advantageous for a simple creation of MeV-energy ions with sufficiently low laser intensities: in fact, MeV-energy ions for relatively low intensities $q \lambda^{2}<10^{13} \mathrm{~W} \mu \mathrm{~m}^{2} / \mathrm{cm}^{2}$ have been observed.


Fig. 12. The X-ray pinhole image of Mg plasmas produced by $\mathrm{CO}_{2}$ TIR-1 laser at $6 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ (average over ten shots). Three plasma jets (see arrows) originate from the hot spot.

MHD and non-Maxwellian spectroscopy have been used to characterize plasmas containing non-Maxwellian particles. Methods were developed to determine the electron bulk temperature and the hot electron fraction with a sensitivity down to about $10^{-5}$ (compared to the electron bulk). These methods are based on the detailed analysis of the spectral distribution of the radiation emission of multiexcited target ions near the target surface.
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#### Abstract

The heating of clusters by femtosecond laser pulses is studied theoretically and experimentally. Both the formation of a cluster target and the results of experimental studies of the cluster plasma by the methods of X-ray emission spectroscopy are considered. A numerical model of cluster formation in a supersonic gas jet is proposed. It is shown that detailed studies of two-phase gas-dynamic processes in a nozzle forming the jet give the spatial distributions of all parameters required for the correct calculation of the cluster heating by short laser pulses. Calculations of nozzles of different configurations show that in a number of cases an almost homogeneous cluster target can be formed, whereas in other cases the distributions of parameters prove to be not only inhomogeneous but also even nonmonotonic. A simple physical model of the plasma production by a femtosecond laser pulse and a picosecond prepulse is proposed. It is shown that a comparison of X-ray spectra with detailed calculations of the ion kinetics makes it possible to determine the main parameters of the plasma being produced. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Studies of the interaction of high-power ultrashort (femtosecond) laser pulses with solid-state and gas targets have become especially important in the recent years. On the one hand, such studies yield information on the fundamental properties of matter under extreme conditions (see, for example, [1-12]), and, on the other hand, they allow one to use new approaches for solving a number of applied problems, such as the initiation of nuclear reactions, the acceleration of heavy particles, and the creation of a bright X-ray emission source for medical, biological, and lithographic studies (see, for example, [1, 2, 11, 13]).

It is obvious that the properties of the plasma produced by an ultrashort laser pulse should depend first of all on the aggregate state of the target material. Using, for example, solid-state or cluster targets, an ultrahighdensity hot plasma with a temperature of several hundred electronvolts can be produced. Because of the high density of the plasma, its ionization occurs mainly due to electron-ion collisions. For example, the authors of papers [ $9,14,15$ ] produced multiply charged Ar XVII and Kr XXVII ions by irradiating cluster targets by ultrashort laser pulses with the power density $q_{\text {las }}=$
$10^{17}-10^{18} \mathrm{~W} / \mathrm{cm}^{2}$. The production of such ions due to tunnel ionization would be possible only at much greater (by several orders of magnitude) intensities of laser pulses.

In the opposite case of low-density gas targets, the efficiency of target heating by laser pulses is substantially lower, and the temperature of a comparatively low-density plasma being produced will be only several tens of electronvolts (see, for example, [16]). In this case, the ionization state of the plasma will be determined by multiphoton or tunnel ionization.

However, as the first experiments with solid targets have shown, there exists another very important parameter determining the nature of the interaction of ultrashort laser pulses with matter, namely, the contrast of the laser pulse, i.e., the ratio of the laser radiation power at the maximum of the femtosecond pulse to the prepulse power. In particular, it was found that the ultrahigh-density plasma could be formed only using pulses with a very high contrast $\left(\sim 10^{10}\right)$, when the heating radiation flux density in the prepulse is insufficient for producing a preplasma and the main-pulse energy is absorbed directly in a solid (see, for example, [17-21]).

The character of the interaction of a femtosecond pulse with cluster targets should depend on its contrast even in a greater extent than for solid targets. Recall that cluster targets represent the gas containing clusters, i.e., large conglomerates of atoms or molecules, which are produced during the escape of cooled gas through a high-pressure nozzle. The size $L_{\mathrm{cl}}$ of clusters and the number $N_{\mathrm{cl}}$ of particles in them are determined by the gas being used and by the values of its parameters (temperature, density), as well as by the nozzle construction, and achieve $L_{\mathrm{cl}} \approx 100-1000 \AA$ and $N_{\mathrm{cl}} \approx 10^{4}-10^{6}$ atom/cluster, the density of particles in the cluster being comparable with the density of a solid (see, for example, reviews [1, 22]). In this case, the situation proves to be even more complicated than in the case of solid targets, and two new parameters, the laser prepulse duration $\tau_{\text {prepulse }}$ and the cluster size, acquire a crucial role in the interaction physics. Indeed, if the intensity of the femtosecond pulse is high enough (experiments are usually performed at the radiation flux density $q_{\text {las }} \approx$ $10^{17}-10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ ), then, even for sufficiently high contrasts of about $10^{4-} 10^{5}$ (which are typical for femtosecond lasers), the flux density in the prepulse is $10^{13}-10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and is quite sufficient for the destruction of the cluster and the production of the preplasma with the electron temperature $T_{e}$ of the order of $100-300 \mathrm{eV}$. Due to the expansion of such cluster plasma for the time

$$
\begin{equation*}
\tau_{\text {expansion }} \sim L_{\mathrm{cl}}\left(\frac{m_{i}}{Z_{n} k T_{e}}\right)^{1 / 2}\left(10^{23} / N_{\mathrm{cr}}\right)^{1 / 3} \tag{1}
\end{equation*}
$$

(where $Z_{n}$, and $m_{i}$ are the charge and mass of the ion and $N_{\text {cr }}$ is the critical density for the heating laser), its electron density becomes smaller than the critical one [1]. This means that, if the prepulse duration satisfies the condition

$$
\begin{equation*}
\tau_{\text {prepulse }} \gg \tau_{\text {expansion }} \tag{2}
\end{equation*}
$$

then the main femtosecond pulse will interact not with clusters but with the low-density plasma, and the character of the interaction will be in fact the same as upon heating of gas targets (a weak absorption of laser radiation and the almost complete absence of collision ionization).

It follows from (1) that, for typical values $k T_{e} \sim 100 \mathrm{eV}$, $N_{\text {cr }} \sim 10^{21} \mathrm{~cm}^{-3}$, and $L_{\text {cl }} \sim 100-1000 \AA, \tau_{\text {expansion }}$ has a value on the order of $1-10 \mathrm{ps}$, and condition (2) was fulfilled with a large margin in earlier experiments with the nanosecond prepulse [1]. In paper [15], the case of a comparatively short prepulse with $\tau_{\text {prepulse }} \approx \tau_{\text {expansion }}$ has been studied for the first time, when density regions efficiently absorbing the main pulse remain in the cluster preplasma after the prepulse termination.

It is rather difficult to control the laser prepulse duration under real experimental conditions. For this reason, different cases of the interaction of femtosec-
ond pulses with clusters can be much more easily realized by varying the average size $L_{\mathrm{cl}}$ of the cluster or changing the laser contrast, which in fact determines the preplasma temperature $T_{e}$. In any case, to construct an adequate model of the interaction of a laser pulse with clusters, one should know the initial state of the target, i.e., at least the average size of clusters in the gas flow and the distance between them. In papers devoted to the study of the interaction of laser radiation with clusters, the main attention was paid, as a rule, to the behavior of clusters irradiated by laser pulses, whereas the process of cluster formation itself was not investigated. The parameters of clusters were commonly estimated using the empirical theory developed by Hagena [23-25] and special experiments related to Rayleigh scattering [1]. Such approaches do not involve a detailed consideration of processes proceeding in the gas flow, and, therefore, they permit only qualitative estimates of the conditions of cluster formation and rather rough estimates of the average size of clusters and of their concentration. The parameters obtained in this way are related to the gas flow as a whole, whereas information on their spatial and time distributions cannot be obtained. At the same time, such information is necessary both for the solution of the fundamental problem of numerical simulation of laser heating of cluster targets and for some possible practical applications (for example, the building of an X-ray laser), which require the production of a sufficiently homogeneous plasma of a large extension along one of the spatial coordinates. Such data can be obtained by simulating gas-dynamic processes proceeding in a gas jet.

In this paper, we consider the process of formation of a cluster target and the results of experimental studies of the cluster plasma by the methods of X-ray emission spectroscopy, which have given so far the main information on the interaction of ultrashort laser pulses not only with clusters but also with solid targets and low-density gas targets. We also propose simple models for calculating the emission spectrum of the plasma for different heating conditions.

In Section 2, we consider a numerical model of cluster formation in a supersonic gas jet. It is shown that detailed studies of two-phase dynamic processes in a nozzle forming the jet allow one to obtain spatial distributions of all the parameters of clusters, which are required for the correct calculation of cluster heating by short laser pulses. The calculations performed for nozzles of different configuration show that in a number of cases an almost homogeneous cluster target can be produced, whereas in other cases the distributions of parameters prove to be not only inhomogeneous but also even nonmonotonic.

In Section 3, we consider the physical model of plasma production in the regime $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$. It is shown that a comparison of X-ray spectra with detailed calculations of the ion kinetics makes it possible to
determine the main parameters of the plasma being produced.

## 2. NUMERICAL SIMULATION OF THE PROCESS OF CLUSTER FORMATION IN GAS JETS

The methods that have been used so far for estimating parameters of a cluster jet (semiempirical Hagena theory [23-25] and measurements of Rayleigh scattering of weakened laser radiation [1]) give qualitative estimates of the average size and concentration of clusters. The parameters obtained in this way are related to the gas flow as a whole, whereas information on their spatial and time distributions is absent. The data on the spatial structure of a cluster target can be obtained only from a detailed study of gas-dynamic and thermodynamic processes proceeding in gas jets and in nozzles where the jets are formed. Numerical experiments can be efficiently used for studying nozzle flows.

Note that, whereas gas-dynamic equations give, as a rule, the flow pattern that agrees well with the experiment, models of kinetic phase transitions (formation of clusters) are often not so accurate. Therefore, a comparison of experimental and calculated data for such parameters as the concentration of clusters and their average size is also useful from the point of view of the development and study of phase transition models.

### 2.1. Mathematical Model of a Gas Jet with Formation of Clusters

The methods for calculating supersonic gas flows in nozzles are described in detail, for example, in [26]. One of the simplest models is the gas-dynamic equations

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \mathbf{v})=0  \tag{3}\\
\frac{\partial \rho \mathbf{v}}{\partial t}+\operatorname{div}(\rho \mathbf{v} \times \mathbf{v})=-\operatorname{grad} P  \tag{4}\\
\frac{\partial}{\partial t}\left(\rho e+\frac{\rho \mathbf{v}^{2}}{2}\right)+\operatorname{div}\left(\rho \mathbf{v}\left(e+\frac{\mathbf{v}^{2}}{2}\right)\right)=-\operatorname{div}(P \mathbf{v}),  \tag{5}\\
P=P(\rho, \varepsilon) \tag{6}
\end{gather*}
$$

with the boundary conditions of "the absence of flow"

$$
\mathbf{v} \cdot \mathbf{n}=0
$$

through the nozzle walls and

$$
e+\frac{P}{\rho}+\frac{\mathbf{v}^{2}}{2}=e_{0}+\frac{P_{0}}{\rho_{0}}, \quad S(P, \rho)=S\left(P_{0}, \rho_{0}\right)
$$

at the input surface. Here, $\rho, \mathbf{v}, e$, and $P$ are the gas density, velocity, specific internal energy, and pressure; $e_{0}$, $P_{0}$, and $\rho_{0}$ are the values of gas parameters in a vessel from which the gas is delivered to the nozzle; and $S$ is entropy.

Although this model neglects cluster formation, it can be useful for studying the jet structure (jumps, etc.), which can play a key role in the formation of the spatial distribution of clusters. Below, we will consider an example of such calculations. In addition, this model can be used as a starting point for the construction of more complicated models that take into account the formation of clusters.

The formation of clusters can be treated as condensation of the supercooled gas. Although, in principle, there exist flow regimes in which solid clusters are formed (for example, such clusters are observed in car-bon-dioxide jets because carbon dioxide has an extremely high pressure at the triple point compared to other gases used), in this paper we restrict ourselves to the consideration of the liquid-phase formation. Therefore, the terms a "cluster" and a "drop" become identical . Because the gas blown into a nozzle does not contain condensation centers (ions, solid particles, etc.), density fluctuations play the role of condensation nuclei (spontaneous condensation).

Spontaneous condensation occurs in vapor turbines for appropriate parameters, and it has been investigated in detail in many papers (see [26-29] and references therein). The general picture of the nozzle flow with spontaneous condensation was obtained using calculations and experimental methods. Because the gas is expanded adiabatically in the nozzle flow, it saturates in some section when the gas parameters at the nozzle entrance are chosen appropriately. However, because condensation nuclei are absent, the isoentropic expansion continues for some time and the gas becomes supercooled. As the gas supercooling rises, the efficiency of nucleus formation increases due to density fluctuations, and at some point, where the number of condensation centers becomes large enough, finely divided moisture precipitates abruptly (condensation jump occurs). The gas parameters become close to those of the saturation line. Therefore, there exists only a rather thin layer where drops are formed. Downstream, only the growth of the drops occurs, the gas expanding virtually along the saturation line.

The most general approach to the simulation of flows with spontaneous condensation is based on the introduction of the distribution function $f(r, \mathbf{x}, t)$ of drops over their radii and the addition of the kinetic equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\operatorname{div}(\mathbf{v} f)+\frac{\partial}{\partial r}\left(f \frac{d r}{d t}\right)=I_{\Sigma} \tag{7}
\end{equation*}
$$

(where $d r / d t$ is the growth rate of drops and $I_{\Sigma}$ is the number of newly produced drops) to the system of equations (3)-(5). It is assumed that the drops are so small that they are immobile relative to the gas. Because the curved surface of a small drop provides an additional pressure $2 \sigma / r$ ( $\sigma$ is the surface tension coefficient and $r$ is the drop radius), thereby decreasing the work required for extracting a molecule from a drop, a
small drop can be in equilibrium or evaporate even being surrounded by the supercooled gas. Therefore, for the specified parameters of the supercooled gas, there exists the critical radius $r_{*}$ at which the drop is in equilibrium with the gas. Drops with $r<r_{*}$ are evaporated and disappear, and only the drops with the radius $r>r_{*}$ can grow.

Thus, a condensation nucleus capable of a further growth can appear only when the fluctuation occurs resulting in the appearance of a drop of radius $r>r_{*}$. We calculated the frequency of such fluctuations by the Frenkel-Zel'dovich formula

$$
\begin{equation*}
I=\frac{1}{\rho_{l}} \sqrt{\frac{2 \sigma \mu}{\pi N_{A}}}\left(\frac{P}{k T}\right)^{2} \exp \left(\frac{4 \pi \sigma r_{*}^{2}}{3 k_{B} T}\right) \tag{8}
\end{equation*}
$$

where $\rho_{l}$ is the liquid-phase density, $\mu$ is the molar mass, $N_{A}$ is Avogadro's number, and $k_{B}$ is the Boltzmann constant. This formula may give large errors for small critical radii because it uses macroscopic values of temperature, drop radius, and surface tension coefficient, which become meaningless for clusters consisting of several tens or hundreds of molecules. There are other approaches for calculating the rate of nucleus formation (see, for example, [28]).

Because the probability of the drop appearance due to fluctuations strongly (exponentially) decreases with increasing the drop radius, whereas drops of radii $r<$ $r_{*}$ are evaporated and disappear and, hence, can be neglected, we can assume that the drops being formed have a radius that is close to the critical one, and $I_{\Sigma}=$ $I \delta\left(r-r_{*}\right)$.

The detailed calculations of the number of molecules leaving a drop and precipitated on it give the expressions for the critical radius

$$
r_{*}=\frac{2 \sigma}{\rho_{l} R T \ln \left(P / P_{s}\right)}
$$

of the drop (where $P_{s}=P_{s}(T)$ is the saturation pressure at temperature $T$ ) and for the growth rate

$$
\frac{d r}{d t}=\frac{P}{\rho_{l} \sqrt{2 \pi R T}}\left(1-\frac{P_{s}\left(T_{l}\right)}{P} \sqrt{\frac{T}{T_{l}}}\right)
$$

for the drops that already exist (the Hertz-Knudsen formula). To further derive the equations of the model, it is necessary that $d r / d t$ be independent of $r$. For this purpose, it is assumed that the temperature $T_{l}$ of a drop is equal to the saturation temperature $T_{s}(P)$ at a given pressure (this assumption is generally invalid for small drops). As a result, we have

$$
\frac{d r}{d t}=\frac{P}{\rho_{l} \sqrt{2 \pi R T}}\left(1-\sqrt{\frac{T}{T_{s}(P)}}\right) .
$$

To eliminate the additional independent variable $r$ in equation (7), we introduce, following [30, 27], the moments of the distribution function

$$
\rho \Omega_{n}(\mathbf{x}, t) \int_{0}^{\infty} f(r, \mathbf{x}, t) r^{n} d r, \quad n=0,1,2, \ldots
$$

By multiplying (7) by $r^{n}$ and integrating over $r$ from 0 to $\infty$, we obtain the equations for the moments

$$
\begin{gather*}
\frac{\partial \rho \Omega_{0}}{\partial t}+\operatorname{div}\left(\rho \Omega_{0} \mathbf{v}\right)=I  \tag{9}\\
\frac{\partial \rho \Omega_{n}}{\partial t}+\operatorname{div}\left(\rho \Omega_{n} \mathbf{v}\right)=I r_{*}^{n}+\rho n \Omega_{n-1} \frac{d r}{d t}  \tag{10}\\
n=1, \ldots
\end{gather*}
$$

under the condition that $d r / d t$ is independent of $r$. Because the third moment is related to the degree of dryness $\beta$ of the gas phase in the mixture,

$$
\beta=1-\frac{4}{3} \pi \rho_{l} \Omega_{3}
$$

the system of equations (9), (10) for $n=0, \ldots 3$, together with equations (3)-(5) and the equation of state for the two-phase medium

$$
P=P(\rho, e, \beta), \quad T=T(P, \rho, \beta)
$$

becomes closed.

### 2.2. Results of Calculations

The models described above were applied to the nozzles used in our experiments. We considered the Laval nozzle and a conic nozzle through which argon was blown with the initial parameters $P_{0}=20-60$ bar and $T_{0}=293 \mathrm{~K}$. The results of calculations presented below are related to some instant of time when the flow was virtually steady-state.

The results of calculations performed for the Laval nozzle ( $P_{0}=40$ bar) by neglecting cluster formation show that there exists a rather complicated system of oblique pressure shocks in the cylindrical part of the nozzle, their formation being determined exclusively by geometrical factors (poor profile of the nozzle wall). The reflection of the first oblique shock (in the left onethird of the cylindrical part of the nozzle) from the axis occurs in the Mach regime (reflections of shocks are described in detail in [31]), resulting in the formation of a direct pressure shock (the so-called Mach leg). The intensity of this shock is quite large because the pressure drop in the shock is approximately threefold, whereas the theoretically possible value is

$$
\frac{\gamma+1}{\gamma-1}=4
$$



Fig. 1. Distributions of the gas jet parameters at a distance of 1.5 mm from the Laval nozzle edge.
( $\gamma$ is the adiabatic index), and the Mach number decreases from 9 to 0.3 . All this strongly decreases the nozzle efficiency because the Mach number at the nozzle exit becomes equal to 3-4 instead of its theoretical value $M=5$, which can be obtained for the given expansion.

For this reason, it is natural to expect that the flow will also be substantially inhomogeneous when the cluster formation is taken into account, the driest gas escaping near the flow axis because this gas has passed through a strong pressure shock. In addition, the total number of clusters in such a nozzle can be lower than expected. The results of calculations for the same nozzle taking the cluster formation into account confirm this conclusion. In this case, the region of dry gas, beginning from the Mach leg and extending downstream to the nozzle, is indeed observed.

Figures 1 and 2 show the distributions of parameters calculated behind the nozzle edge for a pressure of 40 bar for the Laval and conic nozzles. The dependences on the distance from the jet axis are presented for the following quantities: the degree dryness $\beta$, the concentration of drops $n_{\text {drop }}$, the average drop radius $\langle r\rangle$, and the average concentration of atoms $n_{\text {mol }}$. One can see from these figures that the distribution of all the parameters for the conic nozzle is much more homogeneous than for the Laval nozzle. For the conic nozzle, the parameters only weakly change over the entire jet cross section (up to $r=2 \mathrm{~mm}$ ), whereas, in the case of the Laval nozzle, there exists a region of completely dry gas at the jet center, while clusters exist only at the periphery.


Fig. 2. Distributions of the gas jet parameters at distances of 1.2 and 1.8 mm from the conic nozzle edge.

## 3. CLUSTER HEATING IN THE $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$ REGIME

As mentioned above, the physics of interaction of short laser pulses is substantially determined by the relation between times $\tau_{\text {prepulse }}$ and $\tau_{\text {expansion }}$. Among the three possible cases, the case $\tau_{\text {prepulse }} \gg \tau_{\text {expansion }}$, when the main femtosecond pulse almost does not interact with clusters and the relatively low-temperature plasma is produced only by the prepulse, is of the least interest. In the other two cases, the femtosecond pulse efficiently interacts with matter, producing high-energy electrons in the plasma, and the degree of plasma ionization drastically increases compared to that in the first case. However, the details of the interaction and the plasma parameters produced in these cases strongly differ from each other and should be considered separately. At present, the case $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$ is the most interesting because it is very difficult to obtain the condition $\tau_{\text {prepulse }} \ll \tau_{\text {expansion }}$ in experiments and such experiments are scarce so far. Here, we will consider the physical model of the plasma production in the $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$ regime and will demonstrate the possibility of application of X-ray spectroscopy for its diagnostics. The dependences of the plasma parameters on the laser contrast, the pulse duration, and the cluster size require separate detailed studies.

The experimental studies were performed using a 800-nm 10-TW Ti : $\mathrm{Al}_{2} \mathrm{O}_{3}$ sapphire crystal laser of the UHI10 type (Saclay, France). The laser beam was focused on a cluster target by an off-axis parabolic mirror, the laser beam diameter in the focal plane being approximately $25 \mu \mathrm{~m}$. The main laser pulse had a dura-


Fig. 3. Emission spectra of the argon plasma produced on different plasma setups: (a) nanosecond laser plasma [35]; (b) femtosecond laser plasma [(1) this paper, (2) [37]);
(c) plasma focus [36].
tion of 60 fs and an energy of about 0.6 J , providing the power density on the target of about $10^{18} \mathrm{~W} / \mathrm{cm}^{2}$. The laser prepulse duration was about 1 ps . Because the contrast was approximately $10^{5}$, the power density in the prepulse was of the order of $10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.

The argon cluster target was produced upon adiabatic expansion of the gas in vacuum through a pulsed conic high-pressure nozzle (the input and output diameters of the nozzle were 1 and 8 mm , respectively, and its length was 20 mm ).

The plasma diagnostics was performed by the X-ray spectroscopy methods. Two X-ray spectrographs with spherical mica crystals (the radius of curvature was 150 mm ) were arranged in the FSPR-2D scheme [3234] and were tuned to the spectral ranges of 3.9-4.2 $\AA$ and 3.35-3.45 $\AA$ containing the $\mathrm{He}_{\alpha}$ and $\mathrm{He}_{\beta}$ lines of the He-like Ar XVII ion. In some experiments, one the spectrographs was tuned to the range of 3.72-3.82 $\AA$ containing the resonance $\mathrm{Ly}_{\alpha}$ line of the H -like Ar XVIII ion; however, we failed to detect this line. Note that, upon observation of the 3.9-4.2 $\AA$ range in the fourth order of reflection from the crystal, the shorter wavelength $\mathrm{He}_{\gamma}$ line from the fifth reflection order was also present in the spectrogram.

Figure 3 shows the spectrum obtained in the 3.9$4.2 \AA$ range. For comparison, analogous spectra are also presented which were obtained earlier upon heating an
argon target by a nanosecond laser pulse [35] on the "plasma focus" setup [36] and by a less powerful femtosecond laser [37]. One can clearly see from this figure that the emission spectra of the femtosecond laser plasma (Fig. 3b) and of the "plasma focus" (Fig. 3c) are quite similar and drastically differ from the emission spectrum of the nanosecond laser plasma (Fig. 3a). First, in the cases shown in Figs. 3b and 3c, intense satellite structures are observed, which are related to the transitions in many-electron argon ions (Be-, B-, and C-like), whereas, in the case shown in Fig. 3a, only the lines of He - and Li-like ions are observed. Second, the intensities of "collision" Li-like $q, r$, and $a-d$ satellites in the femtosecond plasma, as in the plasma focus, exceed those of the "dielectron" satellites $k$, $j$, whereas in the nanosecond plasma the situation is opposite.

Both these differences can be easily explained by assuming that the ionization state of the plasma corresponds to the electron temperature on the order of $100-$ 200 eV and the spectra are excited by high-energy electrons (with energies on the order of $5-10 \mathrm{keV}$ ). In the case of the plasma focus, where the plasma temperature is indeed comparatively low and fast-electron beams are present, such an assumption seems quite reasonable, and it was used in [36] to explain the experimental results. Below, we will show that, when the condition $\tau_{\text {prepulse }} \leq \tau_{\text {expansion }}$ is fulfilled, a similar situation can also take place in the femtosecond cluster plasma.

### 3.1. Model of the Plasma Dynamics

Consider the interaction of an intense femtosecond laser pulse with argon clusters. Because the laser pulse contrast in the experiments described above was about $10^{5}$, the power density of the prepulse ( $\sim 10^{12}-10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ ) was sufficient for the destruction of clusters and production of the preplasma with the electron temperature of several hundred electronvolts. The spatial distributions of the electron density and temperature in the preplasma are formed during the dispersion of heated clusters. Because the ionization processes occurred in the clusters that had initially the density of a solid, the time of collision ionization did not exceed 1 ps for all argon ions with the number of bound electrons $m>2$. This means that the produced preplasma should contain the $\mathrm{He}-$, Li-, Be-, B-like, etc., argon ions at concentrations corresponding to the equilibrium distribution. Note that the H-like Ar XVIII ions are not produced in fact in the preplasma, because the ionization rate for the $1 s^{2}$ shell by $100-$ to $200-\mathrm{eV}$ electrons is several orders of magnitude lower than the ionization rate for the $1 s^{2} 2 l$ shell.

The main femtosecond pulse will interact with the inhomogeneous preplasma and its energy will be predominantly absorbed in the preplasma regions where the electron density exceeds the critical density. As a result, the plasma temperature in a small volume (within some characteristic distance $r_{\text {hot }}$ ) abruptly increases up to several thousand electronvolts, whereas
the plasma temperature in other regions remains low. Therefore, during the action of the main pulse, hot points will appear in the plasma. The distance $r_{\text {cold }}$ between these points is approximately equal to the distance between clusters in the gas jet, and the distance $r_{\text {hot }}$ is of the order of magnitude of the initial cluster size. It is important that the ionization state of the plasma remains virtually unchanged during plasma heating by the main femtosecond pulse because of its short duration.

After the main-pulse termination, hot electrons appear in the plasma, whose relative amount is approximately

$$
\left(r_{\mathrm{hot}} / r_{\mathrm{cold}}\right)^{3} \sim 10^{-8}-10^{-6}
$$

and their temperature reaches $5-10 \mathrm{keV}$ (see, for example, calculations in papers $[22,38]$ ). The thermalization time of these electrons is a few tens of picoseconds even in a plasma with the critical density equal to $10^{21} \mathrm{~cm}^{-3}$, while their mean free path exceeds the distance between clusters. This means that after the termination of the femtosecond pulse, hot electrons will also be present in cold regions of the plasma produced by the laser prepulse. Therefore, after the main-pulse termination, the plasma will have, first, low-density ( $N_{\text {cold }}$ ) regions with low electron temperature ( $T_{\text {cold }}$ ) containing a small amount of hot ( $T_{\text {hot }}$ ) electrons and, second, higher density regions (with $N_{e} \sim N_{\text {cr }}$ ) in which the fraction of hot electrons will be much higher. It is important that the ionization state of the plasma will be almost the same in all regions and will correspond to the electron temperature $T_{\text {cold }}$.

Even the simplified model of the plasma dynamics described above is rather complicated. The emission spectra of the plasma can be calculated using even a simpler model, which is based on the above considerations and takes into account the basic features of the interaction of the laser pulse with clusters, but uses very simple temporal and spatial distributions of plasma parameters. Namely, we will consider three stages of the plasma evolution.
(a) The preplasma stage. The plasma contains dense regions of size $r_{\text {hot }}$ with the electron density $N_{\text {cr }}=$ $10^{21} \mathrm{~cm}^{-3}$. The distance between the dense regions is $r_{\text {cold }}$, and the electron density outside the dense regions is $N_{\text {cold }}=10^{20} \mathrm{~cm}^{-3}$. The temperature of all plasma is $T_{\text {cold }}$. The ionization state of the plasma is stationary and corresponds to the temperature $T_{\text {cold }}$. The duration of this stage is $\tau_{1} \sim 1 \mathrm{ps}$.
(b) Heating by the main pulse. The temperature of the dense regions increases to $T_{\text {hot }}$. The temperature of the low-density plasma regions and the ionization state of all plasma do not change. The duration of this stage is $\tau_{\text {las }} \ll \tau_{1}$.
(c) The decay stage. Hot electrons generated in dense regions at the stage (b) are distributed over the
entire plasma. The plasma parameters in the dense regions do not change $\left(N_{e}=10^{21} \mathrm{~cm}^{-3}, T_{e}=T_{\mathrm{hot}}\right)$. Outside dense regions, the plasma density is $10^{20} \mathrm{~cm}^{-3}$, the temperature is $T_{\text {cold }}$, and a small amount of hot electrons $\left(r_{\text {hot }} / r_{\text {cold }}\right)^{3} \times 10^{20} \mathrm{~cm}^{-3}$ have the temperature $T_{\text {hot }}$. The duration of this stage is $\tau_{2} \sim \tau_{1} \gtrdot \tau_{\text {las }}$.

We used these space-time distributions of the plasma parameters for simulating its emission spectra. Note that the calculated spectra depend not only on the plasma density and temperature but also on the parameters $\tau=\tau_{1} / \tau_{2}$ and $\beta=\left(r_{\text {hot }} / r_{\text {cold }}\right)^{3}$. The exact values of these parameters are unknown. Simple estimates can give only the order of magnitude of these parameters:

$$
\tau \sim 1, \quad \beta \sim 10^{-8}-10^{-6}
$$

The final values of $\tau$ and $\beta$ were chosen by comparing the model and experimental spectra.

### 3.2. Kinetic Calculations

We solved the system of stationary radiative-collision kinetic equations for a homogeneous plasma with different values of plasma parameters. Multiply charged argon ions with the total number of bound electrons $m=1,2,3$, and 4 were considered. We studied the atomic configurations of the $\mathrm{H}-$, $\mathrm{He}-$, $\mathrm{Li}-$, and Be -like ions with principal quantum numbers $n<6$, including autoionization states ( 25 H -like levels, 59 He -like levels, 334 Li-like levels, and 1188 Be-like levels). The rates of collision processes were calculated using the model energy distribution of electrons [39, 40], which included a hot electronic component. A relatively large thermalization time for hot electrons allowed us to treat them as an electron beam with a Gaussian distribution centered at the energy $E_{0}$. In calculations, we used the value $E_{0}=5 \mathrm{keV}$. The relative amount of hot electrons (the quantity $f$ in Figs. 4 and 5) was varied from 0 (sin-gle-temperature plasma) to $5 \times 10^{-5}$. The emission spectra of the plasma were calculated in the spectral regions of 3.93-4.04 $\AA$ and $3.3-3.5 \AA$, which were observed in our experiments.

Figure 4 shows the dependence of the emission spectra of the argon plasma on its density. One can see that the increase in the electron density up to $10^{22} \mathrm{~cm}^{-3}$ in the single-temperature plasma $(f=0)$ does not change significantly the emission spectrum in the region of the $\mathrm{He}_{\alpha}$ line and its satellites.

Figure 5 demonstrates the dependence of the emission spectrum on the electron temperature. One can see that for $f=0$ the spectrum is much more sensitive to the temperature than to the plasma density. One can also see that the influence of hot electrons on satellite transitions drastically decreases with increasing temperature.

It follows from these results that, when hot electrons are absent $(f=0)$, the intensities of the Li-like satellites


Fig. 4. Emission spectra of the argon plasma with the electron temperature $T_{e}=190 \mathrm{eV}$, the electron density $N_{e}=10^{20}$ (a) and $10^{22} \mathrm{~cm}^{-3}(\mathrm{~b})$, and different fractions of fast electrons $f=0,10^{-5}, 2 \times 10^{-5}, 3 \times 10^{-5}, 4 \times 10^{-5}$, and $5 \times 10^{-5}$ in the spectral range 3.9-4.2 $\AA$.
$k$ and $j$ are much greater than those of satellites $q, r$, $a-d$. The predominance of collision satellites $q, r, a-d$ in the emission spectra at moderate plasma densities can be explained only by the presence of hot electrons (in general, a similar structure of the intensity of Li-satellites can be observed in a single-temperature ultra-high-density plasma with $N_{e}>10^{23} \mathrm{~cm}^{-3}$, but such an assumption explains neither the intensity of satellites of other ions nor the intensity of the intercombination line).

### 3.3. Comparison of the Results of Calculation with the Experimental Spectrum

We used the above kinetic calculations for simulating the emission spectra of the plasma observed in our experiments. Because the experimental data were not time-resolved and the plasma was inhomogeneous, it was necessary to calculate the spectra for all regions of the plasma and then to sum the results obtained for all


Fig. 5. Emission spectra of the argon plasma with the electron density $N_{e}=10^{21} \mathrm{~cm}^{-3}$, the electron temperatures $T_{e}=$ 180 (a) and 220 eV (b), and different fractions of fast electrons $f=0,10^{-5}, 2 \times 10^{-5}, 3 \times 10^{-5}, 4 \times 10^{-5}$, and $5 \times 10^{-5}$ in the spectral region 3.9-4.2 $\AA$.
instants of time. The spatial and temporal properties of the plasma were simulated using simple dependences described above. We used the value $T_{\text {cold }}=190 \mathrm{eV}$ and $T_{\text {hot }}=5 \mathrm{keV}$.

The results presented in Fig. 6 show that our model describes the experimental spectra well when the parameters

$$
\tau=\tau_{1} / \tau_{2}=1, \quad \beta=\left(r_{\text {hot }} / r_{\text {cold }}\right)^{3}=4 \times 10^{-7}
$$

are used. A small difference between the experimental and theoretical spectra is caused by the presence of the $\mathrm{He}_{\gamma}$ line of Ar XVIII $(\lambda=3.1996 \AA)$ in the experimental spectrum, which is related to the five-order reflection and was not taken into account in calculations in the spectral range from 3.93 to $4.04 \AA$.

The theoretical spectrum shown in Fig. 6 is a sum of the spectra emitted from different plasma regions at different instants of time. It is interesting to understand what stage of the plasma evolution gives the main contribution to its total emission. Our calculations showed


Fig. 6. Comparison of the emission spectrum of the femtosecond argon-cluster plasma (solid curve) with the model spectrum (thin curve) in the spectral region containing the $\mathrm{He}_{\alpha}$ line of the Ar XVII ion. The theoretical spectra are calculated for $N_{e}=10^{21} \mathrm{~cm}^{-3}, T_{\text {cold }}=190 \mathrm{eV}$, and $T_{\text {hot }}=5 \mathrm{keV}$.
that the plasma emission is predominantly related to the stage c . The preplasma stage proves to be important only for the Be-like satellites and Li-like "dielectronic" satellites $k, j$. It also follows from the calculations that almost all emission of the He -like and Li -like ions at the stage c is caused by the most dense plasma regions, while the low-density plasma makes a noticeable contribution only to the intensities of the Be-like lines and to the $k$ and $j$ transitions in the Li-like ion.

We used the above model with the same values of the plasma parameters for calculating the mission spectrum in the range of $3.35-3.45 \AA$, where the $\mathrm{He}_{\beta}$ line of Ar XVII is located. Figure 7 demonstrates good agreement with the experimental spectrum in this spectral region as well.

Our model shows that only a very small amount of the H-like Ar XVIII ions can be produced during heating of clusters under our experimental conditions. This conclusion is also confirmed by the fact that we have failed to observe the $\mathrm{Ly}_{\alpha}$ line of the H -like Ar XVIII ion.

Note that a single-temperature stationary kinetic model is not valid for the case of heating of clusters by femtosecond laser pulses, and attempts to use it for diagnostics of such plasma can lead to absolutely incorrect results. For example, the single-temperature model gives the best agreement with the emission spectrum observed in the region of $3.92-4.00 \AA\left(\mathrm{He}_{\alpha 1,2}\right.$ lines and Li satellites) for $N_{e}=10^{21} \mathrm{~cm}^{-3}$ and $T_{e}=550 \mathrm{eV}$. However, the agreement between this model and the experimental data is very poor, and the emission spectrum in the region of the $\mathrm{He}_{\beta}$ line calculated for the same parameters drastically differs from the experimental spectrum.


Fig. 7. Comparison of the emission spectrum of the femtosecond argon-cluster plasma (thin curve) with the model spectrum (solid curve) in the spectral region containing the $\mathrm{He}_{\beta}$ line of the Ar XVII ion. The theoretical spectra are calculated for $N_{e}=10^{21} \mathrm{~cm}^{-3}, T_{\text {cold }}=190 \mathrm{eV}$, and $T_{\text {hot }}=5 \mathrm{keV}$.

Good agreement between the theoretical and experimental spectra proves the presence of hot electrons in the cluster plasma produced by the intense femtosecond laser pulse. In general, a comparison of experimental and model spectra allows one to measure the average energy of hot electrons. However, the dependence of the spectrum on the energy of hot electrons is expressed in terms of the parameter

$$
\left(r_{\text {hot }} / r_{\text {cold }}\right)^{3} \exp \left(-E_{\text {exc }} / T_{\text {hot }}\right) / T_{\text {hot }}^{1 / 2},
$$

and to measure $T_{\text {hot }}$, one should measure independently the ratio $\left(r_{\text {hol }} / r_{\text {cold }}\right)^{3}$, which gives the relative amount of hot electrons. Unfortunately, we could not measure this quantity in our experiments.

Thus, we have shown that the interaction of a highintensity femtosecond laser pulse, having a picosecond prepulse, with argon clusters can be used for producing a bright X-ray source. At first glance, it may seem that our result contradicts the conclusion made in paper [1]. However, the prepulse duration in experiments [1] was several nanoseconds. The clusters were completely destroyed in this time, and no regions with the critical density remained in the plasma by the main-pulse arrival. Under such conditions, the femtosecond pulse was not absorbed in fact, the plasma was not heated, and, hence, no X-ray emission was observed. This completely agrees with the above conclusion about the inefficiency of the plasma production in the $\tau_{\text {prepulse }} \gg$ $\tau_{\text {expansion }}$ regime. Our experiments corresponded to the condition $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$. In this case, the prepulse duration is too long for the production of a homogeneous low-density nonabsorbing plasma.

The laser-cluster interaction in the $\tau_{\text {prepulse }} \sim$ $\tau_{\text {expansion }}$ regime provides the production of the plasma
whose ionization state is determined by the prepulse properties, while its temperature (or, more exactly, the characteristic energy) of hot electrons is determined by the main-pulse intensity. This means that, by varying the ratio between the intensities of the main pulse and prepulse, one can rather easily control the degree of the nonstationary state of the plasma.

Such a plasma is of interest first of all for the problems of atomic spectroscopy, because it allows the study of the ion levels that are efficiently populated upon collisions or ionization of the inner shells of many-electron highly charged ions. On the other hand, the plasma with such properties can also find some practical applications, for example, in the development of X-ray lasers operating at the transitions in the Neand Ni -like ions, because the conditions that are optimal for producing the high population inversion are easily realized (see, for example, [41-44]).

## 4. CONCLUSIONS

We have considered two scopes of the problems that are relevant to heating of clusters by ultrashort laser pulses. First, we described a numerical model of the cluster formation in a supersonic gas jet and showed that detailed studies of two-phase gas-dynamic processes in the nozzle forming the jet allow one to obtain the spatial distributions of all parameters required for the correct calculation of the cluster heating by short laser pulses. The calculations performed for nozzles of different configurations showed that in some cases a virtually homogeneous cluster target can be formed, whereas, in other cases, the distributions prove to be not only inhomogeneous but even also nonmonotonic. Second, we considered the physical model of the plasma production in the $\tau_{\text {prepulse }} \sim \tau_{\text {expansion }}$ regime and showed that a comparison of the X-ray emission spectra with the detailed calculations of the ion kinetics allows one to determine the basic parameters of the plasma being produced. The dependences of the plasma parameters on the laser contrast, the pulse duration, and the cluster size require separate studies.
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#### Abstract

A flat-layered active medium in which two types of layers with different refractive indices alternate is considered. The thickness of a layer is assumed to be random and large as compared to the wavelength of propagating radiation. A wave propagating along the normal to the layers in such a medium is exponentially enhanced over lengths of the order of many layer thicknesses. In contrast to the familiar case of a periodic flatlayered active medium, waves with any (not necessarily definite resonant) frequency are amplified identically in a wide frequency range. By way of an example, convective instability of space-charge waves in a flow of charged particles moving through a randomly layered medium is considered. The predicted effect can be regarded as an analogue of Anderson's localization, when increasing solutions rather than exponentially decreasing ones are selected in view of the activity of the medium. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The equation of a linear oscillator with a varying eigenfrequency is a basic model for many physical problems. These can be mechanical oscillators or electromagnetic oscillatory circuits with parameters varying in time, or quantum particles in an external potential, or linear waves propagating in an inhomogeneous medium. The behavior of the solutions of equations for a linear oscillator was studied in detail from the physical and mathematical points of view for various typical dependences of its eigenfrequency on an independent variable. The same mathematical result may correspond to different physical phenomena depending on the physical system for which the oscillator equation is a model. For this reason and also because of the difference in the scientific language in different branches of physics, a result obtained in some field may be unclaimed in another field.

It so happened that the obvious similarity between Anderson's localization (a quantum-mechanical particle in a random potential) and the parametric instability of an oscillator with random variations of the eigenfrequency has been noted only recently [1], although the pioneering work of Anderson [2] was published in 1958. It is clear now that the time-independent Schrödinger equation in the former case is precisely the equation of a harmonic oscillator and that the quantity equal to the particle energy minus the potential plays the role of the square of the eigenfrequency. The equation for an oscillator with random variations of the eigenfrequency has two (exponentially increasing and exponentially attenuating) solutions. The only difference is that Anderson's localization problem is formulated in the form of a boundary-value problem, while parametric instability is described by the initial value Cauchy problem. In the former case, the exponentially
increasing solution is discarded since it does not satisfy the boundary conditions (the wave function must be bounded), while in the latter case, on the contrary, the exponentially small attenuating solution is disregarded as compared to the increasing solution. However, from the mathematical point of view, we are obviously dealing with manifestations of the same effect.

We consider here the propagation of an electromagnetic wave in a flat-layered active medium composed of two types of alternating layers with random thicknesses. This system can be described by the equation of an oscillator with random eigenfrequency jumps (see figure). A similar problem was considered earlier [3, 4] for an analogous optically passive medium. As a result, the effect of an exponentially attenuating wave propagating to the bulk of such a medium (i.e., the reflection of a wave incident on such a medium) was discovered and a similarity with Anderson's localization was noted. In this problem, no exponentially increasing solutions are observed since these solutions do not obey the energy conservation principle (the medium is passive). A similar (from the mathematical point of view) problem was considered in [5] for an oscillator with an analogous parametric action. In [5], we studied the parametric instability of the system and analyzed the exponentially increasing solutions. However, the formulas for the damping increment [3, 4] and the instability increment [5] derived in different ways proved to be identical, which means that, in these publications, two different solutions of the same linear equation were dealt with.

In the present work, we combine the ideas developed in [3, 4] and in [5]. Indeed, if the medium is active, the exponentially increasing solutions can exist (the wave can receive energy from the medium). Various media with beams may serve as examples of active
media. Problems with periodic inhomogeneities in such media were considered by many authors (see [6-9] and the references cited therein), and the existence of increasing solutions corresponding to attenuating solutions in the case of a passive medium was confirmed. In periodically heterogeneous media, the exponentially increasing solutions correspond to parametric resonances of an oscillator; for this reason, only waves with certain frequencies for which resonance conditions are satisfied will increase in a periodic layered active medium. A distinguishing feature of a layered active medium with random thicknesses is that it amplifies waves with a wide frequency range and the gain in this range depends only on the relative refractive indices and average thickness of the layer. If the ratios of the refractive indices for different layers are independent of frequency, incident waves are amplified identically irrespective of their frequency. Thus, such a medium can be used as a wideband amplifier or generator.

## 2. GENERAL MODEL

Let us consider the equation of a classical harmonic oscillator,

$$
\begin{equation*}
f^{\prime \prime}+w^{2}(\zeta) f=0 \tag{1}
\end{equation*}
$$

where primes denote the derivative with respect to an independent variable $\zeta$. The energy of the system can be written in the form

$$
\begin{equation*}
E=\frac{1}{2}\left(f^{\prime 2}+w^{2} f^{2}\right) \tag{2}
\end{equation*}
$$

The solution of Eq. (1) for a constant frequency is the function

$$
\begin{equation*}
f=a \cos (w \zeta+\varphi), \tag{3}
\end{equation*}
$$

where $a$ and $\varphi$ are the amplitude and phase of the solution, respectively, defined by the initial conditions of the problem. Substituting expression (3) into (2), we obtain

$$
\begin{equation*}
E=\frac{1}{2} a^{2} w^{2} \tag{4}
\end{equation*}
$$

Let the function $w(\zeta)$ have the form presented in the figure. On the segments where the value of $w$ is constant, the solutions are defined by formula (3) with corresponding values of $a$ and $\varphi$. At instantaneous jumps, solutions of the form (3) can be joined using the continuity conditions for $f$ and $f^{\prime}$. In this case, the change in energy (2) as a result of the jump from $w=w_{0}$ to $w=w_{1}$ is given by

$$
\begin{equation*}
E-E_{0}=\frac{f^{2}}{2}\left(w_{1}^{2}-w_{0}^{2}\right) \tag{5}
\end{equation*}
$$



Dependence of the eigenfrequency $w$ on the independent variable $\zeta$ in the oscillator equation describing waves in a randomly layered media. Segments with $w=w_{0}$ and $w=w_{1}$ correspond to different types of the layers.
where $E_{0}$ is the value of energy before the jump. Using formulas (3) and (4), we can write expression (5) in the form

$$
\begin{equation*}
E=E_{0}\left(1+\frac{w_{1}^{2}-w_{0}^{2}}{w_{0}^{2}} \cos ^{2} \varphi_{0}\right) \tag{6}
\end{equation*}
$$

where $\varphi_{0}$ is the value of the phase of the solution at the instant of jump in $w$. The change in energy as a result of the reverse jump from $w_{1}$ to $w_{0}$ can be written similarly.

Using expression (6) and considering that the energy of the system does not change for a constant value of $w$, we obtain the following expression for the oscillator energy after $2 N$ jumps:

$$
\begin{align*}
E_{N}= & E_{0} \prod_{i=1}^{N}\left(1+\frac{w_{1}^{2}-w_{0}^{2}}{w_{0}^{2}} \cos ^{2} \varphi_{i}\right)  \tag{7}\\
& \times\left(1+\frac{w_{0}^{2}-w_{1}^{2}}{w_{1}^{2}} \cos ^{2} \varphi_{i}^{\prime}\right),
\end{align*}
$$

where $\varphi_{i}$ and $\varphi_{i}^{\prime}$ are the phases of solutions (3) at the instants of jumps in $w$ from $w_{0}$ to $w_{1}$ and back, respectively. The value of energy (7) strongly depends on the phases of the solution at the instants of jumps. If, however, we consider an ensemble of systems with random phases or the same system with random jumps in a parameter over a long interval of time, we can carry out averaging over phases. (The phases of solutions can be regarded as random at instants of jumps if the typical spread in the intervals between jumps is larger than or of the order of the characteristic period of oscillations $w^{-1}$ (strong-disorder approximation [3]).)

It will be proved below that the energy increases exponentially with $N$; for this reason, the energy loga-
rithm must be averaged over phases. After the averaging of expression (7) over $\varphi_{i}$ and $\varphi_{i}^{\prime}$, we obtain

$$
\begin{equation*}
\left\langle\ln \frac{E_{N}}{E_{0}}\right\rangle=2 N \ln \frac{\left(w_{0}+w_{1}\right)^{2}}{4 w_{0} w_{1}} \tag{8}
\end{equation*}
$$

where we have used the fact that

$$
\begin{gathered}
\left\langle\ln \left(1+\alpha \cos ^{2} x\right)\right\rangle \equiv \frac{1}{2 \pi} \\
\times \int_{0}^{2 \pi} \ln \left(1+\alpha \cos ^{2} x\right) d x=2 \ln \frac{1+\sqrt{1+\alpha}}{2}
\end{gathered}
$$

It can be seen from relation (8) that the energy logarithm averaged over phases increases linearly with $N$. Thus, the energy increases approximately exponentially on intervals much larger than the separation between the jumps:

$$
E \approx E_{0} \exp (\lambda t \zeta)
$$

The increment $\lambda$ is defined as

$$
\begin{equation*}
\lambda=\frac{2}{T} \ln \frac{\left(w_{0}+w_{1}\right)^{2}}{4 w_{0} w_{1}}>0 \tag{9}
\end{equation*}
$$

where $T=\zeta / N$ is the average period of a cycle of variation from $w=w_{0}$ to $w=w_{1}$ and back. Apart from $T$, increment $\lambda$ depends only on the ratio $w_{1} / w_{0}$. In the case of waves in a layered medium, this ratio is determined by the ratio of refractive indices of the layers.

Among other things, formula (9) describes the attenuation of waves in a randomly layered passive medium. In this case, the quantity $\lambda$ is the damping decrement or the inverse localization length. The value of this quantity was determined using other methods in [3, 4]. The above derivation of formula (9) is in line with the idea formulated in [5]. An analysis of this formula, the fields of its application, and the results of numerical simulations can be found in the above-mentioned publications.

## 3. EXAMPLE

Let us consider space-charge waves in a flow of charged particles propagating in a layered medium. A periodic layered medium and the instability of spacecharge waves in such a medium were investigated in [7, 9]. The initial system of equations is formed by Maxwell's equations, the continuity equation, and the equation of motion linearized over small perturbations of
the electric field of the space charge, velocity, and number density of particles:

$$
\begin{gather*}
\frac{\partial D}{\partial x}=4 \pi e n \\
\frac{\partial n}{\partial t}+\frac{\partial}{\partial x}\left(n_{0} v+n v_{0}\right)=0  \tag{10}\\
\frac{\partial v}{\partial t}+v_{0} \frac{\partial v}{\partial x}=\frac{e}{m} E
\end{gather*}
$$

Here, $x$ is the coordinate perpendicular to the layers, along which the particles move (we consider the 1D case); $n_{0}$ and $v_{0}$ are the unperturbed constant values of the number density and the velocity of particles, respectively; $n$ and $v$ are their varying perturbations; $e$ and $m$ are the charge and mass of a particle, respectively; $E$ is the electric field strength; and $D=\varepsilon(x) E$ is the electric induction. The permittivity $\varepsilon(x)$ is constant and realvalued in each layer and is a function similar to that depicted in the figure with permittivity values $\varepsilon_{0}$ and $\varepsilon_{1}$ in alternating layers. In a homogeneous medium, space-charge waves are characterized by the dispersion

$$
\begin{equation*}
k= \pm \frac{\omega_{p}}{v_{0} \sqrt{\varepsilon}}+\frac{\omega}{v_{0}} \tag{11}
\end{equation*}
$$

where $\omega$ and $k$ are the frequency and the wave number of a wave, respectively, and

$$
\omega_{p}=\sqrt{\frac{4 \pi n_{0} e^{2}}{m}}
$$

is the plasma frequency of particles in the beam.
Taking into account the fact that the problem under investigation is homogeneous in time and the wave number contains the constant term $\omega / \mathrm{v}_{0}$, we will seek the solutions of Eqs. (10) in the form

$$
q(x, t)=\tilde{q}(x) \exp \left[i\left(\frac{\omega}{V_{0}} x-\omega t\right)\right],
$$

where $q(x, t)$ is any of the variables under investigation. As a result, system (10) can be reduced to the following equation:

$$
\begin{equation*}
\tilde{D}^{\prime \prime}+\frac{\omega_{p}^{2}}{\varepsilon(x) v_{0}^{2}} \tilde{D}=0 \tag{12}
\end{equation*}
$$

The quantities $\tilde{D}$ and $\tilde{n} \sim \tilde{D}^{\prime}$ must be continuous when a wave intersects the boundary between two layers [7]. Obviously, Eq. (12) is completely analogous to Eq. (1) considered above. Consequently (cf. relation (9)), the solutions to Eq. (12) with a wavelength smaller than or of the order of indeterminacy in the layer thickness
exhibit an exponential increase (or damping) with the increment

$$
\begin{equation*}
\lambda=\frac{1}{L} \ln \frac{\left(\sqrt{\varepsilon_{0}}+\sqrt{\varepsilon_{1}}\right)^{2}}{4 \sqrt{\varepsilon_{0} \varepsilon_{1}}}>0 \tag{13}
\end{equation*}
$$

where $L$ is the average period of the layered system (the ratio of its thickness to the number of pairs of the layers) and expressions (9) and (13) differ by a factor of two since the energy is proportional to the square of the solution amplitude. The quantity $\lambda$ is independent of the wave frequency $\omega$ and the beam current; it contains only the parameters of the layered medium.

In order to find out whether the emergence of the effective eigenvalue (13) characterizes the instability or the attenuation of the wave, we return to the initial variables. Then, the effective wave number of the oscillations under investigation can be written in the form

$$
\begin{equation*}
k_{\mathrm{eff}}= \pm i \lambda+\frac{\omega}{v_{0}}+\chi\left(\varepsilon, \omega_{p}, v_{0}\right) \tag{14}
\end{equation*}
$$

where $\chi$ is a certain real function whose explicit form is insignificant. Let us now use the well-known Briggs criterion [10, 11] according to which the oscillations are enhanced if the quantity $\operatorname{Im} k(\omega)$ changes its sign upon a variation of $\operatorname{Im} \omega$ from $+\infty$ to 0 . The wave number (14) with $\operatorname{Im} k_{\text {eff }}=-i \lambda$ (for $\operatorname{Im} \omega=0$ ) satisfies this condition due to the presence of the term $\omega / \mathrm{v}_{0}$ responsible for the transport of oscillations by the flow of particles. It is precisely the kinetic energy of this motion that ensures the activity of the system under investigation, as in other cases of beam instabilities.

## 4. CONCLUSIONS

We have considered a layered structure with random thicknesses of alternating layers of two types and the propagation of linear waves in this medium along the normal to the layers. The mathematical model of such a system is the equation of an oscillator with random eigenfrequency jumps between two preset values. This system has an effective eigenvalue with a nonzero real part on the scale of many layers. This eigenvalue corresponds to attenuating solutions in the case of a passive medium [3, 4] or in the problem of Anderson's localization of a quantum particle [2] and to increasing solutions in the case of a parametric action on a mechanical system [5] or for an active layered medium.

The latter case was considered in this paper. It is shown that a randomly layered active medium can be used as a wideband amplifier due to the fact that the increment of the buildup of the waves is independent of their frequency. The characteristic wavelengths in this
case must be smaller than the characteristic spread in the thicknesses of the layers. In the example of the instability of a space-charge wave considered above, this leads to the condition

$$
\frac{\sqrt{\varepsilon} v_{0}}{\omega_{p}}<\delta L,
$$

where $\delta L \leq L$ is the characteristic deviation of the thickness of a layer from the average value for one type of layer. In the opposite case, we must use the weak-disorder approximation leading to a different frequency dependence of the gain [3]. The situation corresponding to the weak-disorder approximation and a transition to a periodic passive layered medium were also considered in [12].

In view of the mathematical identity of the problem for the above examples of passive and active media, the results obtained from an analysis of the localization constant for passive media can be extended to the properties of the instability increment in the corresponding cases of active media.
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#### Abstract

Using exciton spectroscopy methods, it was established that $B_{80}^{4}$ centers can be oriented under uniaxial compression conditions not only in the [111] axis direction, but in the [ $\overline{1} 11$ ] and [1 $\overline{1} 1]$ directions as well. Disorientation of the $B_{80}^{4}$ centers was studied in detail, a kinetic equation adequately describing this process is presented, and an expression for the characteristic reorientation time as a function of the temperature was obtained. It was found that the reorientation rate obeys the Arrhenius law with an activation energy of about 1.54 eV . The experimental results are explained proceeding from a hypothesis that the $B_{80}^{4}$ center is identical to a ring hexavacancy. A mechanism of the $B_{80}^{4}$ center (hexavacancy) reorientation is proposed within the framework of this model, according to which the hexavacancies are thermally excited into the first metastable state and then pass to a ring state with different orientation. Involving the spatial displacement of hexavacancies during reorientation, this process has to be accompanied by the Brownian motion of the hexavacancies. A correlation was found between the direction of orientation of the $B_{80}^{4}$ centers (hexavacancies) and the relative change in the $\langle 110\rangle$ bond length under uniaxial compression conditions. This result is interpreted in terms of the hexavacancy geometry. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

This paper continues the previous communication [1], in which preliminary results on the disorientation kinetics of $B_{80}^{4}$ centers were reported and experimental evidence was presented that allowed the $B_{80}^{4}$ centers to be identified with ring hexavacancies $\left(V_{6}\right) .{ }^{1}$ The results were naturally explained by assuming that hexavacancies may possesses several metastable states. Each ring hexavacancy represents a cavity appearing upon the removal of six silicon atoms from the vertices of a chair-shaped hexagon possessing a third-order axis parallel to the [111] crystallographic axis.

The previous investigations of $B_{80}^{4}$ centers [2-4] showed that these defects (i) appear upon annealing pure silicon single crystals containing a large number of vacancies, (ii) behave as isoelectron quasi-acceptors with an electron-attracting potential depending on the deformation tensor, (iii) belong to the trigonal system, and (iv) possess a not less than $C_{3 v}$ point symmetry. In particular, it was shown that excitons bound on the $B_{80}^{4}$

[^3]centers are of a triplet-singlet type [4] and a Hamiltonian describing all properties of such excitons was constructed. Recently, it was established [5] that the $B_{80}^{4}$ centers can be oriented by uniaxially compressing a sample in one of the $\langle 111\rangle$ directions.

Below, we describe in detail the process of disorientation of the $B_{80}^{4}$ centers and present new data to confirm that these centers represent hexavacancies.

## 2. EXPERIMENTAL

The samples with dimensions $17 \times 1.25 \times 1.25 \mathrm{~mm}$, having the shape of bars terminated with tetragonal pyramids oriented in the [111] or [110] directions (see Figs. 1 and 2 below), were cut from a pure silicon single crystal irradiated with neutrons with a Cd number of $\sim 50$ to a total dose of $10^{17} \mathrm{~cm}^{-2}$. Here, the directions with negative indexes indicate the orientation of samples cut from an ingot grown in the [111] direction.

The samples were uniaxially compressed at temperatures in the interval from 150 to $500^{\circ} \mathrm{C}$. For this purpose, a sample was mounted between stainless steel plunger dies with $0.5-\mathrm{mm}$-deep $120^{\circ}$ cone-shaped wells. During compression, the wells acquired the
shape of terminal pyramids (for each succeeding test, the cone-shaped wells have to be restored). In order to eliminate the buildup of shear stresses (capable of destroying the sample), a steel ball was placed between the plunger and a rod transferring the applied load.

In order to create the $B_{80}^{4}$ centers oriented either along the [111] axis or in the [ $\overline{1} 11$ ] or [1 11 ] directions, the crystal samples uniaxially compressed in the [111] or [1 $\overline{1} 0]$ directions, respectively, can be annealed for 30 min at $375^{\circ} \mathrm{C}$. However, a more convenient procedure consists in creating unoriented centers (by annealing the initial samples at $375^{\circ} \mathrm{C}$ without applied load) and their subsequent orientation. The latter is achieved by annealing the samples for 30 min at a temperature of about $250^{\circ} \mathrm{C}$ and a pressure of 0.25 GPa . It was found that the total number of centers remains virtually unchanged in the course of orientation and disorientation processes. This circumstance allows the samples to be multiply reused and facilitates interpretation of the results.

The samples were immersed in liquid helium and excited by radiation from an Ar laser with a power of up to 200 mW . Special measures were taken to maintain the samples at a constant temperature during each experiment. This is related to the fact that the ratio of intensities of the recombination emission lines strongly depends on the temperature [3]. The recombination emission spectra were studied with the aid of an SDL-1 spectrometer equipped with a cooled photomultiplier operating in the photon count mode. The spectra were analyzed at a resolution of about $200 \mu \mathrm{eV}$.

It must be noted that, since the recombination emission of the samples containing oriented centers is polarized, the spectrum becomes significantly distorted upon passage through the optical tract. Previously [1], these distortions were eliminated by recording the spectra of two components of the recombination emission with mutually perpendicular polarizations, followed by summing these components multiplied by the corresponding correction factors. In this study, the results were corrected by means of a correction parameter $r$ introduced into the calculation relationships. The parameter was experimentally determined as the ratio of the transmission coefficients of the recombination emission components polarized perpendicular and parallel to the sample axis. This method provides for a better accuracy and simplifies the experimental procedure. Special checks showed that the two methods of correction yield virtually identical results.

## 3. MODEL CALCULATIONS

As demonstrated previously $[1,5]$, the $I_{1} / I_{2}$ value representing the ratio of intensities of the $X_{80}^{4}\left(J_{1}\right)$ and $X_{72}^{4}\left(J_{2}\right)$ lines in the recombination emission spectrum
of excitons bound on the $B_{80}^{4}$ centers depends on the relation between concentrations $n_{1}, n_{2}, n_{3}$, and $n_{4}$ of the centers oriented in various $\langle 111\rangle$ directions. If the centers are initially oriented (i.e., the major axes are aligned in certain selected directions), the thermal motion of the lattice gives rise to a disorientation process leveling the number of centers oriented in various directions. As a result, the quantity $I_{1} / I_{2}$ also exhibits a change. In order to determine the $I_{1} / I_{2}$ ratio as a function of time, we will first study the time variation of the concentrations $n_{1}, n_{2}, n_{3}$, and $n_{4}$ representing the centers of types $1-4$ with the major axes oriented in the [111], [ $\overline{1} 11]$, [ $\overline{1} 1 \overline{1} 1]$, and [1 $\overline{1} 1]$ directions, respectively. Then, we will relate the concentrations $n_{i}$ to intensities of the $X_{80}^{4}\left(J_{1}\right)$ and $X_{72}^{4}\left(J_{2}\right)$ lines. Assuming that (i) the total concentration of the $B_{80}^{4}$ centers remains unchanged in the course of disorientation and (ii) the probability of a change in the orientation of a given center does not depend on the initial and final directions, the kinetic equations describing variation of the $n_{i}$ values can be written in the following form [1]:

$$
\begin{align*}
\frac{d n_{1}}{d t} & =-\frac{3 n_{1}}{\tau}+\frac{n_{2}}{\tau}+\frac{n_{3}}{\tau}+\frac{n_{4}}{\tau}, \\
\frac{d n_{2}}{d t} & =\frac{n_{1}}{\tau}-\frac{3 n_{2}}{\tau}+\frac{n_{3}}{\tau}+\frac{n_{4}}{\tau} \\
\frac{d n_{3}}{d t} & =\frac{n_{1}}{\tau}+\frac{n_{2}}{\tau}-\frac{3 n_{3}}{\tau}+\frac{n_{4}}{\tau}  \tag{1}\\
\frac{d n_{4}}{d t} & =\frac{n_{1}}{\tau}+\frac{n_{2}}{\tau}+\frac{n_{3}}{\tau}-\frac{3 n_{4}}{\tau}
\end{align*}
$$

where $\tau=\tau_{i j}=\tau_{j i}$ is the characteristic time for reorientation of a center from $i$ th to $j$ th direction, $-3 n_{i} / \tau$ is the rate of decrease in the concentration $n_{i}$, and $n_{k} / \tau$ is the rate of increase in the concentration $n_{i}(i \neq k)$. The sum of Eqs. (1) yields $d n / d t=0$, which is equivalent to the assumption concerning conservation of the total number of centers in the course of disorientation.

Introducing the "vector" $\mathbf{n}=\left\{n_{1}, n_{2}, n_{3}, n_{4}\right\}$ with the sum of components representing the total concentration $n$, we can write Eqs. (1) in matrix form as

$$
\begin{equation*}
\frac{d \mathbf{n}}{d t}=A \mathbf{n}, \quad A=\frac{1}{\tau}(M-4 I) \tag{2}
\end{equation*}
$$

where $M$ is the fourth-order matrix with all elements equal to unity and $I$ is the unity matrix of the fourth order. Note that Eqs. (1) cannot be used to describe the process of orientation, since the uniaxial compression renders the centers oriented in various directions unequivalent $\left(\tau_{i j} \neq \tau_{j i}\right)$.

For an initial distribution of centers at $t=0$ described by the vector $\mathbf{n}(0)$, a solution to the above

Table 1. The ratio $I_{1} / I_{2}$ of the intensities of $X_{80}^{4}$ and $X_{72}^{4}$ lines calculated with an allowance for distortions caused by differential transmission of the parallel and perpendicular components of the recombination emission for the disorientation processes $\{1\} \longrightarrow\{2,3,4\}\left(x=n_{2} / n_{1}\right)$ and $\{2,4\} \longrightarrow\{1,3\}\left(x=n_{1} / n_{2}\right)$

| Sample orientation | $\mathbf{k}$ | $\mathbf{e}_{\perp}$ | $I_{1} / I_{2}$ for $x=0^{*}$ | $I_{1} / I_{2}$ for $x=1$ | $I_{1} / I_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[111]$ | $[11 \overline{2}] / \sqrt{6}$ | $[1 \overline{1} 0] / \sqrt{2}$ | $w r$ | $2 w$ | $w \frac{3 r+(8+5 r) x}{3+(1+4 r) x}$ |
| $[1 \overline{1} 0]$ | $[\overline{1} \overline{1} 2] / \sqrt{6}$ | $[111] / \sqrt{3}$ | $w r \frac{3+8 r}{6+r}$ | $2 w$ | $w \frac{(3+8 r)+(9+4 r) x}{(6+r)+5 r x}$ |
| $[1 \overline{1} 0]$ | $[111] / \sqrt{3}$ | $[11 \overline{2}] / \sqrt{6}$ | $w r \frac{3+7 r}{6+2 r}$ | $2 w$ | $w \frac{(3+7 r)+(9+5 r) x}{(6+2 r)+4 r x}$ |

Note: $\mathbf{k}$ and $\mathbf{e}_{\perp}$ are the wavevector and the polarization vector of the recombination emission; the quantity $1 / r$ gives the factor by which the spectrometer sensitivity to the perpendicular component is smaller than that to the parallel component (determined from experiment); For the reverse processes $\{2,3,4\} \longrightarrow\{1\}$ and $\{1,3\} \longrightarrow\{2,4\}$, the quantity $x$ should be replaced by $1 / x$. * Expressions for $x=0$ refer to direct processes only.
matrix equation can be presented in the following form [6]:

$$
\begin{equation*}
\mathbf{n}(t)=G \mathbf{n}(0)=e^{A t} \mathbf{n}(0), \tag{3}
\end{equation*}
$$

where $G$ is the operator of evolution of the vector $\mathbf{n}(t)$. Using a spectral matrix theorem [6], the matrix $G$ can be expressed as

$$
G=g I_{4}+\frac{(1-g) M}{4},
$$

where $g=\exp (-4 t / \tau)$. Thus, once the initial distribution of orientations of the centers is known, the time variation of this distribution is described by relationship (3). Let us consider two particular cases corresponding to the experimental results obtained in this study.

1. When a sample is annealed with a deforming load applied along the [111] direction, the centers can orient either in the same [111] direction or along the [ 111 ], [ $\overline{1} \overline{1} 1]$, and [ $1 \overline{1} 1]$ axes. In the former case, the initial state of orientation is conveniently described as

$$
\mathbf{n}(0)=\{1-3 p, p, p, p\} n,
$$

where $p=n_{2} / n=n_{3} / n=n_{4} / n \leq 1 / 4$. Upon calculating $\mathbf{n}(t)=G \mathbf{n}(0)$ and determining the $n_{2} / n_{1}$ ratio for $\mathbf{n}(t)$, we can describe the $\{1\} \longrightarrow\{2,3,4\}$ disorientation process by the function

$$
\begin{equation*}
x(t)=\frac{n_{2}}{n_{1}}=\frac{1-g(1-4 p)}{1+3 g(1-4 p)}, \quad x(0)=\frac{p}{1-3 p} . \tag{4}
\end{equation*}
$$

Below, we will denote by $x$ the ratio of a smaller concentration $n_{i}$ to a greater quantity and by $p$ the ratio of a smaller quantity $n_{i}$ to the total concentration $n$.

By the same token, the "reverse" process $\{2,3,4\} \longrightarrow$ $\{1\}$ beginning from the initial state

$$
\mathbf{n}(0)=\{p,(1-p) / 3,(1-p) / 3,(1-p) / 3\} n
$$

(with $p=n_{1} / n \leq 1 / 4$ ) is described by the function

$$
\begin{equation*}
x(t)=\frac{n_{1}}{n_{2}}=\frac{3-3 g(1-4 p)}{3+g(1-4 p)}, \quad x(0)=\frac{3 p}{1-p} . \tag{5}
\end{equation*}
$$

2. When the deforming load during annealing is applied in the $[1 \overline{1} 0]$ direction, the centers can align either in the [ 111 ] and [1 11$]$ directions or along the [111] and [111] axes. In the former case, the initial state of orientation is conveniently described as

$$
\mathbf{n}(0)=\left\{p, \frac{1}{2}-p, p, \frac{1}{2}-p\right\} n
$$

where $p=n_{1} / n$. Upon calculating $\mathbf{n}(t)=G \mathbf{n}(0)$ and determining the $n_{1} / n_{2}$ ratio for $\mathbf{n}(t)$, we can describe the $\{2,4\} \longrightarrow\{1,3\}$ disorientation process by the function

$$
\begin{equation*}
x(t)=\frac{n_{1}}{n_{2}}=\frac{1-g(1-4 p)}{1+g(1-4 p)}, \quad x(0)=\frac{2 p}{1-2 p} . \tag{6}
\end{equation*}
$$

For the "reverse" process $\{1,3\} \longrightarrow\{2,4\}$ beginning from the initial state

$$
\mathbf{n}(0)=\left\{\frac{1}{2}-p, p, \frac{1}{2}-p, p\right\} n,
$$

(with $p=n_{1} / n \leq 1 / 4$ ) we obtain

$$
\begin{equation*}
x(t)=\frac{n_{2}}{n_{1}}=\frac{1-g(1-4 p)}{1+g(1-4 p)}, \quad x(0)=\frac{2 p}{1-2 p} . \tag{7}
\end{equation*}
$$

Now, we can describe the time variation of the ratio of intensities $I_{1} / I_{2}$ of the $X_{80}^{4}$ and $X_{72}^{4}$ lines in the recombination emission spectrum of excitons bound on the $B_{80}^{4}$ centers. This can be done using the expressions for


Fig. 1. Recombination emission spectra of excitons bound on the $B_{80}^{4}$ centers in single crystal silicon samples cut along the [111] axis (measured at $T=4.2 \mathrm{~K}$ ): (a) the spectra of samples with unoriented (dashed curve) and [111]-oriented (solid curve) centers at a pressure of $P=0$; (b) emission line components polarized perpendicularly (dashed curve) and parallel (solid curve) to the axis of a sample with [111]-oriented centers at $P=0.055 \mathrm{GPa}$; (c) the spectra of a sample with unoriented centers measured at $P=$ 0.086 (dashed curve) and 0.244 GPa (solid curve). The insets show the sample configuration and the plots of $I_{1} / I_{2}$ versus angle $\beta$
of the sample rotation around the [11 $\overline{2}]$ axis: (points) experiment; (sold curves) calculation by formula (A.3) for the $\{1\} \longrightarrow\{2,3,4\}$ process and a unit circle; (dashed curve) calculation for the $\{2,3,4\} \longrightarrow\{1\}$ process.
intensities of the components of the $X_{80}^{4}$ and $X_{72}^{4}$ emission lines polarized parallel and perpendicular to the sample axis (see Tables 3 and 4 in the Appendix). For example, the $I_{1} / I_{2}$ ratio for the emission in the [11 $\overline{2}$ ] direction from a sample oriented in the [111] direction is obtained by setting $\varphi=0$ in Table 4, adding intensities of the parallel and perpendicular components (the latter have to be multiplied by the experimentally determined correction coefficient $r$ for the perpendicular components of $X_{80}^{4}$ and $X_{72}^{4}$ lines), and taking the required ratio. The $I_{1} / I_{2}$ ratios determined in this way for the experimental situations studied are presented in Table 1.

An expression for the $I_{1} / I_{2}$ ratio as a function of the time of annealing at a constant temperature $T$ is obtained by substituting the corresponding functions $x(t)$ from Eqs. (4)-(7) into the formulas for $I_{1} / I_{2}$ in Table 1 , in which the parameter $w$ is determined experimentally for $x \longrightarrow 1$ or $t \longrightarrow \infty$.

## 4. RESULTS AND DISCUSSION

First, it will be demonstrated that the centers under consideration can be effectively oriented both in the [111] direction and along the [ $\overline{1} 11]$ and [1 11 ] axes. Figure 1 shows the spectra of recombination emission
of excitons bound on the $B_{80}^{4}$ centers measured for the samples cut in the [111] direction. The samples were mounted parallel to the spectrometer slit so as to analyze the light emitted in the [11 $\overline{2}$ ] direction. The dashed curve in Fig. 1a represents the spectrum of a sample containing $B_{80}^{4}$ centers in an unoriented state, while the solid curve shows the spectrum of the same sample annealed in a compressed state. As can be seen, the ratio of intensities $I_{1} / I_{2}$ of the $X_{80}^{4}$ and $X_{72}^{4}$ lines decreased from 1.15 to $0.55\left(I_{1} / I_{2}<2 w\right.$, see Table 1$)$, which indicates that the $B_{80}^{4}$ centers are oriented to a considerable extent. ${ }^{2}$ Let us consider distribution of the $B_{80}^{4}$ centers in these samples with respect to orientations. Upon compression in the [111] direction, the centers divide into two groups, $\{1\}$ and $\{2,3,4\}$, which is manifested in the recombination emission spectrum as the orientation-related splitting of lines. Evidently, the intensity of lines representing each group is proportional to the number of centers belonging to this group.

Figure 1 b shows components of the recombination emission spectrum corresponding to the parallel and perpendicular polarizations in a sample compressed in

[^4]

Fig. 2. Recombination emission spectra of excitons bound on the $B_{80}^{4}$ centers in single crystal silicon samples cut along the [ $1 \overline{1} 0$ ] axis (measured at $T=4.2 \mathrm{~K}$ ) in the samples containing unoriented (dashed curve) and [111]- and
[1 $\overline{1} 1$ ] -oriented (solid curve) centers at a pressure of $P=0$ (a) and $0.1 \mathrm{GPa}(\mathrm{b})$. The insets show the sample configuration and the plots of $I_{1} / I_{2}$ versus angle $\beta$ of the sample rotation around the [111] axis: (points) experiment; (solid curves) calculation by formula (A.4) for the $\{2,4\} \longrightarrow\{1,3\}$ process and a unit circle; (dashed curve) calculation for the $\{1,3\} \longrightarrow\{2,4\}$ process.
the [111] direction and, hence, containing the $B_{80}^{4}$ centers in an oriented state. The spectra display two clearly distinguished groups of lines with the components denoted by 1,2 and 3,4 . The same groups of lines are well pronounced in the uniaxially compressed samples containing the $B_{80}^{4}$ centers in an unoriented state. As the pressure varies, the spectral positions of the lines change in an independent manner. By comparing the amplitudes of lines belonging to each group observed at small pressures, we may note that the orientation process transforms these centers into a group represented by the components 1,2 in Figs. 1b and 1c. Finally, comparing the experimental data on the polarizations of components 1 and 2 (Fig. 1b) to the calculated relative intensities (Appendix, Table 4), we conclude that the $B_{80}^{4}$ centers in the case under consideration are oriented in the [111] direction.

The same result can be obtained in a more exquisite manner. For this purpose, we can express the $I_{1} / I_{2}$ ratio as a function of the angle of rotation $\beta$ around the [11 $\overline{2}$ ] direction ( $\mathbf{k}$ direction) for a sample containing the $B_{80}^{4}$ centers in the oriented state and compare this expression to a dependence calculated by formula (A.3) presented in the Appendix. This dependence was determined and depicted by black circles on the inset in Fig. 1 (where solid curves show a dependence calculated for the centers oriented in the [111] direction and a unit cir-
cle that allows the $I_{1} / I_{2}$ ratio to be readily determined for an arbitrary rotation angle). As can be seen, the experimental data fit the calculated curve well. At the same time, the dashed curves, corresponding to the case of centers oriented in the [ $\overline{1} 11],[\overline{1} \overline{1} 1]$, and [1 $\overline{1} 1]$ directions, qualitatively differ from the experimental pattern.

Here, it is necessary to refine the essence of the method proposed for determining the orientation of the $B_{80}^{4}$ centers. The spectrometer used in the experiment is nonideal (in our case, $r \approx 0.37$ ) and transmits the component polarized perpendicularly to the entrance slit differently (worse by a factor of about 2.7) as compared to the component polarized parallel to the slit. In other words, the optical tract of the spectrometer contains an implicit "effective polarizer" that is responsible for the observed dependence of $I_{1} / I_{2}$ on $\beta$. Upon going from the $\operatorname{direct}(\{1\} \longrightarrow\{2,3,4\})$ to reverse $(\{2,3,4\} \longrightarrow\{1\})$ process, positions of the emitting centers relative to the "effective polarizer" (modeling the differential polarization effect introduced by the optical tract) exhibit a change leading to a qualitatively different $I_{1} / I_{2}$ versus $\beta$ relationship. In the ideal spectrometer $(r=1)$, these angular dependences can be obtained only by introducing a polarizer into the optical tract. This effect is well consistent with expressions (A.3) and (A.4) derived in the Appendix for the $I_{1} / I_{2}$ versus $\beta$ relationship. As can be seen from these expressions, the angular dependence vanishes for $r=1$.

Now let us proceed to the samples cut in the [1 $\overline{1} 0]$ direction. The emission was measured in the [111] direction. Figure 2 shows the spectra of the recombination emission of excitons bound on the $B_{80}^{4}$ centers measured in this case. The dashed curve in Fig. 2a represents the spectrum of a sample containing $B_{80}^{4}$ centers in an orientation-disordered state, while the solid curve shows the spectrum of the same sample annealed in a compressed state. As can be seen, the ratio of intensities $I_{1} / I_{2}$ of the $X_{80}^{4}$ and $X_{72}^{4}$ lines decreased from 1.15 to $0.71\left(I_{1} / I_{2}<2 w\right.$, see Table 1), which indicates that the $B_{80}^{4}$ centers are oriented to a considerable extent either in the [ $\overline{1} 11$ ] and [ $1 \overline{1} 1$ ] directions or along the [111] and [ $\overline{1} \overline{1} 1]$ axes.

An attempt at distinguishing between the two possibilities is illustrated in Fig. 2b, where the dashed and solid curves show the spectra of samples with unoriented centers and with the centers oriented by annealing under uniaxial compression in the [ $1 \overline{1} 0$ ] direction. The spectra display two clearly pronounced groups of lines (with the components denoted by 1,2 and 3,4 ) and show the intensity redistribution between these groups, reflecting an increase in the number of centers


Fig. 3. Experimental (black circles) and theoretical (solid curves) plots of the ratio of intensities $I_{1} / I_{2}$ of the $X_{80}^{4}\left(J_{1}\right)$ and $X_{72}^{4}\left(J_{2}\right)$ emission lines versus the time of annealing ( $T=217.5^{\circ} \mathrm{C}$ ) for the samples cut in the directions (a) [111] (calculation parameters $w=0.575 ; r=0.357 ; p=0.1$ ) and (b) [110] ( $w=0.575 ; r=0.357 ; p=0.11$ ).
belonging to one group at the expense of a decrease in another group. However, it was impossible to judge with confidence on the dominating group ( $\{1,3\}$ versus $\{2,4\}$ ), which is probably explained by a strong mixing of exciton states in the samples deformed in this mode.

In order to solve the problem, the experimental dependence of $I_{1} / I_{2}$ on the angle $\beta$ of sample rotation around the [111] direction was measured for a sample containing the $B_{80}^{4}$ centers in the oriented state. These experimental data are depicted by black circles on the inset in Fig. 2, where the solid curves show the same dependence calculated for the centers oriented in the [ $\overline{1} 11$ ] and [1 $\overline{1} 1$ ] directions and a unit circle. As can be seen, the experimental points fit the calculated curve well. If the centers were oriented in the [111] and [ $\overline{1} \overline{1} 1$ ] directions, the points would fit the dashed curve. Thus, the disorientation kinetics should be studied in terms of relationships (4) and (6).

Returning to Figs. 1a and 2a, let us consider how these data can be used to determine the initial orientation distribution $\mathbf{n}(0)$. Upon determining $I_{1} / I_{2}$ from these data, these values should be substituted into the corresponding expressions presented in Table 1. The resulting equations are used to find $x(0)$. Finally, relationships (4) and (6) for $x(0)$ can be used to determine $p$ representing the ratio of the smaller group concentration to the total concentration of the centers studied.

Now let us consider the kinetics of disorientation of the $B_{80}^{4}$ centers. The main parameter in Eq. (2) describing this process is the characteristic reorientation time $\tau(T)$. At a given temperature $T$, the reorientation time was determined by comparing the experimental curve of $I_{1} / I_{2}$ versus annealing time $t$ to the calculated dependence obtained by substituting $x(t)$ from (4) and (6) into the expressions for $I_{1} / I_{2}$ presented in Table 1. Figures 3 a and 3 b show typical plots of the $I_{1} / I_{2}$ ratio versus annealing time at $T=217.5^{\circ} \mathrm{C}$ for two different orienta-
tions of the $B_{80}^{4}$ centers, measured in the course of the $\{1\} \longrightarrow\{2,3,4\}$ and $\{2,4\} \longrightarrow\{1,3\}$ disorientation processes, respectively. The spectra of the initial and final states of these processes are given in Figs. 1a and 2 a . It must be noted that these different processes lead to the same reorientation time. This result confirms validity of the assumptions made in deriving Eq. (1).

The mechanism of reorientation of the $B_{80}^{4}$ centers was explained based on the experimental $\tau(T)$ depen-


Fig. 4. The plot of reorientation time $\tau$ versus annealing temperature $T$ for different reorientation processes: (black circles) $\{1\} \longrightarrow\{2,3,4\}$ in [111]-cut samples; (open circles) $\{2,4\} \longrightarrow\{1,3\}$ in [11 10$]$-cut samples.


Fig. 5. The schematic diagram of bonds in a hexavacancy viewed along the [111] direction showing silicon atoms (black circles), double bonds (thick solid lines), the secondorder rotation axis $\mathrm{C}_{2}$ perpendicular to the principal axis $\mathrm{C}_{3}$ of the hexavacancy, and the mirror reflection plane $\sigma_{d}$ containing the principal axis (hexagons are drawn so as to indicate the hexavacancy symmetry).
dence. The reorientation time was determined from the curves analogous to those presented in Fig. 3, measured in the temperature range from 175 to $240^{\circ} \mathrm{C}$. The resulting $\tau$ versus $T$ curve is depicted in Fig. 4. The statistical processing of these data yielded an exponent [7]

$$
\begin{equation*}
\frac{1}{\tau}=a \exp \left(-\frac{E}{k T}\right), \tag{8}
\end{equation*}
$$

where $E=1.5462 \pm 0.03 \mathrm{eV}$ and $a=(1.7197 \pm 1) \times$ $10^{14} \mathrm{~min}^{-1}$. In other words, the rate of reorientation of the $B_{80}^{4}$ centers obeys the Arrhenius law with an activation energy of 1.54 eV .

In order to interpret the obtained results, we assume as previously [1] that the $B_{80}^{4}$ centers are identical to ring hexavacancies $\left(V_{6}\right)$. Then, the mechanism of reorientation of the $B_{80}^{4}$ centers can naturally be explained by the fact that such hexavacancies may possesses several metastable states. A ring hexavacancy, which is most stable among the vacancy centers, represents a combination of six vacancies (or, e.g., three divacancies), belongs to the point symmetry group $D_{3 d}$, and contains a completely closed bond system [8]. A special feature of $V_{6}$ is the ability of occurrence in several metastable states. The first of these is characterized by a binding energy about 0.87 eV smaller than that of stable $V_{6}$, while the other metastable states are lower by more than 3.5 eV . Taking into account [8] that the activation energy for reorientation of the $B_{80}^{4}$ centers is close both to the energy of divacancy breakage ( $V_{2} \longrightarrow$ $V_{1}+V_{1}$ ) equal to 1.69 eV and to the energy required for
a transition to the first metastable state (about 0.87 eV ), we may consider the reorientation process as proceeding by the following scheme. A thermally excited hexavacancy $V_{6}$ passes into the first metastable state and then returns back to the previous state but with a different orientation [1]. It should be noted that the process of $V_{6}$ reorientation involves the displacement of hexavacancies and, hence, has to be accompanied by their Brownian motion in the crystal.

In conclusion, let us establish a correlation between the direction of sample compression and the orientation of the $B_{80}^{4}$ centers proceeding from the hypothesis of $B_{80}^{4}$ and $V_{6}$ identity and taking into account the geometry of hexavacancies (determined by the $\langle 110\rangle$ bonds). It can be shown that the hexavacancies tend to orient in the directions for which the $\langle 110\rangle$ bond lengths decrease to a greater extent under uniaxial loading conditions. In other words, the directions of predominant $V_{6}$ orientation are determined by the hexavacancy geometry. Evidently, hexavacancies occurring in a deformation field and oriented in unequivalent directions will change their shapes and bond lengths differently and, hence, the binding energies. This is just what accounts for the appearance of preferred orientation directions.

Figure 5 shows a schematic diagram of bonds in the $V_{6}$ hexavacancy viewed along the [111] crystallographic axis. The invisible bonds (situated beneath the figure plane) are determined by applying the $S_{6}$ operation (mirror rotation relative to the [111] axis perpendicular to this plane) to the visible bonds. The $\langle 110\rangle$ bonds are selected by being strongly stretched as compared to the normal silicon-silicon bonds. The $V_{6}$ hexavacancy structure contains a total of six double bonds of the $\langle 110\rangle$ type: each of the three $\langle 110\rangle$ bonds depicted in Fig. 5 corresponds to a parallel bond situated under the figure plane). Therefore, the number of unequivalent double $\langle 110\rangle$ bonds is three.

Now, let us assume that a change in the length of these initially stretched bonds determines the major contribution to variation of the hexavacancy formation energy. Moreover, we will suggest that a change in the hexavacancy formation energy is proportional to the average relative change in length of the three bonds. The average values of bond length for hexavacancies oriented in various directions for a given uniaxial compression direction are listed in Table 2. As can be seen from these data for the samples compressed in both
[111] and [1 $\overline{1} 0$ ] directions, a maximum change in the average $\langle 110\rangle$ bond length is observed in the directions of orientation of the $B_{80}^{4}$ centers (indicated by an asterisk in Table 2) for the samples annealed under uniaxial compression conditions. For example, in a sample compressed along the [111] axis, this is the [111] direction corresponding to the $\{1\} \longrightarrow\{2,3,4\}$ disorientation

Table 2. Average relative variations of the $\langle 110\rangle$ bond lengths for hexavacancies oriented along the [111], [ $\overline{1} 11],\left[\begin{array}{ll}\overline{1} & \overline{1} 1\end{array}\right]$, and [ $\overline{1} 11$ ] axes in silicon single crystal samples compressed in the [111], [1 $\overline{1} 0]$, and [001] directions

| Uniaxial compression direction | $V_{6}$ orientation direction |  |
| :---: | :---: | :---: |
|  | [111] | [ $\left.\begin{array}{l}\overline{1} \\ 1\end{array} 11\right]$ |
| $P$ [111] | $-P\left(S_{11}+2 S_{12}+S_{44} / 2\right) / 3=-0.322 \times 10^{-11} P *$ | $-P\left(S_{11}+2 S_{12}-S_{44} / 2\right) / 3=-0.043 \times 10^{-11} P$ |
| $P[1 \overline{1} 0]$ | $-P\left(S_{11}+2 S_{12}-S_{44} / 4\right) / 3=-0.087 \times 10^{-11} P$ | $-P\left(S_{11}+2 S_{12}-S_{44} / 4\right) / 3=-0.087 \times 10^{-11} P$ |
| $P$ [001] | $-P\left(S_{11}+2 S_{12}\right) / 3=-0.113 \times 10^{-11} P *$ | $-P\left(S_{11}+2 S_{12}\right) / 3=-0.113 \times 10^{-11} P *$ |
| Uniaxial compression direction | $V_{6}$ orientation direction |  |
|  | [ $\left.\begin{array}{l}1 \\ 1\end{array}\right]$ | [111] |
| $P$ [111] | $-P\left(S_{11}+2 S_{12}-S_{44} / 2\right) / 3=-0.043 \times 10^{-11} P$ | $-P\left(S_{11}+2 S_{12}-S_{44} / 2\right) / 3=-0.043 \times 10^{-11} P$ |
| $P[1 \overline{1} 0]$ | $-P\left(S_{11}+2 S_{12}+S_{44} / 4\right) / 3=-0.218 \times 10^{-11} P *$ | $-P\left(S_{11}+2 S_{12}+S_{44} / 4\right) / 3=-0.218 \times 10^{-11} P *$ |
| $P$ [001] | $-P\left(S_{11}+2 S_{12}\right) / 3=-0.113 \times 10^{-11} P *$ | $-P\left(S_{11}+2 S_{12}\right) / 3=-0.113 \times 10^{-11} P *$ |

Note: For silicon, $S_{11}=0.768 \times 10^{-11} \mathrm{~m}^{2} / \mathrm{N} ; S_{12}=-0.214 \times 10^{-11} \mathrm{~m}^{2} / \mathrm{N} ; \mathrm{S}_{44}=1.256 \times 10^{-11} \mathrm{~m}^{2} / \mathrm{N} ; P>0$.
process; in a sample compressed along the [110] axis, these are the $[\overline{1} 11]$ and $[1 \overline{1} 1]$ directions corresponding to the $\{2,4\} \longrightarrow\{1,3\}$ disorientation process. As can be seen from Table 2, the average relative changes in the bond lengths for hexavacancies oriented in other directions are much smaller. Apparently, this coincidence is due to a characteristic geometry of the ring hexavacancies. Thus, it is possible that a change in the energy of hexavacancies in the deformation field is related to a change in the $\langle 110\rangle$ bond length.

## 5. CONCLUSION

It should be recalled that the hexavacancies were predicted theoretically. The original method employed in this study has provided experimental evidence that the $B_{80}^{4}$ point center can be identified with a hexavacancy. The obtained results well agree with the data reported recently by Hourahine et al. [10] suggesting $B_{80}^{4}$ centers to be the most appropriate candidate for the role of hexavacancies in silicon. However, the hypothesis that the $B_{80}^{4}$ center is identical to the hexavacancy needs further justification. It should be noted that a series of hexavacancy-based hydrogen-containing centers was predicted in [10], which must possess interesting properties. Therefore the research in this direction can be expected to yield valuable results.
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## APPENDIX

All axes and planes in the crystallographic coordinate system are determined in terms of the Müller indexes. The $B_{80}^{4}$ centers belong to a trigonal system and are characterized by a point symmetry of not less than $C_{3 v}\left(C_{3 v}\right.$ is a subgroup of the hexavacancy $D_{3 d}$ group [11]). The third-order principal axis of the $B_{80}^{4}$ center is directed in one of the four $\langle 111\rangle$ directions. Let a coordinate system $x, y, z$ related to a $B_{80}^{4}$ center oriented in the [111] direction possess a basis set

$$
[1 \overline{1} 0] / \sqrt{2}, \quad[11 \overline{2}] / \sqrt{6}, \quad[111] / \sqrt{3}
$$

while the basis sets for the $B_{80}^{4}$ centers oriented in the [ $\overline{1} 11$ ], [ $\overline{1} \overline{1} 1]$, and [ $1 \overline{1} 1$ ] directions are obtained by rotating the above basis set around the [001] axis by $\pi / 2, \pi$, and $3 \pi / 2$, respectively. For a hexavacancy, the $x$ axis coincides with the $\mathrm{C}_{2}$ symmetry axis, the $y$ axis is perpendicular to the principal axis and belongs to the $\sigma_{d}$ reflection plane, and the $z$ axis (the main axis of the $B_{80}^{4}$ center) coincides with the principal axis of the hexavacancy (Fig. 5). In calculating the relative probabilities of the optical decay of excitons bound on the $B_{80}^{4}$ cen-

Table 3. Relative intensities of various components of the $X_{80}^{4}$ and $X_{72}^{4}$ emission lines for the $B_{80}^{4}$ centers oriented along the equivalent directions [111], [ $\left.\begin{array}{lll}\overline{1} & \overline{1} & 1\end{array}\right]$ and [ $\left.\overline{1} 11\right],\left[\begin{array}{ll}1 & \overline{1}\end{array}\right]$ in a [ $\left.\begin{array}{lll}\overline{1} & 0\end{array}\right]$-cut sample

| Emission line | Set of equivalent centers <br> $n_{1}=n_{3}, n_{2}=n_{4}$ | $I_{\\|}$ | $I_{\perp}$ |
| :---: | :---: | :---: | :---: |
| $X_{80}^{4}\left(J_{1}\right)$ | $n_{1}, n_{3}$ | $18 n_{1}$ | $[9+u(\varphi)] n_{1}$ |
| $X_{72}^{4}\left(J_{2}\right)$ | $n_{2}, n_{4}$ | $6 n_{2}$ | $[15-u(\varphi)] n_{2}$ |
| $\mathbf{e}_{\perp}$ | $n_{1}, n_{3}$ | 0 | $[9-u(\varphi)] n_{1}$ |
| $\mathbf{k}$ | $n_{2}, n_{4}$ | $[3+u(\varphi)] n_{2}$ |  |

Note: $\mathbf{k}$ and $\mathbf{e}_{\perp}$ are the wavevector and polarization vector of the recombination emission, respectively; $u(\varphi)=\cos 2 \varphi-2 \sqrt{2} \sin 2 \varphi ; \varphi$ is the angle of emission measured from the [111] axis in the plane perpendicular to the sample orientation axis [1 $\overline{1} 0]$.
ters from a singlet ( $X_{80}^{4}$ line) and doublet ( $X_{72}^{4}$ line) states, it will be assumed that the electric dipole moments corresponding to these transitions are directed along the $z$ or $x$ and $y$ axes.

The relative intensities of the $X_{80}^{4}$ and $X_{72}^{4}$ line components of the recombination emission from a sample with an arbitrary distribution of orientations $\mathbf{n}=\left\{n_{1}, n_{2}\right.$, $\left.n_{3}, n_{4}\right\}$ of the $B_{80}^{4}$ centers were calculated using the expressions

$$
\begin{align*}
I_{1} & \propto \sum_{\substack{k=1 \\
l=x, y}}^{4}\left(\mathbf{e} \cdot \mathbf{d}_{k, l}\right)^{2} n_{k} m_{k},  \tag{A.1}\\
I_{2} & \propto \sum_{k=1}^{4}\left(\mathbf{e} \cdot \mathbf{d}_{k, z}\right)^{2} n_{k} m_{k},
\end{align*}
$$

where $\mathbf{e}$ is the vector of polarization of the recombination emission; $m_{k}=0$ or 1 plays the role of a mask separating the recombination emission from equivalent centers; and $\mathbf{d}_{k, l}$ and $\mathbf{d}_{k, z}$ are the vectors of electric dipole moments corresponding to the $X_{80}^{4}$ and $X_{72}^{4}$ emission lines:

$$
\begin{aligned}
& \mathbf{d}_{1, x}=[1 \overline{1} 0] / \sqrt{2}, \mathbf{d}_{1, y}=[11 \overline{1}] / \sqrt{6}, \\
& \mathbf{d}_{2, x}=[110] / \sqrt{2}, \mathbf{d}_{2, y}=[\overline{1} 1 \overline{1}] / \sqrt{6}, \\
& \mathbf{d}_{3, x}=[\overline{1} 10] / \sqrt{2}, \\
& \mathbf{d}_{4, x}=[\overline{1} \overline{1} 0] / \sqrt{2}, \quad \mathbf{d}_{4, y}=[\overline{1} \overline{1} \overline{2}] / \sqrt{6}, \\
& \mathbf{d}_{1, z}=[1 \overline{1} \overline{2}] / \sqrt{6}, \\
& \mathbf{d}_{3, z}=[\overline{1} 11] / \sqrt{3}, \quad \mathbf{d}_{2, z}=\left[\overline{1} 111 / \sqrt{3}, \quad \mathbf{d}_{4, z}=[1 \overline{1} 1] / \sqrt{3},\right.
\end{aligned}
$$

An analysis of the two cases considered in this study led to the following results.

1. The centers oriented predominantly in the [111] and [1 11$]$ directions in the samples cut along the [11 10$]$ axis. To calculate the relative intensities of various components of the recombination emission in the direction $\mathbf{k}$, polarized parallel $\left(\mathbf{e}_{\|}=[1 \overline{1} 0] / \sqrt{2}\right)$ or perpendicular $\left(\mathbf{e}_{\perp}\right)$ to the sample axis [1 10 ], the polarization ( $\mathbf{e}_{\|}$or $\mathbf{e}_{\perp}$ ) vector and the mask (separating the centers with preset polarization) were substituted into expressions (A.1), after which the sums were taken using expressions for the electric dipole moments. The results are summarized in Table 3.
2. The centers oriented predominantly in the [111] directions in the samples cut along the [111] axis. The relative intensities of various components of the recombination emission in the direction $\mathbf{k}$, polarized parallel $\left(\mathbf{e}_{\|}=[111] / \sqrt{3}\right)$ or perpendicular $\left(\mathbf{e}_{\perp}\right)$ to the sample axis [111], were calculated by a procedure analogous to that used in the first case. The results are summarized in Table 4.

Now let us express the ratio of intensities $I_{1} / I_{2}$ of the $X_{80}^{4}$ and $X_{72}^{4}$ lines as a function of the angle of rotation $\beta$ around the recombination emission direction (i.e., around the $\mathbf{k}$ vector). For the samples cut along the [111] axis, containing the $B_{80}^{4}$ centers oriented in the [111] direction, and rotated around the [11 $\overline{2}$ ] axis, this expression is as follows:

$$
\begin{gather*}
\frac{I_{1}}{I_{2}} \\
=\frac{w[(1+r)(3+13 x)-3(r-1)(x-1) \cos 2 \beta]}{(1+r)(3+5 x)+3(r-1)(x-1) \cos 2 \beta} . \tag{A.3}
\end{gather*}
$$

Table 4. Relative intensities of various components of the $X_{80}^{4}$ and $X_{72}^{4}$ emission lines for the $B_{80}^{4}$ centers oriented along the equivalent directions [111] or [ $\overline{1} 11],\left[\begin{array}{lll}\overline{1} & \overline{1} & 1\end{array}\right],\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ in a [111]-cut sample

| Emission line | Set of equivalent centers $n_{1}, n_{2}=n_{3}=n_{4}$ | $I_{\\|}$ | $I_{\perp}$ |
| :---: | :---: | :---: | :---: |
| $X_{80}^{4}\left(J_{1}\right)$ | $n_{1}$ | 0 | $3 n_{1}$ |
| $X_{72}^{4}\left(J_{2}\right)$ | $n_{2}, n_{3}, n_{4}$ | $8 n_{2}$ | $5 n_{2}$ |
| $\mathbf{e}_{\perp}$ | $n_{1}$ | $3 n_{1}$ | 0 |
| $\mathbf{k}$ | $n_{2}, n_{3}, n_{4}$ | $n_{2}$ | $4 n_{2}$ |

Note: $\mathbf{k}$ and $\mathbf{e}_{\perp}$ are the wavevector and polarization vector of the recombination emission, respectively; $\varphi$ is the angle of emission measured from the [11 $\overline{2}$ ] axis in the plane perpendicular to the sample orientation axis [111].

For the samples cut along the [110] axis, containing the $B_{80}^{4}$ centers oriented in the [ $\left.\overline{1} 11\right]$ and [ $\left.1 \overline{1} 1\right]$ direction, and rotated around the [111] axis, the corresponding expression is

$$
\begin{gather*}
\frac{I_{1}}{I_{2}}  \tag{A.4}\\
=\frac{w[(1+r)(5+7 x)-2(r-1)(x-1) \cos 2 \beta]}{2(1+r)(2+x)+(r-1)(x-1) \cos 2 \beta}
\end{gather*}
$$

where the angle $\beta$ is measured from the initial position of the sample axis.

For the $B_{80}^{4}$ centers oriented along the [ 111$]$, [ $\overline{1} \overline{1} 1],[1 \overline{1} 1]$ or [111], [ $\overline{1} \overline{1} 1]$ directions, the angular dependences of $I_{1} / I_{2}$ are obtained by substituting $1 / x$ for $x$ in expressions (A.3) and (A.4), respectively.
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#### Abstract

It is shown by the methods of time-resolved self-reflection and linear reflection that irradiation of a silicon target by a 100 -fs laser pulse induces successive structural transitions of the target material to new crystal and liquid metal phases, which can occur during the laser pulse or $0.1-10^{3} \mathrm{ps}$ after the pulse termination, depending on the excitation conditions. The thresholds of these structural transitions are determined, and "'soft" phonon modes involved in them are identified, which represent "hot" short-wavelength LA modes. The dynamics of the structural transitions in silicon in the time interval from 0.1 to $10^{3} \mathrm{ps}$ is described using the model of instability of phonon modes caused by an electron-hole plasma and intra- and intermode phonon-phonon anharmonic interactions © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Beginning from the early 1980s, when the first experimental observations were reported $[1,2]$ on the "nonthermal" plasma-induced disordering and melting of semiconductors exposed to intense femtosecond pulses, which were predicted earlier in papers [3-6], many experimental and theoretical studies were performed in this field (see references in [7-10]). Because of the high rates of linear and nonlinear optical generation of free carriers, femtosecond lasers can produce a dense electron-hole (e-h) plasma in semiconductors with the density $N_{e}>10^{22} \mathrm{~cm}^{-3}$. The formation of such a dense e-h plasma in a semiconductor results in a variety of electronic effects such as Auger recombination and collision ionization [11, 12], a transport of charge carriers from the excited region to the material volume [ 1,9$]$, and a decrease in the band gap caused by manybody interactions in the plasma and by screening of the ion core [13]. The interaction of free carriers with a crystal lattice results in a change in the lattice stateexcitation and "softening" of some acoustic or optical phonon modes [3-6, 14-22]. The destabilization of one or several such modes causes a phase (vibronic) transition through a "soft" mode, which is accompanied by a change in the crystal structure of the material. Such ultrafast structural transitions have been theoretically predicted and described in papers [3-6, 18-22] and have been observed experimentally (with a delay of a few hundred femtoseconds after a pump pulse termination) upon transformations to a metal liquid phase (in Si [1, 8], GaAs [8], InSb [23]) and in a new crystal phase (in amorphous $\mathrm{Ge}_{0.04} \mathrm{Sb}_{0.96}$ [24]). Nevertheless, the
mechanisms of these structural transitions are not conclusively established. In particular, at present the nature of the soft mode is treated differently in different papers. Thus, the authors of papers [3-6] believe that soft modes represent transverse acoustic TA modes near the boundary of the Brillouin zone, whereas in papers [19, 18] the soft modes are treated as longitudinal optical LO modes at the center of the Brillouin zone or their combinations, respectively.

Along with the vibronic mechanism of plasmainduced (nonthermal) ultrafast structural transitions in semiconductors, which are phase transitions of the second kind, an alternative thermal model of structural transformation at a subpicosecond time scale was proposed in a number of papers [18, 20-22] for semiconductors (Si, GaAs, and graphite). In particular, it was shown [18] that ultrafast structural transitions with a subpicosecond (longer than 100 fs ) delay can be explained by ultrafast transfer of the kinetic energy to the crystal lattice, which exceeds the melting enthalpy of the material, and by excitation due to anharmonic interactions of the continuum of phonon modes, resulting in the phase transition of the first kind. Unfortunately, no experiments have been performed so far that would allow the measurement of the temperature (population of phonon modes) of new structural phases at the subpicosecond scale, in particular, the temperature of the liquid phase. Nevertheless, one can assume that both factors- the lattice heating and excitation of the e-h plasma-favor the structural transformations [5, 6]; and in the general case, the development of these processes, as phase transitions of the first or second
kind (thermal or nonthermal mechanism), will be determined not only by the excess over the thermodynamic threshold of the structural transition (melting enthalpy or the threshold density of the plasma, respectively) but also by the transition kinetics.

It is known that thermal phase transitions of the first kind, being activation processes, originate on the seeds of a new phase, which appear, as a rule, on the surface of the initial phase, and propagate in its volume at a velocity that does not exceed the speed of sound, even in the presence of strong heating [25]. Conversely, plasma-induced nonthermal structural transformations, being transitions of the second kind (without activation), occur in any region of the initial phase where the threshold density $N_{c}$ of the plasma for the soft mode instability is surpassed. These transitions proceed at the time scale of the order of the oscillation period $T=$ $2 \pi / \omega_{0}(q)$ of the corresponding soft phonon mode with the initial frequency $\omega_{0}(q)\left(T \sim 10^{-13} \mathrm{~s}\right)$. They have a "volume" character, and the growth rate of the new phase is determined only by the spatial distribution of the plasma density $N_{e}$ (controlling parameter), whose local value ( $N_{e} \geq N_{c}$ determines the frequency of the unstable (soft) mode [3-6, 19],

$$
\begin{equation*}
\omega^{2}(q)=\omega_{0}^{2}(q)\left(N_{e} / N_{c}-1\right), \tag{1}
\end{equation*}
$$

and the transition duration $t\left(N_{e}\right)$,

$$
\begin{equation*}
t\left(N_{e}\right)=\frac{T}{\sqrt{N_{e} / N_{c}-1}} . \tag{2}
\end{equation*}
$$

It follows from expression (2) that, for plasma-induced structural transformations, both the "critical" slowing down [26] near the instability threshold $\left(N_{e} \approx N_{c}\right)$ of the soft mode can occur, which is inherent in phase transitions of the second kind (slowing down to $10-15 \mathrm{ps}$ was experimentally observed in [27]), and the transition time can become shorter than the characteristic oscillation period of the unperturbed soft mode when its instability threshold is strongly surpassed $\left(N_{e} \gg N_{c}\right)$. In the case of critical slowing down of a transition of the second kind, the thermal and nonthermal mechanisms began to compete with each other (due to phononphonon relaxation occurring at the time scale of $10^{-12}$ $10^{-11} \mathrm{~s}$, and it can be difficult to establish the nature of the structural transformation. Conversely, when the instability threshold for the soft mode is strongly surpassed $N_{e} \gg N_{c}$ ), the transition time can be comparable with the oscillation period of the mode ( $t \leq 10^{-13} \mathrm{~s}$ ), which unambiguously indicates the nonthermal nature of the effect. The possibility of the plasma-induced change in the symmetry of the GaAs lattice during a 100 -fs laser pulse was noted in SHG experiments [8, 28, 29]; however, as far as we know, no systematic studies of the dependence of the structural transition duration on the controlling parameter (the e-h plasma density, and the energy density or the laser pump radiation intensity in the experiment) have yet been performed
for different semiconductors (in [27], such a dependence was obtained for GaAs for times longer than 0.3 ps , but the dependence was not interpreted and its parameters were not determined). At the same time, the parameters of this dependence are of considerable interest. Thus, the characteristic transition time $T$, which is determined by the frequency $\omega_{0}(q)$ of the soft mode allows one to explain the microscopic mechanism of the structural transformation, while the threshold of the e-h plasma density for the infinitely slow development of the soft mode characterizes a real thermodynamic instability threshold, which is of interest for theoretical studies of plasma-induced phenomena in semiconductors.

In this paper, we used the methods of ellipsometry (self-reflection of pump pulses for $s$ and $p$ polarizations) and of linear reflection of the second-harmonic probe radiation $(2 \hbar \omega=3.12 \mathrm{~V})$ for time-resolved studies of structural transformations in silicon samples induced by 100 -fs fundamental-harmonic laser pulses $(\hbar \omega=1.56 \mathrm{eV})$. The ellipsometric data processed with the time resolution "within" a laser pump pulse by the method proposed in the paper revealed three successive discrete red shifts of both linear absorption bands of silicon ("collapse" of the band gap $E_{g}$ along the corresponding direction of the Brillouin zone) during the pump pulse. In each case, a new metastable crystal state of matter appeared and the process terminated by melting of the excited surface layer at the blue wing of the $E_{2}$ band. Analysis of the dynamics of linear reflection of the second harmonic by the method of optical microscopy confirmed the presence of discrete red shifts and the successive formation of three new structural states. The model of instability of phonon modes caused by the e-h plasma and phonon-phonon anharmonicity proposed in the paper is used to describe the dependence of the duration of structural transitions on the experimental controlling parameter-the effective (absorbed) laser pump energy density. The thresholds of these transformations are determined, the involved soft phonon modes are identified (nonequilibrium, or "hot" short-wavelength LA modes), the mechanism of generation of these modes from long-wavelength LO modes is established, and the contributions of diffusion and recombination to the dynamics of the e-h plasma are estimated.

## 2. EXPERIMENTAL

The studies were performed using a standard Ti: $\mathrm{Al}_{2} \mathrm{O}_{3}$ sapphire crystal femtosecond laser setup at the Institute of Laser and Plasma Physics, University of Essen (Germany). The basic components of the setup, a Kerr lens master oscillator and a regenerative and a multipass amplifier, are described in papers [30, 31]. The laser emitted 794-nm (the fundamental harmonic), $100-\mathrm{fs}$ (FWHM) pulses with a normal power distribution, an energy of up to $1.5 \mathrm{~mJ}\left(\mathrm{TEM}_{00}\right.$ mode), and a


Fig. 1. Schematic of the optical microscopy setup: (1) input laser radiation; $(2,3)$ electromechanical shutters; $(4-9)$ beamsplitters and dielectric mirrors; (10) optical delay line; (11) broadband retroreflector; $(12,13)$ focusing lenses; (14) nonlinear PBBO crystal (frequency doubler); (15) CCD camera with a fundamental-harmonic cutoff filter; (16) objective; (17) target on a dual-axis translation stage with step motors.
pulse repetition rate of 10 Hz . The relative amplitudes of the precursor and accompanying parasitic pulses were less than 7\%.

An input laser beam was split in the experimental setup (Fig. 1) into the pump and probe beams with the energy ratio $3: 1$. The pump beam was polarized ( $s$ or $p$ polarization), and its pulse energy was measured with a calibrated photodiode. Then, the beam was focused with a lens with the focal length 50 cm and was directed on the target surface at an angle of $45^{\circ}$. The distribution of the pump energy density on the target was described by a Gaussian with parameters $\sigma_{x} \approx 70 \mu \mathrm{~m}$ and $\sigma_{y} \approx$ $40 \mu \mathrm{~m}$. The targets were undoped silicon $\operatorname{Si}(100)$ plates, which were mounted on a dual-axis translation stage which was translated from pulse to pulse using step motors. The energy of the reflected pump beam with $s$ and $p$ polarizations was measured with a pyroelectric detector.

The probe beam passed through an optical delay line and was focused, passing through a nonlinear crystal to produce the second harmonic (the fundamental harmonic was rejected with a narrowband filter), on a circular diaphragm of diameter $100-150 \mu \mathrm{~m}$, which was used for eliminating long-wavelength inhomogeneities of the transverse distribution of the radiation energy. Then, the second-harmonic radiation was focused through the objective of an optical microscope near the target surface (for normal incidence) so that the spot from the low-intensity probe beam (second harmonic) on the target surface would be 3-6 times greater than that from the pump beam (fundamental harmonic). The probe beam specularly reflected from the target was directed back through the objective and a beam splitter
to a synchronized CCD camera equipped with a filter rejecting the fundamental harmonic. The parameters of the probe channel allowed us to study the dynamics of reflectivity of the excited area of the target with a spatial resolution of about $2 \mu \mathrm{~m}$ and a time resolution of about 100 fs (time-resolved optical microscopy [32]).

The data on optical probing of excited silicon were processed by normalizing the images of a sample, which were obtained in the reflected light of the normally incident probe pulse for different delays $t_{d}$ with respect to the center of the pump pulse, to the image of an unexcited sample. After calibration, these images represented the two-dimensional spatial distribution of the reflectivity $R_{1}^{2 \omega}$ of the sample, which was symmetrical with respect to the center of the pump radiation spot. The vertical cross sections of normalized images passing through the center of the pump radiation spot on the sample surface, after the transformation of spatial coordinates, characterize the dependence of $R_{1}^{2 \omega}$ on the energy density for different values of $t_{d}$.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

We studied the dependence of the self-reflection coefficient for pump radiation in silicon samples (for both polarizations of the fundamental harmonic) on the incident energy and the dynamics of linear reflection of the probing second harmonic at the fixed maximum energy density of p-polarized pump radiation.

### 3.1. Linear Self-Reflection of Pump Laser (Fundamental Harmonic) Pulses

We processed the experimental dependences of the self-reflection coefficients $R_{s}^{\omega}$ and $R_{p}^{\omega}$ of samples on the pump pulse energy obtained for both polarizations using the iteration procedure, which eliminated the averaging of the coefficients because of the spatial inhomogeneity of the energy density $F$ in the light spot of the $\mathrm{TEM}_{00}$ mode on the target. The processing procedure was based on the consideration of the relative contribution from circular parts of the light spot, which differed in the local energy density $F$, to the integrated reflection. The resulting dependences of $R_{1 s}^{\omega}$ and $R_{1 p}^{\omega}$ on the effective (absorbed) pump energy density $F_{\text {eff }}=$ $\left(1-R_{1 s, 1 p}^{\omega}\right) F$ integrated over the pulse are presented in Fig. 2a. Such a representation allows one to compare the parts of the curves for $R_{1 s}^{\omega}$ and $R_{1 p}^{\omega}$ in Fig. 2 that correspond to the identical excitation conditions. The corresponding dependences $F_{\text {eff }}(F)$ for pump radiation at both polarizations are monotonic and do not contain a plateau or any special features.


Fig. 2. Dependences of (a) self-reflection coefficients for excited silicon for $s$ - and $p$-polarized pump radiation (fundamental harmonic) (dependences of $R_{1 s}^{\omega}$ and $R_{1 p}^{\omega}$ on $F_{\text {eff }}$ and $R_{2 s}^{\omega}$ and $R_{2 p}^{\omega}$ on $F_{\text {eff }}(t)$ ) and (b) the real $n^{\omega}$ and imaginary $k^{\omega}$ parts of the refractive index of excited silicon on $F_{\text {eff }}(t)$.

Because of the self-action effect of laser radiation [8,28], which is manifested in a continuous variation of the optical parameters of the semiconductor during the laser pulse, the dependences of $R_{1 s}^{\omega}$ and $R_{1 p}^{\omega}$ on $F_{\text {eff }}$ are time-averaged within the laser pulse duration. For this reason, these curves were additionally processed graphically (time-transformed) using the expressions [33]

$$
\begin{align*}
R_{1}\left(F_{\text {eff }}\right) & =\int_{F_{\text {eff1 }}}^{F_{\text {eff }}} R_{2}\left(F^{\prime}\right) d F^{\prime} / \int_{F_{\text {eff } 1}}^{F_{\text {eff }}} d F^{\prime},  \tag{3}\\
R_{2}\left(F_{\text {eff }}\right) & =R_{1}\left(F_{\text {eff }}\right)+\frac{d R_{2}\left(F_{\text {eff }}\right)}{d F_{\text {eff }}} F_{\text {eff }}, \tag{4}
\end{align*}
$$

where $R_{2 s}^{\omega}$ and $R_{2 p}^{\omega}$ (Fig. 2a) are "true" values of the reflection coefficient of silicon for the instantaneous quantity $F_{\text {eff }}(t)$ representing the integral of the radiation intensity for the time $t$ during the laser pulse, and the values $F_{\text {eff } 1}$ and $F_{\text {eff2 }}$ determine the integration range in which the above transformation is valid. Note that the transformation of the dependence of $R_{1 s}^{\omega}$ and $R_{1 p}^{\omega}$ on $F_{\text {eff }}$ according to expressions (3) and (4) assumes that excitation of the material is nonstationary, when diffusion and recombination contributions can be neglected in the kinetic equation for the e-h plasma density. The first contribution can be neglected when $\alpha l_{\text {dif }} \ll 1$, where $l_{\text {dif }} \sim 10 \mathrm{~nm}$ is the diffusion length in the plasma during the pump pulse ( 100 fs ) and $\alpha^{-1}$ is the skin depth for the excited semiconductor. As will be shown below, the recombination contribution also can be neglected in
the range of pump energy densities under study according to the results of papers [1, 13], which demonstrated saturation of the rate of Auger recombination at e-h plasma densities above $N_{e} \approx(3-5) \times 10^{21} \mathrm{~cm}^{-3}$ caused by a strong screening of the e-h interaction potential.

The dependences $R_{2 s}^{\omega}\left(F_{\text {eff }}(t)\right)$ and $R_{1 p}^{\omega}\left(F_{\text {eff }}(t)\right)$ in Fig. 2a have two distinct minima at $0.03-0.10 \mathrm{~J} / \mathrm{cm}^{2}$ and $0.11-0.21 \mathrm{~J} / \mathrm{cm}^{2}$ in the region of small $F_{\text {eff }}(t) \leq$ $0.15 \mathrm{~J} / \mathrm{cm}^{2}$ and rapidly increase at $F_{\text {eff }}(t) \geq 0.21 \mathrm{~J} / \mathrm{cm}^{2}$; for the $p$-polarized pump radiation, both minima are present but they are not resolved. The presence of one minimum and a subsequent increase in the linear reflection with increasing $F$ was observed earlier in semiconductors and was explained by the attainment of the plasma reflection edge [1, 9]. However, the two resolved minima that we observed for the dependences $R_{2 s}^{\omega}\left(F_{\text {eff }}(t)\right)$ and $R_{1 p}^{\omega}\left(F_{\text {eff }}(t)\right)$ allow us to propose a new interpretation of these features. For this purpose, we calculated the optical constants $n^{\omega}$ and $k^{\omega}$ for excited silicon for different values of $F_{\text {eff }}(t)$ (Fig. 2b) by Fresnel formulas using these dependences. The calculations were performed by selecting pairs of the values of $n^{\omega}$ and $k^{\omega}$ that provided the minimum discrepancy between calculated and experimental values of $R_{2 s}^{\omega}$ and $R_{2 p}^{\omega}$.

According to the dependences $n^{\omega}\left(F_{\text {eff }}(t)\right)$ and $k^{\omega}\left(F_{\text {eff }}(t)\right)$ obtained, the two minima of curves $R_{2 s}^{\omega}\left(F_{\text {eff }}(t)\right)$ and $R_{2 p}^{\omega}\left(F_{\text {eff }}(t)\right)$ correspond to two intense linear absorption bands of silicon at $F_{\text {eff }}(t) \approx 0.08$ and $0.16 \mathrm{~J} / \mathrm{cm}^{2}$ in the absence of strong two-photon absorp-


Fig. 3. (a) Dependence of $R^{\omega}\left(F_{\text {eff }}(t), 0^{\circ}\right)$ for excited silicon (open squares and dashed curve) plotted using the corresponding values of $n^{\omega}\left(F_{\text {eff }}(t)\right)$ and $k^{\omega}\left(F_{\text {eff }}(t)\right)$ (Fig. 2b) and the spectral dependence $R^{\omega}\left(\hbar \omega, 0^{\circ}\right)$ for $\mathrm{Si}^{0}$ (solid curve, the values of $n(\hbar \omega)$ and $k(\hbar \omega)$ taken from [34]). (b) Dependences of the real $\varepsilon_{1}^{\omega}$ and imaginary $\varepsilon_{2}^{\omega}$ parts of the dielectric constant of excited silicon on $F_{\text {eff }}(t)$.
tion and free-carrier absorption, which are weaker than the residual absorption between the peaks in the curve $k^{0}\left(F_{\text {eff }}(t)\right)$ (Fig. 2b). The position and amplitude of the first maximum in the curve $k^{\omega}\left(F_{\text {eff }}(t)\right)$ in Fig. 2b agree well with the data from paper [34]; however, the region of the second maxima was not studied in [34].

Taking into account the red shift of the linear absorption band of semiconductors in a high-density e-h plasma caused by the band gap collapse [27], we can assume that we detected both interband transition bands $E_{1}$ and $E_{2}$ of silicon during the 100 -fs pump pulse, which lie at 3.4 and 4.3 eV , respectively, in unexcited silicon ( $\mathrm{Si}^{\circ}$ ) [35]. Recall that this effect was earlier observed only in GaAs and only for long delays $t_{d} \geq 0.3 \mathrm{ps}$ [27], although a weak decrease in the process duration with increasing $F$ was noted. Good agreement between the dependence $R^{\omega}\left(F_{\text {eff }}(t), 0^{\circ}\right)$ for the normal incidence in Fig. 3a, which was plotted using the corresponding values of $n^{\omega}$ and $k^{\omega}$ for an excited sample (Fig. 2b), and the spectral dependence $R\left(\hbar \omega, 0^{\circ}\right.$ ) for $\mathrm{Si}^{\circ}$ (the values of $n(\hbar \omega)$ and $k(\hbar \omega)$ were taken from [35]) qualitatively confirms the hypothesis of the red shift for both linear absorption bands of silicon.

The successive plasma-induced band gap collapses along different crystallographic axes in silicon is probably caused by the renormalization of the band structure of silicon due to the change in its crystal structure
upon vibronic phase transitions rather than by the electronic effects such as multiparticle interactions in the $\mathrm{e}-\mathrm{h}$ plasma and screening of its ion composition [13]. Indeed, at present the effect of band gap collapse along a certain direction in the Brillouin zone, which causes the red shift of the interband absorption band, was observed not only in semiconductors but also in metals having the interband absorption [36, 37], and its vibronic nature is reliably established. Therefore, the red shift of the absorption bands $E_{1}$ and $E_{2}$ of $\mathrm{Si}^{0}$ that we observed during the pump pulse can be explained by the successive (with increasing input energy) structural vibronic transitions to metastable and, as follows from the preservation of the band structure upon the red shift of the absorption band, crystal phases nos. 1 and 2. According to the band theory, metastable phases nos. 1 and 2 will be semimetal and metal, respectively, and their specific features are indeed observed in the dependence of the real part of the dielectric constant $\varepsilon_{1}^{\omega}\left(F_{\text {eff }}(t)\right)$ (nos. 1 and 2 in Fig. 3b), which allows us to estimate the red shift for the corresponding vibronic transitions as $\hbar \omega_{1} \approx 3.8 \mathrm{eV}$ and $\hbar \omega_{2} \approx 4.2-4.3 \mathrm{eV}$ (arrows 1 and 2 in Fig. 3a). Phases nos. 1 and 2 can be probably assigned to the phases of Si-III with the bodycentered cubic (bcc) lattice and of tetragonal Si II [38]. Note that such a sequence of the formation of semimetal and metal phases upon irradiation of semiconductors by ultrashort laser pulses was predicted in [39].


Fig. 4. Dependences of $R_{1}^{2 \omega}\left(F_{\text {eff }}\right)$ for different delays $t_{d}$ of a second-harmonic probe pulse for $\tau_{d}(\mathrm{ps})=-0.1$ (1), 0.1 (2), 0.3 (3), $0.4(4), 0.8(5), 1(6), 10(7), 100(8), 800(9)$, and $\tau_{d}=10 \mathrm{~s}$ (conditionally, $t_{d}=10^{5} \mathrm{ps}$, curve 10 ). The arrows I-IV indicate the characteristic parts of the excited region of a sample.

The dependences $n^{\omega}\left(F_{\text {eff }}(t)\right)$ and $k^{\omega}\left(F_{\text {eff }}(t)\right)$ in Fig. 2b also demonstrate for the first time the plasma-induced ultrafast melting of the material [metal phase $l$ - Si (no. 3) in Fig. 3] during the 100 -fs pump laser pulse above the threshold $F_{\text {eff }}(t) \approx 0.25 \mathrm{~J} / \mathrm{cm}^{2}$ which corresponds to the monotonic increase of the curves $R_{2 s}^{\omega}\left(F_{\text {eff }}(t)\right)$ and $R_{2 p}^{\omega}\left(F_{\text {eff }}(t)\right)$ (Fig. 2a) after the preceding abrupt jump. The melting is experimentally confirmed by the agreement between the values of $n^{\omega}\left(F_{\text {eff }}(t)\right) \approx 3.7 \pm 0.4$ and $k^{\omega}\left(F_{\text {eff }}(t)\right) \approx 5.3 \pm 0.5$ for $F_{\text {eff }}(t) \geq 0.25 \mathrm{~J} / \mathrm{cm}^{2}$ and the optical constant for the equilibrium liquid phase of $l-\mathrm{Si}$ [ $n(1.5 \mathrm{eV})=3.3$ and $k(1.5 \mathrm{eV})=5.7$ [40]]. In addition, near $F_{\text {eff }}(t) \approx 0.25 \mathrm{~J} / \mathrm{cm}^{2}$, the reduced plasma density $N_{e} / M_{\text {opt }} \approx(2.0 \pm 0.3) \times 10^{23} \mathrm{~cm}^{-3}$ in the material (where $M_{\text {opt }}$ is the optical electron mass) calculated using the Drude model with the above values of $n^{\omega}\left(0.25 \mathrm{~J} / \mathrm{cm}^{2}\right)$ and $k^{\omega}\left(0.25 \mathrm{~J} / \mathrm{cm}^{2}\right)$ becomes equal to the maximum concentration of valence electrons $N_{e}^{0} \approx 2 \times 10^{23} \mathrm{~cm}^{-3}$ in crystal silicon at room temperature under the assumption that for each atom there are four conduction electrons and the initial density of the material is preserved. Therefore, $M_{\text {opt }}=1.0 \pm 0.2$, which is generally typical for structureless conducting media (metal liquid, plasma) and solid univalent metals, i.e., in this case, for the liquid $l^{\prime}$-Si phase. Estimated by the data of Fig. 3a (arrow no. 3), the red shift corresponding to the material melting amounts to $\hbar \omega_{3} \approx 4.7 \mathrm{eV}$.

Therefore, the experimental study of self-reflection of the fundamental harmonic in silicon during the pump pulse revealed the successive transformations of two metastable crystal states and the liquid phase of silicon
upon three vibronic transitions manifested in three successive red shifts of the absorption spectrum of $\mathrm{Si}^{0}$. The dynamics of these structural transitions was studied with a time resolution of about 100 fs in experiments with the linear reflection $R_{1}^{2 \omega}$ of the probe second harmonic (by the method of optical microscopy). The results of these experiments are presented in the next section (Fig. 4).

### 3.2. Dynamics of Linear Reflection of Probe (Second Harmonic) Laser Pulses

Unlike the experiments on self-reflection of the fundamental harmonic pump radiation from the silicon surface, in which the oblique incidence of radiation favors the observation of structural transformations even in relatively thin layers, the probing depth in experiments on linear reflection of the normally incident second-harmonic probe beam can be substantially greater than the depth of structural modification of the material, which requires the consideration of thin-film effects (Fig. 5).

According to the results of [27], the red shift of the linear interband absorption spectrum accompanying structural transitions in semiconductors can also be observed at other frequencies of the probe radiation; i.e., upon probing by the second harmonic radiation, the red shift of the spectrum of $\mathrm{Si}^{0}$ should take place, beginning from $\hbar \omega \geq 3.1 \mathrm{eV}$. In this case, the relatively stable (metastable) nature of the emerging new phases will be manifested in the quasi-stationary behavior of $R_{1}^{2 \omega}$, whereas, in the case of continuous deformation of the material, the corresponding red shift of the linear


Fig. 5. Dependences of $R_{1}^{2 \omega}$ on the thickness $d$ (a) for a film located on the surface of the optically thick phase of $\mathrm{Si}^{0}\{n(3.18 \mathrm{eV})=$ $5.8, k(3.18 \mathrm{eV})=0.7[34]\}$ with different optical constants within the linear absorption $E_{1}$ band of silicon (dashed curves, the figures at the curves are photon energies); and (b) for a film located on the surface of the optically thick phase no. $1\{n(3.8 \mathrm{eV})=4.7$, $k(3.8 \mathrm{eV})=2.1[34]\}$ with different optical constant within the linear absorption $E_{2}$ band (point curves, the figures at the curves are photon energies). The solid curve shows the dependence of $R_{1}^{2 \omega}$ on the thickness of the $l$-Si melt film $\{n(3.1 \mathrm{eV})=1.8 \pm 0.2$, $k(3.1 \mathrm{eV})=4.2 \pm 0.2[39]\}$ on the surface of phase no. $2\{n(4.27 \mathrm{eV})=3.7, k(4.27 \mathrm{eV})=4.6[34]\}$.
absorption spectrum will be manifested in a monotonic dependence of $R_{1}^{2 \omega}$ on time. Indeed, the analysis of the reflectivity of the excited silicon sample (Fig. 4) shows that the specific features in curves $R_{1}^{2 \omega}\left(F_{\text {eff }}\right)$-the decay, rise, and plateau-can be assigned not only to the features of the absorption spectrum of $\mathrm{Si}^{0}$ but also to the same discrete red shifts of this spectrum as in experiments on self-reflection of the fundamental harmonic, i.e., to the new phases of the material mentioned above. Figure 6 shows the time dependences of $R_{1}^{2 \omega}$ for several characteristic cases corresponding to certain parts of excited silicon (I-IV in Fig. 4) for $F_{\text {eff }}=0.11$, $0.18,0.22$, and $0.31 \mathrm{~J} / \mathrm{cm}^{2}$.

Thus, the decrease in $R_{1}^{2 \omega}$ in the region $F_{\text {eff }} \geq$ $0.11 \mathrm{~J} / \mathrm{cm}^{2}$ in the time interval $t_{d}=0.1-0.4 \mathrm{ps}$ (Fig. 4 a ) can be assigned to the "bleaching" of the sample surface layer caused by the formation of a surface phase with $n^{\omega}\left(F_{\text {eff }}\right)<n\left(3.1 \mathrm{eV}, \mathrm{Si}^{0}\right)=5.5$ and $n^{\omega}\left(F_{\text {eff }}\right)>$ $k^{\omega}\left(F_{\text {eff }}\right)$, whose thickness increases with increasing $F_{\text {eff }}$. According to the dependences $R^{\omega}\left(F_{\text {eff }}(t), 0^{\circ}\right)$ and $R(\hbar \omega$, $0^{\circ}$ ) (Fig. 3a), the bleaching effect takes place for $3.6 \leq$ $\hbar \omega \leq 3.9 \mathrm{eV}$. More exactly, as follows from the value $R_{1}^{2 \omega} \approx 0.47 \pm 0.01$ for the optically thick layer of this phase, which is indicated by arrow II in Fig. 4a, this
effect is observed for $n(3.8 \pm 0.1 \mathrm{eV})=4.7 \pm 0.2$ and $k(3.8 \pm 0.1 \mathrm{eV})=2.1 \pm 0.3$ for the photon $\hbar \omega_{1}=3.8 \pm$ 0.1 eV (Fig. 5a) at the minimum of $R^{\omega}\left(F_{\text {eff }}(t), 0^{\circ}\right)$ and $R\left(\hbar \omega, 0^{\circ}\right)$ in the blue wing of the $E_{1}$ band (no. 1 in Fig. 3a), i.e., for hypothetical semimetal phase no. 1. Note that the alternative interpretation of the minimum of $R_{1}^{2 \omega}$ as a plasma reflection edge [1,9] contradicts the decrease in this quantity to $R_{1}^{2 \omega} \approx 0.47 \pm 0.01$ which was observed after the pump pulse termination for delays $t_{d}=0.1-0.4 \mathrm{ps}$, whereas the plasma component in the optical constants of excited silicon should be maximum by the pump pulse end (at $t_{d} \approx 0.1 \mathrm{ps}$ ).

In region I (Fig. 4), at times $t_{d}=0.2-0.8 \mathrm{ps}$, the value $R_{1}^{2 \omega} \approx 0.49 \pm 0.01$ is reached (curve 1 in Fig. 6a), which characterizes the optically thin layer of phase no. 1 (the curve for $\hbar \omega=3.8 \pm 0.1 \mathrm{eV}$ in Fig. 5a). The further dynamics of the material in this region is determined by the increase in $R_{1}^{2 \omega}$ for the time $t_{d} \approx 10 \mathrm{ps}$ to the stationary value of $0.52 \pm 0.01$, which does not change up to $t_{d} \approx 3 \mathrm{~ns}$, the spatial region of the increasing $R_{1}^{2 \omega}$ being coincident with the preceding bleaching region. Therefore, taking into account that $t_{d} \sim 10 \mathrm{ps}$ is the characteristic time of the absorbed energy transfer to a phonon subsystem due to the electron-phonon interaction and


Fig. 6. Time dependences of $R_{1}^{2 \omega}$ for the values of $F_{\text {eff }}$ corresponding to regions I-IV in Fig. 4: (a) 0.11 (1) and $0.16 \mathrm{~J} / \mathrm{cm}^{2}$ (2); (b) 0.22 (3) and $0.31 \mathrm{~J} / \mathrm{cm}^{2}$ (4). The horizontal straight lines correspond to the stationary values of $R_{1}^{2 \omega}$ for phases nos. 1-3: $R_{\text {no. } 1}^{2 \omega} \approx 0.47, R_{\text {no. } 2}^{2 \omega} \approx 0.67$, and $R_{\text {no. } 3}^{2 \omega} \approx 0.71 ; R_{0}^{2 \omega}$ is the initial reflection level, $R_{a}^{2 \omega}$ is the reflectivity of the amorphous phase ring around the crater. The arrow shows the pump-pulse center.

Auger recombination [1, 7, 13], as well as due to phonon-phonon and acoustic relaxation in the skin layer of thickness up to 50 nm probed by the second harmonic, the increase in $R_{1}^{2 \omega}$ can be explained by a further red shift of the linear absorption spectrum of $\mathrm{Si}^{0}$, approximately to $\hbar \omega \approx 4.0 \mathrm{eV}$, caused by the thermal expansion (deformation) of the layer of phase no. 1 , assuming that phonon modes are thermalized for 10 ps (in the general case, they can be characterized by the effective temperature $T^{*}$ ). Taking into account the above red shift of the absorption spectrum by 0.2 eV , which is described by the temperature dependence of the band gap of $\mathrm{Si}^{0}$ for direct interband transitions [41], the maximum temperature in the layer was estimated as $\mathrm{T}^{*} \approx 700 \mathrm{~K}$. This value reasonably agrees with the estimate T* $\approx 1 \times 10^{3} \mathrm{~K}$, which was obtained for $F_{\text {eff }}(t) \approx$ $0.11 \mathrm{~J} / \mathrm{cm}^{2}$ by calculating (using the dependence $k^{0}\left(F_{\text {eff }}(t)\right.$ ), Fig. 2b) the volume energy density (of about $3.6 \times 10^{5} \mathrm{~J} / \mathrm{mol}$ ) absorbed during the pump pulse in the skin layer of thickness $\alpha^{-1} \approx 3 \times 10^{-6} \mathrm{~cm}$ and due to the ambipolar diffusion of the e-h plasma (the diffusion coefficient $D \sim 10^{2} \mathrm{~cm}^{2} / \mathrm{s}$ ) distributed in a layer of thickness $10^{-5}-10^{-4} \mathrm{~cm}$ during the plasma lifetime of the order of 10 ps . Finally, after the target cooling within a few tens of seconds (conditionally, at $t_{d}=10^{5} \mathrm{~s}$ ), the initial level of $R_{1}^{2 \omega}\left(R_{0}^{2 \omega} \approx 0.50\right.$ at room tempera-
ture) is virtually restored, which can indicate the reversibility of the transition to phase no. 1 .

The increase in $R_{1}^{2 \omega}$ to $0.68 \pm 0.01$ and its stationary value $0.67 \pm 0.01$ observed for $F_{\text {eff }} \geq 0.18 \mathrm{~J} / \mathrm{cm}^{2}$ for times $t_{d}=0.1-1 \mathrm{ps}$ (Fig. 4) agree well, according to the data in Fig. 5b, with the formation of the reflecting surface layer with the coefficients $n^{\omega}\left(F_{\text {eff }}\right)$ and $k^{\omega}\left(F_{\text {eff }}\right)$ corresponding to $n(\hbar \omega)=3.7 \pm 0.2$ and $k(\hbar \omega)=4.6 \pm$ 0.2 for $\mathrm{Si}^{0}$ for the photon $\hbar \omega_{2}=4.27 \pm 0.05 \mathrm{eV}$ in the red wing of the $E_{2}$ band (arrow no. 2 in Fig. 3a). The appearance of this layer under different excitation conditions of the sample in different time intervals (Fig. 6) indicates that a new phase no. 2 is formed. Note that the assignment of $\hbar \omega_{2}$ to the red wing of the $E_{2}$ band rather than to the blue wing ( $\hbar \omega \approx 4.7 \mathrm{eV}$ ) follows from a comparison of the values of $\hbar \omega_{2}$ in experiments with the fundamental and second harmonics, as well as from the absence of the characteristic reflection maximum of $R\left(\hbar \omega, 0^{\circ}\right) \approx 0.69$ for $\hbar \omega \approx 4.5 \mathrm{eV}$ in curves $R_{1}^{2 \omega}$ (Figs. 4 and 6) for $F_{\text {eff }} \approx 0.18 \mathrm{~J} / \mathrm{cm}^{2}$

In the region II $\left(F_{\text {eff }}=0.18 \mathrm{~J} / \mathrm{cm}^{2}\right)\left(\right.$ Fig. 4) at $t_{d}<0.4 \mathrm{ps}$, the matter passes through phase no. 1 (curve 2 in Fig. 6a), whose optical layer ( $R_{\text {no. } 1}^{2 \omega} \approx 0.47 \pm 0.01$ ) is formed at the pump pulse end ( $t_{d} \approx 0.1 \mathrm{ps}$ ). Then, $R_{1}^{2 \omega}$ increases to 0.63 for 2 ps and continues to rise slowly
up to the stationary value of $0.67 \pm 0.01\left(t_{d}=5-30 \mathrm{ps}\right)$, which corresponds to the formation of the optically thick layer of phase no. 2. It is obvious that the development of phase no. 2 at $t_{d}=0.4-5 \mathrm{ps}$ (Fig. 6a) occurs during the Auger recombination of the e-h plasma and is probably stimulated by the intra- and (or) intermode phonon-phonon anharmonicity. At times $t_{d}=40-100 \mathrm{ps}$, $R_{1}^{2 \omega}$ increases to the characteristic value $R\left(\hbar \omega, 0^{\circ}\right) \approx$ 0.69 (Fig. 3a, $\hbar \omega \approx 4.5 \mathrm{eV}$ ) and then somewhat decreases to $R_{1}^{2 \omega}=0.67 \pm 0.01$, in accordance with the data presented in Fig. 3a, which can be treated as a whole as a further quasi-thermal red shift of the absorption spectrum of $\mathrm{Si}^{0}$ to $\hbar \omega \approx 4.7 \mathrm{eV}$. In this case, the subsequent increase in $R_{1}^{2 \omega}$ above 0.69 at $t_{d}=200-500 \mathrm{ps}$ is probably caused by material melting. The decrease in $R_{1}^{2 \omega}$ beginning with $t_{d} \approx 500 \mathrm{ps}$ is caused by sample cooling due to thermal conductivity, which virtually terminates at $t_{d} \geq 3 \mathrm{~ns}$. Finally (at $t_{d}=10^{5} \mathrm{ps}$ ), the value $R_{1}^{2 \omega}=R_{a}^{2 \omega} \approx 0.51 \pm 0.01$ somewhat exceeds the initial value $R_{0}^{2 \omega} \approx 0.50$ due to the formation of the reflecting amorphous surface $a$-Si layer [42]; the corresponding circle with a higher reflection coefficient was indeed observed around the crater on the target images, which were obtained within a few tens of seconds after irradiation by the pump pulse. The appearance of the amorphous phase confirms the formation of the melt film on the surface of phase no. 2. A rapid cooling of the film can be caused by the potentially high thermal conductivity of the metal phase no. 2 , which plays the role of a substrate. Therefore, in accordance with the results obtained in $[36,37]$, we can assume that the last red shift (up to $\hbar \omega \approx 4.7 \mathrm{eV}$ ) caused by the quasi-thermal deformation of crystal phase no. 2, i.e., by the next vibronic transition, corresponds to a virtually complete disappearance of the band structure for the state lying near the band gap and, hence, to material melting.

Curves 3 and 4 in Fig. 6b, which correspond to regions III and IV in Fig. 4 ( $F_{\text {eff }}=0.22$ and $0.31 \mathrm{~J} / \mathrm{cm}^{2}$ ), also confirm the formation of the optically thick layer of phase no. $2\left(R_{\mathrm{no} .1}^{2 \omega} \approx 0.67\right)$ at $t_{d} \approx 0.3-1 \mathrm{ps}$ (Fig. 6b). The transition to this phase through intermediate phase no. $1\left(R_{\text {no. } 1}^{2 \omega} \approx 0.47 \pm 0.01\right)$ begins already at the center of the pump pulse (at $t_{d} \approx 0$ ). Under these conditions, because the input energy greatly exceeds the formation threshold of phase no. 2, the phase is strongly heated due to Auger recombination and electron-phonon relaxation at $t_{d} \sim 10 \mathrm{ps}$, and the next red shift occurs to $\hbar \omega_{3} \approx 4.7 \mathrm{eV}$. This shift is manifested in a monotonic increase in $R_{1}^{2 \omega}$ up to $0.69 \pm 0.01$ at times $t_{d}=7-40 \mathrm{ps}$ followed by its decrease to $0.67 \pm 0.01$; then, as for curve 2 , the value of $R_{1}^{2 \omega}$ increases due to melting
(curve 3 in Fig. 6b). Curve 4 in Fig. 6b behaves similarly and characterizes the dynamics of the state of the matter in region IV ( $F_{\text {eff }}=0.31 \mathrm{~J} / \mathrm{cm}^{2} \leq F_{\text {abl }}$, where $F_{\text {abl }}$ is the ablation energy), i.e., at the external edge of the emerging crater (Fig. 4b). Although in the latter case the vibronic transition and melting in phase no. 2 are masked at times $t_{d}=2-200 \mathrm{ps}$ by the thermal expansion of the melt and ablation of the material, the termination of ablation and cooling of the melt due to thermal conductivity restore after $250-300$ ps the reflection of the material at the level corresponding to the value of $R_{1}^{2 \omega}$ for the optically thick phase of the $l$-Si melt $\left(R_{\text {no. } 3}^{2 \omega} \approx\right.$ $0.71 \pm 0.01$ ) with the temperature near the melting point, as follows from the value of $R_{1}^{2 \omega}$ calculated using the optical constants for $l$ - $\mathrm{Si}[n(3.1 \mathrm{eV})=1.8 \pm$ $0.2, k(3.1 \mathrm{eV})=4.2 \pm 0.2$ ] from paper [40]. Note that, in experiments on self-reflection of the fundamental harmonic, the material melting (phase no. 3 of $l^{\prime}-\mathrm{Si}$ ) is observed on the surface of phase no. 2 already during the pump pulse (Fig. 3), which, together with the data for the second harmonic, indicates the combined effect of the e-h plasma and phonon-phonon anharmonicity on the melting dynamics of silicon.

### 3.3. Description of the Dynamics of Structural Transitions in Silicon

Using curves $R_{1}^{2 \omega}\left(F_{\text {eff }}\right)$ for different delays $t_{d}$ (Fig. 4), we determined thresholds $F_{\text {eff }}$ for the appearance of specific features in the curves corresponding to the initiation of phases nos. 1 and 2 . The dependences of the delay time $t_{d}$ for the formation of these phases on $F_{\text {eff }}$ (Fig. 7a) with the asymptotic values of thresholds $F_{1}$ and $F_{2}$ of structural transitions, in accordance with analogous experimental dependences for GaAs [27], have the functional form of inverse proportionality [like expression (2)], which is quite expected according to the theory of plasma-induced structural transitions [36, 19]. Nevertheless, unlike [27], we observed the asymptotic behavior of the dependences $t_{d}\left(F_{\text {eff }}\right)$ up to times $t_{d} \approx 10^{3} \mathrm{ps}$ at which the $\mathrm{e}-\mathrm{h}$ plasma no longer affects the dynamics of the corresponding structural transitions, and it seems that another controlling parameter, the effective temperature $T^{*}$ caused by the intermode phonon anharmonicity, plays a key role. In the intermediate range from 1 to 10 ps , structural transitions to phases nos. 1 and 2 obviously occur under a combined action of parameters $N_{e}$ and $T^{*}$.

By processing the curves in Fig. 7a, it is reasonable to choose the quantity $F_{\text {eff }}$ as a controlling parameter for the structural transitions, by describing dependences $t_{d i}\left(F_{\text {eff }}\right)$ [taking expression (2) into account] in the phenomenological form

$$
\begin{equation*}
t_{d i}\left(F_{n i}\right)=T_{i} F_{n i}^{\gamma i}, \tag{5}
\end{equation*}
$$



Fig. 7. (a) Dependences of the duration $t_{d}$ of the $\mathrm{Si}^{0} \longrightarrow$ no. 1 and no. $1 \longrightarrow$ no. 2 vibronic transitions on $F_{\text {eff }}\left(F_{1}\right.$ and $F_{2}$ are asymptotic thresholds, and open symbols are thresholds of the corresponding transitions occurring during the pump pulse upon fun-damental-harmonic probing); (b) subpicosecond part of the above dependences plotted in double logarithmic coordinates $\log t_{d}-\log F_{n}$, where $F_{n i}=F_{\text {eff }} / F_{i}, i=1,2$.
which follows in this case from the condition of vanishing of the frequency $v(q)$ of the corresponding soft mode under the action of parameters $N_{e}$ and $T^{*}$ :

$$
\begin{equation*}
v^{2}(q)=v_{0}^{2}(q)\left(1-\frac{N_{e}}{N_{c}}-\frac{T^{*}}{T_{c}}\right) \tag{6}
\end{equation*}
$$

where $T_{i}=v_{0 i}^{-1}(q)$ is the characteristic time of the $i$ th transition ( $i=1,2$ for phases nos. 1 and 2 ) and the oscillation period of the corresponding soft mode; $F_{n i}=$ $F_{\text {eff }} / F_{i}-1$ is the reduced energy density; $\gamma_{i}$ is the exponent taking into account the root dependence of $t_{d i}$ on real controlling parameters $N_{e}$ and $T^{*}$ [expression of type (2)] and the dependence of these parameters on $F_{\text {eff }}$; and $N_{c}$ and $T_{c}$ are the critical density of the e-h plasma and the temperature of the structural transition, respectively. We processed the subpicosecond part of the curves in Fig. 7a, which was plotted in double logarithmic coordinates $\log t_{d}-\log F_{n}$ (Fig. 7b). In this part, the contribution from $N_{e}$ dominates over that from $T^{*}$, which simplifies the form of the power dependence in (5). In addition, in this part of the curve, the scatter of data is minimal, in accordance with the inverse-proportionality character of experimental curves $t_{d}\left(F_{\text {eff }}\right)$.

The method proposed by us for processing dependences $t_{d}\left(F_{\text {eff }}\right)$ gives for the asymptotic thresholds of transitions to phases nos. 1 and $2 F_{1} \approx 0.08 \mathrm{~J} / \mathrm{cm}^{2}$ and $F_{2} \approx 0.15 \mathrm{~J} / \mathrm{cm}^{2}$ the close values of the characteristic transition time $T_{1}=0.13 \pm 0.02 \mathrm{ps}$ and $T_{2}=0.14 \pm$ 0.03 ps (frequencies $v_{01}(q)=7.8 \pm 1.0 \mathrm{THz}$ and $v_{02}(q)=$ $7.4 \pm 1.5 \mathrm{THz}$, respectively). Both dependences $\log \left(t_{d}\right)-\log \left(F_{n}\right)$ in Fig. 7b have the slope $\gamma_{i}$ of about
$-0.5(-0.51 \pm 0.05$ and $-0.60 \pm 0.11)$, which suggests that the dependence $N_{e}\left(F_{\text {eff }}\right)$ is linear at $t_{d} \leq 1 \mathrm{ps}$, as was assumed earlier upon transformation of the dependences $R_{1 s}^{\omega}\left(F_{\text {eff }}\right)$ and $R_{1 p}^{\omega}\left(F_{\text {eff }}\right)$ according to expressions (3) and (4) neglecting Auger recombination and diffusion in the kinetic equation for the dynamics of the e-h plasma during the pump pulse (about 100 ps ). Note that the linearity of the dependence $N_{e}\left(F_{\text {eff }}\right)$ in the subpicosecond time interval is provided only when the rate of Auger recombination is low. If this recombination was dominant, it would give $\gamma_{i} \approx-0.17$ because this process involves three particles. However, according to papers [1, 13], this process does not occur. Therefore, the subpicosecond dynamics of the e-h plasma is mainly determined by ambipolar diffusion [1], which is consistent with the linear dependence of $N_{e}\left(F_{\text {eff }}\right)$.

The found frequencies $v_{01}(q)=7.8 \pm 1.0 \mathrm{THz}$ and $v_{02}(q)=7.4 \pm 1.5 \mathrm{THz}$ of soft modes involved in vibronic transitions to phases nos. 1 and 2 correspond, within the experimental error, to the half frequency of the $L O$ mode near the center of the Brillouin zone of silicon $v_{L O}(0) \approx 15.5 \mathrm{THz}$ [41], which is predominantly excited due to the electron-phonon interaction in the conduction band. The above relation between the frequencies indicates the possibility of appearance of nonequilibrium short-wavelength $L A$ modes due to fast (within 100 fs ) symmetric decay of a long-wavelength $L O$ phonon into two $L A$ phonons with identical energies and oppositely directed quasi-momenta having the same magnitude (Fig. 8), corresponding to the known


Fig. 8. Schematic diagram of the decay of high-energy long-wavelength longitudinal optical ( $L O$ ) phonons upon relaxation of hot carriers in silicon with emission of longitudinal ( $L A$ ) and transverse (TA) acoustic phonons.
scheme of phonon-phonon relaxation [43]. The time dependence of the normalized differential reflection

$$
r_{1}^{2 \omega}=\frac{R_{1}^{2 \omega}-\left\langle R_{1}^{2 \omega}\right\rangle}{R_{1}^{2 \omega}}
$$

(where $\left\langle R_{1}^{2 \omega}\right\rangle$ are the time-averaged value of $R_{1}^{2 \omega}$ ) observed in the subpicosecond range of $t_{d}$ at comparatively low values of $F_{\text {eff }}=1-6 \mathrm{~mJ} / \mathrm{cm}^{2}$ (Fig. 9a) shows that the quantity $R_{1}^{2 \omega}$ is modulated probably due to Raman scattering of probe radiation in the weakly excited material [44] resulting in the appearance of a
number of nonequilibrium modes (Fig. 9b), including the mode with $v \approx 8 \mathrm{THz}$. Note, however, that due to time-averaging of the value of $R_{1}^{2 \omega}$ over the duration of the second-harmonic pump pulse (about 100 fs ), the power of components in the high-frequency part of the spectrum ( $10-15 \mathrm{THz}$ ) is underestimated in this experiment. (Fig. 9b).

It follows from the data presented in Fig. 7 that the initial long-wavelength $L O$ mode remains stable upon exceeding the instability threshold for "weaker" $L A$ modes and is not directly involved in the vibronic transition. In contrast, hot $L A$ modes are destabilized probably due to a combined action of the e-h plasma and intramode phonon-phonon anharmonicity at short times (phonon-phonon relaxation times), and predominantly of the intermode phonon-phonon anharmonicity at times of the order of a few tens and hundreds of picoseconds. The destabilization of short-wavelength hot $L A$ modes along axes $\Lambda, \Sigma$, and $\Delta$ of the phonon spectrum corresponds to the band gap collapse in the crystal over three corresponding directions of the Brillouin zone, resulting in three discrete red shifts of both linear absorption bands $E_{1}$ and $E_{2}$ of crystalline silicon. The preservation of the band and phonon spectra in excited silicon during successive transitions to phases nos. 1 and 2 and to the melt unambiguously indicates the crystalline nature of intermediates phases nos. 1 and 2. Note that these phase transitions of the second kind are related to the destabilization of short-wavelength $L A$ modes and occur due to the formation of a spatial com-pression-rarefaction grating in the excited surface layer of silicon. New phases appearing in compression regions will probably be analogous to known high-


Fig. 9. (a) Time dependence of $R_{1}^{2 \omega}$ in the subpicosecond range for $F_{\text {eff }} \approx 1 \mathrm{~mJ} / \mathrm{cm}^{2}$ (inset shows $r_{1}^{2 \omega}$ for the same conditions) and (b) the power spectrum for Raman-active modes of silicon under the same conditions.
pressure phases (Si-II and $\mathrm{Si}-\mathrm{III}$ ), which are formed upon hydrostatic compression due to phase transitions of the first kind. Along with this, at times $t_{d}$ that are shorter than the characteristic time of acoustic relaxation $\tau_{a} \sim 10 \mathrm{ps}$, the compression-rarefaction grating represents a set of nuclei of a new phase (a stage of the premelting type), which is transformed at $t_{d} \geq \tau_{a}$ to a continuous phase, which grows inside the sample.

The mechanism of vibronic transitions in silicon proposed in this paper is substantially different from known mechanisms [3-6, 18, 19]. First, based on our experimental data, we assume that soft modes are shortwavelength nonequilibrium modes $L A$ modes rather than short-wavelength TA modes $[3-6,18]$ or longwavelength $L O$ modes [19]. The possibility of the appearance of such hot short-wavelength modes is confirmed by the results of our experimental studies and studies performed in [43]. Second, we established here for the first time the role of the intra- and intermode phonon-phonon anharmonicity for vibronic transitions (in addition to the known plasma-induced instability [3-6, 18, 19]), which favors structural transformations over tens and hundreds of picoseconds, i.e., for times that are substantially longer than the lifetime of the high-density e-h plasma in semiconductors.

Indeed, we can consider the softening of the frequency of nonequilibrium $L A$ phonons taking into account the intra- and intermode anharmonicity (along with the plasma contribution) by using the equation for the Fourier amplitude $u_{q}$ of the $L A$ mode in the form

$$
\begin{equation*}
\frac{\partial^{2} u_{q}}{\partial t^{2}}+\omega_{0}^{2}(q)\left(1-\frac{N_{e}}{N_{c}}\right) u_{q}=u_{q} \sum_{q_{1}} \beta_{q_{1}} u_{q+q_{1}}^{2}, \tag{7}
\end{equation*}
$$

where $\omega_{0}(q)=2 \pi v_{0}(q), \beta_{q_{1}}$ is the constant of interaction between the $q$ mode and the $q+q_{1}$ mode whose Fourier amplitude is $u_{q+q_{1}}$, and the term with $\beta_{0} \equiv \beta_{q_{1}=0}$ takes the intramode anharmonicity into account. It is obvious that the intramode anharmonicity of the $L A$ mode under study is substantial at the time scale of decay ( $10^{-11}-10^{-10} \mathrm{~s}$ ) of nonequilibrium $L A$ phonons into pairs of transverse TA phonons (with lower frequencies), when, owing to a large amplitude of $L A$ vibrations, their frequency decreases. Further, at the time scale of thermalization of the absorbed energy, the softening of $L A$ phonons is maintained by excitation of all the acoustic modes due to the intermode anharmonicity. We can assume that the contribution summed over the spectrum to the renormalization of the frequency of $L A$ phonons with the wave vector $q$ on the right-hand side of expression (7) will be virtually constant at all stages of phonon-phonon relaxation. This assumption allows us to introduce the characteristic of the level of laser excitation of an acoustic subsystem of
a semiconductor-the effective nonequilibrium temperature $T^{*}$, which was already mentioned-as

$$
\begin{equation*}
\sum_{q_{1}} \beta_{q_{1}} u_{q+q_{1}}^{2} \approx A T^{*} \tag{8}
\end{equation*}
$$

where $A$ is a constant determining the value of the critical temperature $T_{c}=\omega^{2}(q) / A$ in expression (6). As a result, the destabilization of the $q$ mode of nonequilibrium $L A$ phonons, which is initiated at short times by the contribution from the e-h plasma (the parameter $N_{e}$ ), is continuously sustained and even develops at longer times due to anharmonic interactions of the $q$ mode with strongly excited acoustic vibrations of the lattice (the parameter $\mathrm{T}^{*}$ ). Thus, the above model explains the asymptotic time divergence of thresholds for vibronic transitions to phases nos. 1 and 2 to their "thermodynamic" limits $F_{1}$ and $F_{2}$ (Fig. 7a), which are related, similarly to the critical slowing down of phase transitions of the second kind, to the corresponding critical temperatures $T_{c i}$.

Unfortunately, we failed to separate the effect of melting of silicon against the background of the reflecting phase no. 2 and to study its dynamics in subpicosecond second-harmonic experiments. Nevertheless, as follows from the data presented in Figs. 2, 3, and 7, the melting dynamics is qualitatively similar to the dynamics of the vibronic transitions $\mathrm{Si}^{0} \longrightarrow$ no. 1 and no. $1 \longrightarrow$ no. 2: both the ultrafast (during the pump pulse) and relatively slow ( $t_{d} \approx 1-10^{3} \mathrm{ps}$ ) melting occur caused by the e-h plasma and different types of phonon-phonon anharmonicity. The ultrafast melting occurs at the blue wing of the $E_{2}$ band (Fig. 3a). Recall that, at the red wing, the contribution from interband transitions along the $\Delta$ axis is dominant (the destabilization of the corresponding phonon mode is probably related to the formation of phase no. 2), whereas, at the blue wing, the main contribution comes from transitions along the $\Sigma$ axis [41]. Taking into account that the band gap for valence $\sigma$ electrons, which is maximal along the axes $X$, $\Delta$, and $\Sigma$, is similar to the splitting of the energy states in molecules (HOMO-LUMO gap), which is related to the energy of a covalence bond, we can assume that the bonding of atoms along these directions predominantly determines the stability of a silicon crystal. For this reason, at the blue wing of the $E_{2}$ band a complete destabilization of a crystal lattice (melting, i.e., the formation of the $l$ '-Si phase) should occur, as shown above, via the vibronic mechanism, which is typical for phases nos. 1 and 2. Indeed, the lower estimate of the frequency of the mode whose destabilization causes melting of the material by the pump-pulse end ( $t_{d} \leq 0.2 \mathrm{ps}$ ) for $F_{\text {eff }}(t) \geq$ $0.25 \mathrm{~J} / \mathrm{cm}^{2}$ and the minimum value of the asymptotic melting threshold $F_{3} \geq F_{2} \approx 0.15 \mathrm{~J} / \mathrm{cm}^{2}$ gives, according to expression (5), the value $v_{03} \geq 6.6 \mathrm{THz}$ (the characteristic melting time $v_{3} \leq 0.16 \mathrm{ps}$ ), which is comparable with $\mathrm{v}_{01}(q)$ and $\mathrm{v}_{02}(q)$, confirming indirectly the vibronic nature of silicon melting in our experiments.

## 4. CONCLUSIONS

We have observed for the first time by the method of ellipsometry three consecutive discrete red shifts of both linear absorption bands of an undoped silicon crystal during a 100-fs pump fundamental-harmonic laser pulse accompanied by silicon melting. Timeresolved probing of the sample by second-harmonic radiation showed that the shifts occur at a large time scale $\left(0.1-10^{3} \mathrm{ps}\right)$. We explained these results by the consecutive appearance of three long-lived ( $0.1-10^{3} \mathrm{ps}$ ) metastable states of silicon, which are characterized by certain emergence thresholds and correspond to certain discrete red shifts of the absorption spectrum of silicon. The dependence of the duration of transitions to these states on the effective energy density showed that these transitions have a vibronic nature (soft short-wavelength $L A$ modes of the phonon spectrum along the corresponding crystallographic directions) and are related to structural transformations in silicon, the appearing semimetal (no. 1) and first metal (no. 2) phases being crystalline, whereas the second metal phase (no. 3) is a melt. We determined the microscopic mechanism of formation of the soft modes and proposed the model describing the role of the electron-hole plasma and of the intra- and intermode phonon-phonon anharmonicity in vibronic transitions proceeding in silicon at the time scale $0.1-10^{3} \mathrm{ps}$.
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[^3]:    ${ }^{1}$ Unless otherwise is stated, we employ the notation adopted in [1, 3].

[^4]:    ${ }^{2}$ As demonstrated below, these spectra can be used for reconstructing the initial orientation distribution $\mathbf{n}(0)$.

