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Abstract—The X-ray radiation passage through randomly arranged narrow (submicron) channels in a solid
was studied by the method of numerical modeling taking into account the diffraction and reduced coherency
effects. It was found that the X-ray transmission is markedly deteriorated in the channels subject to periodic
deformation. The randomization effects are interpreted within the framework of the statistical theory of X-ray
scattering in a rough transitional layer. An anomaly in the energy dependence of the X-ray transmission through
a thin (1620 Å) Cr/C/Cr channel observed for a 17 keV mode is explained by small periodic bending perturba-
tions and related interferences in the structure. © 2000 MAIK “Nauka/Interperiodica”.
In contrast to the case of multimode waveguides for
the soft X-ray radiation [3], we have considered a lim-
ited number of modes at very small glancing angles.
The X-ray mode passage can be described in terms of
the “parabolic” equation for the electric field vector
A(x, z) [4]:

(1)

where z and x are the coordinates measured along and
across the channel (the consideration is restricted to the

case of 2D channels) and k =  is the wavenumber.

In this case, the quantities ε0 and ε1 represent the dielec-
tric permittivities of the “channel” and “wall,” respec-
tively. According to the model adopted [4], the scattering
at large angles is ignored. Evolution of the channeled
X-ray beam was calculated by direct numerical integra-
tion of the “parabolic” equation as described in [5]. The
dielectric permittivity of a rough channel surface with
random shape x = ξ(z) was described by the function
ε(x, z) = ε1 + (ε0 – ε1)H(x – ξ(z)), where H(x) is a step-
wise function. The roughness heights were assumed to
be distributed according to the normal law.

An analytic description of attenuation of the coher-
ent X-ray beam component as a result of scattering on
the channel roughnesses can be obtained by statistically
averaging Eq. (1). It can be shown that attenuation of
the lower channeled modes as a result of the incoherent
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scattering is proportional to σ [6]:

where R(z) is the autocorrelation coefficient.

The results of experiments in a Cr/C/Cr channel
with a length of L = 3 mm and a carbon layer thickness
of d = 1620 Å [1] showed a nonmonotonic energy
dependence for the mode “0” transmission (Fig. 1,
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Fig. 1. Plots of the X-ray mode “0” transmission versus
energy E for a Cr/C/Cr channel with L = 3 mm, d = 1620 Å,
σ = 0, and the deformation amplitude a = 120 Å and period
Λ = 100 (1), 500 (2), and 1000 µm (3). Rhomb symbols
present the experimental data taken from [1].
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rhomb symbols); note that the interface roughness was
assumed not to exceed σ ~10 Å [1].

We have performed direct numerical modeling of
the X-ray beam passage using Eq. (1) for the modes “0”
and “1” and determined the transmission as function of
the roughness amplitude. Taking into account the chan-
nel roughness decreased the transmission of the mode
with E = 17 keV mode only by 1.3 and 5% for σ = 10
and 20 Å, respectively, which cannot explain the drop
in the experimental plot (Fig. 1) even for much worse
interface characteristics (taking into account that the
transmission attenuation coefficient grows linearly
with the roughness height).

In order to explain the anomalous energy depen-
dence of the 17-keV mode transmission observed in the
Cr/C/Cr channel, we took into account the possible
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Fig. 2. A plot of the X-ray mode “0” transmission at E =
17 keV versus the deformation period Λ in a Cr/C/Cr chan-
nel with L = 3 mm, d = 1620 Å, σ = 0, and the deformation
amplitude a = 120 Å.
TEC
periodic perturbations of the channel [2]. The results of
this analysis are also presented in Fig. 1 for the defor-
mation with an amplitude of a = 120 Å and a period of
Λ = 100 (curve 1), 500 (2) and 1000 µm (3).

Figure 2 shows a plot of the X-ray transmission at
E = 17 keV versus the deformation period Λ for a =
120 Å in a channel without roughness (as indicated
above, this factor is insignificant). As seen, there are
several resonances in the region of short periods Λ.
Note that the results depicted in Figs. 1 and 2 look
much like the pattern observed upon a strong reconstruc-
tion of the wavefunction of channeled electrons in super-
lattices [5].

Thus, the drop in the X-ray transmission at E =
17 keV observed ion [1] and depicted in Fig. 1 can be
explained by periodic perturbations in the Cr/C inter-
face and the interference of the resulting higher wave
modes, which lead to increase in the X-ray radiation
losses.
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Abstract—When a mixed radiation from physically different sources with substantially different widths of
spectral lines is used in an interferometer, a single trough can appear under certain conditions in the envelope
of the time-dependent interference signal. This trough can be used as a measurement signal. © 2000 MAIK
“Nauka/Interperiodica”.
A mixed radiation from two or more light sources
with slightly different center frequencies is used in the
low-coherence interferometry to broaden the radiation
spectrum contour and accordingly narrow the temporal
coherence function and sharpen the interference signal
[1, 2]. However, if the center frequencies differ by more
than the spectrum contour width and the spectrum of
mixed radiation contains distinct local maxima, the
envelope of the interference signal may exhibit oscilla-
tions because the temporal coherence function of the
radiation with such spectrum has an oscillating charac-
ter [3]. In interferometers with substantially different
arms, including laser interferometers, these oscillations
of the signal envelope represent a disturbing factor [4];
however, they can be used in measurements [5].

The purpose of this study was to determine condi-
tions required for the formation of a single minimum
(trough) in the envelope of the time-dependent interfer-
ence signal.

Under conditions of the mutual spatial coherence of
the interfering waves, we can write the following sim-
plified expression for the interferometer signal up(∆t)
(e.g., for the Michelson interferometer):

(1)

where IR , IS , and Γ(∆t) are the wave intensities and the
temporal coherence function of the interfering waves,
respectively; α = argΓ(∆t); and  is the center fre-
quency of the radiation spectrum. The |Γ(∆t)| function
plays the role of the interference signal envelope.

For the modulus of the temporal coherence function
of a mixed radiation generated by two physically differ-
ent and, consequently, mutually incoherent sources, we
can write an expression that (this is important to note)

up ∆t( ) IR IS 2 Γ ∆ t( ) ω∆t α+( ),cos+ +∼

ω
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has the form of the interference equation:

(2)

Here, Γ1(∆t) and Γ2(∆t) are the temporal coherence
functions for radiations of the two sources, ∆ω12 =

 –  is the difference of frequencies of these radi-
ations, and ∆Φ is the phase difference for the waves
corresponding to the center frequencies of the mixed
radiations.

If ∆Φ = 0 and 2π/∆ω12 < min(τs1, τs2), where τs1 and
τs2 are the coherence times of the considered radiations,
there appear local minima in the signal envelope
|Γ(∆t = 0)|. If the parameters τs1 and τs2 are substantially
different, a trough to the zero level in the function
|Γ(∆t)| can only be formed for a single pair of symmet-
ric minima when

In order to obtain a single trough over the whole
interval ∆t in which the interference signal may exist,
with |∆t| ≤ max(τs1, τs2), the phase shift ∆Φ must be
nonzero and the following condition must be satisfied:

. (3)

This inequality means that the oscillation period
exceeds the total width of the correlation function for a
radiation with the smallest correlation length τs . If
∆Φ = π, the trough in the interference signal envelope
must be observed for a zero path difference (∆t = 0).

In order to verify experimentally the possibility of
observing a single trough in the interference signal, we
used a Michelson interferometer with an HLMP-8103

red light–emitting diode (  = 0.6354 µm) and a

He−Ne laser (  = 0.6328 µm) as light sources. The
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halfwidth of the light-emitting diode (LED) radiation
spectrum was ∆λ1 ≈ 13 nm and the corresponding coher-
ence length was ls1 = cτs1 ≈ 7 µm. In order to create the
time-dependent interferometer output signal, we used a
reference mirror vibrating with large amplitude la > 2ls1.

Figure 1 presents experimental digital oscillograms
of a variable component of the interferometer signal
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Fig. 1. Experimental digital oscillograms of the signal
obtained from a Michelson interferometer using (a) a low-
coherence (broadband-spectrum) LED radiation, (b) laser
radiation, and (c) mixed radiation. 
TE
, which were obtained using (a) only the LED radia-
tion, (b) the laser radiation, and (c) a mixed radiation of
both LED and the laser. Relationships between the dif-
ference of wavelengths (frequencies) of the two sources
and the coherence length (time) of the LED radiation
satisfy condition (3) necessary to observe a single
trough in the signal envelope.

A nonzero phase shift ∆Φ for the waves with differ-
ent frequencies can form in the interferometer only as a
result of different optical path lengths for these waves.
This difference may be caused by the presence of a
layer of dispersive medium in one of the interferometer
arms. For example, in order to obtain phase difference
∆Φ = π in a K-8 glass with the dispersion dn/dλ =

−3.4 × 10–5 nm–1 at  = 0.63 µm, it would suffice to
take a layer with a thickness of h ≈ 140 µm. Here, we
take into account the fact that the light propagating in
the Michelson interferometer passes twice through the
layer. Note that this layer may appear because of inac-
curacy in the manufacturing of the beam-splitting cube,
which was observed in the experiment.

The trough halfwidth is determined by the differ-
ence between center frequencies of the mixed radia-
tions and can be substantially smaller than the half-
width of the envelope of the radiation with a shorter
coherence length (see Figs. 1a and 1b). This specific
feature of the signal with trough can be used to increase
the precision of the interferometric determination of the
position of an object. One can also measure the phase
difference ∆Φ and, consequently, determine the posi-
tion of the trough in the interference signal depending
on the optical thickness of a dispersive medium in the
interferometer and use this function in high-precision
interferometric measurements. If ∆Φ changes by
δ(∆Φ), the trough shifts by δm = δ(∆Φ) /2π∆ω12 on
the scale of interference signal oscillations, where  =
(  + )/2 is the center frequency of the mixed radi-
ation.

A single trough in the interference signal envelope
can be obtained not only by mixing radiations from two
physically different sources but by means of the inter-
ferometric transformation of the radiation spectrum
created by a wideband source as well [6]. For this pur-
pose, it is necessary to implement a mutual wave delay
in the preliminary (illuminating) interferometer (e.g., in
the Michelson interferometer), such that it would be
comparable to the coherence time ∆t ≈ τs obtained at a
phase difference of π rad for the center frequencies in
the initial radiation spectrum.

Since the interferometer considered above imple-
ments the noncoherent mixing of two interference sig-
nals with slightly different oscillation periods in a pho-
toreceiver, the formation of a trough in the envelope of
the resulting signal can be considered as a result of
beatings of these signals. Consequently, a similar result
can be obtained by electrically mixing the photoelectric

ũp

λ

ω
ω

ω1 ω2
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signals from two interferometers with low-coherence
radiation that are synchronized by the motion of a com-
mon reference mirror. In this case, it is not necessary to
use radiations with different frequencies: in order to
obtain interference oscillations of signals with different
periods, it would suffice to introduce a small angular
detuning into the illumination direction in one of the
interferometers. This system of two interferometers
will play the role of an “optical balance” providing a
response with a submicron sensitivity to the relative
variation of the difference of optical paths in the inter-
ferometers.
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Abstract—An experimental study of the laser-induced ablation threshold in amorphous diamondlike carbon
films is reported. The aim is to assess the possibility of using the material as a photoresist in vacuum-ultraviolet
laser lithography. Grown on silicon substrates, 10-nm films were irradiated by 20-ns pulses of a 193-nm ArF
excimer laser with variable pulse energy per unit area Ep. It is found that the etch rate is very low if Ep <
20 mJ/cm2, whereas a single pulse suffices to remove the film completely if Ep = 60 mJ/cm2. This is attributed
to an increase in the thermal ablation component. © 2000 MAIK “Nauka/Interperiodica”.
Further progress in microelectronics necessitates
developing novel techniques to transfer patterns from
masks to a substrate surface. With photolithography, it
seems promising to employ ablation, that is, the removal
of a photoresist by means of intense ultraviolet radiation,
typically that produced by an excimer laser [1]. An
advantage of this strategy is that it requires no chemical
processing of the resist after exposure, the material
being directly removed by irradiation, so that the pho-
tolithographic process entails fewer steps.

There are different types of ablation. The photoabla-
tion runs at a modest incident intensity, such that the
material disintegrates due to the breakage of chemical
bonds under the action of ultraviolet radiation quanta.

The photothermal ablation occurs when the incident
intensity is so high that the material undergoes sublima-
tion as a result of instantaneous local heating.

For the laser-induced ablation lithography to be suc-
cessful, it is essential that a proper material would serve
as a photoresist. Recent years have seen an extensive
search for candidate materials. In particular, attention
was given to glassy chalcogenide semiconductors [1, 2]
and diamondlike films [3].

This experimental study aimed at establishing the
ablation threshold in amorphous diamondlike films
processed with a pulsed ArF excimer laser operating at
a wavelength of 193 nm.

Diamondlike carbon films are remarkable for their
chemical inertness and high values of hardness, optical
transmittance, and ohmic resistance. They are compat-
ible with almost any substrate material and can be
deposited onto a large area at modest temperatures. For
this reason, the diamondlike carbon films are preferable
to diamond films in some cases. Also, the former can be
synthesized by simple and inexpensive techniques [4].
1063-7850/00/2612- $20.00 © 21032
The experiment reported here was carried out on films
of amorphous hydrogenated carbon (α-C:H). Although
the α-C:H film synthesis and physical properties are
widely covered in the literature, there is still an insuffi-
cient understanding of how the structure of these films
is formed and how it is connected with the observed
physical properties. Depending on the deposition tech-
nique, the α-C:H films may contain considerable
amounts of fixed and free hydrogen. Thus, the hydro-
gen content is a key factor governing the structure and
physical properties of the films [5–7].

In our experiment, α-C:H films with a thickness of
0.01–0.02 µm were synthesized by decomposition of a
10%CH4 + Ar/H2 gas mixture in a glow-discharge
plasma, with the products deposited onto substrates
made of a KDB-7.5 crystalline silicon. The films were
exposed to 20-ns pulses of a vacuum-ultraviolet laser
radiation. A beam-splitting plate was used to direct 6%
of laser power to an IMO power meter, whereas the
main portion was incident onto a specimen under study,
having passed through a rectangular diaphragm
(Fig. 1).

Irradiated specimens were examined with a DEKTAK
3030 profilometer with a metal point scanning over the
sample surface. The instrument provided images of the
surface topography after ablation so that we were able
to estimate the depth to which the material was
removed.

It was established that the dose necessary to remove
the surface film essentially depends on the incident UV
radiation intensity. Figure 2 shows the etch rate δh/δH
as a function of the incident pulse energy per unit area
Ep, where h is the film thickness and H is the irradiation
dose. It is seen that, if Ep < 20 mJ/cm2, then δh/δH <
10−6 cm3/mJ. With such a low etching efficiency, more
000 MAIK “Nauka/Interperiodica”
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than 50 pulses are required to remove the film. With Ep
being raised, the etch rate grows exponentially:

(1)

where Eth is the threshold pulse energy per unit area
(Eth = 6.5 mJ/cm2) and A is a constant equal to 4.5 ×
10−11 cm3/mJ. As soon as Ep reaches 40 mJ/cm2, a kink
appears in the graph. A similar pattern of the etching
efficiency variation was observed in [1], where it had
been found that the kink indicates the transition from
photo to thermal ablation. Finally, at Ep = 58 mJ/cm2, a
single pulse suffices to remove the film completely.
Under these conditions, the substrate can be trans-
ported continuously, since the pulse width is as small as
20 ns. Thus, for a constant pulse duration of 20 ns the
dose required to remove a 10-nm film drops by a factor
of 17 when the Ep value is increased from 20 to
58 mJ/cm2.

Acknowledgments. The support of the Russian
Foundation for Basic Research is gratefully acknowl-
edged.
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Fig. 1. Experimental setup: (1) excimer laser; (2) power
meter; (3) beam-splitting plate; (4) rotational mirror;
(5) diaphragm; and (6) specimen (diamondlike carbon film
on silicon substrate).
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Abstract—A new kinetic equation leading to a correct (true) value of the Prandtl number (Pr) is derived. Based
on this equation, an analytical solution to the gas sliding problem is obtained and the isothermal and thermal
sliding velocities are calculated, the corresponding formulas being derived in an explicit form. The results of
numerical calculations indicate that the proposed model is compatible with the existing theories: the results
obtained for the thermal sliding fall between data calculated within the framework of the Bhatnagar–Gross–
Kruck (BGK) model with constant collisional frequency and the BGK model with constant mean free path. The
new model can be referred to as a model with an intermediate character of the collisional frequency as the func-
tion of the velocity of molecules. An important advantage of the proposed model is the presence of a parameter
that may correspond to the true Prandtl number. The values of the sliding coefficients Ksl and KTsl in this kinetic
model possess essentially a new qualitative status. Indeed, the “old” quantities were obtained using a model
with incorrect Prandtl number and had to be recalculated for the correct Pr value, this procedure introducing an
element of uncertainty. The results obtained using the proposed model, involving the correct Pr value, are free
of this disadvantage. © 2000 MAIK “Nauka/Interperiodica”.
Let us consider a gas filling the halfspace x > 0 over
a flat wall in a Cartesian coordinate system with the x
axis perpendicular to the wall and (y, z) plane coincid-
ing with the wall surface. The gas motion is set by a
mass velocity gradient gv along the y axis determined at
a large distance from the wall. Once set, the mass
velocity gradient induces the gas flow along the wall,
this motion referred to as isothermal. The gas flow is
considered in the absence of a tangential pressure gra-
dient; the mass velocity has a single tangential compo-
nent that varies by a linear law at a large distance from
the wall. Deviation from the linear variation takes place
near the wall, in the layer (frequently called the Knud-
sen layer) with a thickness on the order of an average
mean free path l. Outside the Knudsen layer, the gas
flow is described by the Navier–Stokes equations that
must be supplemented with the boundary conditions on
the wall surface. These conditions are usually taken in
the form of an extrapolated hydrodynamic sliding
velocity at the wall (Usl). For a small velocity gradient,
we may write Usl = Ksllgv . The task of finding the iso-
thermal sliding velocity proceeding from the Boltz-
mann equation for the Knudsen layer is called the
Kramers problem.

By thermal sliding we imply the gas motion in the
vicinity of a nonuniformly heated wall surface. Here,
the gas flow appears as a result of collisions between
gas molecules from the near-wall (Knudsen) layer and
the nonuniformly heated wall. At a large distance from
the wall, the system is characterized by a preset tempe-
1063-7850/00/2612- $20.00 © 21034
rature gradient. Here, the sliding velocity is determined
as the limit

For the first time, the Kramers problem was analyt-
ically solved by Cercignani within the framework of
the Bhatnagar–Gross–Kruck (BGK) model with con-
stant collisional frequency [1]. This was followed by a
solution for the same model with a variable frequency
of collisions (including the case when this frequency is
proportional to the velocity of molecules) [2]. The ther-
mal sliding was originally considered by Loyalka and
Cipolla [3]. Both sliding velocity problems for some
model kinetic equations with the collisional frequency
proportional to the velocity of molecules were also con-
sidered in our previous papers [4, 5]. Numerical results
for the sliding problems obtained using a nonlinear
Boltzmann equation were originally reported in [6, 7].

In a linearized stationary approximation, the distri-
bution function can be presented in the form of f(r, v) =
f0(y)(1 + ϕ(r, v)), where f0(y) is the local Maxwell dis-
tribution function:

For the sliding problems under consideration, the lin-
earized stationary kinetic equation can be written in the

Usl Uy x( ).
x ∞→
lim=

f 0 y( ) n y( ) m
2πkT y( )
--------------------- 

 
3/2 mv 2

2kT y( )
-----------------– 

  .exp=
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following form: 

where C = v is the dimensionless velocity f mole-
cules, β = m/2kT, and gt is the logarithmic temperature
gradient. For the BGK model with constant collisional
frequency, the collision integral is as follows:

Here,

For the BGK model with collisional frequency pro-
portional to the velocity of molecules (here, the mean
free path is constant), the collision integral can be writ-
ten as [9]

where

In this paper, we will consider a simplest nontrivial
generalization of the above collision integrals taking
into account the possibility of a more complicated rela-
tionship between the collisional frequency and the
velocity of molecules.

Consider the following linearized collision integral:

Containing the above models as particular cases,
this integral corresponds to an intermediate character of

C∇ ϕ Cy C2 5/2–( )gt+ J ϕ[ ] ,=

β

J ϕ[ ] βν 2CU δn
n0
------ C2  –  

3
2
---  

  + +  δ T
T
 

0
 ------ ϕ – .=

U π 3/2– C2–( )Cϕexp d3C,∫=

δn
n0
------ π 3/2– C2–( )ϕd3C,exp∫=

δT
T0
------

2
3
---π 3/2– C2–( ) C2 3

2
---– 

  ϕd3C.exp∫=

J ϕ[ ]

=  βν 3
4
--- πCU*

π
2

-------δn*
n0

--------- π
4

------- C2 2–( )δT*
T0

---------- ϕ–+ + ,

U* π 3/2– C' C'2–( )C'ϕd3C',exp∫=

δn*
n0

--------- π 3/2– C' C'2–( )ϕd3C',exp∫=

δT*
T0

---------- π 3/2– C' C'2–( ) C'2 2–( )ϕd3C'.exp∫=

J ϕ[ ] βν 2α11CCU* 2α12CU*---+=

+ 2α21CCU 2α22CU+

+
π

2
-------C

δn*
n0

--------- π
4

-------C C2 2–( )δT*
T0

---------- Cϕ–+ .
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the collisional frequency dependence on the velocity of
molecules.

The collision integral must obey the following con-
dition [8]:

(1)

Equation (1) implies the symmetry of coefficients
entering into the collision integral: α12 = α21. In addi-
tion, this integral must satisfy the laws of conservation
of the number of molecules and the system momentum
and energy [8]. Talking these conditions into account,
we arrive at the following expression for the collision
integral:

(2)

where a1 = –2αa, a2 = 2α(1 + 2αa), and α = 3 /16.
The parameter a is related to the Prandtl number by a
relationship

In the sliding problems, the distribution function
can be presented as ϕ = Cyh [8]. In view of the symme-
try of the problem, the function h depends only on the
absolute velocity value, the cosine of the angle between
the velocity vector (i.e., the direction of molecular
motion) and the surface normal n (µ = (Cn)/C), and a
single spatial coordinate x: h = h(x, C, µ). Then the sta-
tionary kinetic equation with the collision integral (2)
acquires the following form:

(3)

For a = 0, Eq. (3) converts into a well-known equa-
tion [9], Eq. (1.2) representing a BGK model with the
collisional frequency proportional to the velocity of
molecules. In deriving Eq. (3), we have performed inte-
gration with respect to the azimuth angle (in the
(Cy, Cz) plane). It should be noted that the true Prandtl
number corresponds to a = 3α/(1 – 6α2).

C2–( )ϕJ ψ[ ]exp d3C∫ C2–( )ψJ ϕ[ ]d3C.exp∫=

J ϕ[ ] βνC
π

2
-------δn*

n0
--------- π

2
------- C2 2–( )δT*

T0
----------+=

+ 2a2CU* 2a
CU
C

--------- 2a1
CU*

C
------------ 2a1CU+ + + ,

π

Pr
8α 1 2a+( ) 2a–

9α 2a 1 9α2–( )–
------------------------------------------.=

µ∂h
∂x
------ h x µ C, ,( ) gt C

5
2C
-------– 

 + +

=  k C C',( )h x µ',( ) m,d∫

k C C',( ) a
C
---- a1 a1

C'
C
----- a2C',+ + +=

dm 2π 1/2– C'2–( )C'4 1 µ'2–( )dC'dµ'.exp=
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The boundary conditions are formulated so as to
express a diffuse reflection of molecules from the wall
surface:

where

For the true Prandtl number (Pr ≈ 2/3), we have b1 =
−1/2α, b0 = 3/2.

Let us consider projections of the sliding problem
onto three orthogonal directions:

The quantities x1 = α/(1 – 8α2) and x2 = 2(1 –
10α2)/(1 – 8α2) were obtained using the orthogonality
conditions:

We will find the function h in the following form:

Now the sliding problem is equivalent to two prob-
lems, one of these representing a vector problem with
respect to the vector-column ψ = [ψ1ψ2]t (t denotes the
transposition), and the other, a scalar problem with
respect to ψ3 . The vector problem consists of the equa-
tion

(4)

where

and the boundary conditions

(5)

h 0 µ C, ,( ) 0, 0 µ 1,< <=

h x µ C, ,( ) has x µ C, ,( ) o 1( ),+=

x ∞, 1 µ 0,< <–

has x µ C, ,( )
=  2Usl 2gv x µ–( )gt b0/C b1 C– 5/ 2C( )+ +( ),+

b1
1 2αa+

8α 2a 1 9α2–( )–
------------------------------------------, b0

a

8α 2a 1 9α2–( )–
------------------------------------------.=–=

e1 C( ) = 1, e2 C( ) = 1/C, e3 C( ) = C x1– x2/C.–

C2–( )e j C( )e3 C( )exp Cd

0

∞

∫ 0, j 1 2.,= =

h x µ C, ,( ) ψ j x µ,( )e j C( ).
j 1=

3

∑=

µ∂ψ
∂x
------- ψ x µ,( )+

3
4
---K 1 µ'2–( )ψ x µ',( ) µ',d

1–

1

∫=

K
1 γ1

0 γ2

= , γ1 2α 1
2
---aβ, γ2–

4aβ
3 π
----------,= =

β 1 α2–=

ψ 0 µ,( ) 0, 0 µ 1, 0< < 0

0
,= =
TE
(6)

where

Omitting the procedure of solving the boundary
problem (4)–(6) as described in [4, 5], we only present
the final formula for the sliding velocity:

(7)

For gt = 0, formula (7) gives a solution to the Kram-
ers problem:

(8)

Formula (8) coincides with an expression for the
isothermal sliding velocity in a gas with the collisional
frequency proportional to the velocity of molecules [4].

For gv = 0, formula (7) gives a solution to the prob-
lem of thermal sliding:

(9)

Taking a = 0 in formula (9), we obtain Usl =

(1/3 )gt = 0.18806gt , which coincides with the ther-
mal sliding velocity in a gas with the collisional fre-
quency proportional to the velocity of molecules [4].

For the true Prandtl number, formula (9) yields

Finally, for a gas with a constant collisional fre-
quency we obtain Usl = 1.0161gv and Usl = 0.3881gt .

Upon going to the dimensional variables and deter-
mining the mean free path (according to Cercignani [8])

as l = (η/ρ) , we obtain the coefficients of iso-
thermal and thermal sliding:

where

ψ x µ,( ) ψas x µ,( ) o 1( ), x ∞,+=

1– µ 0,< <

ψas x µ,( ) 2Usl 2gv x µ–( ) gt b1 x1–( )+ +

gt 5/2 b2 x2–+( )
.=

Usl V1gv
1

4 4α   –  a β( ) 
----------------------------

 
g

 
t 
.+=

Usl 0.58195gv .=

Usl
1

16α 4aβ–
--------------------------gt.=

π

Usl
1 6α2–

4α
------------------gt 0.25375gt.= =

πm/2kT

Ksl
15
8
------V1 1.09115,= =

KT sl
15
8
------ π 0.25375( ) 0.84330,= =
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∫=
  
According to the results of numerical calculations,
V1 = 0.581946. For a comparison, consider the numeri-
cal results obtained for the Boltzmann equation [6]:
Ksl = 1.11414, KTsl = 1.00866.

A comparison with the results reported previously,
shows that the values obtained as described above fall
(for the thermal sliding) between data for the BGK
models with constant collisional frequency and with
constant mean free path. The new model can be
referred to as the one with an intermediate character of
the collisional frequency as function on the velocity of
molecules. An important advantage of the proposed
model is the presence of a parameter that may corre-
spond to the true Prandtl number. The values of the slid-
ing coefficients Ksl and KTsl in this kinetic model pos-
sess essentially a new qualitative status. Indeed, the
“old” quantities were obtained using a model with
incorrect Prandtl number and had to be recalculated for
the correct Pr value, this procedure introducing an ele-
ment of uncertainty. The results obtained using the pro-
posed model, involving the correct Pr value, are free of
this disadvantage.
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Abstract—We present the results of experiments on the obtaining of ultradisperse powders by sputter ablation
of aluminum and stainless steel targets bombarded with high-power pulsed ion beams of nanosecond pulse
duration. For an ion beam with an energy of 300 keV, a current density of 250–300 A/cm2, and a pulse width
of 60 ns, the sputtered particles range in size from 2.5 to 700 nm and are emitted within an angle of 30°–40°.
A specific beam energy consumption for the powder production by sputtering an aluminum target amounts to
6 (kW h)/kg. © 2000 MAIK “Nauka/Interperiodica”.
The production, characterization, and application of
ultradisperse powders (UDPs) are still among currently
important problems. Among numerous technologies
used for obtaining these materials [1, 2], the one closest
to the method considered below is the electric explo-
sion in semiconductors characterized by a specific
power consumption for the UDP production on the
order of 10 (kW h)/kg [3]. Pulsed nanosecond beams of
high-energy charged particles acting upon metal and
dielectric materials can also provide for the energy con-
centration sufficient to produce explosion-like fracture
of the near-surface target layer.

In some experiments (see, e.g., [4] and references
therein), high-power pulsed ion beams were used for
the ultrafast deposition of thin films from an ablation
plasma generated by the beam–target interaction.
Plasma generated by an ion beam at the target surface
can be used to obtain microscopic oxide particles upon
interaction of the plasma species with oxygen [5]. It
should be noted that the use of high-power ion beams
for explosive erosion of the target surface has two sig-
nificant advantages: (i) there are no special require-
ments on the shape and size of targets and (ii) this
method is applicable to the sputtering of any solids,
including composite and dielectric compounds.

Below we present the results of our experiments on
using high-power pulsed ion beams (ion energy,
~300 keV; beam current density on the target, 250–
300 A/cm2; pulse duration, ~50 ns) for the production
of UDPs. The experiments were conducted using a
scheme outlined previously [4]. The setup was based on
a Temp-2 particle accelerator with the following ion
beam parameters: ion energy, ~350 keV; beam current
density, ~250 A/cm2; pulse duration, ~60 ns. The sam-
ple targets were made of a commercial-purity alumi-
num and the Hadfield steel (Fe–1.2C–12.6Mn–0.97Ni–
1063-7850/00/2612- $20.00 © 21038
0.32Si–0.29Cr–0.005S, wt %). The samples of sput-
tered materials were prepared by collecting these spe-
cies on standard carbon films deposited by a conven-
tional method in a VUP-2k vacuum system, followed
by their mounting on special copper grids for the elec-
tron-microscopic examination. The morphological,
granulometric, and phase analyses were carried out by
methods of transmission electron diffraction micros-
copy using an EM-125 electron microscope (Russia).

The material sputtered from an ablated target
includes two components: vapor–plasma species and
microscopic particles. According to experimental data,
the weight ratio of these components is determined by
the pulsed beam power density and the degree of
defectness in the surface layer of the target. Note that
characteristics of the surface layer may depend to a
considerable extent on the number of preceding pulses
of current to the target. Note also a different character
of the angular distribution of microparticles (Fig. 1,
curve 1) and the total sputtered material (Fig. 1, curve 2).
An analysis of the experimental data for an aluminum
target presented in Fig. 1 indicated that half-angle of
the particle emission is θ1/2 ≈ 15°–20°, whereas the total
sputtered material distribution is characterized by θ1/2 ≈
25°–30°.

By their morphological characteristics, all the
microparticles sputtered from a target can be conven-
tionally divided into three groups. The first group
includes single-crystal particles having the shape of
flattened spheroids (Fig. 2a). These particles, with the
size (diameter) varying typically within 300–700 nm,
occur for the most part in the central region of the sput-
tered material. Particles of smaller size are randomly
distributed over the entire ablation torch volume. The
results of the electron-microscopic microdiffraction
000 MAIK “Nauka/Interperiodica”
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measurements showed that particles of the first group
are made of aluminum.

The second group represents particles with an irreg-
ular shape—fragments possessing a polycrystalline
structure (Fig. 2b) with dimensions within the same
range as above (300–700 nm). The size of crystalline
grains constituting the particles is 40–50 nm. The
microdiffraction data indicate that these particles are
composed of aluminum oxides and carbide, the former
having a coarser polycrystalline structure than the latter. 

The third group includes particles of a spheroidal
shape with dimensions predominantly within the 20- to
60-nm range (Fig. 2c) According to the microdiffrac-
tion data, these particles are made of aluminum. Anal-

1

2

1.0

0.5

0 20 40 60 80

F(θ)/F(0), a.u.

θ, deg

Fig. 1. Angular distribution of (1) a spheroidal (droplike)
fraction and (2) the total material sputtered from a copper
target by a high-power ion beam. Points represent the exper-
imental data and solid curves, the approximation functions:
(1) exp(–2.5|θ|); (2) exp(–1.4|θ|).
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ysis of the particle mass distribution in the peripheral
region of the ablation torch (Fig. 3) indicated that the
third group accounts for ~30% of the total number of
particles in this zone.

The films obtained upon deposition of the material
sputtered from a target made of the Hadfield steel
exhibited an amorphous structure (Fig. 2d). The
microdiffraction patterns from these films clearly
revealed particles with dimensions in the nanometer
range on the amorphous background, with a minimum
detectable crystal size of 2.5 nm. As demonstrated pre-
viously [6], the stoichiometric composition of the sput-
tered material corresponds to the target stoichiometry. 

Thus, the above data show that material sputtered
from a solid material with a high-energy ion beam con-
tains, among all others, an ultradisperse powder frac-
tion. The microparticles exhibit different surface mor-
phologies (fragments, spheroids), internal structures
(single and polycrystals), dimensions (ranging from 2.5
to 700 nm, Fig. 3), and phase compositions (pure met-
als, oxides, carbides). We may suggest that microparti-
cles with the fragment morphology appear as a result of
explosive fracture of the surface layer of the target. The
carbide and oxide phases are formed by interaction of
the target material with carbon and oxygen atoms
adsorbed on the target surface. Microparticles possess-
ing a spheroidal (droplike) shape appear as a result of
fusion of the above fragments under the beam action
upon their detachment from the target surface. Finally,
spheroidal nanoparticles are probably formed upon
spraying of the melted target material and disintegra-
tion of the large particles. 

In view of the possible application of this ion sputter
method to the UDP production, it was of interest to esti-
mate the specific energy consumption of the process.
0.5 µm(‡) (b)

(c) (d)

0.1 µm

Fig. 2. Electron-microscopic images of UDPs formed upon sputtering metal targets with high-power pulsed ion beams:
(a, b, d) bright-field images; (c) dark-field image in the [111] Al reflection (see the text for explanations).

0.5 µm 0.1 µm
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These estimates were obtained by weighing the target
before and after sputtering. For an aluminum target, the
specific beam energy consumption was ~6 kW h per kg
of sputtered material. Note that this is an integrated
characteristic not optimized with respect to the beam
parameters. Thus, we have demonstrated the possibility
of UDP production by sputtering metallic materials
with high-power pulsed ion beams. The resulting parti-

0.6

0.5

0.4

0.3

0.2

0.1

0 50 100 150 200 nm

Mi/M0

Fig. 3. Relative particle weight distribution in the peripheral
region of an ablation torch of the sputtered material.
TE
cle dimensions range from 2.5 to 700 nm. The particle
yield is characterized by a narrow angular distribution
(θ1/2 ≈ 15°–20°), which facilitates the task of collecting
the sputtered material.
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Abstract—The presence of fluorine impurity in alkali metal niobate ceramics sharply deteriorates both
mechanical and electrical properties of these ferroelectric materials. This effect is related to the separation of a
glassy phase and the formation of an inhomogeneous microstructure, these factors giving rise to local stresses
in the structural elements. It is concluded that intact niobate ferroelectric articles can be made of technical-grade
Nb2O5 only provided that the initial material contains a minimum amount of fluorine impurity (below
0.2 wt %). © 2000 MAIK “Nauka/Interperiodica”.
The elemental base of modern piezoelectronics
markedly increased upon the development of new fer-
roelectric ceramics based on alkali metal niobates (nio-
bate ferroelectric ceramics, NFCs), which made it pos-
sible to create a number of ultrasonic transducers and
related devices employing bulk and surface waves and
capable of operating in the (previously hardly accessi-
ble) superhigh frequency range. This progress has
become possible due to an advantageous combination
of properties (not provided by the presently employed

ZTS systems): a low dielectric permittivity ( /ε0 ≤
100) at a sufficiently high electromechanical coupling
coefficient (Kp ≥ 0.35), a high sound velocity (VR ~
6 km/s), and a broad spectrum of the mechanical Q fac-
tor (QM = 50–1500) [1]. 

Some features of the tasks encountered in the appli-
cations of ferroelectric ceramics require that the active
elements be fabricated in the form of very thin plates,
which implies very stringent requirements to the
strength of these elements. In the case of NFCs, gener-
ally susceptible to self-fracturing [2], the mechanical
properties become critical in determining the possible
working conditions for both materials and devices. In
this context, knowledge of the factors deteriorating the
mechanical properties of NFCs and the conditions
favoring their optimum characteristics are obviously of
importance. 

Previously [3], we have established that fluorine
(a possible impurity in Nb2O5) may significantly affect
the microstructure and hence the mechanical and elec-
trical properties of NFCs. Since no quantitative data on
the fluorine content were included at that time in the

ε33
T

1063-7850/00/2612- $20.00 © 21041
manufacturer’s quality certificate on Nb2O5 of the
NBO-PT grade, it was impossible to establish relation-
ships between changes in the properties of commercial
NFCs and variations in the fluorine impurity content.
For this reason, we modeled the effects of this impurity
by introducing specially synthesized Nb3O7F and KF
compounds into fluorine-free Nb2O5 samples. In recent
years, the fluorine content is indicated in the NFC qual-
ity certificates. This circumstance helped us follow
variations in the NFC parameters in a more justified
manner. 

The experiments were performed with a PKR-35
material developed by us based on solid solutions of the
(Na, Li)NbO3 system. Using the standard techniques,
we assessed the microstructural state and determined
the lattice parameters, volumes (V ') and deformations
(δ) of the unit cells, as well as the phase ratio µ = Rh/R
(i.e., the relative content of the rhombohedral and
orthorhombic phases), the density (including the mea-
sured ρ1, X-ray ρ2, and relative ρ3 values), and the elec-
trical properties of the NFC samples studied. The sam-
ple strength was tested using a coaxial bending method,
which provided evaluation of the ultimate tensile
strength σ. 

Figures 1–4 present data on the structural, electrical,
and mechanical characteristics; densities; and strengths
of NFCs based on Nb2O5 of the NBO-PT grade with
various fluorine concentrations (by data of the manu-
facturer) and of the compositions based on Nb2O5 from
various manufacturers (special purity grade) with fluo-
rine additives (Nb3O7F or KF) introduced into the ini-
tial charge in the stage of component mixing. As seen
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Variation of the structural, electrical, and mechanical characteristics, densities, and strengths of solid solutions based on
Nb2O5 of the NBO-PT grade depending on the fluorine impurity content (by data of the manufacturer): (1) ; (2) δR; (3) ;

(4) δRh; (5) µ; (6) ρ2; (7) ρ1; (8) ρ3; (9) σ; (10) /ε0; (11) Kp; (12) d31; (13) g31; (14) VR; (15) ; (16) QM. Here d31 and g31

are the piezoelectric modulus and sensitivity, respectively; VR and  are the sound (longitudinal oscillation mode) velocities mea-
sured of disks and plates (bars), respectively. 
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from these experimental data, an increase in the content
of fluorine impurity in the solid solution sharply deteri-
orates ρ1, ρ3, and σ values of NFCs; the samples con-
taining 0.2–0.4 wt % of fluorine were highly brittle.
The same results were obtained for the solid solutions
synthesized from both coarse and fine Nb2O5 fractions
separated by washing the initial powder on an 0053
sieve. The coarse-grained samples exhibited lower
strength than the fine-grained ones, which was related
to a higher fluorine content in the former case (by ther-
mogravimetric data). 

The fluorine effect can be explained as follows. An
analysis of the microstructure of tested samples showed
that an increase in the fluorine impurity content in
Nb2O5 leads to the formation of inhomogeneously dis-
TE
tributed liquid phase [4]. This results in the appearance
of a very inhomogeneous solid microstructure featur-
ing new elements in the form of grain agglomerates and
in the development of unusual intermittent secondary
recrystallization process leading to the growth of sepa-
rate grains with different composition [3] and abnor-
mally large size [5]. These processes render the final
solid solution sharply heterophase, featuring liquid
phases of various types [4], crystalline phases with dif-
ferent compositions, and a gaseous phase filling the
pores. As we have pointed out in [2], the natural differ-
ence in the thermal expansion coefficients of various
phases and the anisotropic deformation of crystallites
lead to the development of local stresses in the struc-
tural elements of samples on heating and cooling. The
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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Fig. 2. Micrographs illustrating the crack formation in niobate ceramics (see the text for comments). 
magnitude of these stresses depends both on the differ-
ential properties and the temperature variations. It is the
development of these stresses that accounts for the for-
mation of microcracks and the loss of strength. 

The process of crack formation in NFCs is illus-
trated in Fig. 2. As seen from these micrographs, the
cracks either appear in the vicinity of large individual
grains (a), pass through such grains (b), or originate
from the grain pileups and agglomerates (c). Although
in some cases the cracks propagate via grain boundaries
(d), they more frequently cleave the grain bodies (e).
A large number of grains originate from grain bound-
aries of various types, including those in various stages
of recrystallization (f). The phenomenon of desquama-
tion (flake peeling) observed in the ceramic articles
cooled upon sintering is also explained by crack devel-
opment in the surface layers of samples, where the larg-
est grains form and extensively grow during heat treat-
ments. 

Another remarkable fact is a change in the parame-
ter µ representing the relative content of the rhombohe-
dral (Rh) and orthorhombic (R) phases in the solid
 PHYSICS LETTERS      Vol. 26      No. 12      20
solution (Figs. 3 and 4). This is evidence that the phase
diagram of the initial system is subject to changes when
the solid solution is contaminated with fluorine. The µ
value increases with the fluorine content in Nb2O5 of
the NBO-PT grade and with the amount of fluorine
introduced with Nb3O7F into Nb2O5 of the special
purity grade. On the other hand, the µ value decreases
upon introducing fluorine in the form of KF and upon
separating Nb2O5 fractions. The latter observations
probably reveal an additional influence of the additive
composition and Nb2O5 dispersity upon the phase equi-
librium in the solid solution studied. The loss of
strength and a change in the pattern of phase equilibria
in the initial solid solution are apparently related to
deterioration of its electrical characteristics. The data in
Fig. 1 show that an increase in the fluorine content in
Nb2O5 is accompanied by a decrease in Kp, d31, g31, VR,

and QM values and by an increase in /ε0, which
markedly decreases the working performance of NFCs. 

Thus, the results of our experiments showed that
intact niobate ferroelectric articles can be made of tech-
nical-grade Nb2O5 only provided that the initial mate-

ε33
T

00
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rial contains a minimum amount of fluorine impurity
(below 0.2 wt %). 
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Abstract—A theoretical model is proposed that describes the main kinetic mechanisms operating in a dust
plasma formed upon the bulk ionization of a dense gas by a hard factor. An expression is derived for the ion
density distribution around a charged dust particle. It is shown that ions in the plasma recombine with charged
dust particles according to the Langevin mechanism. A condition is established under which the dust particles
are bearing all the negative charge in the plasma, compensated by the positive charge of ion clouds. A new cri-
terion for manifestation of the collective properties in the dust plasma is formulated. © 2000 MAIK
“Nauka/Interperiodica”.
Introduction 

Recently, Fortov et al. [1] reported on the collective
phenomena observed in a dust plasma formed as a
result of the dense gas ionization by nuclear fission
fragments. The present study is devoted to analysis of
the process of ion recombination on the surface of dust
plasma particles and is aimed at establishing a criterion
for manifestation of the collective properties in this
plasma. The analysis is based on the theory of a ther-
moemissive plasma described in [2–5]. 

We will consider the following pattern of phenom-
ena. A hard ionizing factor (e.g., an electron or ion
beam, fission fragments from nuclear reactions) [6]
produces ionization of dense gas containing suspended
dust particles. The dust particles are negatively charged
in the ionized gas as a result of different average veloc-
ities of ions and electrons. If the density of powder par-
ticles is sufficiently high, electrons and ions would
mostly recombine on the dust particles at a certain spe-
cial value of the gas ionization rate. The mechanism of
recombination is determined by the diffusion and drift
of ions in the field of a charged dust particle. 

As was demonstrated previously [4], interaction of
the charged centers surrounded by clouds of oppositely
charged particles results in the mutual attraction of
these centers, which is caused by the polarization
forces. This factor accounts for the collective phenom-
ena in the system under consideration. 

Ion Recombination and Charge Distribution 
Around Dust Particles 

Basic equations. Let us first consider the process of
ion charge neutralization on a dust particle bearing a
given charge eZp, where e is the electron charge. We
assume that ions produced by ionization in the volume
diffuse as a result of collisions with neutrals and drift
1063-7850/00/2612- $20.00 © 1045
toward the dust particle, being attracted by the electric
field of the negatively charged particle. The latter field
may be partly shielded by the charge of ions drifting
toward the dust particle. These processes are described
by a set of equations including the equation of ion
momentum transfer, the continuity equation, and the
Poisson equation. Accordingly, the initial set of equa-
tion is as follows [6, 7]: 

(1)

where ui is the average ion velocity vector, bi is the ion
mobility, D is the diffusion coefficient (D = biT, T being
the gas temperature), Ni is the number density of ions,
E is the electric field vector, and G is the rate of gas ion-
ization by the external hard factor. 

We assume the gas particle to possess a spherical
shape with the radius r0. Selecting r0 as the unit length,
introducing the spherical coordinate system centered at
the particle, and considering a total electric charge
E(r)r2 inside a sphere with the radius r instead of the
radial electric field strength E(r), we obtain the follow-
ing set of dimensionless equations for the number den-
sity of electrons and the total charge inside the sphere: 

(2)

Here, ni(x) = Ni(r)  is the dimensionless number den-
sity of ions; x = r/r0 is the radial coordinate measured in
r0 units; z(x) = (er0/T)E(r)r2 is the dimensionless charge

inside the sphere with the radius r; g = (G /4πbiT) is
the dimensionless average ionization density; np =

ui ebiE D/N i( )grad N i( ); div N iui( ) G;=–=

div E( ) 4πeN i,=

dni x( )
dx

---------------
ni x( )z x( )

x2
-----------------------– g

1 npx3–

x2
-------------------;+=

dz x( )
dx

------------- dni x( )x2.–=

r0
3

r0
2
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(4π/3)Np  is the dimensionless average density of dust
particles, Np is the number density of dust particles; and
d = (4πe2/Tr0) is the ratio of the Coulomb target param-
eter to the dust particle radius. 

A boundary condition for the number density of
ions is determined assuming that an ion striking the
dust particle is lost. By equating the ion flux to the total

surface of particles 4π Ni(r0)ui to the ionization rate
per unit volume G, we obtain a condition for the num-
ber density of ions on a spherical wall surface: 

(3)

where mi is the ion mass and ui = (T/4πmi)1/2 is the aver-
age projection of the ion velocities onto the axis per-
pendicular to the wall surface for the Maxwell ion
velocity distribution. 

A boundary condition for the dimensionless charge
is as follows: 

(4)

Approximate solution. Assuming that the radius of
dust particles is much smaller than the distance
between them (np ! 1) and that the particle charge eZp
is sufficiently large to ignore the charge shielding at a
distance on the order of r0 and take z(x) ≈ z0 (a condition
sufficient for this are formulated below), we may obtain
a solution to the diffusion equation in an analytical
form: 

(5)

This solution corresponds to the rate of ion recom-
bination obeying to the Langevin law [8, 9]. Indeed, for
x  ∞ and sufficiently large z0, that is, when 

(6)

we obtain ni(∞) = g/z0 or 

(7)

In other words, the number of ions per unit volume
produced by ionization is equal to the number of ions
lost as a result of recombination on the surface of dust
particles; the quantity αL ≡ 4πZpe2bi is the well-known
Langevin recombination coefficient [8, 9]. 

Note that the quantity ni0z0/g = 4πZpe2bi/(4π ui)
entering into the equation for ni(x) is essentially the
ratio of the Langevin recombination coefficient to the
coefficient of recombination that would be determined
by the flux of ions onto the dust particle surface, pro-
vided that the number density of ions is independent of
the distance to the particle. Here, both in the case of
dominating Langevin’s recombination coefficient
(ni0z0/g @ 1) and in the opposite case (ni0z0/g ! 1), the

r0
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r0
2

ni x 1=( ) ni0≡ Gr0 4πui( ),=
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1 ni0z0/g–( ) z0–( ) ! 1,exp

G 4πZpe2bi( )N i ∞( ).=

r0
2

TE
resultant recombination flux G = αLNi(∞) is determined
by the Langevin mechanism. The two limiting cases
differ only by the ratio of the ion number densities on
the sphere and on the periphery: ni0/ni(∞) = ni0z0/g. 

Note that condition (6) is valid for sufficiently large
z0 = Zp(e2/r0T), which is provided either by small r0 (as
in the case of the usual ion–ion recombination by the
Langevin mechanism) or by large zp (as in the case of
recombination on dust particles considered in this
work). 

Ionization–Recombination Balance 

Dust particle charging. Let us consider character-
istics of the dust plasma. A negative charge on the dust
particle surface may arise due to a difference between
average velocities of electrons and ions. This phenom-
enon is well known in physical electronics (see, e.g.,
[10, p. 43]). Assuming the Maxwell velocity distribu-
tion and equating the flux of ions to the particle surface
Niui to that of electrons Neueexp(–eϕ/Te), we obtain 

Here, ϕ0 is the dust particle potential; ui = (T/4πmi)1/2

and ue = (Te/4πme)1/2 are the average projections of the
velocities of ions and electrons onto the axis perpendic-
ular to wall surface; Te and T are the electron and gas
temperatures. Using this potential value, we may for-
mally determine the charge of the particle: 

(8)

This estimate applies well to a gas-discharge
plasma, but may lead to considerable errors in the case
of a plasma produced by a hard ionizing factor (see
below). 

Charge kinetics. The number densities of ions Ni =
N(∞) and electrons Ne in the dust plasma are described
by the charge balance equation and the quasilinearity
condition. In the case under consideration, these rela-
tionships can be written as follows: 

where αd is the dissociative recombination coefficient
and αL is the Langevin recombination coefficient men-
tioned above. This simple model is usually applied to
describing a dense ideal gas. 

Under quasistationary conditions (dNi/dt = 0), we
may solve the above quadratic equation and present the

ϕ0 Te/2e( ) N imiT /NemeTe( )ln mi/me( ).ln≈=

Zp r0ϕ0/e r0Te/2e2( ) N imiT /NemeTe( ).ln= =

dN i/dt G αdN iNe– αLN iNp,–=

Ne N i ZpNp,–=
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ratio of the ion number density Ni to the charge density
on a dust particle ZpNp in the following form: 

(9)

Here, a = αL/(Zpαd) is a parameter characterizing the
ratio of the rates of the Langevin and dissociative
recombinations (for a @ 1, recombination on the dust
particles dominates) and  = G/(αLZpNp) is the reduced
rate of ionization produced by the external factor. 

Note an important circumstance: for an ionization
rate satisfying the condition  = 1, or 

(10)

all the negative charge in the system is concentrated on
the dust particles (Ne = 0, Ni = ZpNp), while the gas con-
tains only positive ions. 

Experiments with Dust Plasma Excited
by Nuclear Fission Fragments 

Experimental results. Now we will apply the
above theory to description of the characteristics of a
dust plasma in experiments using nuclear fission frag-
ments as a hard ionization source [1]. In one of these
experiments, the plasma was excited by Cf252 fission
fragments and in the other, by products of the Ce141

β-decay. We will concentrate on the latter data. The
dust was composed of CeO2 particles with an average
radius of r0 = 0.5 µm. The gravity force was compen-
sated by applying an external electric field with a
strength of 10 V/cm. The system featured large regions
of particles levitating over a time period of several min-
utes, exhibiting a short-range order in the spatial struc-
ture. 

The results of measurements performed using a dig-
itized video image of the structure of these zones, the
number density of particles within a 150-µm-thick flat
layer was 10–7 µm–2. Accordingly, the volume number
density of dust particles was Np ~ 6 × 104 cm–3. The
average charge of these particles, determined from the
balance of gravitational and electrical forces, was Zp ≈
400. The density of the charge of dust particles was
ZpNp ~ 2.4 × 107 cm–3. The ion number density, deter-
mined by measuring the current between electrodes and
using the known ion drift velocity, was Ni ~ 108 cm–3. 

The charge of dust particles. Using formula (8)
and taking the electron temperature equal to the room
temperature (Te = T ≈ 300 K = 0.026 eV), we obtain
Zp ≈ 100. This estimate is about one-fourth of the value
obtained from the experimental data (Zp ≈ 400). Appar-
ently, the discrepancy is related to the fact that the sec-
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ondary electrons generated by hard ionization cannot
rapidly cool and, hence, possess a temperature above
the room temperature. Data on the electron energy dis-
tribution upon hard ionization can be found, for exam-
ple, in [6]. Estimates of the mean path length necessary
for cooling the electrons to room temperature by mech-
anism of elastic collisions yield 
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the system studied. Of course, the electron cooling in a
molecular gas by means of excitation of the vibrational
and rotational degrees of freedom is approximately ten
ties more effective than the cooling by elastic colli-
sions. Nevertheless, it is evident that an average elec-
tron temperature may be several times greater than
room temperature. 
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Using this value of the ion mobility and Eq. (10), we
obtain an estimate for the charge production (ioniza-
tion) rate of 

 

α

 

L

 

Z

 

p

 

N
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 ~ 10

 

11

 

 s

 

–1 cm–3, which corresponds
to dominating negative charge on the dust particles
(i.e., small density of negative ions in the plasma) and
agrees in the order of magnitude with the values
observed in experiments.

The number density of ions can be estimated by
using the dissociative recombination coefficient equal
to αd ~ 3 × 10–7 cm3/s and taking into account that
recombination on the dust particles dominates (a =
αL/(Zpαd) ~ 530) and the ion number density according
to (9) is only twice (β = 2) as large as the dust particle
charge density per unit volume (ZpNp ~ 2.4 × 107 cm–3).
Thus, we obtain an estimate for the number density of
ions Ni ~ 0.5 × 108 cm–3, which also agrees with the
experimental values. 

Charge distribution around dust particles. The
ion number density and charge distribution around a
dust particle were calculated by numerically solving

G 109 s 1– /20 cm3( )∼ Ef /Epr( )Np

∼ 3 106 s×  Np 2 1011 s 1–  cm 3– ,×∼
00
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Eqs. (2) with the boundary conditions (3) and (4). The
ion number density (Fig. 1a) agrees well with the
approximate solution (5). This is explained by the fact
that the particle charge shielding (Fig. 1b) becomes sig-
nificant only at sufficiently large distances correspond-
ing to about half of the average spacing between dust
particles (over which range the integration was per-
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(a)

(b)

Fig. 1. Plots of the (a) ion number density and (b) reduced
total charge inside a sphere versus the distance from a dust
particle. Solid cures present the results of rigorous numeri-
cal calculation, dashed curves show the estimates obtained
by Eq. (5) for r0 = 0.5 µm and z0 = Zp(e2/r0T) = 22.3. 
TEC
formed). The radius-average ion number density coin-
cides with the value given by formula (9). 

Conclusion 

Thus, the proposed theory of the charge recombina-
tion in a dust plasma ionized by a hard factor provides
characteristics that are in a good agreement with exper-
imental data. The theory reveals one of the main rea-
sons for manifestation of the collective properties in the
dust plasma. A criterion for this is that a considerable
proportion of charges of one sign must concentrate on
the surface of dust particles. Once this condition is ful-
filled, charges of the opposite sign form clouds around
the dust particles that account for the forces of mutual
attraction between the particles [4]. In a thermoemissive
dust plasma, the particles bear a positive charge, which is
compensated by thermoemission electrons [3–5]. In a
dust plasma produced by a hard ionization source, only
a special relationship between the number density of
particles and the ionization rate (10) may allow the
above condition to be fulfilled. A similar requirement
(for the man charge to be carried by dust particles)
would probably account for manifestation of the collec-
tive properties in a gas-discharge-ionized dust plasma. 
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Self-Excited Oscillation Processes 
in Porous-Silicon-Based Structures 
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Abstract—It was found that the dynamic current–voltage (I–U) characteristics of the n-type porous-silicon-
based structures upon prolonged room-temperature storage exhibit negative differential conductivity. Exposure
of the samples to a vapor of polar molecules led to the development of self-excited oscillations both during the
I–U measurements and in the course of reverse current relaxation in the structure studied. The observed effects
are explained by the formation of deep surface energy levels and their charging by an electric current passing
upon exposure to the atmosphere containing polar molecules. © 2000 MAIK “Nauka/Interperiodica”.
The main attention of researchers engaged in the
properties of porous silicon (por-Si) and related struc-
tures is traditionally devoted to the photoluminescence
(PL) and electroluminescence (EL) phenomena and
their dependence on the conditions of por-Si prepara-
tion and the structure and quality of the resulting
porous semiconductor layers and metal contacts. Inves-
tigations of the electrical properties of the por-Si based
structures are of importance for better understanding
the EL process as such and the related charge transfer
phenomena in por-Si. 

Previously [1, 2], we reported on the hysteresis
observed on both forward and reverse branches of the
dynamic current–voltage (I–U) characteristics of the p-
and n-type por-Si based structures possessing EL prop-
erties. Later [3], it was established tat this hysteresis is
also observed in PL-active por-Si structures of the
p-type. The hysteresis behavior was explained by the
presence of slow traps for the major charge carriers in
por-Si. Subsequent investigations showed that the hys-
teresis parameters depend to a considerable extent on
the molecular properties of surrounding medium. 

As is known, the action of molecules (atoms) of cer-
tain kind may significantly change the dynamics of pro-
cesses taking place in various systems. Recently, Ber-
natskiœ and Pavlov [4] reported on the self-excited
oscillatory phenomena observed during the continuous
field desorption of alkali metals (K, Cs) from a gold-
coated tungsten surface. Fujii et al. [5] observed a neg-
ative conductivity region in the I–U curves of a nanofil-
ament type structure exposed to air and explained this
phenomenon by the presence of surface states related to
the adsorption of water molecules. 

Below we report on the results of investigation of
the I–U characteristics and the reverse current relax-
ation in the n-type por-Si based structures upon pro-
longed (several months) storage in atmosphere with a
1063-7850/00/2612- $20.00 © 21049
relate humidity of 50–70%; also reported are the effects
of polar molecules present in the atmosphere on the
surface states in por-Si. 

The pr-Si layers were prepared by method of elec-
trochemical anodizing in single-crystal (100)-oriented
n-Si wafers of the KEF-20 grade [6, 7]. A special tech-
nology used for obtaining por-Si samples possessing
EL properties [2, 8, 9] involved two important aspects:
controlled reproducible formation of the structure with
a special por-Si layer morphology and the final EL
structure creation by a special laser treatment of this
layer. 

A por-Si material of the B5 type (the notation
according to [2]) was used to prepare the sample struc-
tures of two types. The “dot” type (DT) structures con-
tained a network of equidistant 20-µm-diam holes at a
100-µm step in the por-Si film. In the “square” type
(ST) structures, the analogous network was formed by
square holes with a side length of 20 µm spaced by the
same distance. The upper contact represented a Pt layer
on which the EL pattern was applied by the direct laser
drawing technique. The structures of two types exhib-
ited different characteristics. The DT structures had a
visible emission switch-on potential of U ≈ 20 V at I ≈
30 mA and showed a moderately bright uniform pale-
blue emission. The DT sample resistance measured
with a current passing across the structure (sandwich

geometry) was on the order of  ≅  21 kΩ for the neg-

ative Pt electrode potential (reverse bias) and  ≅
9.4 kΩ for the “plus” sign on Pt (forward bias). The ST
structures had U ≈ 50 V at I ≈ 10 mA and showed a non-
uniform pale blue emission accompanied with bright
red scintillations. The ST sample resistances measured

in the sandwich geometry were  ≅  346 kΩ (reverse

bias) and  ≅  28.4 kΩ (forward bias). These data
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give evidence that the structures of both types contain
insulating layers. However, the ST samples had appar-
ently a greater thickness of this layer, as evidenced by
higher values of the sample resistance and the visible
emission switch-on potential at a lower current [8, 9]. 

The I–U characteristics of the samples were mea-
sured in a dynamic regime by applying a periodic linear
+10 to –10 V sweep voltage. The sweep period could be
varied from 10 to 103 s. As noted above, we have previ-
ously observed a hysteresis in the I–U curves of similar
por-Si based structures [1, 2]. The hysteresis was rela-
tively more pronounced for the reverse current (with
more negative or positive potential applied to the sin-
gle-crystal p- or n-Si contact, respectively, relative to
the upper contact) than for the forward current. In addi-
tion, the reverse current hysteresis significantly
depended on the sample prehistory, that is, on the
charge previously transferred via the sandwich struc-
ture with forward current and on the reverse bias varia-
tion rate. Should the voltage sweep begin with applica-
tion of a reverse bias, there is almost no hysteresis in the
reverse current. At the same time, the forward current
hysteresis was virtually independent of the prehistory. 

We explain this behavior by trapping of the major
charge carriers (electrons and holes in the n- and p-Si,
respectively) on deep surface levels during the forward
current passage, followed by their emission from the
traps. This mechanism was quite sufficient to explain
the I–U cures observed for the periodic linear bias vari-
ation. When the bias decreases (irrespective of the pre-
history), the forward current may only be greater than
that observed with increasing bias. For the reverse cur-
rent, the pattern is opposite: the current is lower for
decreasing than for increasing bias. A similar behavior of
the dynamic I–U curves was previously observed for var-
ious EL structures based on both n- and p-Si [1, 2, 8, 9]. 

A prolonged (several months) storage of the n-type
por-Si based structures at room temperature, normal
pressure, and a relative humidity of 50–70% markedly
changed the I–U curves of some samples. In B5 por-Si
structures of the “dot” type, the reverse-bias part of the
I–U curves acquired a clearly pronounced region of
negative differential conductivity (NDC) (Fig. 1b). The
NDC region was observed in the 2I–V curves measured
for various voltage sweep periods between 10 and
103 s. It was found that the NDC region appears in the
reverse-bias part of the I–U characteristic only upon
passage of the forward current, otherwise no such
region in the reverse bias branch is observed (Fig. 1a).
As is known, the presence of NDC may always give rise
to oscillatory processes, provided a negative feedback
exists in the system. Such an I–U curve with NDC was
observed for a specially prepared silicon-on-insulator
(SOI) air-bridge-type structure in [5], where the current
relaxation in this system was studied at various bias
voltages. The relaxation behavior was different for the
bias voltages below and above a critical value Vp corre-
TE
sponding to the appearance of the NDC region in the
I−U curves. 

We have also studied the reverse current relaxation
process upon switching the system from forward to
reverse bias, preceding the appearance of the NDC
region. Figure 2b shows a typical plot of the relaxation
current versus time. Our investigations showed that the
relaxation character depends very weakly on the
reverse bias voltage. However, the relaxation current
value at the instant of the bias sign reversal was affected
by the forward bias magnitude. It should be noted that
the current relaxation process includes a fast compo-
nent (with a characteristic time below one second) and
a slow component (with the characteristic times from a
few seconds to several minutes). The forward current
relaxation upon the bias sign reversal in the por-Si
structure was also reported in [10], where the phenom-
enon was explained by the charging of deep levels
present at the por-Si–SiO2 interface. 

Thus, all the investigations of dynamic I–U charac-
teristics, as well as the direct and reverse current relax-
ation, in por-Si structures are indicative of a significant
influence of the deep levels (acting as traps for the
major carriers) that can be present both in por-Si proper
and at the interface between por-Si and silicon oxide
layers. Therefore, it is possible to affect these states by
exposure to a medium containing polar molecules.
Apparently, owing to some special features of the prep-
aration procedure favoring the NDC manifestation, the
por-Si structures are subject to considerable influence
of the polar molecules (most probably, water) from
atmosphere. 

In order to verify this hypothesis, we placed a sam-
ple por-Si structure with NDC into an atmosphere con-
taining ether molecules known to possess a greater
dipole moment as compared to that of water molecules.
We believed that these polar molecules would exhibit a
stronger influence upon the surface states in por-Si and,
hence, a pronounced effect on the electrical properties
of samples will be observed in a shorter time. Indeed, a
1.5–2 h exposure produced a dramatic change in the
I−U characteristics of the sample structures. Figure 1c
shows a typical plot of the reverse current versus bias
voltage measured upon the forward current passage
(a sweep period was about 100 s). The I–U curve exhib-
its clearly manifested pronounced oscillations in the
reverse current, which develop at a reverse bias voltage
of U ≥ 5 V and increase in amplitude with the absolute
value of the bias voltage. The oscillations are most pro-
nounced in the reverse branch (dashed curve in Fig. 1c).
Note that the decay of oscillations in the reverse branch
is observed at a lower bias value than their appearance
in the forward branch. Since the I–U measurements
involve a change in the bias voltage with time (sweep),
we did not observe periodic oscillations of the reverse
current in time. However, measurements of the reverse
current relaxation upon the bias switching from for-
ward (U = +10 V) reverse (U ≥ 5 V) mode revealed a
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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pattern of strictly periodic oscillations of the reverse
current with increasing amplitude at a fixed reverse bias
(Fig. 2a). However, no such oscillations in the reverse
current were observed at a bias voltage below 5 V,
although the current relaxation still exhibited a rather
complicated pattern (Fig. 2c). Note that the reverse cur-
rent relaxation at a reverse bias of 4.5 V is apparently
related to different mechanisms. 

Let us briefly consider a theoretical model explain-
ing the observed phenomenon. Molecules adsorbed
from the atmosphere tend to build in a certain manner
into the dielectric layer, thus forming the surface cen-
ters capable of changing their charged state under the
action of either an external field or the adsorbed polar
molecules. The results of our experiments (Figs. 1a and
1b) indicate that these surface states may lose electrons
and acquire a positive charge under the action of an
applied electric field of definite polarity. No such a
charging of the surface states takes place for the reverse
polarity (Figs 1a and 1b). This behavior allows us to
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
judge the sign of charging of the surface states under
the action of a definite polarizing field. 

The number of surface states is sufficiently large, as
evidenced by the depth of the “well” observed in the
hysteresis curve (Fig. 1b). When the voltage polarity is
changed and the charged states begin to operate, the
reverse branch of the I–U curve exhibit the correspond-
ing “bag.” At a relative small potential, a part of elec-
trons from adsorbed polar molecules occupy the sur-
face states by tunneling. As a result, the polar mole-
cules acquire a positive charge. As the potential
increases, the surface states are gradually filled and the
I–U curves exhibit a maximum current The value of the
potential at this maximum corresponds to the optimum
conditions for electron tunneling from polar molecules
to the surface centers. When the most part of the surface
centers is filled, the current begins to decrease with
increasing potential and the I–U curve exhibits a region
with negative differential conductivity. Here, the
trapped charges leave the surface centers by diffusion
00
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via the surface states (cf. [4]). For this mechanism to be
operative, the system must possess a sufficiently large
number of active surface states capable of accepting
charge carriers of a definite sign, which is provided by
applying a potential difference of certain polarity in the
initial stage. The molecules charged in this activated
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Fig. 2. The Time relaxation of the reverse current upon the
bias switching from forward to reverse in the samples
exposed to the air containing polar (ether) molecules:
(a) U ≥ 5 V; (c) U ≈ 4.5 V; curve (b) was measured for U =
10 V without additional exposure to polar molecules. 

t, s
TE
manner desorb from the surface to leave the adsorption
sites for the adsorption of new species and the process
outlined above is continuously repeated. 

In concluding, it should be noted that the proposed
theoretical model admits analytical description. The
results of this investigation, including a theoretical
analysis, will be reported in more detail in further pub-
lications. 

REFERENCES 
1. A. N. Laptev, A. V. Prokaznikov, and N. A. Rud’, Pis’ma

Zh. Tekh. Fiz. 23 (11), 59 (1997) [Tech. Phys. Lett. 23,
440 (1997)]. 

2. É. Yu. Buchin, A. N. Laptev, A. V. Prokaznikov, et al.,
Pis’ma Zh. Tekh. Fiz. 23 (11), 70 (1997) [Tech. Phys.
Lett. 23, 445 (1997)]. 

3. É. B. Kaganovich, É. G. Manoœlov, and S. V. Svechnikov,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 33 (3), 327
(1999) [Semiconductors 33, 327 (1999)]. 

4. D. P. Bernatskiœ and V. P. Pavlov, Pis’ma Zh. Tekh. Fiz.
26 (6), 22 (2000) [Tech. Phys. Lett. 26, 233 (2000)]. 

5. H. Fujii, S. Kanemaru, T. Matsukawa, and J. Itoh, Jpn. J.
Appl. Phys. 38, 7237 (1999). 

6. É. Yu. Buchin and A. V. Prokaznikov, Pis’ma Zh. Tekh.
Fiz. 23 (6), 1 (1997) [Tech. Phys. Lett. 23, 210 (1997)]. 

7. É. Yu. Buchin and A. V. Prokaznikov, Pis’ma Zh. Tekh.
Fiz. 23 (6), 80 (1997) [Tech. Phys. Lett. 23, 244 (1997)]. 

8. Yu. E. Babanov, A. V. Prokaznikov, N. A. Rud’, and
V. B. Svetovoœ, Phys. Status Solidi A 162, R7 (1997). 

9. Yu. E. Babanov, E. Yu. Buchin, A. V. Prokaznikov, et al.,
Phys. Low-Dimens. Struct. 7-8, 77 (1999). 

10. C. Cadet, D. Deresmes, D. Vuillaume, and D. Stlevenard,
Appl. Phys. Lett. 64 (21), 2827 (1994). 

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000



  

Technical Physics Letters, Vol. 26, No. 12, 2000, pp. 1053–1054. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 23, 2000, pp. 55–58.
Original Russian Text Copyright © 2000 by Randoshkin, Vasil’eva, Plotnichenko, Pyrkov.

                                                                                   
Optical Absorption in Cobalt-Containing Epitaxial Films 
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Abstract—The optical absorption of di- and trivalent cobalt ions embedded in single-crystalline films of gad-
olinium gallium garnet was observed in the samples grown by liquid-phase epitaxy from supercooled solution
melts based on PbO–B2O3 and PbO–B2O3–GeO2 systems. © 2000 MAIK “Nauka/Interperiodica”.
Single crystals of MgAl2O4 doped with Co2+ ions
can be used as saturable absorption filters in the near-
infrared (NIR) lasers [1]. This is due to the existence of
a broad absorption band in the λ = 1.3–1.6 µm wave-
length range in these materials.

The purpose of this study was to examine the possi-
bility to achieve similar effect with single-crystalline
films of gadolinium gallium garnet (GGG) doped with
cobalt ions. To do this, cobalt-containing garnet films
were synthesized by liquid-phase epitaxy from super-
cooled solution melts and their optical absorption spec-
tra were measured. The films were grown on
Gd3Ga5O12 (GGG) (111)-oriented substrates from
PbO–B2O3 (I) and PbO–B2O3–GeO2 (II) solution
melts. To provide for the charge compensation [2] in
the first case, cobalt should be mainly in the trivalent
state; only a small number of Co2+ ions can be present,
to compensate for the charge of Pb4+ and Pt4+ impurity
ions incorporated into the film from the solution melt.
In the second case, cobalt ions should occur in the diva-
lent state to compensate for the charge of Ge4+ ions,
which are mainly incorporated into a tetrahedral sublat-
tice of the garnet lattice.

The composition of solution melt I is determined by
the molar ratios

the composition of solution melt II is determined by the
ratios

R1 Ga2O3 Co3O4+( )/Gd2O3 14.42,≈=

R2 PbO/B2O3 16.03,≈=

R3 Gd2O3 Ga2O3 Co3O4+ +( )/ Gd2O3 Ga2O3+(=

+ Co3O4 PbO B2O3 ) 0.08,≈+ +

R4 Ga2O3/Co3O4 9.00;≈=

R1 Ga2O3 GeO2 Co3O4+ +( )/Gd2O3 30.77,≈=
1063-7850/00/2612- $20.00 © 1053
The films grown from solution melt I were colored
green and those grown from solution melt II were blue,
which indicates that the cobalt ions incorporated into
these films occur in different valence states. Parameters
characterizing the film growth process are presented in
the table, where Tg denotes the growth temperature, tg

the growth duration, and fg the growth rate. For compari-
son, data regarding the film grown from solution melt III,
based on a PbO–B2O3 system without cobalt [3], are also
included.

The film thickness h was determined by weighing the
substrate before and after the epitaxial growth [3, 4]. As
in [4], a difference between the densities of the film and
the substrate was neglected. The transmission spectra
of the films were recorded with a Perkin-Elmer
Lambda 900 spectrophotometer.

The figure represents transmission spectra of the
films grown from solution melts I, II, and III (curves 1,
2, and 3, respectively) and of the GGG substrate
(curve 4). One can see that sample 1 (see table) has a
broad absorption band in the IR range at λ = 0.9–1.63 µm

R2 PbO/B2O3 16.03,≈=

R3 Gd2O3 Ga2O3 GeO2 Co3O4+ + +( )/ Gd2O3(=

+ Ga2O3 GeO2 Co3O4 PbO B2O3 ) 0.15,≈+ + + +

R4 Ga2O3 GeO2+( )/Co3O4 20.35.≈=

Growth parameters of epitaxial single-crystalline films

Sample 
no.

Solution 
melt Tg , °C tg, min fg, µm/min 2h, µm

1 I 937 60 0.8 92.3

2 II 874 120 0.2 44.6

3 III 914 10 0.8 15.9
2000 MAIK “Nauka/Interperiodica”
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Spectra of the optical transmission T(λ) for epitaxial films with the nominal compositions (1) Gd3(Ga, Co)5O12, (2) Gd3(Ga, Ge,
Co)5O12, and (3) Gd3Ga5O12 and (4) for the undoped Gd3Ga5O12 substrate.
centered at λ = 1273 nm and relatively weak absorption
peaks in the visible range centered at λ = 565, 626, and
670 nm. These absorption features can be related only
to Co3+ ions. Sample 2 (see table) has a broad absorp-
tion band in the λ = 1.2–1.7 µm wavelength range and
weak absorption peaks centered at λ = 573, 615, and
658 nm, the absorption minimum being at λ = 504 nm.
As in [1], this broad absorption band can be attributed
to transitions from the ground state 4A2(4F) to the
4T1(4F) state of the Co2+ ion. The short-wavelength
edge in the transmission spectra of the films with the
nominal compositions Gd3(Ga, Co)5O12 (curve 1) and
Gd3(Ga, Ge, Co)5O12 (curve 2) is shifted to longer
waves, as compared toward the substrate (curve 4) and
the film with the nominal composition Gd3Ga5O12
(curve 3).

Thus, it is shown in this study that epitaxial cobalt-
containing single-crystalline films of gadolinium gal-
lium garnet exhibit optical absorption that is necessary
to create saturable absorption filters for the IR range.
TEC
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Abstract—Microwave power absorption in copper-modified α-C:H films (maximum copper content, 8%) was
studied in the 3.8–20 K temperature range. The EPR spectrum is interpreted as being due to a strongly aniso-
tropic absorption of isolated paramagnetic copper centers. A model for the formation of paramagnetic copper
centers involving oxygen atoms is proposed. At temperatures above 18 K, the system exhibits a nonresonance
absorption of the microwave power. The temperature dependence of this absorption signal is described by an
exponential law with the parameter ∆E = 250 ± 30 K. This temperature dependence is explained assuming the
existence of copper nanoclusters. The ∆E value can be considered as the depth of an energy well corresponding
to the nanocluster formation. © 2000 MAIK “Nauka/Interperiodica”.
In recent years, a considerable interest of research-
ers is drawn to the encapsulation of metal nanoclusters
in various media capable of protecting the metal parti-
cles from aggressive external media [1]. The possibili-
ties of using amorphous hydrogenated carbon (α-C:H)
as a universal material for protective coatings are well
known, being favored by the high strength, excellent
optical transparency in a broad spectral range, and
chemical inertness of this material. Owing to the
unique ability of carbon to exhibit different types of
hybridization of the valence atomic orbitals, the α-C:H
structure may accommodate various foreign inclusions,
the metal nanoclusters among these. The purpose of
this study was to identify the states of copper atoms,
incorporated into the α-C:H films, by the EPR spec-
troscopy techniques.

The copper-modified α-C:H films were prepared as
described elsewhere [2]. In order to decrease the prob-
ability of interaction between copper atoms, we have
preliminarily selected the samples characterized by a
minimum concentration of copper atoms. Data on the
compositions of modified layers determined by the
method of Rutherford backscattering (RBS) are pre-
sented in Table 1.

The EPR measurements were carried out on a
Bruker ER220D X-band (3 cm) spectrometer in a tem-
perature interval from 3.8 to 25 K. The samples were
prepared as single layers with thicknesses ranging from
1 to 10 µm grown on sapphire and silicon substrates.

The results of our EPR measurements can be sum-
marized as follows. At low temperatures, the EPR spec-
trum exhibits a single line with the parameters g =
2.149 ± 0.002 and ∆Hpp = 25 ± 3 G. The line intensity
variation with the temperature increasing up to T ≅
18 K is well described by the Curie law (Fig. 1). As the
temperature approaches T ~ 20 K, the samples exhibit
1063-7850/00/2612- $20.00 © 1055
a nonresonance anisotropic absorption of the micro-
wave power: a change in the sample orientation from
parallel to perpendicular relative to the magnetic field,
the intensity of absorption increases by a factor of 4.
The temperature dependence of the nonresonance
microwave absorption intensity (measured by the peak
height) can be described (irrespective of the copper
concentration) by an exponential law with the parame-
ter ∆E = 250 ± 30 K (Fig. 2). It should be noted that the
EPR measurements could not be conducted at temper-
atures above 25 K because of the extremely high inten-
sity of the nonresonance absorption.

Data on the relative concentration C of the paramag-
netic centers determined at T = 8 K and the intensity I
of the nonresonance microwave absorption (reduced to
the unit volume) are presented in Table 2. For compar-
ison, Table 2 also gives the copper concentrations CCu
determined by the Rutherford backscattering tech-
nique.

Thus, the results of our EPR measurements indicate
that modification of the α-C:H layers with copper
results in the appearance of paramagnetic centers. The
results of analyses of the copper-modified samples sug-
gest that the introduction of copper in large amounts
leads to the formation of inclusions, which explains the

Table 1.  Elemental compositions of the copper-modified
α-C:H films (at. %) determined from the Rutherford back-
scattering data

Sample 
no.

Copper, 
at. %

Oxygen, 
at. %

Hydro-
gen, at. %

Carbon, 
at. %

325 0.2 7 24 68.8

365 1 7 24 68

366 8 17 24 51
2000 MAIK “Nauka/Interperiodica”
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nonresonance microwave absorption. Taking into
account the angular dependence (anisotropy) of this
absorption intensity and the electron-microscopic data
(Fig. 3), we may suggest that the nonresonance micro-
wave absorption is related to the conduction channels
oriented perpendicularly to the carbon layer. The acti-
vation energy of the nonresonance absorption should be
considered as an average quantity characterizing the
probability of the charge carrier jumping between
metal inclusions.

An analysis of data on variation of the resonance
(EPR signal) and nonresonance microwave absorption
intensity with the copper concentration (Table 2) shows
that a growth of the copper content is accompanied by
saturation of the concentration of paramagnetic centers
and gradual increase in the concentration of inclusions.
It should be noted that, despite a considerable intensity
of the nonresonance microwave absorption and, hence,
a large content of copper entering into the inclusions,
no EPR signals due to copper atoms in this state were
detected. This implies that copper in the inclusions
occurs in a diamagnetic state with an electron configu-
ration of the 3d10 or 3d104s2 type.

Although the structure of inclusions cannot be
determined from EPR data, we may suggest that the

1
2

50

0
0.05 0.10 0.15 0.20 0.25 0.30

I, a.u.

1/T, K–1

Fig. 1. Temperature variation of the EPR signal intensity
from copper-modified α-C:H samples (1) no. 325 and
(2) no. 365.

Table 2.  Comparative data on the concentrations of para-
magnetic centers (EPR data), nonresonance microwave
absorption intensity (T = 20 K), and total copper content
(RBS data) in the α-C:H films studied

Sample no. C, 1020 cm–3 CCu, at. % I, arb. units

325 1.5 0.2 4.5

365 14.6 1 207

366 13.2 8 645
TEC
inclusions represent graphite fragments chemically
bound to copper atoms. In this context, we may com-
pare the results of calculations [3] and experimental
measurements of the temperature dependence of the
nonresonance microwave absorption intensity. Repre-
senting an inclusion by a rectangular potential well
possessing a single discrete energy level and taking the
electron activation energy from [4], we may determine
the well power as aU0 = 6.4 × 10–5 µm eV, where a and
U0 are the well size and depth, respectively. Taking the
well dimensions equal to a characteristic graphite ring
size a = 3.8 × 10–4 µm, we obtain an estimate U0 =
0.17 eV. According to the results of calculations [3], the
energy of a copper atom binding to a single graphite
ring is 0.67 eV. However, if the graphite fragment enter-
ing into the inclusion contains several copper atoms
bound to the rings, the electron activation energy must
decrease due to the tunneling induced level spitting in
the well. As a result, the electron binding energy in the
fragment will decrease to the above U0 value.

It is a more difficult task to explain the nature of the
paramagnetic impurity centers. The observed EPR
spectrum is due to isolated centers, which is indicated
by the observed temperature variation of the EPR sig-
nal intensity. If this spectrum were due to the clusters of
exchange-coupled copper ions, we would have to con-
clude that, first, the exchange integral is extremely high
and, second, only the clusters containing an odd num-
ber of ions are observed. This is hardly probable, even
for a considerable (Table 1) impurity concentration [5].
Taking into account a considerable shift of the g value,
we may ascertain that the paramagnetic centers repre-
sent Cu2+ ions. In order to interpret the observed tem-
perature variation of the EPR signal intensity, we have
to explain the freezing of the orbital momentum in cop-
per ions. This can only be done assuming the formation
of bonds between these ions and either matrix elements

1000

100

10

0.04 0.05 0.06

1/T, K–1

I, a.u.

Fig. 2. Temperature variation of the nonresonance micro-
wave absorption intensity in copper-modified α-C:H sample
no. 365.
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or some other impurity. By analogy with the states of
copper known in the coordination compounds [6], we
may suggest that copper atoms interact with carbons
via oxygen (bridging) rather than directly (this is indi-
cated by the data of layer analysis). Because of a con-
siderable electronegativity of oxygen, the ion copper is
subject to action of a strong crystalline fed of low sym-
metry (Fig. 4). An alternative variant is offered by the
formation of a bridge between carbon chains or some
other low-dimensionality structures existing in the
grown α-C:H films. In the latter case, the copper–car-
bon bonds can be distorted as a result of the Jahn–Teller
effect.

The action of a strong crystalline field of low sym-
metry upon the ground state of the Cu2+ ion determines
primarily the anisotropy of the magnetic moment of
this ion [7] and the anisotropy of the spin density in the
d electron shell. In particular, the d-shell spin configu-
ration may become completely axial, whereby the com-
ponent A⊥  of the hyperfine coupling tensor would
approach zero [7]. This assumption provides a quite
reasonable explanation of the observed low-tempera-
ture EPR spectrum appearing analogous to a powder
spectrum, while a transition with g = 2.149 should be
considered as representing a component corresponding
to g⊥ . The assumption concerning a strong anisotropy
of the hyperfine coupling tensor A also explains a small
width of this transition, provided the principal axes of
the A and g tensors would coincide. The absence of a
contribution due to the parallel component can be
understood, taking into account a variety of the possi-
ble structural types that may favor freezing of the
orbital moment of the copper ion. The line broadening
due to the g-value scatter is probably not as large, but a
considerable difference in the A|| tensor components
would account for the additional EPR line broadening
and, hence, for a decrease in the line intensity. Here, an
additional factor is a very small sample volume (the

1 µm

Fig. 3. Image of a cleaved α-C:H film sample obtained in a
scanning electron microscope, showing a texture with pre-
dominant orientation along the normal to the film surface.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
signal-to-noise ratio during the EPR measurements was
~100 at 3.8 K).

Conclusions. (1) The introduction of copper into
amorphous carbon films leads to the appearance of
paramagnetic centers, probably, with a structure sche-
matically depicted in Fig. 4. (2) At a sufficiently high
concentration, copper atoms bind to graphite fragments
and participates in the formation of diamagnetic inclu-
sions, rendering the material textured with a predomi-
nant orientation perpendicular to the layer. This texture
explains some features in the electric conductivity of
copper-modified α-C:H films.
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The Optical Characteristics of Plasma Formed 
by Laser Erosion of CdGa2Se4 and CdGa2S4 Crystals
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Abstract—The optical emission from fragments formed during a laser-induced erosion of the surface of
CdGa2Se(S)4 single crystals was studied. The laser plasmas were generated by pulsed radiation of a Nd laser
with a beam power density of (1–2) × 109 W/cm2. The laser plasma exists in the form of a nucleus with a diam-
eter of 2–3 mm, while no plasma torch is formed in the space above the target surface. In the 200–600 nm spec-
tral range, the main emission lines observed in the spectrum of the plasma obtained from a laser-eroded
CdGa2Se4 crystal corresponded to transitions from the lowest atomic energy levels of Ga(I), as well as to the
intense transitions between the electron states of Se(II) and Se(III). The emission spectra of the plasma from a
laser-eroded CdGa2S4 crystal surface exhibited a single intense line at 532.1 nm showing evidence of a prevail-
ing contribution of the S(II) (4s–4p) transitions. The optical data agree with the results of the mass spectromet-
ric analysis of the laser plasma generated from cadmium thiogallate crystals. The emission characteristics are
of interest from the standpoint of the plasma diagnostics and optimization of the technology of laser sputter dep-
osition of thin films with complicated compositions. © 2000 MAIK “Nauka/Interperiodica”.
The crystals of CdGa2Se4 and CdGa2S4 chalco-
genides, possessing cationic sublattices containing
transition elements and ordered defects, are wisely
used in practice in both bulk and film devices [1–5].
The chalcogenide films of the best quality are fabri-
cated by laser sputtering of single-crystal cadmium
thiogallates in vacuum [6]. However, the need in further
increasing the structural and stoichiometric quality of
these materials stimulates more detailed investigations
into the process of crystal sputtering.

Previously, the laser plasmas generated from
CdGa2Se(S)4 single crystals were studied in much
detail by the method of time-of-flight mass spectros-
copy [7]. It was established that the plasmas contains
elementary ion species, as well as the binary and ter-
nary complex ions. The relative amount of ions in the
laser erosion products was maximum for sulfur (or
selenium), although calculations of the binding ener-
gies of components in the CdGa2S(Se)4 compounds
give the values increasing from Cd to Ga and reaching
maximum for sulfur and selenium atoms. Additional
information about the main excited and ionized compo-
nents of the laser plasma can be obtained by spectro-
scopic techniques. These data would be also of value
for optimization of the process of laser sputter deposi-
tion and for the better understanding of mechanisms
involved in the interaction between pulsed laser radia-
tions and cadmium thiogallate crystals and in the pro-
cess of film deposition onto various types of substrates.
To our knowledge, no data were previously reported on
the optical characteristics of such laser plasmas.
1063-7850/00/2612- $20.00 © 21058
Below, we present the results of investigation of the
emission spectra of a laser plasma generated from sin-
gle-crystal cadmium thiogallates under the action of a
YAG:Nd3+ laser radiation.

The plasmas were generated with the aid of a
pulsed-periodic (f = 12 Hz) neodymium laser with a
pulse energy of 10–30 mJ and a pulse duration of 20 ns.
The laser beam focused onto a target surface produced
a bright emitting nucleus with a diameter of 2–4 mm.
The emission was taken from a regions spaced by r =
1–2 mm from the target surface. The target crystals
were mounted in a vacuum chamber evacuated to a
residual pressure of 3–7 Pa. The content of impurities
in the chalcogenide single crystals studied did not
exceed 10–5–10–7%. The samples were grown by a
method similar to that described in [7]. The emission
spectra were measured in the 200–600 nm wavelength
range using a setup comprising an MDR-2 monochro-
mator, a FEU-106 photomultiplier tube, and a KSP-4
recording amplifier. The registration system was pre-
liminarily calibrated us g the spectra of hydrogen and
band lamps [8]. The spectra were interpreted using the
reference data [9–12]. The relative intensities of
emission lines were measured with an error not exceed-
ing 5%.

Figure 1 shows typical emission spectra of the laser
plasma generated from cadmium thiogallates studied in
this work. Data on the assignment of the emission lines
and their relative intensities (J/kλ) are given in the table.
The maximum number of emission lines was observed
in the spectrum of plasma obtained from a CdGa2Se4
crystal. In this spectrum, the main emission lines corre-
000 MAIK “Nauka/Interperiodica”
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sponded to electron transitions from the lowest atomic
energy levels of Ga(I), as well as to transitions between
the electron states of Se(II) and Se(III). The emission
lines of Cd(I) at 372.9, 365.0, 283.7, and 261.7 nm had
low intensities. The emission spectra of the laser
plasma from a CdGa2S4 crystal exhibited virtually a
single intense line at 532.1 nm showing prevailing con-

450 500 550

(a)

(b)

λ, nm

S(II)
532.1 nm Ga(I)

417.3 nm

Ga(I)
287.4 nm

250 300 350 400 λ, nm

Fig. 1. Emission spectra of laser plasmas generated from the
surface of (a) CdGa2S4 and (b) CdGa2Se4 single crystals.

Intensity distribution of the emission spectra of laser plasmas
from cadmium thiogallates

λ (nm), 
atom or ion Transition E, eV J/k, a.u.

CdGa2Se4

417.3 Ga(I) 42P3/2–52S1/2 3.07 1.00

406.2 Se(II)+ – 17.84 0.90

  404.7 Se(III) – 19.38

403.3 Ga(I) 42P1/2–52S1/2 3.07 0.90

294.4 Ga(I) 42P3/2–42D3/2, 5/2 4.31 0.30

286.8 Gd(I)+ – 8.26 0.30

  287.4 Ga(I) 42P1/2–42D3/2 4.31

262.5 Ga(I) – 4.82 0.10

CdGa2S4

532.1 S(II) 4s' 2D1/2–4p' 2 17.40 1.00F7/2
0
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tribution of the S(II) (4s–4p) transitions. A relative
intensity of the line with λ = 545.5 nm corresponding

to the 4s4P5/2–4p4  transitions in S(I) did not exceed
5% of the intensity of emission at 532.1 nm.

This character of the emission intensity distribution
in the spectra of laser plasmas generated in cadmium
thiogallates indicates that CdGa2S4 crystals are more
stable as compared to the analogous selenium com-
pounds, which agrees with the conclusion based on the
mass spectrometric data. Indeed, the content of S+ and
Se+ ions in the mass spectra of the corresponding laser
plasmas was also maximum (38 and 46%, respectively)
[7]. Doubly charged selenium ions were not found in
the mass spectra, but weak spectral lines of Se(III) were
detected in the emission spectra of the laser plasma
(λ = 357.0 nm). The high content of excited sulfur and
selenium ions in the products of laser erosion is indica-
tive of a considerable activity of the laser-induced
plasma jet, which is a factor favoring the formation of
high-quality films with high adhesion to substrates. The
emission lines of Ga(I), Se(II), Se(III), and S(II) are of
interest from the standpoint of diagnostics of the laser
plasmas of cadmium thiogallates (Te , ne , metastable
level populations, densities of atomic species in the
ground state, etc.) by methods of nonstationary emis-
sion and absorption spectroscopy.

The most probable mechanism of the formation of
excited sulfur and selenium ions is that involving a
combination of the recombination processes in the
expanding plasma, which was previously proposed
in [7]. Taking into account a high relative content of
these ions and their large velocities and internal ener-
gies, we may suggest that these very ions determine the
initial stages of formation of laser-deposited cadmium
thiogallate films.

Thus, the results of our investigation of the laser
plasmas of cadmium thiogallates show that sulfur-con-
taining crystals are more stable than their selenium-
containing counterparts with respect to erosion by the
YAG:Nd3+ laser radiation. The main excited component
in the plasma, which are most pronounced in the emis-
sion spectra, are Se(II), Se(III), and S(II) ions despite
their having greater ionization energies as compared to
these of Cd(I) and Cd(II). The observed emission char-
acteristics are of interest from the standpoint of the
plasma diagnostics and optimization of the technology
of laser sputter deposition of thin cadmium thiogallate
films.
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Abstract—A self-consistent hybrid model of discharge in a plasma display cell is proposed, which provides an
adequate description of a nonlocal electron distribution in nonstationary cases. A comparative analysis of the
results of calculations based on the hybrid (nonlocal) and local models reveals considerable differences both in
the discharge structure and in the emission dynamics. © 2000 MAIK “Nauka/Interperiodica”.
A considerable interest of researchers in studying
the alternating current discharge in a plasma display
panel (PDP) cell is explained by both practical and fun-
damental reasons. On the one hand, knowledge of the
complex electrodynamic and plasmachemical pro-
cesses in PDP cells is necessary for developing new
PDP-based control electronic devices with improved
image quality and brightness. On the other hand, the
PDP cell operation involves fundamental gas-discharge
processes such as the electric breakdown, the formation
and decay of the cathode and quasineutral plasma lay-
ers, and the charge transfer from plasma to dielectric
surfaces. 

An important feature of these systems is that,
because of a small size of the PDP cells (~100 µm), the
nonlocal and nonstationary character of the electron
energy distribution function determines to a consider-
able extent the discharge electrodynamics and plasma
kinetics [1, 2]. As a result, the traditional approaches
used to model the stationary high-frequency and dc dis-
charges may no longer be applicable to modeling the
PDP cell discharge. 

Below, we present a hybrid one-dimensional model
for description of the alternating discharge in a PDP
cell. An important difference of this PDP cell from cells
in a collective user display (CUD) modeled in our pre-
vious study [3] consists in a much smaller interelec-
trode gap (d ~ 100 µm) in the present system. 

For a typical operating voltage, the absolute value of
the electric field strength in the cathode layer may be on
the order of 10–14 V/cm2 at a layer thickness of 10 µm.
The electron energy relaxation distance in this region is
comparable with a characteristic range of the electric
field strength variation. As a result, a flux of high-
energy electrons is generated at the cathode layer
boundary, which pass without energy losses through
the cathode layer and possess an anisotropic energy dis-
tribution. The ionization ability of these electrons at a
given point in the space is not characterized by the elec-
tric field strength at this point. Therefore, neither the
1063-7850/00/2612- $20.00 © 21061
local field approximation not the mean electron energy
approximation (used in the CUD model [3] to account
for the nonlocal electron energy distribution function)
can be used to describe ionization processes in the
plasma. 

In the proposed hybrid model, all electrons are con-
ventionally divided into two groups, slow and fast, and
the motion of fast electrons is described b solving a
nonstationary inhomogeneous Boltzmann equation by
the particle-in-cell Monte-Carlo (PICMC) method [4]
that takes into account the nonlocal character of the
electron energy distribution function. The transport of
slow electrons, ions, and neutral particles is described
in the diffusion–drift approximation analogous to that
employed in [3]. The system of continuity equations for
all components is closed by adding the Poisson equa-
tion describing the electric field 

(1)

and an equation describing the external electric circuit 

(2)

Here, ni , ne(slow), and ne(fast) are the concentrations of
positive ions and the slow and fast electrons, respec-
tively; Vg(t) is the total voltage drop across the inter-
electrode gap; d is the gap width; Vs is the applied volt-
age; Vd(t) is the additional voltage due to the electric
field of charges accumulated in dielectric layers; Cd =
230 pF/cm2 is the equivalent capacity per unit area of

the dielectric layers; and j*(t) = ( (z, t)dz)/d is the

mean electric current density. 

dE/dz 4πe ni ne(slow) ne(fast)––( )=

E zd

0

d

∫ Vg t( )–=

Vg t( ) V s Vd t( )+ V s j* t( ) td

0

t
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/Cd.+= =

j
0

d∫
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Fig. 1. The space–time evolution of electric field in the discharge calculated within the framework of the nonlocal model by the par-
ticle-in-cell Monte-Carlo method for a 90% Ne + 10% Xe gas mixture at a pressure of 560 Torr. 
The PICMC calculations according to the model
system of equations were performed for a 90% Ne +
10% Xe gas mixture at a total pressure of 560 Torr. In
this work, we have used a periodic pulsed voltage with
a frequency of 100 kHz with a rectangular pulse shape:
Vs = 273.5 V during the first half-period and Vs = 0 dur-
ing the second half-period. The calculation procedure
was conducted until reaching a stationary regime,
which was usually attained within 4–5 periods. 

The transition of an electron from fast to slow group
took place provided two conditions were satisfied: 

(3)

where E(z) is the electric field strength at a point where
the electron occurred and ε is the electron energy. The
critical (transition) field strength Etr in the first inequal-
ity (3) is selected so as to provide that electrons occur-
ring within the cathode layer (where the field strength
has a greater absolute value and a sharp spatial gradi-
ent) would be describes as belonging to the fast group.
However, a weak-field region behind the cathode layer
features the beam of high-energy electrons with aniso-
tropic energy distribution function, which have to be
also described by the PICMC method. For this reason,
the second inequality in (3) introduces an energy
threshold εtr for transition to the slow group. The εtr
value is selected below the first inelastic threshold
level. 

Figure 1 shows a pattern of the space–time evolu-
tion of the electric field according to the nonlocal
model proposed. As seen from this pattern, the field
strength remains virtually constant in space for the time
interval below 340 ns. The ion density increases with

E z( ) Etr, ε εtr,<<
TE
time to reach a level of 1012 cm–3, which disturbs the
initial electric field strength distribution and leads to the
formation of a quasineutral plasma region near the
anode. This region expands toward the cathode, with
the plasma density and the discharge current density
growing simultaneously. 

A maximum discharge current density is attained at
the time instant t = 361 ns. By that time, the electric
field is clearly separated into two regions: a cathode
layer (with a thickness of about 13 µm and a maximum
field strength of 1.5 × 10–14 V/cm2) and a quasineutral
plasma region where the electric field strength is small
as compared to that in the cathode layer. Note that, by
this time instant, the voltage drop across the discharge
gap has decreased to half of the initial level as a result
of charging of the dielectric layers. 

A comparison of the results of calculations accord-
ing to the nonlocal and local models reveals two signif-
icant distinctions. First, the time of the cathode layer
formation in the nonlocal model is ~360 ns, which
exceeds the analogous value for the nonlocal model by
a factor of 1.64. Second, the cathode layer width in the
nonlocal model is about 2.5 times that in the local case
(13 against 5 µm, respectively). 

The nonlocal character of the electron energy distri-
bution function is most clearly manifested by changes
in the cathode layer structure. The electron density
reaches approximately the same level in both models,
but at different distances from the cathode: 5 and 13 µm
for the local and nonlocal models, respectively. The
nonlocal character of the electron energy distribution
function near the cathode results in a markedly reduced
ionization rate in this region. Indeed, electrons acquire
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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Fig. 2. The space–time evolution of the density of the radiative states Xe*(3P1) of atomic xenon calculated by the particle-in-cell
Monte-Carlo method according to the (a) nonlocal and (b) local models. 
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a considerable energy upon traveling in a strong near-
cathode field. According to the local model, this energy
is spent completely to produce ionization of the gas
molecules immediately at the site where a given elec-
tron acquired this energy. In contrast, according to the
nonlocal model this energy is spent mostly in the region
of a weak field behind the cathode potential drop layer.
This difference is just what accounts for a considerable
shift in position of the electron density maximum. The
fast electrons penetrating into the weak-field region
provide for a significant level of gas ionization and
excitation in this region, which results in the appear-
ance of maxima in the density of states of atomic xenon

[Xe*(3P1) and Xe*(3P2)] and xenon dimers [ ( )]
at a considerable distance from the cathode. 

Figures 2a and 2b show typical patterns of the
space–time evolution of the density of the radiative

Xe2* Σ3 +
n

TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
states Xe*(3P1) of atomic xenon calculated according to
the nonlocal and local models, which clearly reveal a
difference between the cathode layer structures in the
two cases. In the nonlocal case, a maximum in the den-
sity of the radiative state is higher and is reached at a
much greater distance from cathode than in the local
model. In the region of a quasineutral plasma, the den-
sities of radiative states in the two models are close to
each other. 

The observed distinctions can be interpreted by con-
sidering the energy balance of the discharge. First, note
that an energy (~9 × 10–6 J/cm2) transferred to the elec-
tron component of the plasma accounts for 44 and 37%
fraction of the total discharge energy in the local and
nonlocal cases, respectively. It must be also noted that
this difference does not imply a decrease in the plasma
emission power in the nonlocal case. The electron
energy component is only markedly redistributed,
00
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Fig. 3. Time variation of the radiant energy density Qrad emitted from discharge in the (1) resonance (147 nm) and (2) dimer
(173 nm) lines. Solid and dashed curves are calculated according to the nonlocal and local models, respectively. 
whereby a greater proportion of this energy in the near-
cathode region is spent for excitation of the radiative
states and a smaller part, for ionization. In the weak-
field region of the positive plasma column, the nonlocal
and anisotropic effects are virtually not manifested and
hence, the concentrations of excited states calculated
by the two models are close to one another. 

An increase in the emission yield observed in the
nonlocal case is due to a higher proportion of energy
transferred to the excited states of xenon. The influence
of this factor on the total emission from discharge is
illustrated in Fig. 3 showing dynamics of the space-
integrated emission from plasma in the resonance and
dimer lines calculated by the two models. The pattern
for the nonlocal case exhibits, besides a time shift of the
emission onset, a considerable increase in the emission
intensity. 
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Abstract—Effects of the space charge on the microlens formation in glasses using the electric-field-assisted
ion exchange process have been analyzed by numerical methods. It is shown that the electric field strength in
the substrate is inhomogeneously distributed and decreases with time. Since the field-assisted migration
velocity depends on the field strength, these factors slow down the ion exchange rate and decrease the micro-
lens diameter below the values calculated assuming a homogeneous field strength distribution in the sub-
strate. © 2000 MAIK “Nauka/Interperiodica”.
Microlenses formed by ion exchange in glasses are
widely used in various optoelectronic devices for the
collimating focusing of light and for the coupling of
optical channels [1–2]. A well-known technology for
the fabrication of microlens structures is the electric-
field-assisted ion exchange (FAIE) [1, 3, 4]. Various
optical elements fabricated by the FAIE technology are
frequently modeled with neglect of the possible effects
of a space charge appearing as a result of the different
mobilities of ions involved in the exchange [5]. Below,
we will demonstrate that the presence of this space
charge in a glass substrate may result in a considerable
decrease in the rate of ion exchange in microlenses with
a diameter of the order of several hundreds of microns,
which must be taken into account for correctly model-
ing the corresponding technological process.

Let us consider the planar waveguide formation on
a glass substrate using the FAIE process in a melt of an
alkali metal (Me+) nitrate (Fig. 1). In the course of the
waveguide layer formation, sodium ions (Na+) in the
glass substrate are replaced by Me+ ions from the
nitrate melt. A refractive index profile formed in this
system in the presence of an external electric field
exhibits a stepwise shape. Let us divide the substrate
into two parts, the waveguide and nonwaveguide. Since
the chemical compositions of these layers are different,
they will generally possess different resistivities.
Below, d denotes the waveguide layer thickness and h,
the thickness of the remaining (nonwaveguide) part of
the substrate. Let v denote the part of the total constant
voltage U applied to the substrate during the FAIE pro-
cess, which drops across the waveguide layer.

Since the current densities in the two parts of the
substrate are equal, while their resistivities are differ-
ent, the waveguide–glass interface must feature a sharp
1063-7850/00/2612- $20.00 © 1065
change in the electric field strength. This change cannot
be explained by an inhomogeneity in the dielectric per-
mittivity profile, because experimental data indicate
that a difference in refractive indices between the
waveguide and the initial glass is on the order of 10%,
while the resistivity may change (according to the
Nernst–Einstein relationship) by a factor of several tens
to hundreds. Therefore, it is a space charge formed at
the waveguide–glass interface that accounts for a
change in the electric field strength.

Over a time interval δt, the waveguide layer thick-
ness d will change as described by the following rela-
tionship:

(1)

where δd is the increment of the planar waveguide
thickness, µ is the mobility of alkali metal ions Me+,
and E is the electric field strength in the waveguide
layer. Since the current density can be expressed as j =
U/(ρ1d + ρ2h) (ρ1 and ρ2 being the resistivities of the wave

δd µEδt,=

1 2 3 4 5
– +

Fig. 1. Schematic diagram illustrating the process of planar
waveguide formation by the field-assisted ion exchange
method: (1) glass plate (substrate); (2) planar waveguide
layer; (3) cathode; (4) melted alkali metal salt; (5) anode.
2000 MAIK “Nauka/Interperiodica”
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guide layer and the initial glass, respectively), the voltage
drop across the waveguide is given by the formula

(2)

Using formulas (1) and (2), we obtain

(3)

Upon integrating this relationship and solving the
resulting square equation, we arrive at the formula

(4)

As seen from this formula, the waveguide thickness is
a nonlinear function of the time and the applied voltage.

Figure 2 shows experimental data on the depen-
dence of the planar wave guide thickness on the applied
voltage measured in a glass substrate in the course of
FAIE with an AgNO3 melt. For comparison, these
experimental data were approximated by least squares
with a linear function and with a curve according to for-
mula (4). According to the traditional approach assum-
ing a homogeneous field distribution in the substrate,
the linear plot must pass through the origin (zero
waveguide in the absence of applied voltage) because
the refractive index profile has a stepwise shape. How-
ever, the approximated line intersects the ordinate axis
considerably above zero. In contrast, formula (4) well
describes the experimental data and tends to zero with

v
Ud

d ρ2/ρ1( )h+
------------------------------.=

δt
d ρ2/ρ1( )h+

µU
------------------------------δd .=

d hρ2/ρ1( )2 2µUt+[ ]0.5
hρ2/ρ1.–=

16

12

8

4

0 20 40 60

d, µm

U, V

Fig. 2. Dependence of the planar waveguide thickness d on
the applied voltage U: black circles show the experimental
data, dashed line is the linear approximation, and solid
curve is the approximation by formula (4).
TEC
decreasing applied voltage. The error of approximation
in both cases was about 0.5 µm. Formula (4) also qual-
itatively agrees with the results reported in [5, 6].

According to formula (4), the electric field strength
decreases with time. The thickness of microlenses may
reach several hundreds of microns for a substrate thick-
ness of the order of one millimeter. According to exper-
imental data [7] for a FAIE process of substituting Ag+

ions for Na+ ions in a glass substrate, the k = ρ1/ρ2 ratio
may acquire the values above 10. Assuming that d =
300 µm, h = 1 mm, and k = 10, we may conclude that
the field strength would differ from the initial value by
a factor of 4. According to formula (1), this change
would markedly slow the ion exchange rate.

For v @ U – v, formula (4) simplifies to

(5)

For a microlens diameter ten times greater than a hole
diameter in the metal mask, we may approximately
consider the field as spherically symmetric. Then, for a
constant electric field strength, the microlens radius is
proportional to t1/3, where t is the microlens formation
(exchange) time [8]. However, taking into account that
the field strength decreases with time, we may conclude
from formula (5) that the lens radius is approximately
proportional to t1/6. Indeed, according to the experi-
mental data [8], the effective field strength is about one-
tenth of the value applied. This difference is well
explained by the presence of the space charge leading
to a decrease in the field strength with time.

Thus, we have demonstrated that modeling of the
microlens fabrication by the field-assisted ion exchange
method must take into account the space charge effects,
which markedly slow the ion exchange rate.
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Abstract—Magnetooptical effects in a system with a 2D electron gas are considered, which are related to the
interference resonances appearing in a plane-parallel plate exposed to a weak magnetic field. A new method is
proposed for contactless measurements of the Hall conductivity in a 2D electron system. © 2000 MAIK
“Nauka/Interperiodica”.
As is known, the magnetooptical effects observed
for an electromagnetic wave incident on a two-dimen-
sional (2D) magnetically active electron system are
usually rather weakly pronounced [1–3] because the
region featuring the interaction between the incident
wave and the magnetically active medium is small.
However, the magnitude of this effect may rise consid-
erably upon excitation of a cyclotron resonance in the
2D electron system [4–6]. Here, the resonance mag-
netic field strength has a fixed value and is typically
rather large (up to 10 T) for real semiconductor struc-
tures. 

The purpose of this study was to analyze theoreti-
cally the magnetooptical effects in a structure with a 2D
electron gas related to the interference (dimensional)
resonances of the electromagnetic wave in the struc-
ture. In such a system, the resonance value of the exter-
nal magnetic field is not fixed and may be markedly
lower than that in the case of a cyclotron resonance. 

Similarly to the case considered previously [6],we
will consider a linearly polarized wave with a wave-
length λ normally incident onto a plane-parallel dielec-
tric plate (substrate) of thickness d featuring a 2D elec-
tron layer at one of the plate surfaces. The substrate is
exposed to an external magnetic field with the induc-
tion vector B0 oriented perpendicularly to the plane of
the 2D electron system. 

Let us introduce the following complex coefficients
of the wave conversion: 

(1)

where  is the complex electric field amplitude of

the incident wave;  and  are the complex elec-
tric field amplitudes of the reflected and transmitter
waves, respectively, with a linear polarization coincid-

rpp = 
Er

p( )

Ei
p( )---------, rsp = 

Er
s( )

Ei
p( )---------, t pp = 

Et
p( )

Ei
p( )---------, tsp = 

Et
s( )

Ei
p( )---------,

Ei
p( )

Er
p( ) Et

p( )
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ing with that of the incident wave; and  and  are
the complex electric field amplitudes of the reflected
and transmitter waves, respectively, with a linear polar-
ization perpendicular to that of the incident wave. 

We also introduce the complex coefficients of the
wave power conversion in the form of the energy flux
ratios: 

(2)

Here, the subscripts and superscripts have the same
meaning as those in expressions (1). Obviously, the
quantities rsp , tsp , Rsp , and Tsp also have a meaning of
the coefficients of conversion of the wave polarization. 

The values of the electric field amplitudes and the
energy fluxes for the transmitted and reflected waves
are calculated by solving the Maxwell equations in the
substrate and in the surrounding media (with the corre-
sponding boundary conditions at interfaces) taking into
account the response of the magnetically active 2D
electron system. The dielectric constants of the sur-
rounding media are taken equal to unity. The compo-
nents of the conductivity tensor for the 2D electron sys-
tem interacting with the magnetic field are determined
by the expressions 

(3)

where ω is the circular frequency of the wave; ωc =
|e|B0/m* is the cyclotron frequency; σ0 = e2Nsτ/m* is
the dc conductivity of the 2D electron system in the
absence of external magnetic fields; e, m*, Ns , and τ are
the charge, effective mass, surface concentration, and

Er
s( ) Et

s( )

Rpp = 
Pr
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Pi
p( )---------, Rsp = 

Pr
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phenomenological momentum relaxation time of elec-
trons in the 2D system. The numerical calculations
were performed using the parameters characteristic of
a 2D electron gas in GaAs-based semiconductor struc-
tures. 

The complex coefficient of wave conversion defined
by expressions (7) were used to calculate the polariza-
tion angles ψr , ψt , ∆r , and ∆t defined by the well-known
formulas: 

Figures 1 and 2 show the plots of the coefficients of
conversion for the wave power and the polarization
angles calculated for a weak magnetic field (B0 = 0.5 T)

ψrtan rsp

rpp

------ , ∆r

Im rsp/rpp( )
Re rsp/rpp( )
---------------------------,arctan= =

ψttan tsp

t pp

------ , ∆t

Im tsp/t pp( )
Re tsp/t pp( )
--------------------------.arctan= =

0.08

0.04

0

(a)
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(c)

0.8
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0

Rpp

90
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0
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(d)180

90

0

–90

–180
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∆r

1/λ, cm–1
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Fig. 1. The coefficients of conversion of the wave power and
the polarization angles for the reflected wave calculated for
εs = 12.8; Ns = 1012 cm–2; d = 4 × 10–2 cm; and B0 = 0.5 T. 
TEC
with neglect of the electron scattering in the 2D system
(1/τ = 0) The maximum values of the conversion coef-
ficients for the wave power and the polarization angles
ψr and ψt are obtained for incident waves with the
wavelengths corresponding to the case of a half-wave

plate λN = 2d /N, where εs is the dielectric constant
of the substrate plate and N is a nonzero integer. 

In the absence of a 2D electron layer, the substrate
with a half- wave thickness is completely transparent
for the incident electromagnetic wave (Rpp = 0, Tpp = 1).
The presence of the 2D electron layer somewhat shifts
the positions of minimum for the reflection coefficient
(Rpp . 0) and, accordingly, the positions of maximum
for the transmission coefficient (Tpp . 1); on the scale
of Figs. 1 and 2, these small shifts and the deviations of
Rpp and Tpp from zero and unity, respectively, are not
manifested. For a substrate with the half-wave thick-
ness, the minima in the reflection coefficient Rpp appear

εs
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–180
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Fig. 2. The coefficients of conversion of the wave power and
the polarization angles for the transmitted wave calculated
for the same parameters as in Fig. 1. 
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as a result of addition of the p-polarized waves reflected
in the counterphase from the front and rear substrate
surfaces. 

The phenomenon of polarization conversion in the
system under consideration is related to the Hall cur-
rents induced by the external wave in the 2D electron
system. The oscillating Hall current induces s-polar-
ized electromagnetic waves in the structure. The inter-
ference between oscillations of the Hall current and the
current induced in the 2D electron plasma by the
s-polarized wave fields (excited by the Hall current in
the flat dielectric substrate layer) results in variation of
the intensity of the polarization conversion depending
on the incident wavelength (or depending on the sub-
strate plate thickness for a fixed wavelength). For a sub-
strate with a half-wave thickness, the s-polarized wave
reflected from the free surface induces a current in the
2D system plane, which oscillates in phase with the
Hall current. The total current in the 2D system excites
the s-polarized fields with still greater intensity and so
on. As a result, the conversion intensity exhibits a ten-
fold increase as compared to the case when no reflec-
tion takes place at the free surface of the substrate. Note
that, in practice, the latter situation most frequently
takes place due to deviation of the substrate surfaces
from the plane-parallel configuration (the correspond-
ing curves of the conversion coefficients are depicted
by dashed lines in Figs. 1a and 2a). In the opposite case
of a quarter-wave plate, the polarization conversion
process is virtually completely suppressed. Note that
the phenomenon under consideration does not depen-
dent on whether the 2D electron layer is situated at the
front or rear plate surface. 

In a substrate with a half-wave thickness, which is
completely transparent to the incident electromagnetic
wave, the process of polarization conversion proceeds
exactly in the same manner as if the 2D electron system
would occur in a homogeneous space with the dielec-
tric permittivity ε = 1. In this case, we may readily esti-
mate the efficiency of the polarization conversion. The

Hall current j(s) = –σ×  (induced by the electric field

 of the incident electromagnetic wave) generates

the magnetic fields  = ±2πσ× /c in the sur-
rounding media. These magnetic fields, in turn, excite

the electric vortex fields  = ±  (in the last two
expressions, the superscripts and subscripts refer to the
reflected and transmitted waves, respectively). As a
result, the 2D electron layer generates the s-polarized
electromagnetic waves. The energy fluxes of the
reflected and transmitted s-polarized waves are deter-
mined by the following formulas: 
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Using these expressions, the conversion coefficients (2)
can be written as 

(4)

The curves determined by expressions (4) are depicted
by dashed lines in Figs. 1a and 2a. The results of rigor-
ous calculations coincide with the values given by for-
mula (4) at sufficiently high frequencies 2πc/λ >
(2−3)ωc . 

It should be noted that formula (4) is also valid in
the presence of electron scattering in the 2D system.
This fact may serve a base for a simple method of con-
tactless measurements of the Hall conductivity at high
frequencies (ω > ωc) in real structures. As the frequency
is reduced, the accuracy of formula (4) obtained in the
approximation of preset current j(s) decreases. In the
general case, the current density j(s) has to be calculated
within the framework of the self-consistent approach

using the formula j(s) = –σ×  + σ⊥ . 

In the general case, the reflected and transmitted
waves are elliptically polarized (Figs. 1c, 1d, 2c, and
2d). In the substrate with half-wave thickness, the
polarization of the reflected wave is virtually com-
pletely transformed, whereby the polarization plane of
this wave is rotated by 90° relative to that of the inci-
dent wave (Figs. 1c and 1d). 
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Abstract—The silicon carbide particles with solid fractal formed in an electric arc discharge plasma exhibit
anomalous optical properties. In the 360–475 nm wavelength range, the level of light absorption in the fractal
structures of silicon carbide is 15–30 times that in single-crystalline SiC samples. © 2000 MAIK “Nauka/Inter-
periodica”.
Solid fractal structures formed as a result of the
cluster self-organization processes in open dissipative
systems represent essentially a new type of substance in
the condensed state. As is known, a fractal structure can
only be formed under certain physical conditions.
Unfortunately, the conditions required for the forma-
tion of such structures in particular substances and the
physical properties of the resulting systems are still
insufficiently studied and cannot be described within
the framework of the existing theories. Recently, [1] we
synthesized the fractal structures in carbon by spraying
graphite in an electric arc plasma. It was naturally sug-
gested that this method can be employed to obtain frac-
tal structures in other substances as well.

The available (albeit still insufficient) experimental
data indicate that the fractal structures may possess
unique physical properties. In particular, the fractal
structures of some porous materials are characterized
by highly developed internal surface (with a specific
area of 500 m2/g and above). The secondary emission
current generated in porous dielectrics with a fractal
structure bombarded with an electron beam may
exceed the primary beam current by three orders of
magnitude [2].

We obtained the samples of silicon carbide (SiC) by
spraying a mechanical mixture of silicon and carbon
(graphite) in the plasma of an electric arc discharge
generated at a current density of 1000–1200 A/cm2 and
a voltage of 15–25 V. The SiC particles with a solid
fractal structure were obtained in the form of a ring-
shaped deposit on a graphite cathode-substrate. The
X-ray diffraction analysis showed evidence of a finely
dispersed structure of the deposit.

The surface morphology of the deposit was studied
in a scanning electron microscope (SEM) of the REM-
300 type (Russia). The particle surface (Fig. 1a) exhib-
ited columnar formations with a diameter of 5–20 µm.
The columns are composed of spheroidal globules with
the average diameter of 0.8–3.0 µm (Fig. 1b) consist-
1063-7850/00/2612- $20.00 © 21070
ing, in turn, of the smaller spheroidal particles sized
0.30–0.45 µm. The latter particles consist of spherical
clusters with a still smaller size of 0.03–0.05 µm.

Analysis of the sample structure with the aid of a
scanning tunneling microscope showed the latter clus-
ters to be composed of small rounded and elongated
clusters 1–5 nm in size. Thus, the deposit exhibits a

(‡) 10 µm

(b) 1 µm

Fig. 1. SEM micrographs showing (a) columnar and
(b) spheroidal structure of the surface of SiC particles
deposited from an arc discharge plasma.
000 MAIK “Nauka/Interperiodica”
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dimensional and structural hierarchy, which is a charac-
teristic feature of the fractal structures. The deposit had
a highly porous structure with extremely developed
internal surface (as evidenced by the density amounting
to 50–60% of the value for bulk silicon carbide).

The optical absorption of the silicon carbide sam-
ples with the fractal and single-crystalline surfaces was
studied with an SDL-2 instrument operated in the
360−600 nm wavelength range. Figure 2 shows a plot
of the ratio k1/k2 of the absorption coefficients of the
fractal and single-crystalline SiC, respectively, versus
the incident light wavelength. In the wavelength inter-
val from 360 to 475 nm (i.e., for the photon energies
exceeding the forbidden band width in SiC), the fractal
structures in SiC absorb the electromagnetic waves
15−30 times stronger than does the single-crystalline
SiC. In the 475–550 nm interval the optical absorption
of SiC fractal structures gradually decreases to reach
(at 550–600 nm) a level only 2–3 times that character-
istic of the single-crystalline silicon carbide.

The experimental data described above agree with
the existing notions about the optical absorption pro-
perties of fractal aggregates composed of metal clusters
[3]. Indeed, the absorption coefficient of a fractal struc-
ture consisting of randomly arranged fractal aggregates
independently interacting with the incident electro-
magnetic waves is described by the formula

(1)

where k0 is the absorption coefficient of a SiC cluster
with the radius r, R is the radius of the fractal aggregate,
and D is the fractal dimensionality. The surface fractal
dimensionality in our structures was evaluated at 1.73 ±
0.05 and the R/r ratio was abut 10. Substituting these
values into formula (1), we obtain k /k0 ~ 18–19, which

k k0 R/r( )3 D– ,=
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
coincides in the order of magnitude with our experi-
mental data.

Thus, the SiC particles with a fractal structure stud-
ied represent a nonlinear medium that can be used in
absorption elements for the visible spectral range.
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Abstract—Dispersity of the initial niobium pentoxide powder used in the synthesis of niobate ceramics signif-
icantly affects the mechanical properties of these ferroelectric materials. The best mechanical properties were
observed in the samples of niobate ceramics characterized by a minimum deformation of the unit cells, corre-
sponding to certain intervals of the specific surface of the initial niobium pentoxide powder. These results must
be taken into account in the research, synthesis, and development of niobate ferroelectric ceramics for various
applications. © 2000 MAIK “Nauka/Interperiodica”.
Previously [1–3], we established that the mechani-
cal properties of ferroelectric ceramics based on alkali
metal niobates (niobate ferroelectric ceramics, NFCs)
are significantly affected by crystallochemical proper-
ties of their A-cations, the thermodynamic prehistory of
a particular material, and the character of the grain
structure formed in the course of the heat treatment.

It was established that there are different mecha-
nisms responsible for the self-fracturing of NFCs based
on lithium niobate [1] and sodium niobate [2]. In the
former case, the fracture is caused by internal mechan-
ical (thermoelastic) stresses acting upon the crystal
grains, which are developed as a result of their anisotro-
pic deformation. Here, the cracks propagate predomi-
nantly along the intergrain boundaries. In the latter
case, the disorder results from the combined action of
mechanical stresses of various origin. The internal
mechanical stresses determine the formation of cracks
of the Griffith type as a result of self-fracturing of the
coarsest grains or their aggregates (clusters). The mac-
roscopic stresses, arising as a result of the inhomoge-
neous composition and temperature gradients devel-
oped during rapid cooling of the samples, control prop-
agation of the initial cracks. In this case, the samples
exhibit disintegration into rather large, sufficiently
strong fragments.

Thus, it was concluded that the mechanical proper-
ties of NFCs depend to a considerable extent on the
technological regimes and processes involved in their
structure formation. In particular, we established an
optimum temperature interval for the sintering of
NFCs. Going beyond this range toward the higher sin-
tering temperature T1 causes the development of sec-
ondary intermittent recrystallization processes, which
1063-7850/00/2612- $20.00 © 21072
is accompanied by the rapid grain growth up to the crit-
ical size and by the crack formation.

Another important factor that may also affect the
mechanical properties of NFCs is the physicochemical
state of their main initial component—niobium pentox-
ide (Nb2O5)—in particular, the granulometric composi-
tion (not rated by the existing normative technological
documentation). This possibility was indicated by our
experimental results revealing a strong effect of the dis-
persity of the initial Nb2O5 powder on the structure,
microstructure characteristics, and electrical properties
of the final NFCs [4–6]. We have studied the Nb2O5
powders of various grades and established the possible
intervals of variation of the specific surface S of the ini-
tial material, which ensured the obtaining of final NFCs
possessing optimum properties.

The purpose of this study was to follow variations in
the mechanical properties of NFCs depending on the S
value of the initial Nb2O5 powder.

The experiments were performed with a PKR-35
material developed by us based on solid solutions of the
(Na,Li)NbO3 system [7]. The NFC samples were syn-
thesized using various Nb2O5 powders: the commercial
NBO-PT grade with S = 449–745 m2/kg from the
Pyshma ceramics plant (V. Pyshma, Urals region), a com-
mercial special purity grade with S = 210–1040 m2/kg
from the Krasnyœ Khimik plant (St. Petersburg), and a
Nb2O5 powder (of a special purity type) with S =
1852−5770 m2/kg prepared by a heterophase method at
the Mendeleev University of Chemical Technology
(Moscow). The mechanical properties were character-
ized by the ultimate tensile strength σ, measured using
a coaxial bending test, and by a fracture viscosity
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Plots of the structural parameters, microstructural characteristics, and mechanical properties of NFC samples versus the sur-
face area S of the initial Nb2O5 powders of various grades: (a) commercial NBO-PT grade (V. Pyshma, Urals region), (1) , (2) δR ,

(3) δRh , (4) Π , (5) σ; (b) special purity grade (Krasnyœ Khimik plant, St. Petersburg), (1) σ, (2) δR , (3) δRh , (4) ; (c) special purity
type powder prepared by a heterophase method (Mendeleev University of Chemical Technology, Moscow), (1) δR , (2) δRh , (3) Π .

D

D

parameter Π measured by the edge cleavage technique.
The tests were performed as described in [8] using disk
samples with a diameter of 10 mm and a thickness of
1 mm. The experimental results showing variation of
the σ and Π values as functions of the surface area S of
the initial powders are presented in Fig. 1 together with
data on the parameters of homogeneous deformation of
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unit cells in the coexisting rhombohedral (δR) and
orthorhombic (δRh) phases, the average ceramic grain

size ( ) taken from [4–6]. As seen, the mechanical
properties, as well as the parameters of crystal structure
and microstructure, exhibit a nonmonotonic variation
with an increasing surface area of the initial Nb2O5

powder. The positions of maxima in σ and Π are either
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the same as in δR , δRh , and  (when the latter extrema
coincide) or shifted toward minimum deformations of
the unit cell in the dominating rhombohedral R-phase
(NBO-PT and special purity grades).

This behavior can be explained by the decrease in
internal mechanical stresses in NFC samples with
reduced level of spontaneous deformations. Under
these conditions, even the growth in  does not nega-
tively affect the mechanical properties of niobium
ceramics, because the grain size is far from the critical
value initiating microcrack formation. A more perfect
character of the grain boundaries in the Nb2O5 powders
with S values falling within the optimum interval leads
to a better jointing conditions and, hence, provides for
the formation of more compact and stronger ceramics.

Thus, in fabricating piezoelectric NFC articles, it is
necessary to take into account a considerable effect of
the dispersity of the initial Nb2O5 powder on the
strength of final ceramics. The articles possessing high
mechanical properties can be obtained only using the
Nb2O5 powders with S values within the optimum
range reported in [4–6].
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Abstract—The soft X-ray line emission from a pulsed electron-cyclotron resonance discharge in argon, main-
tained by a high-power millimeter-wavelength beam in a magnetic mirror trap, was studied using a multilayer
mirror X-ray monochromator. The X-ray spectrum was measured, and the absolute spectral intensity of emis-
sion was determined in a 6–17 nm wavelength range. The discharge can be used as an effective source of soft
X-rays with an efficiency of the microwave to X-ray power conversion on a level of 10% and a maximum spec-
tral power density of 7.3 kW/nm at a wavelength of 9 nm. © 2000 MAIK “Nauka/Interperiodica”.
Nonequilibrium discharge in a heavy gas (Ar, Kr,
etc.) sustained in a magnetic trap by a high-power
microwave under the electron–cyclotron resonance
(ECR) conditions offers a promising source of the soft
X-ray (SXR) radiation (λ ≈ 1–20 nm) [1–4]. 

The SXR production in this source is determined by
the following mechanism. Under significantly nonequi-
librium discharge conditions (Te @ Ti , where Te and Ti

are the electron and ion temperatures in the plasma,
respectively), a large number of multicharged ion spe-
cies are formed, which occur in different charge (ion-
ization) states [5, 6]. The electron-impact excitation of
these species followed by their spontaneous radiative
de-excitation is just what accounts for the soft X-ray
line emission. The radiation intensity is proportional to
a product of the electron and multicharged ion concen-
trations (I ∝  NeNi), that is, to the square of the plasma

density  (under the quasi-neutrality conditions Ni ≈
Ne/ , where  is the mean ion charge in the plasma). In
this context, an especially attractive factor is the high-
power millimeter-wavelength radiation of modern
gyrotrons [7, 8], which may significantly increase the
plasma density (to Ne ~ 1014 cm–3 [9]) and maintain the
electron temperature on an optimum level for the for-
mation and excitation of multicharged ions (Te ~
1 keV). 

Our first experiments with ECR discharge pumped
with millimeter-wavelength gyrotron radiation [3, 4]
confirmed the high efficiency of the SXR line genera-
tion in this system: the microwave to X-ray power con-
version efficiency (at an X-ray wavelength on the order

Ne
2

z z
1063-7850/00/2612- $20.00 © 1075
of 10 nm) reached 25%. However, the first measure-
ments possessed a preliminary character and were per-
formed without providing for a sufficiently high spectral
resolution. The X-ray wavelength was estimated [3, 4]
based on analysis of the signals from absolutely cali-
brated X-ray detectors (SPPD-11-04 pin-diodes) using
interchangeable transmission filters made of various
materials. This analysis only allowed the soft X-ray
spectral range to be roughly estimated as extended from
4.5 to 12 nm. 

The microwave to X-ray power conversion effi-
ciency was estimated assuming that the X-ray intensity
and the spectral sensitivity of detectors are constant in
the range studied. In order to determine more precisely
the SXR generation efficiency, it was necessary to
study the emission spectrum more thoroughly. For this
purpose, we have measured the SXR line spectrum
using a monochromator based on a multilayer X-ray
mirror. 

The experiments were performed on a setup sche-
matically depicted in Fig. 1. The microwave pumping
radiation was produced by gyrotron 1 operating at a fre-
quency of 37.5 GHz with a pulse duration of 1 ms and
a maximum microwave power of 130 kW. The linearly
polarized gyrotron radiation was focused by a dielectric
lens 2 into a vacuum discharge chamber 3, the micro-
wave intensity in the focal plane being no less than
10 kW/cm2. The working gas (argon) was supplied to
the chamber via a pulse valve 4. The vacuum chamber
was placed into an axisymmetric magnetic mirror trap
composed of two identical solenoids 5 and 6 connected
in series. The magnetic field pulse duration in the trap
2000 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic diagram of the experimental setup (see the text for explanations). 

To vacuum pump
was 13 ms. The maximum value of the magnetic field
strength in the plugs was 2.5 T, the length of the mag-
netic trap was 25 cm, and the mirror ratio was 3.4. 

The SXR line emission intensity was measured
with a monochromator employing a multilayer X-ray
mirror 7 as the dispersive element and an absolutely
calibrated pin-diode 8 of the SPPD-11-04 type as the
X-ray detector. The pin-diode input window was pro-
tected from visible and UV radiation by a deposited
aluminum layer. The X-ray mirror and detector were
mounted on a ϕ – 2ϕ goniometer. This scheme, while
providing a moderate spectral selectivity, possessed a
sufficiently high sensitivity. In our experiments, the
multilayer mirrors were based on Mo–B4C (operating
range 6.5–13 nm) and Mo–Si (12.6–20 nm) structures.
The mirror reflection factor varied within 0.1–0.4,
depending the wavelength range [10]. The instrumental
transmission function width, also depending on the
wavelength, varied from 1 to 2 nm. 

Figure 2 shows the results of our spectral measure-
ments plotted as the SXR line intensity versus wave-
length. The data were processed so as to take into
account the spectral selectivity of the pin-diode, the
reflection factor of the multilayer X-ray mirror, and the
width of the instrumental function; the measurements
were taken at a maximum microwave power (130 kW)
and an optimum argon pressure (p ≈ 2 × 10–4 Torr). The
spectral resolution was rather low, the system being
uncapable of resolving the individual lines of emission
from multicharged ions. Nevertheless, the results of
these measurements allowed us to determine the total
power of SXR radiation generated by ECR discharge at
a markedly higher precision as compared to that
achieved previously [3, 4]. 

Under the experimental conditions studied, the size
of the plasma region from which the radiation was
taken (~6 cm) was markedly smaller than the distance
from the plasma to the detector (36 cm). For this rea-
son, the total SXR line emission power was estimated
TE
by approximating the discharge with a point X-ray
source situated at the center of the magnetic trap.
Assuming the X-ray emission distribution to be isotro-
pic, the total SXR power generated by the ECR dis-
charge was evaluated as 16 kW. This allowed us to esti-
mate the microwave to SXR power conversion effi-
ciency as 16/130 < 0.12. 

Thus, the results of our experiments confirmed the
previous conclusion that the main part of the soft X-ray
line emission from an ECR discharge in a heavy gas,
sustained by a high-power microwave beam in a mag-
netic mirror trap, falls within the wavelength interval in
the region of λ ~ 10 nm. The ECR discharge is an effec-
tive source of soft X-ray line emission with a micro-
wave to X-ray power conversion efficiency on the level
of 10%. 
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Fig. 2. The plot of absolute spectral intensity versus wave-
length for the SXR line emission measured by a pin-diode
at a distance of 36 cm from the electron–cyclotron discharge
center. The emission was taken from the region accounting
for a ≈1/20 of the total plasma volume. 
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Abstract—The noise characteristics of YBa2Cu3O7 – x films prepared by the laser ablation technique on SrTiO3
substrates were studied. The epitaxial YBCO films possess a perfect structure and are characterized by a narrow
superconducting transition, strong pinning, and a very small flicker noise. In the normal state, the 1/f noise
increases with the dislocation density. The minimum noise level with a Hooge parameter of (2–3) × 10–6 was
observed at a disc location density of 8–12 µm–2. © 2000 MAIK “Nauka/Interperiodica”.
The investigation of the nature of noise in high-tem-
perature (high-Tc) superconductor (HTSC) films and
the study of a relationship between the noise level and
parameters of the film deposition technology are
important steps on the way to increasing noise thresh-
old characteristics of various cryoelectronic devices
such as SQUIDs and IR detectors (including bolome-
ters) [1, 2]. It should be noted that, owing to develop-
ments in the HTSC film technology since the discovery
of high-temperature superconductivity, the Hooge
noise parameter α(100 K) in the normal state of modern
materials has been reduced from 106 to 10–4 [1–3]. Nev-
ertheless, even a minimum α(100 K) value reported for
HTSC films is several orders of magnitude higher than
the α values typical of semiconductors.

Another point of practical interest are the HTSC films
characterized by strong pinning and, accordingly, high
values of the critical current density jc. Recently [4], it
was reported that structurally perfect YBCO films were
1063-7850/00/2612- $20.00 © 21078
obtained on SrTiO3 substrates and characterized by jc =
108 A/cm2 at T = 4.2 K. In this context, it was of interest
to study the structural, charge transport, and noise prop-
erties of these films simultaneously.

The epitaxial c-oriented YBa2Cu3O7 – x films with
a   thickness of 160–200 nm were deposited onto
(100)SrTiO3 substrates by the laser ablation technique
using a pulsed excimer laser [5]. The SrTiO3 substrate
plane orientation relative to the c-axis varied within
0.078°–0.14°. The YBCO films possessed a highly per-
fect structure, which was confirmed by a small FWHM
value ∆ω of the 005 peak on the X-ray rocking curve
(see table). The test samples, having the form of bridges
(dimensions indicated in the table) between Ag con-
tacts, were prepared by standard photolithographic
techniques. The samples were mounted in a vacuum
cavity of a liquid-nitrogen cryostat. The structure qual-
ity was checked by X-ray diffraction. The dislocation
density (DD) in the films was controlled by changing
Characteristics of YBCO films

Parameter
Sample

11B 67A 13A* 13PA1 13PA2

t, nm 202 154 158 158 158

A, µm2 6 × 500 17 × 50 45 × 500 17 × 500 25 × 500

Rn, Ω 252 32 79 150 100

∆ω, deg 0.1 0.14 0.17 0.17 0.17

DD, µm–2 12.5 8.3 99 99 99

α(300 K) × 10–4 7.0 0.78 220 4.7 8.4

α(100 K) × 10–6 2.0 3.0 1000 43 160

Notes: * unannealed sample; Rn is the sample resistance in the normal state at T ~ 100 K.
000 MAIK “Nauka/Interperiodica”
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the substrate temperature in the course of the laser-
sputter deposition. The DD was determined by chemi-
cal etching in combination with the atomic force
microscopy, and the critical current density was mea-
sured by the torsional-magnetometric technique [4].

The HTSC film noise was measured by connecting
the sample bridges in a scheme with load resistor. The
signal was transferred to the preamplifier input via a
resonance step-up transformer, which provided for a
noise level of the measuring circuit on a level of
0.2 nV/Hz1/2 at a frequency of f = 12.5 Hz for a bridge
resistance of Rb < 1 Ω and 1 nV/Hz1/2 for Rb > 30 Ω.
The transformer was not used during the noise spec-
trum measurements in the frequency range from 1 to
80 Hz. In this regime, the sensitivity of the measuring
circuit was determined by the preamplifier noise, which
amounted to 4 nV/Hz1/2 f = 12.5 Hz. Since the films
exhibited a very low excess current noise in the normal
state, it was necessary to use bias currents with a den-
sity of up to 106 A/cm2.

The noise level as a function of the sample resis-
tance and bias current density was studied in the tem-
perature interval from 78 to 300 K. The DD value was
varied from 8 to 100 µm–2. The temperature depen-
dence of dR/dT was studied by measuring the YBCO
bridge response under modulated IR irradiation. The
noise properties of various samples were compared in
terms of the well-known Hooge noise parameter α =

NAft/(IR)2, where  is the spectral power den-
sity of the 1/f noise, I is the bias current, N is the charge
current density in the HTSC film (in the normal state,
N = 1021 cm–3), A is the bridge area, t is the bridge thick-
ness, and f is the frequency [6].

The main results of our investigations are summa-
rized in the table and in Figs. 1 and 2. The YBCO films
studied exhibit a narrow superconducting transition at
Tc = 89.0 K (Tc < 0.5 K). It should be noted that all the
bridge samples remained fully superconducting
(Rb = 0, T = 78 K) at j = 4 × 106 A/cm2, whereby no
excess noise was observed above the noise level of the
measuring circuit (~0.2 nV/Hz1/2). As seen from Fig. 1,
the room-temperature noise spectrum of a sample with
high dislocation density (DD = 99 µm–2) is close to a
typical pattern of 1/f a noise with a ~ 1.1. At the same
time, a sample in the normal state exhibits a weaker fre-
quency dependence at f < 10 Hz.

The Hooge noise parameter α(100 K) is markedly
smaller for the samples with low dislocation density
(DD = 8.3–12.5 µm–2) than in those with high DD value
(99 µm–2). The best samples in the normal state are
characterized by α(100 K) = (2–3) × 10–6. For these α
values, the current noise exceeds the Johnson noise
only by a factor of 1.5–2. In the samples with DD =
99 µm–2, the Hooge parameter did not fall below
(43−160) × 10–6, and even this level was achieved after
an additional annealing that improved the crystal struc-

V1/ f
2 V1/ f

2
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ture of the YBCO film. As a result of this annealing, the
α(100 K) value in samples of the 13A type decreased
(e.g., by a factor of 23 for 13PA1) but still remained
above the noise level observed in the samples with low
dislocation density. Apparently, the annealing reduced
the density of defects acting as a source of noise. Note

1 10 100
1, E-17

f, Hz

V 2n, V2  Hz–1

1, E-16

1, E-13

1, E-14

5

Fig. 1. Noise power density spectrum (f) of the 13A

sample measured at (1) T = 92 K (Rb = 79 Ω; I = 29 mA) and
(2) T = 300 K (Rb = 222 Ω; I = 13 mA).
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Fig. 2. Temperature variation of (1) the sample resistance R,
(2) dR/dT, and (3) the noise voltage Vn at a frequency of f =
12.5 Hz for the 13PA2 sample (I = 8.8 mA; Rb = 100 Ω;

TCR = 5.8 K–1).
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that the α(100 K) value in annealed samples approached
the level typical of samples with a low dislocation den-
sity. This experimental fact indicates that the excess
noise at room temperature is weakly dependent on the
dislocation density. Apparently, there are some other
factors (e.g., oxygen transitions between positions 01
and 05 of the CuO planes in the lattice) that play an
essential role in the mechanism of the 1/f noise in this
temperature interval [7].

Figure 2 shows the results of noise measurements
performed with one of the bridge samples in the region
of the superconducting transitions, where the 2/f noise
exhibits an extremal shape. As seen, the noise peak
coincides in position with the dR/dT maximum. Since
no noise spectrum measurements (hindered by the
transformer operating in the resonance regime) in the
region of the superconducting transition were per-
formed in this stage, we can only make preliminary
conclusions concerning the nature of this noise. Not
excluding the sources related to equilibrium or local
temperature fluctuations [8, 9] or the conductivity fluc-
tuations due to variations of the superconducting phase
fraction during the current passage in the transition
region [10], we nevertheless believe that the noise peak
in the middle of the transition is related to a phonon
noise of the HTSC bridge connected to the bottom of
the liquid-nitrogen vessel via a thermal conductivity G.
This noise component is inherent in bolometers used as
thermal radiation detectors. In this case, the thermal
regime of the YBCO bridges is the same as that
employed in bolometers.

For the 13PA2 sample, the measured characteristics
are R = 35 Ω, I = 8.8 mA, G = 3.5 × 10–3 W/K, and the
temperature coefficient of resistance (TCR) is 5.8 K–1.
Taking into account these values and the calculated
heat capacity of the SrTiO3 substrate (5 × 5 × 1 mm),
the calculated phonon noise at the point of the super-
conducting transition (where the TCR value is maxi-
mum) is 1.1 × 10–8 V/Hz1/2 for f ! 12.5 Hz, which is
two times the value measured at f = 12.5 Hz. For the
11B sample, the discrepancy factor is 4.5. The differ-
ence between the measured noise level and the calcu-
lated value is probably explained by a large time con-
stant of the “bolometer structure” comprising the
bridge and a massive substrate. The calculation did not
take into account a decrease in the phonon noise level
TE
related to a thermal time constant that was not mea-
sured. To elucidate the peak noise mechanism, it is nec-
essary to study the noise of HTSC bridges of smaller
size in which the thermal conductivity is determined
only by the thermal resistance at the film–substrate
boundary, while the effect of the substrate heat capacity
upon the phonon nose frequency spectrum can be
ignored.

In concluding, it should be pointed out that the
YBCO films studied are the first HTSC films character-
ized by a Hooge noise parameter in the normal state on
a level of ~2 × 10–6, which is close to the values in crys-
talline semiconductors. It was established that the
excess noise drops with decreasing dislocation density.
The record noise characteristics are provided by the
perfect structure of the YBCO films grown on high-
quality SrTiO3 substrates. The YBCO films grown pre-
viously on the SrTiO3 substrates with ∆ω = 0.3 deg pos-
sessed a markedly higher value of the Hooge noise
parameter: α(100 K) = 3 × 10–4 [2].
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Abstract—A model is proposed for the process of laser-induced fracture in transparent dielectrics. The fracture
occurs when mechanical stresses created in the crystal lattice by a spatially inhomogeneous cloud of nonequi-
librium electrons exceed a threshold value. Relationships between of the mechanical stresses, the laser beam
parameters and the crystal properties are established. Regions of the most probable primary crack formation are
determined. © 2000 MAIK “Nauka/Interperiodica”.
The problem of determining the mechanism of
laser-induced damage in solids arose simultaneously
with the initial observations of this effect [1]. There are
several reviews devoted to this problem [2–6]. In trans-
parent dielectrics, the following destructive mecha-
nisms are considered as most important:

(i) Thermal mechanisms (ohmic losses, heating of
the sample up to the melting and evaporation tempera-
tures, formation of thermoelastic stresses, and thermo-
chemical processes).

(ii) Phonon mechanisms (generation of hypersound,
optical phonons, and acoustoelastic stresses).

(iii) Mechanisms related to the lattice imperfections
(dislocations; residual mechanical stresses; and impuri-
ties, which are universally present in pure samples).

(iv) Mechanisms connected with the nonuniformity
of laser beam caused by the self-focusing and the gen-
eration of ponderomotive forces.

(v) Mechanisms associated with the electron ava-
lanche formation and the multiphoton optical absorption.

Considering various experimental conditions, pref-
erence is given to different destructive mechanisms;
however, experimental data do not usually agree well
with numerical results [4, 5] and the main laser-induced
damage mechanism has not been chosen. From time to
time, new hypotheses concerning the destructive mech-
anisms appear, which require experimental verification.
Among these, we can mention nonthermal mecha-
nisms of the direct action of intense light on the lattice
leading to the defect formation and amorphization of
the crystal [7, 8] as well as similar thermal mecha-
nisms [9].

At the same time, the problem of describing the
laser-induced damage becomes more topical because of
a rapidly increasing number of engineering applica-
tions of high-power lasers and utilization of a laser
1063-7850/00/2612- $20.00 © 21081
radiation with new parameters (ultraviolet spectral
range, femtosecond pulses). In view of the importance
of the discussed problem, it would be expedient to
recall a mechanical fracture model [10] that takes into
account mechanical stresses arising in the crystal due to
the scattering of nonequilibrium electrons by the crys-
tal lattice. In [10], a spherically symmetric layer of
thickness h enveloping the focal region was considered.
A difference between the pressures of light-heated
electrons inside and outside the layer causes the exten-
sion and, upon exceeding the levels of tolerable
mechanical stresses, mechanical fracture of this layer.
A model proposed in [10] is not very good because the
h-layer is specified arbitrarily. In this paper, we
describe a more rigorous model of this type that does
not use arbitrarily selected layers and present some
numerical results obtained with this model. The results
correlate well with known experimental data. The
scheme used to obtain these results is as follows:

1. We consider a spherically symmetric cloud of
nonequilibrium electrons with the concentration ne(r)
and the “temperature” Te(r). In the case of transparent
dielectrics, this cloud is formed as a result of either a
multiphoton optical absorption or an electron ava-
lanche formation (the model can also be extended so as
to apply to other objects).

2. We take into account the scattering of nonequilib-
rium electrons by crystal imperfections, which include
phonons, impurities, dislocations, metal inclusions,
grain boundaries, and the sample surface. In this study,
we restrict our consideration to the scattering of elec-
trons by charged impurities usually present in pure
transparent dielectrics.

3. The electron scattering causes the transfer of an
excess momentum to the lattice and the appearance of
a bulk density of mechanical forces F(r). The forces
F(r) have a spherical symmetry whose center coincides
000 MAIK “Nauka/Interperiodica”
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with the center of the focal spot. These forces are
directed radially from the focus center and act upon the
lattice.

4. Following [11], we can formulate and then
approximately solve a differential equation determin-
ing mechanical stresses in the sample exposed to forces
F(r). In this case, it was found that tangent stresses are
extending and are equal to

(1)

where ni and σi are the concentration and the cross sec-
tion of scattering centers (charged impurities); ne and Te

are the concentration and the “temperature” of non-
equilibrium electrons at the center of the focal spot; σ
is the Poisson ratio; r is the distance from the spot cen-
ter to the observation point; α = –2(r/a)2, where a is the
Gaussian distribution parameter for the intensity of the
laser beam causing the generation and heating of non-
equilibrium electrons.

Stresses (1) extend the lattice. They may cause the
formation of a primary crack (in this case, the primary
crack is a part of the spherical surface centered at the
laser beam focus, which agrees with numerous experi-
mental observations, see, e.g., [12]) and the develop-
ment of this crack up to a macroscopic fracture of the
sample. The primary crack is formed if the inequality
σθθ ≥ σth is satisfied. This inequality represents a natu-
ral threshold condition for the mechanical fracture
caused by the laser radiation. We do not consider the
effects of the radial contraction and extension of the
lattice, although these effects are of great interest
for the problem of laser-assisted compaction of sub-
stances.

5. Upon solving the differential equation, we can
find a maximum value of the tangent stress σθθ. This
maximum occurs at a distance r0 from the focal spot
center, where

(2)

It is at this distance from the center that we may expect
the formation of a primary crack.

The primary crack formation increases the scatter-
ing cross section and the local density of forces F(r),
which initiates an avalanche destruction.

The primary crack symmetry, the effect of residual
stresses (which lower the fracture threshold and can be
removed by annealing the sample), similar effects for
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foreign inclusions and dislocations, the lowering of the
fracture threshold upon the passage to a damaged sur-
face layer with decreased value of the threshold stress
σth , and the macroscopic character of the scattering of
nonequilibrium electrons by the surface causing the
chip-out of a cone-shaped part—all these consequences
of a proposed mechanism of the laser-induced fracture
agree well with experimental facts (see, e.g., [2]).

In order to derive estimates for assessing the validity
of a proposed mechanism of the laser-induced fracture,
let us consider a sample (glass) with the Poisson ratio σ
of about 0.25 and the ultimate tensile strength σth of
about 300 kgf/cm2 ≈ 3 × 108 din/cm2. In nonmetal sam-
ples, the ultimate strength for compression usually sub-
stantially exceeds that for tension; therefore, in this
study we do not consider problems related to contrac-
tion of the sample materials.

The dark electron concentration in pure transparent
dielectrics is usually estimated at 1014–1015 cm–3.
Therefore, we can assume that the concentration ni of
ionized impurities in the final stages of development of
the laser-induced avalanche is about 1015 cm–3. The
cross section for the electron scattering by the impuri-
ties (σi) can be estimated at 10–14 cm2 (we assume that
the scattering cross section is determined by the Debye
shielding radius and take into account the effect of the
low-frequency permittivity, whose order of magnitude
is estimated at 10). At the end of the laser pulse causing
the development of the electron avalanche and the
mechanical fracture, the concentration ne of nonequi-
librium electrons at the center of the focal spot is
assumed to be 1022–1023 cm–3 and the electron temper-
ature Te = 0.5 eV = 8 × 10–13 erg (probably, the latter
value is slightly understated; however, increasing the
temperature Te improves the estimates).

Then, for a laser beam with a Gaussian diameter of
a = 1 mm, we obtain that r0 ≈ 0.8a and σmax ≈ 7 ×
108 din/cm2. The latter value exceeds the strength
threshold σth even without accounting for the other
scattering mechanisms. This means that the proposed
mechanism can really account for the laser-induced
mechanical fracture in dielectrics.

REFERENCES

1. P. Meiker, R. Terhyun, and S. Sevidg, in Optical Quan-
tum Generators (Mir, Moscow, 1966).

2. Laser Radiation Effect (A Collection of Articles), Ed. by
Yu. P. Raœzer (Mir, Moscow, 1968), p. 390.

3. N. Blombergen, Kvantovaya Élektron. (Moscow) 1 (4),
786 (1974).

4. Laser-Induced Damage and Laser Radiation Scattering
in Solid Transparent Dielectric, Tr. Fiz. Inst. Akad. Nauk
SSSR 101, 147 (1978).
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000



MECHANICAL FRACTURE IN TRANSPARENT DIELECTRICS 1083
5. A. A. Manenkov and A. M. Prokhorov, Usp. Fiz. Nauk
148, 179 (1986) [Sov. Phys. Usp. 29, 104 (1986)].

6. M. F. Koldunov and A. A. Manenkov, in Laser-Induced
Damage in Optical Materials (SPIE, Bellingham, 1999),
Vol. 21, p. 3578.

7. V. N. Strekalov, Izv. Vyssh. Uchebn. Zaved., Fiz.,
No. 12, 90 (1988); No. 7, 5 (1989).

8. V. Strekalov, in Laser-Induced Damage in Optical Mate-
rials (SPIE, Bellingham, 1998), Vol. 20, p. 3244.

9. V. L. Komolov, Zh. Tekh. Fiz. 67 (5), 48 (1997) [Tech.
Phys. 42, 499 (1997)].
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
10. V. N. Strekalov, Author’s Abstracts of Candidate’s Dis-
sertation (Moscow Institute of Physics and Technology,
Dolgoprudnyœ, 1975); Tr. MFTI, Ser. Radiotekh. Élek-
tron. 9, 3 (1975).

11. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 7: Theory of Elasticity (Nauka, Moscow,
1965; Pergamon, New York, 1986).

12. J. Martinelli, J. Appl. Phys. 37, 1939 (1966).

Translated by A. Kondrat’ev
00



  

Technical Physics Letters, Vol. 26, No. 12, 2000, pp. 1084–1086. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 24, 2000, pp. 24–30.
Original Russian Text Copyright © 2000 by Ginzburg, Sultanov.

                                                                                         
Long Periods in Oriented Semicrystalline Polymers 
at Low Temperatures

B. M. Ginzburg* and N. Sultanov**
* Institute of Machine Science, Russian Academy of Sciences, St. Petersburg, Russia

** Tajik State University, Dushanbe, Tajikistan
Received June 19, 2000

Abstract—The reflection peak intensity in the small-angle X-ray scattering (SAXS) curves of oriented semic-
rystalline isotactic poly(propylene) and low-density poly(ethylene) films exhibits a reversible severalfold
decrease upon cooling the samples to –90°C. At the same time, the other supermolecular structure parameters
(long periods and the longitudinal dimensions of crystallites and amorphous regions, etc.) remain unchanged.
The observed reversible SAXS peak intensity variations are explained by the fact that a part of the polymer
chains penetrate from inter- to intrafibril (amorphous) regions or return back into the interfibril (crystalline)
regions. © 2000 MAIK “Nauka/Interperiodica”.
X-ray investigations of the effect of temperature on
the supermolecular structure of polymers were previ-
ously restricted for the most part to determining
changes in the long period d. It was established that the
d value increases with the temperature [1–3]. Much less
of the researchers’ attention was devoted to studying
changes in the intensity Im of the small-angle X-ray
reflections, although this value was known either to
increase with the temperature or exhibit a maximum [3].
These changes in Im were explained by transformations
of the supermolecular structure related either to the sur-
face fusion of crystallites (a decrease in Im) or to an
additional crystallization (increase in Im). It was
assumed that no changes at all take place in the super-
molecular structure at temperatures markedly lower
than the annealing temperature [3]. However, our
results reported below disprove this assumption.

The purpose of this work was to use the X-ray dif-
fraction method for detecting and studying reversible
changes in the supermolecular structure of oriented
semicrystalline polymers at temperatures markedly
lower than the temperature of preceding annealing.

Materials and methods. The samples of highly ori-
ented films made of a commercial isotactic poly(propy-
lene) (IPP) of the Moplen type were stretched to 400%
at 120°C and annealed with free ends for 1 h at 150°C.

The films of highly oriented commercial low-den-
sity poly(ethylene) (LDPE) with a viscosity-average
molecular mass of M = 25 × 103 were uniaxially
stretched to 350% at 85°C. Then the samples were stud-
ied either in the unannealed state or upon a 1-h anneal-
ing at 100°C with fixed ends.

The X-ray diffraction patterns of the samples with
free ends were obtained in a laboratory chamber. The
small-angle X-ray scattering (SAXS) curves were mea-
sured using a KRM-1 camera-monochromator, while
1063-7850/00/2612- $20.00 © 21084
the wide-angle X-ray scattering (WAXS) measure-
ments were performed with a DRON-2.0 diffractome-
ter (Burevestnik enterprise, St. Petersburg). Both
SAXS and WAXS measurements were conducted using
Ni-filtered CuKα radiation.

Experimental results and discussion. Figure 1a
shows a series of SAXS curves for IPP measured on
decreasing the sample temperature from room temper-
ature to –90°C. Analogous curves obtained in the
course of subsequent heating exhibited reversible
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Fig. 1. SAXS curves measured for IPP films at low temper-
atures (reversible variation) plotted in (a) usual coordinates
for T = 25 (1), 0 (2), –20 (3), –40 (4), –70 (5); –90°C (6) and
(b) in the reduced coordinates (for curves 1, 3, and 6 from
part a).
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behavior. As seen in Fig. 1a, the reflection intensity
decreases to less than half of the initial value without
significantly changing in shape. Moreover, the decrease
in intensity with the temperature is nonuniform.

Analogous measurements were conducted for
LDPE. The intensity of the SAXS reflections in these
samples also dropped to about half of the initial level.

The constant shape of the SAXS intensity distribu-
tion profile was confirmed by constructing the curves in
the reduced coordinates I/Im and θ/θm , where I and θ are
the intensity and the half-angle of scattering, respec-
tively, and the subscript “m” refers to values corre-
sponding to the maximum reflection intensity (Fig. 1b).
The reflection shape being constant in the reduced
coordinates implies that the intensity variations are
caused only by changes in the difference of densities of
the crystalline and amorphous regions (∆ρ = ρa – ρb).

Using the transformed curves, we have calculated
the structural parameters of polymer fibrils using a
method developed in [4].

It is interesting to note that neither the long period
nor the longitudinal dimensions of crystalline and
amorphous regions exhibit any significant changes
within the error of measurements. The unchanged crys-
tallite dimensions determined from the SAXS intensity
distributions was confirmed by the constant meridional
refection profiles observed for the wide-angle X-ray
scattering.

A decrease in the density difference ∆ρ = ρa – ρb

observed in the course of cooling may be related either
to a decrease in the density of the crystal lattice or to an
increase in the density of amorphous regions. A
decrease in the crystal lattice density on cooling is rare
in solids and is never detected in polymers. On the con-
trary, polymers exhibit a decrease in the crystal lattice
density on heating and an increase in the density, on
cooling [3]. Thus, a severalfold decrease in the SAXS
peak intensity can be explained only by the increasing
density in the amorphous regions.

A simple numerical estimate obtained taking into
account that the SAXS peak intensity in polymers is
proportional to (∆ρ)2 and the density of amorphous
regions amounts to 0.9 of the crystallite density, shows
that a 2- to 3-fold change in the reflection intensity
requires a 3–5% increase in the density of amorphous
regions. This increase may be related to a part of the
polymer chains penetrating into these regions from the
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
interfibril space. The reverse process, whereby the
chains return back to the interfibril space on heating,
would account for the increase in intensity of the SAXS
peaks.

Figure 2 shows the pattern of variation in Im depend-
ing on the temperature. Note that the curves exhibit
changes predominantly within a certain temperature
interval. For LDPE, the reflection intensity Im ceases to
change below –40°C (curve 2), although the glass tran-
sition temperature in this polymer is about –123°C. It is
also interesting to note that the same LDPE not sub-
jected to annealing behaves in the same manner, but the
curve shifts down toward lower Im values (curve 2').
This fact probably indicates that the behavior of LDPE
in the temperature range below –40°C is independent of
a particular supermolecular structure and is determined
entirely by the polymer nature.

For IPP, the curve exhibits variations within approx-
imately the same temperature interval extending down
to –40 to –60°C (Fig. 2, curve 1), although the glass
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Fig. 2. The curves of SAXS peak intensity Im vs. tempera-
ture: (1) IPP; (2) annealed IPP; (2') unannealed IPP (differ-
ent symbols on each curve represent data measured for the
sample on cooling to –90°C and the subsequent heating to
room temperature).
The parameters of one-dimensional polymer lattices with long periods (LPs) in oriented films of isotactic poly(propylene)
(IPP) and low-density poly(ethylene) (LDPE) calculated as described in [4]

Polymer Temperature 
interval, °C LP (d, Å) LP dispersion 

(∆d)
Crystallite frac-
tion (a) in LP

Crystallite length 
dispersion (∆a)

Transitional 
region fraction 

(t) in LP

Parameter of Γ-distri-
bution of amorphous 

region length (m)

LDPE –90–25 241 0.43 0.4 0.08 0.08 2

IPP –90–25 354 0.38 0.5 0.13 0 2
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transition temperature in this polymer is markedly
higher (0°C) as compared to that in LDPE. Moreover,
the Im value in IPP keeps changing when the tempera-
ture is decreased below –60°C.

Thus, the experimental data (albeit few) indicate
that the values of “reduced” characteristic temperatures
obtained from SAXS measurements are not related to
the glass transition temperature. We may suggest that
these values reflect a retardation of the cooperative
motion of the parts of numerous chains connecting
fibrils with the interfibril space. Therefore, the SAXS
peak intensity in the highly oriented semicrystalline
LDPE and IPP films may considerably change in a
reversible manner in a wide temperature range below
the annealing temperature, not being accompanied by
significant variation in the other characteristics of the
diffraction patterns such as the long periods, the longi-
tudinal dimensions of crystallites and amorphous
regions, their size distributions, etc. The reversible
changes in the SAXS peak intensities can be inter-
preted as being due to variations in the density of amor-
phous intrafibril regions caused by penetration of a part
of the polymer chains into these regions from the inter-
fibril space or the reverse process, whereby the chains
return back to the interfibril space on heating. This pos-
TE
sibility was previously discussed based on a model of
fibrils with amorphous bundles [5].

For a given polymer, there exist a certain character-
istic temperature Tl at which the temperature-induced
variation of the SAXS peak intensity exhibits rather
sharp changes. The region below Tl is characterized by
decrease in the rate of supermolecular structure varia-
tion. At the same time, the Tl value is not related to the
glass transition in the given polymer.
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Abstract—It is demonstrated that X-ray topography can be used for imaging the boundary between a micro-
channel silicon layer and a substrate, evaluating the quality of this interface, determining the channel depth, and
revealing mechanical stresses. This technique can be used for nondestructive monitoring of the structure of a
microchannel layer at a spatial resolution of ≥5 µm. © 2000 MAIK “Nauka/Interperiodica”.
The production technology and applications of
microchannel (macroporous) silicon (MCS) belong to
extensively developing and expanding fields [1–11].
Until recently, the quality and parameters of the porous
silicon layer were determined by examining the sample
cross section using optical or scanning electron micros-
copy (SEM) techniques. Both methods imply destruc-
tive sample preparation procedures, which is frequently
undesired or even impossible. Below, we propose
a method of nondestructive diagnostics of the quality of
MCS layers based on the X-ray topography method.

The MCS samples were prepared using phosphorus-
doped (100)-oriented silicon wafers with a diameter of
25 mm, polished from both sides to a total thickness of
300 µm. The wafers were thermally oxidized in water
vapors in order to obtain a silicon oxide mask using
templates with different patterns (see table). The sam-
ples with masks were subjected to a standard anisotro-
pic etching procedure to form a surface relief with etch
pits in the form of pyramids on the face side. This was
followed by a photoelectrochemical etching process
originally proposed by Lehmann and Foll [1], which
resulted in the formation of deep pores (channels). The
etching was performed in a cell schematically depicted
in Fig. 1a filled with a 4% aqueous HF solution contain-
ing ethanol additives.

The cell geometry was such that the diameter D1 of
a region in contact with electrolyte was greater than the
diameter D2 of the illuminated region. This allowed us
to avoid the formation of an edge groove but, instead,
led to the appearance of a transitional region between
1063-7850/00/2612- $20.00 © 21087
microchannel (macroporous) and peripheral (nonpo-
rous) regions of the sample (Fig. 1b). The stable forma-
tion of channels (at a rate of ~0.6 µm/min) was observed
for a current density of j = 3 mA/cm2. Figure 1c shows a
SEM micrograph of the typical sample cross section
(for the 9H9 sample). The parameters of MCS samples
studied are summarized in the table.

The nondestructive sample diagnostics was per-
formed by the method of X-ray diffraction topography
developed previously for determining the positions of
internal interphase boundaries in heterostructures [12].
The X-ray topograms, conditionally called the sec-
tional topograms, were obtained in the Bragg geometry
as depicted in Fig. 2a for the 9H9 sample. The measure-
ments were conducted using a symmetric 400 reflection
from the back side of the sample. The topograms are
called conditionally sectional because the image is
obtained from an immobile sample using a relatively
narrow (collimated) X-ray beam. An X-ray topogram
represents essentially a projection image of the crystal
cross section (Fig. 1b).

In the case under consideration, the bottom parts of
the channels form a common internal boundary of the
porous layer in a silicon crystal waver. This boundary
can be imaged with a narrow X-ray beam using prop-
erly selected diffraction topography conditions [12]. In
the general case, the boundary depth (measured from
the back side of the wafer) is determined by the formula
∆ = hsin(θ + α)/sin2θ, where θ is the Bragg angle for a
given reflection, α is the angle between the reflecting
plane and the sample surface, and h is the distance mea-
Characteristics of microchannel silicon samples

Sample ρ in, Ω cm Template 
type

Template 
pattern

Macroporous region
diameter, mm

Channel 
diameter d, µm

Channel 
spacing, µm

Channel 
length l, µm

907 60 AT-1 Square 20 9 30 220–250

9H9 15 AT-3 Triangle 14 3 12 200 ± 5
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic diagrams illustrating the preparation technology and the structure of microchannel silicon wafers: (a) cell for the
photoelectrochemical etching of channels; (b) sample configuration (dashed band indicates the position of a possible X-ray topo-
gram cross section); (c) SEM image of channels in the sample cross section.
sured on the topogram. For the topogram in Fig. 2a,
α = 0 and θ = 15.5°.

Using X-ray topograms of the type described above,
it is possible to obtain useful information on the porous
layer boundary and the whole layer structure provided
that ∆ ≤ t, where t is the penetration depth for X-ray
TE
beams contributing to the diffraction image. In the gen-
eral case, the latter value can be estimated using formu-
las derived in [12], according to which t = 200 µm for
the MoKα and 50 µm for the CuKα radiations.

An analysis of the X-ray topogram obtained for the
9H9 sample gave ∆ = 102 ± 5 µm, which agrees with
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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Fig. 2. Fragments of the typical X-ray topograms of microchannel silicon wafers and (the inset in a) a schematic diagram of the
X-ray topography arrangement for the nondestructive diagnostics of channels in macroporous silicon: (a) sectional topogram of the
sample 9H9 measured in the 400 reflection (MoKα radiation); (b) sectional topogram of the sample 907 (MoKα radiation); (c) topo-
gram of the sample 907 measured using the bicrystal technique (CuKα radiation).
the channel depth l = 200 µm determined using the
SEM image of the cleaved sample cross section
(cf. Fig. 1c), l + ∆ = 300 µm. The quality of the chan-
nels can be judged by deviation from the line parallel to
the sample surface (imaged by a bright line). As seen in
the SEM micrograph of the 9H9 sample (Fig. 1c), the
boundary is sufficiently flat. The sample is flat in the
porous region and is slightly bent at the nonporous
edge, which is manifested by interference bands in the
topogram of Fig. 2a. The shape of these bands (the
slope with respect to the surface, different thicknesses
at the surface and in the bulk) indicates that the edge
bending is caused by stresses arising at the boundary of
the microchannel (macroporous) region as a result of
the density gradient. Viewing from the back side, the
nonporous edge appears as concave relative to the
porous region.

In addition, the topogram shows that X-ray scatter-
ing in the microchannel (macroporous) region is more
pronounced than that in the perfect (nonporous) edge
region and is less pronounced than the scattering (with
a typically kinematic character) at the back side. The
topograms in Fig. 2 are presented in the positive con-
trast, whereby the maximum X-ray scattering intensity
corresponds to the bright field. The images of separate
channels in the porous part of the sample are not
resolved, while the image of the whole macroporous
region exhibits a diffuse character. The diffuse charac-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
ter is apparently related to a special structure of this
region, which resembles to certain extent a periodic
relief on the sample crystal surface.

Figure 2b shows an analogous topogram for the
sample 907. As is seen, the porous layer boundary in
the sample cross section is uneven: the boundary depth
measurements gave a scatter in ∆ from 50 to 80 µm.
Here, the channel images were partly resolved by
means of a low-dispersion bicrystal X-ray topography
scheme using CuKα radiation [13]. The X-ray radiation
was monochromated and collimated by a perfect sili-
con crystal in the 331 Bragg reflection, while the sam-
ple was studied using the symmetric 400 reflection
from the back side.

Figure 2c shows a fragment of the topogram
obtained by this technique. As is seen, the images of
channels are formed predominantly by their side sur-
faces (walls). The topogram reveals weak inhomoge-
neous stresses in the crystal lattice within the porous
region, which are probably related to the uneven front
of the channels. This front (i.e., the bottom boundary of
the porous layer) is not revealed in the image because
of the diffraction geometry employed and a strong
absorption of the CuKα radiation. The channel image
resolution and the contrast of weak stresses in the crys-
tal lattice in the porous region are obtained at the
expense of using the long-wavelength radiation (CuKα
against MoKα) and good collimation of the X-ray
00
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beam. Both these factors are known to increase resolu-
tion and sensitivity of the X-ray topography.

Thus, we have studied applicability of the experi-
mental method of conditionally sectional X-ray topog-
raphy to nondestructive diagnostics of the porous struc-
ture of microchannel silicon wafers. Using this tech-
nique, it is possible to determine the depth of the
macroporous layer and the channel spacing, to assess
the quality of a boundary between the macroporous
layer and single-crystalline substrate, and to reveal
weak mechanical stresses in the samples. These results
are of considerable practical value for the technology of
heterostructures based on macroporous silicon.
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Effect of an Electron Beam Extracted into Gas
Through a Gasodynamic Window on the Pressure Drop
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Abstract—It is theoretically demonstrated for the first time that an electron beam extracted into gas through a
gasodynamic window with a differential pumping stage produces a predictable effect (positive versus negative)
on the pressure drop across the window. © 2000 MAIK “Nauka/Interperiodica”.
As is known [1–3], an increase in the energy of elec-
tron beam extracted into gas must favor a higher pres-
sure difference between the electron source and the gas
chamber. However, in practice the beam does not
change the pressure difference nor even negatively
affect this parameter.

The pattern of changes in the gas flow parameters
upon the electron beam extraction in a system featuring
the gas (air) efflux between diaphragms 1 and 4 of a
gasodynamic window [4, 5] is illustrated by a semi-
symmetric one-dimensional scheme depicted in the fig-
ure. A supersonic underexpanded stream of gas flows at
a rate Q into a gasodynamic window with the formation
of hanging (2) and transverse (3) shock waves. In the
region before the transverse shock wave (Mach disk),
the gas flow exhibits acceleration and the flow velocity
coefficient λ increases (λ is the ratio of gas velocities in
the flow to the speed of sound at the hole exit). At the
gasodynamic window entrance, the flow velocity is
equal to the speed of sound (λ = 1). Then the flow is
accelerated again to reach the value λa determined by
the ratio of pressure between diaphragms (P1) to that in
the gas chamber (P0). In the limiting case, λa = (k +
1)/(k – 1) (for air, λa = 2.5). Upon passing the Mach
disk, the flow decelerates so that λd = 1/λa . The distance
Xm to the Mach disk in a free gas stream is determined
by the formula [4]

(1)

where d is the gas exit hole (diaphragm) diameter; k is
the gas adiabate parameter (for air, k = 1.4); and Pj , P1

are the gas pressures at the diaphragm 1 exit and
between the two diaphragms. Relationships between
the hole capacity (conductivity) U, gas flow rate Q, the
flow velocity coefficient λ, and the ability of a gas to

Xm 0.7d kP j/P1( )0.5,=
1063-7850/00/2612- $20.00 © 21091
heat up to a temperature T are as follows [4]:

(2)

(3)

(4)

where M is the molecular weight of the gas, and the
subscripts “h” and “c” refer to the hot and cold gas,
respectively.

In the working (gas) chamber, the flow velocity coef-
ficient tends to zero and, according to relationship (3),
the temperature difference tends to infinity (λ  0;
Th/Tc  ∞). According to relationship (2), the con-
ductivity U (on the side of the gas entrance) of the hole
with the diameter d is constant, while the change in the
temperature and, hence, the flow velocity coefficient
tend to unity (λ  1; Th/Tc  1; U = const). As indi-
cated above, the gas flow accelerates (so that the gas
pressure drops) before and decelerates after passing by
the Mach disk. According to relationship (2), this
results in heating up the flow and increasing the con-
ductivity of diaphragm 4 (λd  0; Th/Tc  ∞;

U T /M( )0.5,∼

Th/Tc 1 λ c+( )2/4λ c
2,=

Qc/Qh 2Th/Tc 1–[ ] 0.5,=

1

1

4
2

3

h

Pj
P1

P0 P2

Q e–

λ 0
d/2 Xm

λ a 2.5 λ d 0

Th/Tc ∞ 1 2.04 ∞

U const U ∞

Schematic diagram illustrating changes in the gas flow
parameters upon the electron beam extraction through a
gasodynamic window.
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U  ∞). According to formula (3), a limiting change
in the gas temperature before reaching the Mach disk
may vary from 1 to 2.04. Formula (4) indicates that a
drop in the gas flow rate as a result of the beam-induced
gas heating cannot exceed certain value (for air, 1.75).

The coefficient δ describing the electron beam effect
upon the pressure drop P0/P2 is determined from anal-
ysis of the function of the total heating-induced pres-
sure variation f(λ) determined by the formula

. (5)

The values of this function for various velocity coef-
ficients in air are as follows [4]:

Since the total pressure drop across the gasody-
namic window (P0/P2) is equal to the product of the
drops across each diaphragm, the coefficient of the
beam-induced pressure variation can be expressed
through the corresponding products of the function f(λ)
in the vicinity of diaphragm 1 and in the regions in front
of and behind the Mach disk:

(6)

Thus, a positive effect of the beam upon the pressure
drop P0/P2 corresponds to the condition f(λd) > f(λa),
while a negative effect corresponds to f(λd) < f(λa).

We have studied the beam effect upon the pressure
drop using an electron source based on a high-voltage
glow discharge [6]. Three electron beams generated at
a voltage of 15–30 kV, a beam current of up to 60 mA,
and a discharge pressure of 50 Pa were extracted
through 0.9-mm-diam holes into a working chamber
with a pressure of P0 10 kPa. The gasodynamic window
and the source were independently evacuated with
pumps of the NVPR-16 type.

It was found that the electron beam negatively
affects the pressure drop in a system with small dis-

f λ( ) λ2 1+( ) 1 k 1–( )/ k 1+( )–[ ]1/ k 1–( )=

λ 0 0.5 1 1.5 2 2.4 2.5

f(λ) 1 1.12 1.27 1.1 0.32 0.002 0

δ f 0( )/ f 1( )[ ] f 1( )/ f λa( )[ ] f λa( )/ f 1( )[ ]=

≈ f λd( )/ f λa( ).
TE
tance between diaphragms (h < Xm), where the gas flow
consists predominantly of the subsonic region in which
the degree of heating and, hence, the conductivity of
diaphragm 4 are large. For h = Xm, the pressure drop in
the system with and without the beam were affected
neither by the accelerating voltage nor by the discharge
current. For h = 2Xm (P0/P1 ~ 100; λa = 2.15; λd = 0.46),
the electron beam favored a decrease in pressure in the
electron source from 50 to 10 Pa. The results of direct
measurements showed that, in the presence of the
beam, the gas flow rate decreased by a factor of almost
1.3. A change in the pressure drop upon interruption of
the beam (e.g., as a result of breakdown in the source)
predicted by formula (6) is close to the experimental
value:

Thus, the above results indicate that the electron
beam effect upon the pressure drop is determined by a
change in the gas flow parameters on passing by the
Mach disc region and can be either positive, negative,
or neutral.
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Abstract—It is demonstrated theoretically that the spatial resolution of the photothermal microscopy can be
increased to the level of optical microscopy if the image is produced by a spatially modulated heating laser
beam. © 2000 MAIK “Nauka/Interperiodica”.
It was recently demonstrated that photothermal
microscopy can be remarkably effective in areas where
conventional optical techniques cannot work, for exam-
ple, in nondestructive evaluation of the thermal proper-
ties of various materials and structures, subsurface
imaging, flaw detection, etc. [1–4].

The photothermal microscopy principle consists in
the excitation and detection of thermal waves in an
object absorbing time-modulated heating radiation.
Accordingly, the spatial resolution in the lateral (x)
direction is limited by the heating beam diameter plus
the sum of the thermal diffusion lengths in the right-
hand and the left-hand regions. The resolution can be
improved by increasing the modulation frequency so as
to reduce the thermal diffusion length. On the other
hand, this also results in a lower signal amplitude and
impaired sensitivity.

Alternatively, a photothermal image can be pro-
duced by modulating the position rather than the inten-
sity of the heating beam [5]. It was shown theoretically
that the image size is proportional to the derivative of
the ordinary photothermal image, provided that the spa-
tial modulation amplitude is not too large [6]. Further-
more, if the object has periodically distributed defects,
the detected signal is stronger when the spatial fre-
quency of the modulation equals that of the defects.

It must be also pointed out that the spatial resolution
of the alternative approach is limited only by the heat-
ing beam diameter, which may be smaller than the ther-
mal diffusion length. This can be demonstrated using a
simple example. Consider a thin wire irradiated by a
heating beam (Fig. 1). Let the beam power be distrib-
uted according to the Gaussian law and sinusoidally
modulated with respect to time:

(1)
P1 x x1 t, ,( )

P0

a π
----------

x x1–( )2

a2
--------------------– Ωt( )cosexp=

=  Re P x x1,( ) iΩt( )exp( ).
1063-7850/00/2612- $20.00 © 21093
We assume that the wire is thin in thermal terms, its
thermal properties exhibit steps at x = 0, the incident
power is absorbed totally, and the absorption occurs on
the sample surface only. The complex amplitude of the
time-dependent temperature at the frequency Ω obeys
the heat transfer equation

(2)

The respective solutions for regions I and II are

(3)

(4)

,

where χ = K/(ρc), the coefficients A = ∆A/∆ and C =

d2T̃

dx2
---------

iΩ
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1
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∆C/∆ being obtained from the boundary conditions

(5)

Here,

T̃
I II,

x ∞±= 0, T̃
I

x 0= T̃
II

x 0= ,= =

K1
∂T̃

I

∂x
--------

x 0=

K2
∂T̃

II

∂x
----------

x 0=

.=

∆A

P0

2 iΩ
-------------- iΩa2

4χ1
------------ iΩ

χ1
------x1+ 

  erfc
x1

a
----- iΩ

χ2
------

a
2
---+ 

 exp=

P1(x, x1)cos(Ωt) – P1(x, x2)cos(Ωt)

xx1 x20

ρ1, c1, K1 ρ2, c2, K2

Fig. 1. Geometry of the problem.
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Fig. 2. Amplitude of the ordinary photothermal signal vs.
the position of the heating beam for different values of the
modulation frequency: Ω1 = 1000 Hz, Ω2 = 10 Hz, and Ω3 =
0.1 Hz. The other parameters are as follows: K1 = 8.2 ×
10−4 W/(cm K), ρ1 = 1.6 g/cm3, c1 = 0.6 J/(g K), K2 = 5.6 ×
10–4 W/(cm K), ρ2 = 1.1 g/cm3, c2 = 0.75 J/(g K), and a =
0.01 cm.
TE
(6)

(7)

To a good accuracy, the amplitude S(x1) of the mea-
sured photothermal signal is

(8)

Of course, the accuracy depends on the detection
technique employed.

Figure 2 depicts S(x1) for different values of Ω . As
expected, the size of the discontinuity region equals the
heating beam diameter plus the sum of the thermal dif-
fusion lengths for regions I and II.
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Now, let us add the second heating beam:

(9)

Figure 3 shows the amplitude of the total photother-
mal response as a function of the beam center-of-mass
coordinate y = (x1 + x2)/2 subject to ∆x = (x1 = x2)/2.
Note that the size of the discontinuity region tends to 2a
as x approaches zero. Let us compare the behavior of
∆S (Fig. 3) to that of its counterpart ∆Sord for the ordi-
nary photothermal microscopy:

P2 x x2 t, ,( ) P x x2,( ) Ωt.cos–=

0.2

0.1 2a

–0.6 –0.4 –0.2 0.2 0.4 0.6

∆
S

S(y, ∆x1)

S(y, ∆x2) × 3.4

S(y, ∆x3) × 9

y = (x1 + x2)/2

0.3

0

Fig. 3. Amplitude of the photothermal signal vs. the center-
of-mass coordinate of the component heating beam for dif-
ferent values of the beam half-spacing ∆x: ∆x1 = 0.12 cm,
∆x2 = 0.03 cm, and ∆x3 = 0.01 cm. The other parameters are

as follows: K1 = 8.2 × 10–4 W/(cm K), ρ1 = 1.6 g/cm3, c1 =

0.6 J/(g K), K2 = 5.6 × 10–4 W/(cm K), ρ2 = 1.1 g/cm3, c2 =
0.75 J/(g K), a = 0.01 cm, and Ω1 = 0.1 Hz.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
(10)

(11)

It is seen that one can enhance either the sensitivity or
the lateral resolution in some cases by adjusting ∆x
and Ω .

To sum up, the spatial modulation sometimes offers
considerable advantages over the ordinary modulation,
especially for the photothermal (photoacoustic) micro-
scopy of ultimate spatial resolution.
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Abstract—It is demonstrated that an increase in the dark conductivity of poly(diacetylene) (PDA) upon laser
irradiation in oxygen-containing media is determined by the formation of thin conducting surface layers. Pulsed
laser irradiation at an energy of 0.04 J, a wavelength of 530 nm, and a pulse duration of 20 ns increases the
conductivity of the surface PDA layers by four orders of magnitude. It is supposed that the laser-induced deg-
radation and the subsequent stabilization of the surface PDA layers are mainly determined by photooxidation.
© 2000 MAIK “Nauka/Interperiodica”.
The studies of the theoretical and practical aspects
of the laser processing of polymers are important for
their modification [1], technology [2, 3], and surface
processing [4]. Poly(diacetylene) (PDA) represents a
polymer structure based on disubstituted diacetylenes
with conjugated triple bonds:

R – C = C – C = C – R'.

The value of the PDA conductivity allows one to clas-
sify this substance as a dielectric. The dark conductivity
of PDA samples synthesized from various initial mono-
mers ranges from 10–16 to 10–10 Ω–1 cm–1. The dark cur-
rent is determined by the quality and surface character-
istics of crystals, the environment, and the concentra-
tion and degree of ionization of the local centers. It was
demonstrated [5] that PDA conductivity changes under
the action of a pulsed laser radiation in the region of
strong absorption as a result of the laser-induced degra-
dation of the surface layer by a mechanism depending
on the experimental conditions.

In this paper, we present data regarding the effect of
the laser irradiation in various media on the conductiv-
ity and the thickness of modified PDA surface layers.
The experiments used samples representing rhomboid
single crystals with planar Aquadag electrodes depos-
ited near the rhomb vertices. The electric field could be
applied in the direction either parallel or perpendicular
to the axis of the polymer backbone oriented along the
large diagonal of the rhomb.

The samples were irradiated from the side of the
contact surface as described in [6]. The treatment was
performed in the atmosphere of oxygen, air, nitrogen,
or in vacuum at a residual pressure of about 0.1 Pa.
A dc voltage of 300 V was applied to the sample con-
nected in series with a resistor of markedly small resis-
tance. We monitored the sample resistance before and
after irradiation; the laser-induced current in the sample
circuit; and the thickness, optical density, and color of
the conducting layer emerging at the irradiated surface.
1063-7850/00/2612- $20.00 © 21096
The experiments used laser pulses with an energy of
about 0.04 J, a wavelength of 530 nm, and a duration of
20 ns. The laser-induced current pulse and the steady-
state resistance were measured by a memory oscillo-
scope and a teraohmmeter with a constant input volt-
age, respectively.

Prior to laser irradiation of the samples, we com-
pared their dark conductivities measured in vacuum
and in the atmosphere of nitrogen or air. Before these
measurements, the samples were kept in the corre-
sponding medium for a long time until the conductivity
stabilized. The results of experiments showed that the
dark conductivity in vacuum is smaller than that in air
by several orders of magnitude. The samples exhibit the
same decrease in conductivity when the air is replaced
by nitrogen. Storing the samples in vacuum or nitrogen
leads to a gradual decrease in the dark current to a con-
stant level. 

The dark current (both in vacuum and nitrogen)
obeys the Ohm law, with the conductivity exponentially
depending on the temperature. The studies of the tem-
perature dependence of the conductivity showed that
the free charge carriers are mainly generated by local
centers with the activation energy ∆E = 0.8–1.0 eV
regardless of the polymer chain axis orientation relative
to the electric field.

It was demonstrated that the sample resistance
reaches a stationary value in about 1 ms after the laser
pulse action. Figure 1 demonstrates the estimates of the
stationary conductivity and the thickness of the laser-
modified surface layer. Figure 1a shows a plot of the
quantity q, representing the logarithm of the ratio of the
conductivity after irradiation in oxygen Σ to the initial
(dark) value Σ0, versus the number n of the laser pulses.
Laser irradiation in air yields nearly the same result.
It is seen that Σ exhibits nearly exponential growth with
increasing n. For n ≥ 3, Σ/Σ0 ≥ 10 and we can assume
that the total conductivity is determined by that of the
000 MAIK “Nauka/Interperiodica”
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surface layer modified by the laser action. The results
of experiments with mechanical or chemical removal of
the surface layers and the optical measurements
showed nearly linear dependence of the conducting
layer thickness d on the number of pulses n (Fig. 1b).
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Fig. 1. Plots of (a) the logarithm of the total conductivity of
a PDA sample (in relative units) and (b) the laser-modified
PDA layer thickness versus the number of laser pulses.
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Fig. 2. A plot of the logarithm of PDA conductivity σ (in rel-
ative units) vs. the number of the laser pulses.
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Note that the removal of the surface layer almost com-
pletely restores the initial state of the illuminated
sample.

Let us estimate the effect of the laser irradiation on
the conductivity σ. Assume that the conducting layer
thickness is approximately equal to ≈ d, the conductiv-
ity can be represented as

where σ0 and d0 are the conductivity and the thickness
of the initial layer, respectively. Figure 2 shows a plot
of the quantity k representing a logarithm of the ratio of
the modified layer conductivity σ after illumination to
the initial (dark) value σ0 versus n for n ≥ 3 (when the
shunting effect of the sample is negligible).

Note that the conducting layers produced and stored
in oxygen exhibit stability of the conductivity in time.
However, the conductivity of layers obtained by the
laser irradiation in air decreases in time, approaching
the initial level (the resistance of the sample accord-
ingly increased). The rate of these relaxation processes
increases on illumination by an incandescent lamp.

The laser irradiation of the samples in vacuum or
nitrogen results in a drop in the resistance followed by
its recovery within about 1 ms, which can be explained
by the nonstationary thermal processes. Therefore, in
this case the laser irradiation does not produce any irre-
versible changes in the conductivity.

Thus, the effect of the laser irradiation on the PDA
conductivity is explained by the formation of conduct-
ing surface layers in the oxygen-containing media.
Based on the stability of such layers formed and stored
in oxygen, we assume that their formation is related to
the laser-induced oxidation of the PDA surface layer.
The color of the irradiated surface differs from the ini-
tial one: it becomes almost red after multiply repeated
exposures. The laser-induced changes in the structure
of surface layers lead to a significant increase in the
optical density of the samples in the wavelength range
of 500–700 nm (by approximately 1.0).
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Abstract—Room-temperature EPR spectra of copper-modified α-C:H films exhibit signals due to the isolated
paramagnetic copper centers and dangling carbon bonds. An analysis of variation of the EPR signal intensity
depending of the annealing temperature (Ta ≤ 300°C) and relaxation of the EPR and IR absorption signals upon
annealing indicates that the annealing-induced modification of the α-C:H films involves hydrogen and oxygen
impurities in the amorphous carbon matrix. © 2000 MAIK “Nauka/Interperiodica”.
Owing to the unique ability of carbon to form
hybridized valence orbits of different types, the atomic
structure of hydrogenated amorphous carbon (α-C:H)
is capable of accommodating foreign inclusions such as
metal nanoclusters. This circumstance allows the amor-
phous carbon matrix to be used as a medium for encap-
sulating metal nanoclusters in order to protect them
from aggressive ambient media [1]. An important ques-
tion in this process is what is the character of interac-
tion between a given metal and the carbon–hydrogen
matrix. Answering this question is essentially equiva-
lent to judging on the possibility of encapsulating the
metal in the matrix without undesired carbide for-
mation.

Below, we report on the results of the EPR study of
the paramagnetic centers in α-C:H films prepared by
co-sputtering graphite and copper in an argon–hydro-
gen plasma. The process of sample preparation is
described in detail elsewhere [2]. The main task of the
EPR measurements was to reveal changes in the para-
magnetic states upon annealing. The samples were
annealed for 1 h in vacuum. Data on the concentrations
of the main components in the α-C:H films determined
by the method of Rutherford backscattering (RBS) are
presented in the table.

The EPR measurements were carried out at room
temperature on a Se/X-2534 spectrometer. In order to
increase the sample film volume in the ampules, the
samples were prepared by collecting the material
deposited on a substrate area of ~10 cm2.

EPR spectra of the initial samples. Figure 1 shows
a typical EPR spectrum of the copper-modified α-C:H
films. As seen, the spectrum is essentially a superposi-
tion of wide and narrow components. The narrow com-
ponent, characterized by the parameters g = 2.0027 ±
0.0006 and ∆H = 11 G, represents the well-known EPR
spectrum of dangling carbon bonds [3]. The wide com-
1063-7850/00/2612- $20.00 © 21098
ponent can be considered as a superposition of at least
two signals from axially distorted copper centers. The
g values corresponding to these magnetic sates of cop-
per are as follows: g|| = 2.36 ± 0.06, g⊥  = 1.99 ± 0.05 and
g|| = 2.71 ± 0.08, g⊥  = 1.99 ± 0.05.

The local concentration of paramagnetic copper
centers can be roughly (by the order of magnitude) esti-
mated using the line width ∆H. The latter can be evalu-
ated from the high-field wing as ∆H ~ 100 G. Assuming
that the observed line width is determined by an unre-
solved hyperfine structure (HFS) of signals from the
copper ions, we may estimate the local concentration of
copper centers to within the order of magnitude. We
assume that the implicit HFS is due to four transitions
related to the nuclear spin of copper I = 3/2 (the isotope
composition ignored), with the distance between the
HFS components on the order of the dipole broadening
of a single transition ∆Hdip ≅  gβS/r–3 ≅  gβSnCu (here,
g ≅  2 is the g value of the copper state, β is the Bohr
magneton, and S = 1/2 is the spin of the Cu2+ ion). The
local concentration of copper atoms estimated in this
way is nCu ~ 1021 cm–3 [5].

By doubly integrating the EPR spectrum, we may
also estimate the ratio of concentrations of the para-
magnetic copper centers and dangling carbon bonds.
This ratio was estimated at 380 ± 20.

The effect of annealing. Data on the effect of vac-
uum annealing on the EPR signal intensity are pre-
sented in Fig. 2. An increase in the annealing tempera-
ture Ta from room temperature to 100°C leads to a

Elemental compositions of the copper-modified α-C:H films

Element Cu O N H

Concentration, at. % 22 18 1 24
000 MAIK “Nauka/Interperiodica”
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decrease in intensity of the signal from copper ions (rel-
ative to the initial value), while no significant changes
are observed in either shape or width of the line. As the
annealing temperature increases above 100°C, the EPR
line intensity begins to increase and stabilizes on a con-
stant level of 0.7 at Ta ~ 300°C. At the same time, the
intensity of the signal due to the dangling carbon bonds
in the matrix increases almost linearly with the anneal-
ing temperature above 100°C.

Post-annealing relaxation of the paramagnetic
states. We have studied time variation of the EPR sig-
nal due to dangling carbon bonds in a sample annealed
at Ta = 400°C and then stored in an open ampule at
room temperature in air. The signal intensity was found
to decrease with a characteristic time of τ ≅  2 weeks to
reach the initial level (Fig. 3). This behavior is in satis-
factory agreement with the pattern of relaxation
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Fig. 1. Typical EPR spectrum of copper-modified α-C:H
films. The ratio of concentrations of the paramagnetic cop-
per centers and dangling carbon bonds is 380.
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Fig. 3. Post-annealing relaxation of the EPR signal due to
the dangling carbon bonds. The results were processed and
approximated by a sum of two exponents with the character-
istic times (a) 7.6 days and (b) 15.9 days.
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observed for the IR absorption due to the dangling car-
bon bonds (Fig. 4) measured on an analogous sample.
No post-annealing variation was observed in intensity
of the EPR signal due to the Cu2+ ions.

Discussion of results. The above data indicate that
copper atoms are capable of forming the paramagnetic
centers of two types in hydrogenated amorphous sili-
con films. These centers exhibit different charged and
magnetic states characterized by the configurations
3d10 (nonmagnetic state) and 3d9 (magnetic state).

Let us consider the effect of annealing on the mag-
netic states of copper and carbon bonds. First, note that
most chemically active elements contained in the sam-
ples are oxygen and hydrogen (see table). The latter
element is capable of forming nonmagnetic states by
chemically binding (in an atomic state) to carbon and,
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Fig. 2. Intensity of the EPR signal components from copper-
modified α-C:H films versus the annealing temperature
(annealing time, 1 h): (1) copper centers; (2) dangling car-
bon bonds.
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Fig. 4. Post-annealing relaxation of the IR absorption signal
due to the dangling carbon bonds. The characteristic relaxa-
tion time 7.3. 
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in addition, may occur in the matrix in the form of dis-
torted (stretched) H2 molecules bound by the van der
Waals forces [5]. The simultaneous existence of these
hydrogen states at room temperature in the system
studied indicates that there is no significant difference
between their total energies and, under certain condi-
tions, the two states may transform into one another.

Note a correlation between variations in the intensi-
ties of both EPR signals observed on changing the
annealing temperature (Fig. 2). This behavior may be
evidence of a relationship between the concentrations
of paramagnetic states due to the copper ions and the
dangling carbon bonds.

A very small difference between the temperature of
sample storage and the temperatures corresponding to
decay in the EPR signal intensity (Fig. 2) indicates that
the most probable factor responsible for the initial
decrease in the concentration of dangling bonds is the
transition of hydrogen from the molecular state (H2
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Fig. 5. The IR absorption spectrum (A is the absorption
coefficient) showing a signal due to hydroxy groups formed
in annealed copper-modified α-C:H films.
TE
molecules) into the state bound to terminal atoms in the
carbon film structure [5].

Whether the atomic hydrogen can affect the mag-
netic state of copper atoms is unclear if the consider-
ation is based on the primitive structure of the copper
center directly bound to carbon. However, the results of
most investigations devoted to the copper atoms enter-
ing into coordination compounds show that these atoms
are usually built into molecules via bridges of various
types [6]. In particular, oxygen may be the bridging ele-
ment. In this case, the effect of hydrogen upon the mag-
netic (and charged) state of copper may be related to the
hydrogen–oxygen interaction with the formation of
hydroxy groups, the traces of which are observed in the
IR spectra of hydrogenated amorphous carbon (Fig. 5).
As a result, the oxygen-bridged copper atoms acquire
the 3d10 electron configuration and become nonmag-
netic. One possible variant of this state was recently
considered in [7].

In this context, some increase in concentration of
the magnetic copper centers observed on increasing the
annealing temperature from 100 to 400°C can be
explained by the increasing activity of oxygen. As a
result, oxygen restores to a certain extent the broken
bridges between copper atoms (thus converting copper
into a paramagnetic state), compensates for the effect
of liberated hydrogen, and interacts with hydrogen
bound to the terminal carbon atoms (Fig. 6). This cir-
cumstance may well explain the permanent growth in
concentration of the magnetic states of carbon atoms
with dangling bonds observed on increasing the anneal-
ing temperature (Fig. 2). The proposed structural model
also readily explains relaxation of the signal of dan-
gling carbon bonds by their interaction with hydrogen
retained in the film [5].

Conclusions. The results of our investigation of the
effect of vacuum annealing on the paramagnetic states
show that copper in hydrogenated amorphous carbon
films may occur in at least two charged states, one of
these being paramagnetic. The annealing-induced
modification of these copper states probably involves
hydrogen and oxygen impurities present in the films.
O
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H
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Cu H

Fig. 6. A schematic diagram illustrating the main stages of formation of the paramagnetic and nonmagnetic states—involving cop-
per, oxygen, and hydrogen atoms—in the course of annealing and relaxation of the dangling carbon bonds.
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Abstract—The possible energy contributions to a gas flow, achievable under the blocking conditions, were
determined in a quasi-one-dimensional approximation. The features of gas dynamics in flow reactors are con-
sidered and the conditions for obtaining various products at the reactor output are analyzed. © 2000 MAIK
“Nauka/Interperiodica”.
Methods based on the high-energy (mostly, plasma)
action upon a methane flow have been extensively elab-
orated for a long time [1, 2]. However, neither a com-
plete kinetic scheme of such a process nor an effective
practical scheme of a flow reactor has been developed.
The plasmachemical reactors, used mostly for the pro-
duction of acetylene from methane, were operating
with the initial gas–plasma mixtures at pressures close
to 0.1 MPa and temperatures in the 2000–3000 K
range. The kinetic models of these processes [2, 3]
were restricted to the dehydrogenation scheme includ-
ing 5–10 reactions. Recently, Borisov et al. [4] pro-
posed a kinetic scheme for analysis of the methane
combustion process, which includes the radical forma-
tion and secondary reactions between the products
(more than 80 reactions involving hydrocarbons). 

In addition to the above-mentioned plasma heating,
there are other methods of the high-energy action: elec-
tron and laser beams, electric heating, and so on. Weill
et al. [5] studied the process of methane heating up to
1500 K by the Joule heat evolution in poorly conduct-
ing silicon-carbide-based elements situated in the flow.
Irrespective of the means of the energy supply, it is con-
venient to divide the reactor into two regions in the flow
direction, representing the energy deposition zone and
the reaction zone. This approach, albeit rather condi-
tional, is still useful for analysis of the features of gas
dynamics in the flow reactors. 

In the case of a plasmachemical reactor, this divi-
sion is close to a real situation because no reactions
with significant energy effect take place in the zone of
energy deposition (or the gas mixing with plasma jet).
When the heat is supplied to the gas by special thermal
elements (as, e.g., in [5]) or by walls, the energy depo-
sition zone may be rather extended and some energy-
consuming chemical reactions may take place in this
region as well. In this case, a rigorous analysis must
1063-7850/00/2612- $20.00 © 21102
take into account both the energy supplied by external
factors and the energy effect of reactions occurring in
the system. 

Figure 1 shows an example of the supersonic jet
flow organization, including the energy deposition and
reaction zones. The latter zone is situated in the nozzle
part of the gas path, which allows the flow rate (and,
hence, the necessary reactor length) to be reduced. For
a supersonic jet flow in a channel of constant cross sec-
tion, the energy deposition zone imposes a limitation
on the maximum power q supplied to the flow, which is
related to the supersonic jet flow blocking effect [6]: 

where CpT0 is the enthalpy of the flow retardation at the
entrance of the energy deposition zone and λ1 is the
flow velocity coefficient. For example, in a system with
λ1 = 2.4, the proposed method allows the flow enthalpy
to be doubled. Similar restrictions exist for a subsonic
flow. 

In a supersonic reactor, we must also take into
account the total pressure drop in the energy deposition
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Fig. 1. Schematic diagram of a reactor channel showing the
zones of (I) energy deposition and (II) reactions (nozzle
region). 
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zone. The change in the total pressure across this zone
amounts to 

where k is the isentrope coefficient. For methane with
k = 1.1, the total pressure ratio at λ1 = 2.4 is 0.43. This
means that the pressure restores in the nozzle part of the
channel to a level that is significantly lower than the ini-
tial gas pressure. Moreover, the total pressure may
additionally drop on the shock waves generated in the
case of strong retardation in the supersonic part of the
flow. 

In the case of subsonic flows (especially in systems
with a sufficiently large channel expansion in the
energy deposition zone), the above effects of the total
pressure drop are absent and no boundary layer separa-
tion problems are encountered (the subsonic flow is
accelerated rather than retarded). Nevertheless, pro-
cesses in the supersonic reactors should be also consid-
ered because these systems make it possible to obtain a
gain in the energy per unit mass of the final product
yield as compared to the subsonic reactors (the gain is
achieved at the expense of the work performed by pres-
sure forces). In addition, the supersonic flow regimes
may be most effective under conditions where the
energy can be supplied only at a comparatively small
pressure (relative to the initial gas pressure). 

In order to take into account the joint action of the
gasodynamic and kinetic effects in high-velocity flows,
we use a system of equations describing the gas dynam-
ics in a reacting mixture in a quasi-one-dimensional
approximation: 

(1)

(2)

In Eq. (1), a is the speed of sound, k is the isentrope
coefficient, M is the Mach number, and dW/dx is the
energy deposition per unit channel length. The mass
flow rate G may change as a result of gas admission or
evacuation via the channel walls. In Eq. (2), the quanti-
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, and Qi are the volume concentra-
tions (kmol/m3), molar heat capacities, and enthalpies
of formation of the components. The volume concen-
trations Ni are described by the transfer Eq. (2) includ-
ing the term dNi/dt representing a chemical source (or
sink); the dNi/dt values are determined for hydrocarbon
reactions [4]. 

Figure 2 shows the results of model experiments [1]
for a methane–hydrogen mixture at atmospheric pres-
sure and an initial temperature of 3000 K. The mode
was described using the above gasodynamic system
and a system of kinetic relationships for the hydrocar-
bon components [4] supplemented by the reactions
involving carbon [2]. In addition, we took into account
the reactions of radicals [2] missing in the system con-
sidered in [4]. The rates of these additional reactions
(Table 1) were somewhat modified (in comparison with
those used in [2]). 

As seen from Fig. 2, the carbon reactions must be
taken into account because a decrease in the yield of
acetylene is related with an increase in the amount of
free carbon. A description based on a more complete
system of kinetic equations reveals (in contrast to the
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Fig. 2. The results of model calculations [1] showing time
variation of the (1) temperature and the concentrations of
(2) C2H2, (3) C2H4, (4) C, and (5) CH4. 

Table 1.  Preexponential terms (A) and activation energies
(Ea) for additional model reactions

Reaction A, m3/(kmol s) Ea, kJ/mol

C2 + M  C + C + M 1012.6 651

H + C + M  CH + M 2 × 109 0

C + C + M  C2 + M 2 × 107 0

C2H2  C + C + M 9 × 105 125.6

CH + CH  C2H2 5 × 1010 0

CH3 + CH3  C2H4 + H2 5 × 1010 0
00
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simplified scheme [1, 2]) some new effects at pressures
above the atmospheric pressure level. For 1–10 MPa,
the calculations (for both super- and subsonic regimes)
indicate that the yield of ethylene dominates over the
yield of acetylene. Table 2 presents the results of pro-
cess calculations for a reactor with an initial flow veloc-
ity of U1 = 100 m/s and an energy deposition zone
length of L = 0.2 m operating without an additional
hydrogen supply. As seen, an increase in the pressure

Table 2.  The results of process calculations

Weight fractions of components CH4 C2H2 C2H4

P = 1 MPa
Degree of conversion, 0.77; 
specific energy, 15.4 MJ/(kg C2H4)

0.200 0.168 0.518

P = 2 MPa
Degree of conversion, 0.81; 
specific energy, 13.4 MJ/(kg C2H4)

0.165 0.124 0.595
TE
leads to a higher weight fraction of ethylene and a
decrease in the specific energy consumption (per kilo-
gram ethylene). 
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Abstract—It is demonstrated that a magnetic system based on rare-earth magnets is capable of converting var-
ious forms of the energy, provided that certain critical operating regime is set. As the critical regime is attained,
the experimental setup becomes energetically fully autonomous. This is accompanied by local variations in the
total structure weight, a decrease in the surrounding air temperature, and the formation of concentric “magnetic
walls” at a distance of up to 15 m from the experimental setup. © 2000 MAIK “Nauka/Interperiodica”.
Introduction. We have experimentally studied the
physical effects in a system based on rotating perma-
nent magnets [1]. Below, we describe the technology of
manufacture; assembly; and the results of testing this
experimental setup, which is referred to as the con-
verter. 

Technological description. The converter com-
prises an immobile stator and a rotor moving around
the stator and carrying fixed magnetic rollers. The mag-
netic system of the working body of the converter has a
diameter of about 1 m. The stator and magnetic rollers
were manufactured from separate magnetized seg-
ments made of rare-earth magnets (REMs) with a resid-
ual magnetization of 0.85 T, a coercive force of [Hc] ~
600 kA/m, and a specific magnetic energy of [W] ~
150 J/m3. The segments were magnetized by a conven-
tional method based on a discharge of a capacitor bank
through an inductor coil. Then the magnetized seg-
ments were assembled and glued together in a special
mounting stage, which provided for the necessary tol-
erance in positioning the segments and for the removal
of magnetic energy. Using this mounting stage, it was
possible to glue the elements into the common unit. The
stator incorporated REMs with a total weight of 110 kg
and the rollers contained 115 kg of the same REM
material. 

The magnetic system elements were assembled into
a single structure on a special platform made of non-
magnetic structural alloys. The platform construction
was provided with springs and shock absorbers and
allowed the converter setup to move in the vertical
direction on three slides. The motion was monitored by
an inductive transducer, which allowed changes in the
platform weight to be determined in the course of the
experiment. The total weight of the platform with the
magnetic system in the initial state was 350 kg. 
1063-7850/00/2612- $20.00 © 21105
Description of observed effects. The converter was
installed in a 2.5-m-high laboratory room using three
concrete supports on a ground level. In additional to the
ordinary steel-reinforced concrete ceiling blocks, the
converter environment featured a usual electrodynamic
generator and an electric motor, with a total iron weight
of a several dozen kilograms (only these parts could, in
principle, introduce distortions into the electromag-
netic field pattern observed). 

The converter was set to operation by the electric
motor. The motor speed was gradually increased until
the amperemeter connected in the motor circuit showed
zero consumed current and the current direction rever-
sal. This state corresponded to a rotor speed of approx-
imately 550 rpm, but the motion transducer began to
indicate a change in the platform weight already at
200 rpm. Then the electric motor was disconnected
using an electromagnetic overrunning clutch, and a
usual electrodynamic generator was connected instead
to the main shaft of the converter via another electro-
magnetic clutch. On attaining the critical regime
(~550 rpm), the rotor exhibited a sharp increase in the
rotation speed; this was accompanied by a slow-down
in the rate of the current weight variation. At this
instant, the first 1 kW load was connected to the system.
Immediately upon this connection, the rotation speed
began to decrease, while the ∆G value kept increasing,
and so on, as depicted in figure. 

The system weight variations depend both on the
power consumed by the active load (the load consisted
of ten ordinary 1-kW heating elements) and on the
polarization voltage applied. For the maximum con-
sumed power (7 kW), a change in the total platform
weight reached 35% of the initial value in the immobile
state (350 kg), which corresponded to 50% of the pure
weight of the working body of the converter. An
increase in the load power above 7 kW led to a gradual
000 MAIK “Nauka/Interperiodica”
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decrease in the rotor speed and, eventually, to the sys-
tem going out of the self-generation regime and the
rotor speed decreasing until the full stop. 

The platform weight could be controlled by apply-
ing a high-voltage signal to the cellular ring electrodes
situated 10 mm above the external roller surface. Upon
applying a 20-kV signal (negative polarity on the elec-
trodes), an increase in the load power consumption
above 6 kW did not affect the ∆G value even when the
rotor speed decreased down to 400 rpm. This was
equivalent to “prolongation” of the effect and was
accompanied by phenomena of the “remanent induc-
tion” type with respect to ∆G. The converter operation
in various experimental regimes is illustrated in the
figure. 

The effect of the system weight variation is revers-
ible with respect to the direction of rotor motion and
exhibits certain hysteresis. For the clockwise rotation,
the critical regime is observed in the region of 550 rpm
and is accompanied by development of the force acting
against the gravity vector. For the counterclockwise
rotation, the onset of the critical regime is observed at
approximately 600 rpm and the extra force coincides in
direction with the gravity vector. The onset of the criti-
cal regime exhibited a scatter within 50–60 rpm. It
should be noted that some other critical resonance
regimes may exist which correspond to higher rotor
speeds and markedly greater useful load levels. Pro-
ceeding from the general theoretical considerations, the
output mechanical energy must nonlinearly depend on
the internal parameters of the converter magnetic sys-
tem and the rotor speed, so that the observed effects are
likely to be far from optimum. Establishing the maxi-
mum output power, maximum weight variation, and the
converter energy resource is of considerable theoretical
and practical interest. 

Besides the phenomena described above, a number
of other interesting effects were observed in the system
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(kW) and system weight variation; (II) 7-kW load (high
voltage off); (III) 7-kW load (high voltage on); (IV) super-
critical regime; (V) subcritical regime (1, high voltage off;
2, high voltage on). 
TE
studied. In particular, the converter operation in the
dark is accompanied by a corona discharge with a pink-
ish blue light emission and by the ozone production.
The ionization cloud is formed around the stator and
rotor, acquiring a toroidal shape. The general corona
discharge background is superimposed with a wavy
pattern corresponding to the surface of rollers: the
zones of increased emission intensity are distributed
along the roller height in a manner similar to that
observed for the high-voltage microwave induction
energy storage in the prebreakdown state. These zones
appeared yellowish white, but the emission was not
accompanied by sounds characteristic of the arc dis-
charge. We also did not observe any visible erosive
damage on the stator and rotor surfaces. 

One more effect which was never reported previ-
ously is the appearance of vertical “magnetic walls”
surrounding the setup. We have detected and measured
an anomalous constant magnetic field around the con-
verter. The measurements revealed zones of increased
magnetic field strength on the order of 0.05 T arranged
coaxially relative to the system center. The direction of
the magnetic field vector on the “walls” coincides with
that in the rollers. The structure of these magnetic zones
resembles the pattern of circular waves on the water
surface. No anomalous field is detected by a mobile
magnetometer, employing the Hall effect transducer, in
the areas between zones. The layers of increased mag-
netic field strength are propagating with virtually no
attenuation to a distance of 15 m from the converter
center and then rapidly decayed at the boundary of this
15-m area. Each layer zone is 5–8 cm thick and exhibits
sharp boundaries. The layers are spaced by 50–60 cm,
the spacing slightly increasing with the distance from
the converter center. A stable pattern was also observed
at a height of 5 m above the setup (the measurements
were conducted in a second-floor room above the labo-
ratory; no tests were performed on a higher level). 

Another interesting phenomenon consists in an
anomalous temperature drop in the immediate vicinity
of the converter. At a general room temperature level in
the laboratory +22°C (±2°C), the temperature at the
converter surface was 6–8°C lower. Similar tempera-
ture variations were detected in the vertical magnetic
“walls.” The temperature changes in the walls were
detected by an ordinary alcohol thermometer with a
reading set time of 1.5 min. The temperature variations
in the magnetic “walls” can be even sensed by the
human body: a hand placed inside the “wall” immedi-
ately feels cold. The same pattern was observed at a
height of 5 m above the setup in a second-floor room
above the laboratory (despite the steel-reinforced con-
crete blocks separating the rooms). 

Discussion of results. All the experimental results
described above are very unusual and need some theo-
retical rationalization. Unfortunately, attempts at inter-
preting the obtained results within the framework of the
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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existing physical theories showed that no one of these
models can explain the whole set of experimental data. 

Recently, Dyatlov [2] attempted to combine the con-
cepts of electricity and gravity by introducing the so-
called electrogravitation and magnetic-spin coefficients
into the Heaviside gravity equations and the Maxwell
field equations. This provides for a relationship
between the gravitational and electrical components, as
well as between the magnetic and rotational compo-
nents in a given medium. The assumptions are built
around a special model of inhomogeneous physical
vacuum, called the vacuum domain model [2]. It is sug-
gested that the extra relationships are absent outside the
vacuum domain. Although it is difficult to imagine a
long-living vacuum domain, the proposed model pro-
vides for a satisfactory explanation (at least on a quali-
tative phenomenological level) for the appearance of
emission, the system weight variations, and the conver-
sion of energy taken from the surrounding medium into
the rotational mechanical moment of the rollers. Unfor-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
tunately, the theory cannot provide a physical pattern of
the observed phenomena. 

Conclusion. At present, the works on a developed
variant of the converter are in progress at the Glushko
“NPE Énergomash” stock company (Moscow). This
setup would allow a deeper insight into the physics of
observed phenomena. Another aim is the creation of
commercial samples for various practical applications. 
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Abstract—Evolution of the mass transfer regime in a three-component gas mixture in the course of transition
from molecular diffusion to the diffusion instability development and the convective mixing driven by the par-
tial pressure difference was experimentally studied. It is demonstrated that the mixtures containing a component
possessing the properties of a real gas may exhibit various types of mixing and the corresponding transition
regimes. © 2000 MAIK “Nauka/Interperiodica”.
Experimental investigations of the process of iso-
thermal molecular diffusion in three-component gas
mixtures showed that instability of the mechanical
equilibrium in such systems may be observed for vari-
ous thermodynamic parameters, geometric characteris-
tics of the mass transfer channel, and directions of the
total density gradient [1–3]. However, some special
features in these experiments allowed a change in the
mass transfer regime from molecular diffusion to con-
centration convection to be studied only for a preset
direction of the total density gradient in the gas mix-
ture. This circumstance made it impossible to follow
the sequence of transitions from molecular diffusion to
diffusion instability and gravitational concentration
convection in a particular system depending on a single
variable parameter.

Below, we report on the results of experimental
investigation of the evolution of some characteristic
features of the mass transfer regime in three-compo-
nent gas mixtures in the course of transitions from
molecular diffusion to the diffusion instability and the
ordinary convective mixing as a result of the partial
pressure difference. The conditions for these transitions
can be provided if one of the gas mixture components
exhibits pressure-dependent variations in the partial
density according to the real gas laws. For example,
when a binary mixture with the composition
0.4163 H2 + 0.5837 N2O (molar fractions) diffuses into
nitrogen at T = 298 K and a pressure close to the atmo-
spheric pressure, the density of the binary mixture is
lower than that of nitrogen. As the pressure increases,
the two densities exhibit leveling (at P ~ 1.5 MPa) and
then the gas mixture density exceeds that of the nitrogen.

The mass transfer experiments were conducted in a
two-compartment diffusion setup comprising the upper
and lower vessels with equal volumes V1 = V2 = 55 cm3

and a diffusion channel with a diameter of 4.0 mm and
1063-7850/00/2612- $20.00 © 21108
a length of 70.0 mm. The temperature in all experi-
ments was 298 K and the diffusion time was 30 min.
The experimental procedure was analogous to that
described in [1–3].

The procedure was essentially as follows. The
binary gas mixture 0.4163 H2 + 0.5837 N2O was always
charged into the upper compartment (irrespective of the
pressure-dependent density) and nitrogen was admitted
to the lower compartment. Then the compartments
were connected and the process of gas mixing in the
system was studied at various pressures. The figure
shows the experimental data on the concentrations of
hydrogen and nitrous oxide in the system. The third
component (nitrogen) concentration can be calculated

using the balance condition  = 1, where ci is the
molar fraction of the ith component.

cii 1=
3∑
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The amounts of hydrogen and nitrous oxide passing from
upper to lower vessel in various mixing regimes depending
on the pressure. Points present the experimental data, solid
curves show the results of approximation by model polyno-
mials, and dashed curves are calculated using the Stephan–
Maxwell equations assuming stable diffusion.
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An analysis of the experimental data allowed the
characteristic transition regimes to be revealed. In the
interval of pressures from atmospheric (~0.093 MPa) to
about 0.4 MPa, behavior of the component concentra-
tions is characteristic of the molecular diffusion. This is
confirmed by coincidence of the experimental data with
the results of calculations according to the Stephan–
Maxwell equations [4]. The further increase in the pres-
sure leads to the development of instability in the
mechanical equilibrium of the gas mixture under the
negative density gradient conditions. The change from
molecular diffusion to the diffusion instability is related
to a transition from the molecular mechanism of mass
transfer between the mixture components to the struc-
turized convective flows that can be predicted within
the framework of the model proposed in [5]. As the
pressure keeps growing, the system exhibits a pattern of
developed convective flows with a clearly pronounced
effect of the heavy component separation from hydro-
gen, a highly mobile gas [6]. Here, the experimental
values of the component concentrations markedly
exceed those calculated using the Stephan–Maxwell
equations assuming stable diffusion. At a pressure of
about 1.5 MPa, the density of the binary mixture
becomes equal to that of the pure component (nitrogen)
and the intensity of mixing reaches a maximum. The
rate of the component mass transfer by molecular dif-
fusion is lower by more than one order of magnitude as
compared to the rate of the convective transfer.

The subsequent increase in the pressure from 1.5 to
3.0 MPa leads to a change in the sign of the density gra-
dient, which is accompanied by competition of the con-
vective flows caused both by the diffusion instability
and by the traditional convective mixing. Above
3.0 MPa, the mixture is transferred as a whole, as can
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
be judged from the final ratio of the hydrogen and
nitrous oxide concentrations, which is approximately
equal to the initial value. In the regime of convective
mixing, a reason for the absence of component separa-
tion is that a nonideal behavior of the binary mixture
components (nitrous oxide) results in creating a density
gradient such that a contribution due to the diffusion
instability is small as compared to the transfer due to
the gravitational concentration convection.

Thus, the results of our investigation show that
three-component gas mixtures containing a component
possessing the properties of a real gas may exhibit var-
ious types of mixing and the corresponding transition
regimes depending on a thermodynamic parameter
such as the pressure.
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Abstract—The vacuum-deposited films of corbatin (CRB) and perylene tetracarboxy dianhydride (PTCDA)
were studied in situ by method of total electron-beam-induced current (EBIC) spectroscopy. The results are
interpreted within the framework of the model of vacant electron states (VES) above the energy level of vac-
uum. For PTCDA samples, the VES density determined from the EBIC measurements shows a good agreement
with the available NEXAFS data. For CRB films, the VES density above the vacuum level is reported for the
first time. © 2000 MAIK “Nauka/Interperiodica”.
Introduction. In the past decades, there was
increasing interest of researchers in the study of the
electron properties of layered structures, which was
mostly related to the development of microelectronics.
A special effort was devoted to searching for and char-
acterizing of new materials offering an alternative to
the existing structures based on inorganic semiconduc-
tors. Thin films of organic macromolecules are among
the materials showing considerable potential for the
application in electronics. This is due to fact that some
of these films possess semiconductor properties. In
addition, the properties of organic materials can be
modified in a controlled manner both during the syn-
thesis of macromolecules and in the course of subse-
quent technological processes. The good prospects for
the macromolecular organic layer structures become
more evident from the standpoint of miniaturization of
the electronic devices and the development of molecu-
lar electronics. 

Below, we report on the results of investigation of
the properties of thin organic films prepared by vacuum
deposition of corbatin (CRB) and perylene tetracar-
boxy dianhydride (PTCDA) onto (0001)ZnO single
crystal substrates. Both organic compounds studied
possess semiconductor properties and are stable under
high vacuum conditions. PTCDA, which is capable of
forming ordered layers [1, 2], is used for the fabrication
of light-emitting devices; CRB was also reported to
exhibit important effects such as photo emf [3] and
photoconductivity [4, 5]. 

The experiments were performed using the total
electron-beam-induced current (EBIC) spectroscopy
technique. This method, based on a nondestructive
monitoring of the sample surface with an electron beam
at an electron energy of 0–30 eV and a beam current on
the order of 10 nA, provides information on the elec-
1063-7850/00/2612- $20.00 © 1110
tron density of states and their dispersion, as well as on
the surface potential [6]. 

Experimental. The sample films were deposited
and studied in situ in an ultrahigh vacuum (UHV) sys-
tem evacuated to a residual working pressure of 5 ×
10−8 Pa). The system was equipped with various sec-
ondary-electron surface analytical facilities. A four-
grid electron energy analyzer allowed (besides the
EBIC measurements) the sample surface composition
to be studied by Auger electron spectroscopy (AES). In
the EBIC mode, a parallel electron beam was incident
onto the sample film surface and the total current I(E)
in the sample circuit was measured as function of the
electron beam energy (provided that both secondary
and reflected electrons were completely separated) [6]. 

The probing electron beam energy was varied from
0 to 30 eV. The fine structure of the EBIC spectra was
revealed by measuring the first derivative of the total
current with respect to energy [S(E) = dI/dE], which
was provided by using a lock-in detector and modulat-
ing the primary electron beam energy (modulation fre-
quency, 1600 Hz; modulation amplitude, 0.1 eV). The
electron beam, incident along the normal to the sample
surface, was focused to a spot size of 0.2–0.4 mm. The
primary electron peak in the EBIC spectrum corre-
sponds to the vacuum energy level Evac of the surface
studied. In the course of the sample material process-
ing, this peak may shift in response to the surface work
function variations. 

The fine structure of the EBIC spectra is determined
by the energy dependence of electron reflection coeffi-
cient, the latter representing a sum of the coefficients of
elastic and inelastic reflection. For small primary elec-
tron energies (E < 20–25 eV), the elastic component
can be assumed to dominate [6–8]. The energy depen-
dence of the elastic reflection coefficient is closely
2000 MAIK “Nauka/Interperiodica”
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related to the energy band structure in the interval of
energies corresponding to that of the primary electrons
[6–8]. In the class of molecular solids, to which the sub-
stances studied belong [9], the elastic reflection coeffi-
cient varies predominantly by a mechanism depending
on the density of vacant electron states (VES) above the
vacuum level. This density corresponds to the energy of
primary electrons exhibiting stronger refection in the
region of forbidden bands and weaker reflection and,
hence, a greater current in the sample circuit in the
vicinity of allowed states. 

The peaks in the EBIC spectrum registered in the
S(E) = dI/dE mode correspond to energy positions of
the VES bands, while the maxima of (–dS/dE) indicate
the energy positions of the VES density maxima. Thus,
the derivative of the EBIC spectrum (taken with the
opposite sign) is better suited for comparison to the
VES density values calculated theoretically or deter-
mined by other independent methods. Owing to the
weak intermolecular interaction, the spectrum of elec-
tron states measured in solids differs but little from the
corresponding molecular spectrum, while the surface
electron structure is virtually identical to the bulk
structure. 

Prior to the sample film deposition, the ZnO sub-
strate surface was cleaned by heating in high vacuum to
1000 K with short-time flashing to 1100 K. The surface
cleanness was checked by the AES spectra, which
revealed only the signals from zinc and oxygen. The
signal from carbon was below the level of spectrometer
sensitivity, so that the concentration of carbon atoms on
the surface was less than 1/100 of that for the other
components. The EBIC spectrum of the ZnO substrate
corresponded to that reported in [10] for the (0001) face
of a zinc oxide single crystal. 

The films were deposited by thermally evaporating
the PTCDA and CRB powers. The structural formula of
these compounds are depicted in Fig. 1. Note that the
main structural component in both molecules is the aro-
matic carbon nucleus, which determines the general
character of the valence and conduction band structure
of the compounds studied. The initial substances were
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
evaporated from thoroughly outgassed Knudsen cells.
The evaporation temperatures were 600 K (PTCDA)
and 670 K (CRB). 

The EBIC spectra recorded in the course of the film
growth reflected gradual disappearance of the features
related to the substrate and the build-up of those corre-
sponding to the film structure. In the initial deposition
stage, no additional features were observed that could
distinguish the electron structure of the very first layer
from that of the bulk solid compound. This is indicative
of the absence of chemical reactions between ZnO sub-
strate and deposited substances. Simultaneously, the
work function variation was monitored by measuring
the position of the primary electron peak. The work
function gradually increased with the EBIC spectrum
formation in the case of PTCDA and decreased in CRB.
The deposition process was terminated when the EBIC
spectra ceased to change. 

Figure 2 shows the typical EBIC spectra of CRB
(curve 1) and PTCDA (curve 2). The main peaks in the
spectrum of CRB are observed at 0.8, 2.5, 5.1, 7.3, and
8.6 eV, while the PTCDA samples are characterized by
the peaks at 1.4, 5.0, 9.6, and 14.3 eV. The results
obtained for PTCDA agree well with the data reported
in [11] for the films deposited onto passivated silicon
substrates. 

Discussion of results. As noted above, the principal
mechanism responsible for the EBIC spectrum forma-
tion in molecular solids consists in variation of the elas-
tic reflection coefficient depending on the density of
VES situated above the vacuum level. The EBIC spec-
tra immediately reveal the total density of vacant elec-
tron states reflecting the contributions both from vari-
ous elements entering into the structure of molecules
and from the molecular orbitals of various types (for
macromolecules, predominantly of the π* and σ*
orbitals). 

A similar mechanism of the EBIC spectrum forma-
tion was reported in graphite single crystals [12, 13],
where the VES peaks due to the π* and σ* orbitals were
resolved and it was found that the former orbitals dom-
inate in the energy range below 6 eV, while the latter are
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Fig. 1. Structural formulas of the organic compounds studied: (1) CRB; (2) PTCDA. 
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Fig. 3. Identification of the VES density peaks above the
vacuum level for CRB and PTCDA molecules using the
EBIC spectra of (1) CRT and (2) PTCDA and the NEXAFS
(3, 5) C1s and (4, 6) O1s spectra of PTCDA measured for
(3, 4) normal and (5, 6) glancing incidence of the primary
X-ray beam. The EBIC and NEXAFS energy axes are
matched as described in the text. 
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dominating at higher energies (these intervals are indi-
cated by arrows in Fig. 2). Taking into account that the
base fragments of molecules studied in this work are
represented by the aromatic carbon nuclei analogous to
layer fragments in the graphite structure, the above
boundary energy value dividing the VES levels
between π* and σ* states can be also used as a rough
estimate in interpreting the EBIC spectra of PTCDA
and CRB. 

In order to determine the positions of maxima in the
VES density structure above the vacuum level, the
EBIC spectrum should be differentiated and the deriv-
ative taken with the opposite sign. The results of this
processing are presented in Fig. 3. As seen, the VES
density peaks for PTCDA (curve 2) are observed at 2.5,
4.3, 5.8, 8.1, 10.6, and 14.4 eV (peaks A, A', B, B', C,
and D, respectively), while CRB (curve 1) is character-
ized by the VES density peaks at 1.0, 2.8, 5.5, 7.9, and
9.6 eV. 

Figure 3 (curves 3–6) also presents data on the non-
extended X-ray absorption fine structure (NEXAFS) of
PTCDA taken from [14], which provides additional
information on the VES density. As is known from the
NEXAFS spectroscopy principles, the normally incident
X-ray beam most probably excites the electron transi-
tions into σ* states represented by curves 3 and 4 [14].
It should be noted that the NEXAFS exhibits a more
developed pattern for excitation of the C1s level
(curve 3) than for the O1s level (curve 4), this fact
being indicative of a difference in the local VES density
in the vicinity of carbon and oxygen atoms. The
curves 5 and 6 measured at a glancing incidence of the
primary X-ray beam mostly reflect the structure of the
π* states localized in the range of lower energies [14]. 

In order to compare the EBIC spectra measured in
this work to the NEXAFS data, it was necessary to
match the energy axes. For this purpose, we determined
the position of the conduction band bottom by the onset
of the X-ray absorption (Ec in Fig. 3). As is known, the
vacuum level (the origin on the EBIC energy scale) dif-
fers from this level by a value equal to the electron
affinity χ (4.1 eV for PTCDA [9, 15]). As seen from
Fig. 3, the matched energy axes provide for a good cor-
respondence between the EBIC ad NEXAFS curves in
both positions and shapes of their characteristic fea-
tures except for peaks A and A'. The comparison shows
that the features denoted by B, B', C, and C' refer to the
σ* states. The A and A' peaks probably correspond to
the higher π* states that are shifted downward in the
NEXAFS spectra. This can be explained by influence
of the hole formed on the 1s level (from which the elec-
tron was excited) upon the energy positions of orbitals
[14, 16]. 

As follows from the comparison of EBIC and
NEXAFS data in Fig. 3, the former spectrum reflects
the total VES density, whereas the latter exhibits certain
limitations related to the selection rules. This circum-
stance probably also accounts for a difference observed
CHNICAL PHYSICS LETTERS      Vol. 26      No. 12      2000
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in the NEXAFS spectra for electrons excited from the
1s levels of various elements. Owing to the fact that
carbon atoms in the PTCDA molecule occur in various
nonequivalent states, the electrons may exhibit transi-
tions to a greater number of orbitals in the conduction
band. This fact explains the more developed structure
of the C1s NEXAFS spectra. At the same time, all the
peaks observed in the C1s spectra are also present in the
O1s spectra, which is indicative of a hybridization of
the orbitals of oxygen and carbon atoms or, in other
words, of a delocalized character of the electron states
in the conduction band. 

As for CRB, we may suggest that the first two low-
energy peaks are of the π* nature, while the remaining
three peaks possess the σ* character. This hypothesis is
based on the general considerations, concerning energy
positions of the VES density maxima in compounds
with the structures built around the nuclei of aromatic
carbon rings, which proved to be valid in the case of
PTCDA. We also took into account the peak shapes: the
π* orbitals correspond to narrower, more clearly pro-
nounced features than the σ* orbitals. 

Conclusion. The results of the in situ investigation
of the electron structure of PTCDA and CRB films by
the method of electron-beam-induced current showed
that features in these spectra reflect the energy depen-
dence of the density of vacant electron states above the
vacuum level. The VES density peaks were observed at
the following energies: 2.5, 5.8, 10.6, 14.4 eV
(PTCDA) and 1.0, 2.8, 5.5, 7.9, 9.6 eV (CRB). The
peaks are divided into two groups corresponding to
orbitals of the π* and σ* nature. 

A comparison of the EBIC spectrum of PTCDA to
the NEXAFS spectrum of this compound showed good
coincidence of the spectral features. It was demon-
strated that the EBIC technique provides information
on the total VES density above the vacuum level,
including contributions both from various elements
entering into the composition of molecules and from
the electron orbitals of various types (for macromole-
cules, predominantly of the π* and σ* orbitals).
Hypotheses concerning the possible reasons for some
distinctions between the two methods were formulated. 
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Abstract—The results of calculations reported for the first time indicate that the electron emission from a cath-
ode, which is necessary to explain the main properties of an open discharge, is stimulated by the cathode bom-
bardment by fast atoms rather than by photons (as was believed for a long time). The calculations are based on
the results of measurements of the electric field strength in the discharge region and of the coefficient of electron
emission from a cathode bombarded by helium atoms and ions. It is also demonstrated that the efficiency of the
gas ionization by fast atom bombardment is significant at a voltage of several keV and becomes comparable
with the electron-impact ionization in the anode plasma at a voltage equal to a few tens of keV. © 2000 MAIK
“Nauka/Interperiodica”.
1. It was believed for a long time [1] that an open
discharge (a kind of the confined discharge) is initiated
and sustained by photoemission from the cathode,
which is related to the radiative de-excitation of atoms
excited in the drift space by an electron beam penetrat-
ing into this region from the discharge gap via the
anode grid. 

However, subsequent experiments [2–4] demon-
strated that the photoelectron-stimulated open dis-
charge mechanism contradicts the experimental data.
Indeed, effects such as the current build-up depending
on the gap width d [4] or the field sagging in the grid
holes [3] cannot be explained within the framework of
the photoelectron-stimulated discharge model. These
effects are obviously related to ionization processes in
the discharge. Moreover, typical oscillograms indicate
that the beam current begins to drop under conditions
that are the most favorable for the beam-induced exci-
tation of atoms, that is, when the efficiency of photoe-
mission could be expected to grow sharply [2]. Neither
these arguments nor other similar considerations were
taken into account in some communications published
later [5, 6]. 

Apparently, this situation is explained by the
absence of calculations that would directly confirm that
some mechanism other than photoelectron may
account for the open discharge formation. The main
factor hindering such calculations was the lack of reli-
able measurements of the electric field strength in the
discharge gap. 

The purpose of this study was to solve this task
based on the results of measurements of the electric
field distribution reported in [5] and the data on the
coefficients of electron emission from a cathode bom-
barded by helium ions and atoms [7]. 

2. Consider the ions generated in the middle of a
weak-field region in the gap (Fig. 1), for example, at
1063-7850/00/2612- $20.00 © 21114
x/d = 0.65. The ions move toward the cathode, exhibit-
ing multiple recharge events (σct ~ 1.2 × 10–15 cm2 [7]),
and participate in the cathode bombardment together
with the fast atoms formed in these events. For the con-
ditions described by curve 1 (Fig. 1), the total electron
emission coefficient calculated using the data from [7]
is γ = γa + γaw + γ+ = 6.7, where γa = 6, γaw = 0.4 is the
contribution due to fast atoms generated within and
behind the cathode fall (CF) region, and γ+ = 0.3 is the
contribution due to the primary ion. The efficiency of
the electron beam production is ξ = γ(γ + 1)–1 = 0.87
(for curve 2, ξ = 0.84). 
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Fig. 1. Electric field strength distribution in a discharge gap
with d = 1.2 mm [5]: (1) at a maximum current j = 45 A/cm2

(U = 7.8 kV); (2) in the middle of the current fall (U =
5.1 kV). Helium pressure p = 20.5 Torr; current pulse dura-
tion ~50 ns. 
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Fig. 2. Plots of the electron beam production efficiency ξ vs. the voltage U across the discharge gap: (1) quasi-stationary stage of
the anomalous discharge; (2–4) a discharge with weakly distorted electric field in the gap, pd = plm (2); 0.5plm (3); 3plm (4); 3plm
(for γa = 0) (5). 
Thus, bombardment of the cathode with heavy par-
ticles can provide for a high efficiency of the electron
beam production under typical open discharge condi-
tions. It should be emphasized that the above calcula-
tion employed only the experimental data. 

In order to compare the obtained ξ value to the
quantity used to characterize the electron beam produc-
tion efficiency in experiment η = Ic(Ic + Ia)–1 (where Ic

and Ia are the collector and anode currents), we must
take into account that the beam is partly trapped by the
anode grid. Depending on the degree of discharge con-
finement, a part of the beam passing by the grid charac-
terized by the geometric transparency factor µ may
vary from 1 to µ [4] (in a strongly confined discharge,
the current on the grid connector is zero). 

In a strongly anomalous discharge, the value of lc

(the cathode fall length) tends to the limit lm =
0.37(plc)np–1, where (plc)n corresponds to the normal
glow discharge. The limiting current conditions are
always reached in a typical open discharge. However,
even in the quasi-stationary open discharge sages, the
confinement is completely removed for the d values
markedly greater than lm (e.g., for d > 2lm [4, Fig. 4]),
after which η becomes equal to µξ. Note that the mea-
surements of lc under the conditions of d ~ lm may lead
to understated values lc < lm [4] because of a strong field
sagging in the grid holes. Apparently, a reasonable cri-
terion for the completely removed discharge confine-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 12      20
ment (lc = lm) is provided by correspondence of the dis-
charge voltage U to the anomalous discharge parameter
j/p2 [8]. 

The discharge confinement is not removed under the
conditions characterized by Fig. 1, where lc = 0.36 mm >
lm = 0.23 mm and the current observed even on the
decay branch of U (curve 2) is only about one-sixth of
the value necessary for the anomalous discharge.
Therefore, we have to conclude that η falls within the
interval from µξ to ξ, that is, from 0.65 to 0.87 (µ =
0.75). Thus, the average value is η ≈ 0.75 = µ, which is
usually achieved under the optimum open discharge
conditions. 

3. Using the data from [7], we may derive suffi-
ciently simple formulas for γ and, hence, for ξ in a more
general case. For example, considering the case of the
anomalous discharge (lc = lm), assuming that all the
voltage drops across the CF region with a linear field
distribution falling to zero in the direction outward the
cathode, and taking U = 1.5–5 kV, we obtain for the

total emission coefficient γ =  + γ+ = –0.84 +

1.43 × 10–3U + 1.35 × 10–8U2 [N = lm/λct = 1.18 ×
1016(plc)nσct ≈ 18 for helium, since (plc)n = 1.3 Torr cm]. 

In a discharge with slightly distorted field E ≈ const
(Fig. 2, curves 2–4), the electron beam production effi-
ciency can be either greater or smaller than the ξ value
for the anomalous discharge (curve 1). As the parame-

γaii 1=
N 18=∑
00
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ter pd grows, the efficiency drops (for a given U). The
transition to a discharge sustained only by a low effi-
ciency ion–electron emission mechanism takes place at
greater U vales (Fig. 2, curves 4 and 5). 

In the approximation adopted for the anomalous dis-
charge (E = 0 outside CF region), the electron beam
production efficiency is independent of the pd value.
Actually, the field outside the CF region can be (even in
a quasi-stationary case) greater than that necessary for
the escape of electrons [9]. Therefore, an increase in the
pd value will result in that a greater part of U would
drop behind the CF region and the discharge conditions
would approach to those described by curve 4 (Fig. 2)
with reduced efficiency. Therefore, curve 1 for an
anomalous discharge is closer to the conditions of
pd ~ plm . 

A decrease in the beam current (by a factor of 1.6)
observed by Kolbychev et al. [5] was attributed by
these authors to a transition from photoelectron-stimu-
lated to anomalous upon a change in the d value from
0.5 to 1 mm (all the other discharge parameters, includ-
ing the total current Ie + Ia , remained unchanged). The
above analysis provides a simple alternative explana-
tion. Note that, as was pointed out in [2], “in the model,
processes in the discharge gap may only affect the
anode current and the total efficiency, but not the elec-
tron beam proper.” For the photoelectron-stimulated
open discharge model, the d value also cannot influence
the compensation currents in the drift space (the related
emission was suggested [6] to maintain the discharge).
Moreover, the open discharge parameters are not
affected when the compensation currents pass to the
collector or the anode only or when these currents are
absent (e.g., in the case when the collector is close to
the anode). 

The analysis would be incomplete without evaluat-
ing the role of ionization due to the fast atom bombard-
ment. The coefficient of charge multiplication per ion,
calculated using the cross sections taken from [7], is
0.15 for curve 1 in Fig. 1 and reaches unity for the
anomalous discharge at U < 40 kV. 

It should be noted that our calculations employed the
data from [7] obtained for a gold cathode. However, the
curves reported in [7] also well descried the data obtained
with a copper cathode. Uttrerback and Miller [10] estab-
lished that the results coincided for gold, brass, and tan-
talum cathodes. The results of the U(j/p2) measure-
ments for Al, Mo, and steel cathodes reported in [8]
also fit to the same curve. Therefore, the open discharge
TE
parameters are weakly dependent on the cathode mate-
rial. This fact justified the use of data from [7] in our
calculations. 

4. The main conclusions of this study are as follows: 
(i) The model of photoelectron-stimulated open dis-

charge leads to serious unexplainable discrepancies
with experiment. 

(ii) The calculations and estimates of the efficiency
of electron beam production well agree with the exper-
imental data reported for both the open discharge and
the high-voltage glow discharges of other types [11].
This fact confirms that the principal mechanism of the
electron emission from cathode in these discharges is
the cathode bombardment with atomic species. 

(iii) The gas ionization by fast atom bombardment is
significant at a voltage of several keV and becomes
comparable with the electron-impact ionization in the
near-anode plasma at a voltage equal to a few dozen
kiloelectronvolts. 
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