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Abstract—Several simple models used for viscoelastic media in medical acoustics are analyzed. New versions
of equations of state that obey fundamental principles, namely, the causality principle and the principle of
entropy increase, are proposed for viscoelastic substances. © 2002 MAIK “Nauka/Interperiodica”.
Acoustic studies of biological tissues are often
accompanied by studies of the frequency dependence
of sound absorption in them. In the latter case, experi-
mental results are often found to disagree with the the-
oretical predictions. While the application of some ini-
tial equations, such as the equations of motion and con-
tinuity, is beyond question, the use of other ones is
dubious. The equation of motion of a medium in which
sound propagation takes place is in essence the Newto-
nian equation. It is rather strict and usually represented
in the form

(1)

Here, ρ is the substance density, ui(r, t) is the particle
displacement in the medium at a given point of space
and time, and σik(r, t) is the stress (force) that acts upon
a given particle of the medium. The continuity equation
reflects the law of mass conservation of the substance.
In the case of a single-phase medium, it has the simplest
form,

(2)

The two equations given above are insufficient to
derive a wave equation for describing the sound propa-
gation in an arbitrary continuous medium. Commonly,
the equation of the substance state, which connects the
substance parameters involved in Eqs. (1) and (2), is
also used. However, in this case, it turns out that the
equation of state of the substance already does not have
a universal character and has different forms for differ-
ent substances. In the case of a strict derivation of this
equation, new variables appear, which give rise to a
series of new equations. These equations are often not
as exact as Eqs. (1) and (2) and, in the general case,
have a complex, specifically, integro-differential form.
Moreover, these additional equations are often phe-
nomenological and depend on specific processes
accompanying the sound propagation. An example is
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the frequently used equation for the measurement of the
internal energy of a unit mass of a substance ε:

(3)

As one can see from Eq. (3), it is necessary to know
the temperature T and the entropy S, apart from the
pressure p and the substance density ρ, in order to
describe the substance behavior in the field of a sound
wave. Moreover, it may be necessary to know a whole
set of additional parameters, Ai and ξi, to describe the
process. The order parameters and the number of disso-
ciated particles, or new particles resulting from the
chemical reactions initiated by sound, can be the
parameters ξi. In the latter case, the corresponding
chemical potentials µi can serve as the parameters Ai.
A classical example of the additional parameter ξ is just
“a physical quantity characterizing the state of the
body,” which appears in the relaxation theory of sound
absorption by Mandel’shtam and Leontovich [1].

It is important to note the fact that writing down all
these additional equations in a general form (especially
for absorbing media) leads to the loss of their universal
character, and additional assumptions, mainly of a phe-
nomenological character, are needed. In this case, it
becomes necessary to formulate some inexact assump-
tions on the substance behavior in given specific condi-
tions. Such a violation of the strictness and generality
of the formulated mathematical relations arises in the
relations connecting the substance deformations with
the forces acting in the medium. The situation becomes
even more complicated because of the fact that one has
to employ different approximate formulas for different
substances by dividing them into classes. For example,
in the case of many substances in the liquid state, the
stresses arising in the medium when external forces are
applied to it are usually proportional to the rate of
deformation change. From practice, it was found that,
in the first approximation, the shear deformation in a
classical Newtonian liquid does not cause stresses.
Physically, this fact is closely connected with the main
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property of a liquid: its fluidity. Formally, the relation
between the stress tensor σik and the strain ui is
described by the expression [1]

(4)

where p is the pressure in the liquid and  is the so-
called tensor of viscous stress equal to

(5)

Here, η and ζ are the coefficients of shear and bulk vis-
cosities and v i = dui/dt is the particle velocity of the
medium u. In particular, from Eq. (4) it follows that, in
the limiting case of an ideal liquid, when viscosity is
absent, the Pascal law is valid, in which case the stress
in the medium is isotropic.

The situation is different with an ideally elastic
solid. If external forces are applied to a solid, the stress
σik arising within it is proportional to the deformation
tensor Sik = (∂ui/∂xk + ∂uk/∂xi)/2 and not to its velocity.
This property is described formally by Hooke’s law,
which, for isotropic solids in the case of small deforma-
tions, when Sik = (∂ui/∂xk + ∂uk/∂xi)/2, has the form [2]

(6)

Here, µ and K are the shear and bulk moduli connected
with the common Young modulus E and Poisson’s ratio
σ by known relations [2]. In a more general case of
crystalline solids, Eq. (6) can be written down in dyad
form [3, 4]:

(7)

where σ and S are the stress and strain tensors of the
second rank and λ is the fourth-rank tensor of elasticity
moduli.

Unlike fluids, Hooke’s law for solids reflects the
property of ideal elasticity of a medium, and, in the case
of the existence of other restrictions, it is valid, strictly
speaking, only in statics. In studying the deformation of
elastic bodies, it is commonly assumed that the process
is reversible. However, it is known that a process is
reversible thermodynamically only in the case when it
occurs at an infinitely small rate [5]. In this case, at any
given moment, there is enough time for the state of
thermodynamic equilibrium to be established. How-
ever, real motion occurs with a finite velocity, and,
therefore, at any given moment, the solid is not in equi-
librium. According to the general laws of thermody-
namics, the processes tending to bring it to an equilib-
rium state occur in a body. The presence of these pro-
cesses leads to irreversibility of motion, which
manifests itself, in particular, in the dissipation of
mechanical energy transforming finally into heat. The
processes of energy dissipation, which are connected
with the finiteness of the velocity of motion, are in
essence the processes of internal friction or viscosity. In
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this case, the equation of motion of an elastic medium
can be written as before in the common form of Eq. (1).
However, the stress tensor now should be understood as
the sum of Eqs. (5) and (6). Thus, we must consider the
stress tensor on the right-hand side of Eq. (1) as a quan-
tity that is written in a compact dyad form in the follow-
ing way [4]:

(8)

Here, η is the fourth-rank tensor of viscous moduli.
In the general case, the majority of real media is

characterized by the properties that cannot be described
within the framework of simple expressions (4)–(6).
Real media can have anomalous and structural viscos-
ity, creep accompanied by stress relaxation, elastic
aftereffect, etc. The description of motion of a real con-
tinuous medium is the subject of rheology, and one has
to select a specific equation of state for each substance
class. These equations often have rather complex
forms. However, there is a large class of substances that
can be described in the linear approximation by a sim-
ple combination of the properties indicated above. Such
media are, in particular, the biological tissues that we
are interested in here. Formally, the stress in them
depends on both strain and its derivative with respect to
time, and, in some cases, it depends also on the higher
order derivatives of strain. Therefore, many real mate-
rials are viscoelastic in their nature. It should be noted
that the response of such media to applied stress is non-
linear in the general case. Hysteresis phenomena can
also exist, but we do not consider these phenomena in
this paper.

The existing theory of viscoelasticity is basically
phenomenological and used for describing the mechan-
ical properties of many macroscopically homogeneous
solids and liquids [6]. The equations describing the
deformations and flows of viscoelastic media are rheo-
logical. Rheology is applied most successfully in the
analysis of mechanical properties, flow, and deforma-
tions of various polymers in both the solid phase and
solutions [7]. However, in fact, starting from the very
first experiments on measuring the sound absorption in
biological tissues, researchers assumed that the existing
theory of viscoelasticity could be applicable to these
media also. For example, the author of one of the first
papers on this topic successfully simulated a biological
tissue with the help of the Voigt element by using the
published data on ultrasonic absorption in tissues [8].
He took into account only one relaxation time for
describing these data in the frequency range character-
istic of medical applications.

The viscoelastic properties of a medium can be
described on a macroscopic scale in many ways using
various combinations of the elastic and viscous ele-
ments mentioned above. As a rule, these elements are
conventionally called springs and dampers, respec-
tively. Quite often, to make rheological equations more
illustrative and facilitate their generalization, the
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method of models is used. The simplest mechanical and
electric systems obeying the same differential equa-
tions as the simulated process are selected for this pur-
pose. The choice of one or another model is arbitrary.
For example, electric models can be recommended for
those well acquainted with the techniques of calcula-
tion used for electric circuits. However, mechanical
models are preferable in our opinion, because they are
more illustrative and, what is more important, closer to
the processes under investigation. It is natural that a for-
mal description of processes can be performed without
modeling, but the latter is traditional for rheology.
Moreover, as is stated in many textbooks, with the help
of models, it is possible to reveal many properties of a
medium without any calculations by using only illustra-
tive geometric images [9]. Therefore, according to tra-
dition, we have to mention the existing illustrative
images of mechanical models.

Two approaches known as the Maxwell and Voigt
models are most popular in medical acoustics [10]. The
Maxwell model is well known in both rheology and
classical mechanics of continuous media. Its mechani-
cal analog in the one-dimensional case corresponds to
the model consisting of a spring and a piston (damper)
connected in series. In the case of such a connection,
the same force acts upon both elements and their elon-
gations are summed up. It is precisely this model that is
used most often for describing macroscopic properties
of such viscoelastic materials as polymers and in med-
ical acoustics.

Initially, the Maxwell model was proposed for
describing the motion of highly viscous liquids with
motion periods that are long in comparison with molec-
ular times. There are many viscous liquids that behave
as solids within small time intervals that are, however,
large in comparison with molecular times. On the other
hand, many amorphous solids, such as glasses, may be
treated as the limiting case of liquids with very high
viscosities. Formally, the equation of state for such sub-
stances is obtained from a simple assumption about the
exponential law of the internal stress decrease with
time. Taking into account only shear stress and strain,
we can write this equation in the form [2]

(9)

where τ is the so-called Maxwell relaxation time,
within which the stress decays and which is equal to
τ ~ η/µ in order of magnitude. A more thorough
approach to the substantiation of the relaxation theory
is connected with the utilization of the additional
parameter ξ involved in Eq. (3). In many cases, the
change in the internal energy of the medium under
investigation affected by the alternating pressure of an
acoustical wave occurs not only on account of the
change of the kinetic energy of particles and such
parameters as the substance density, but also on the
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account of excitation of the internal degrees of freedom
of individual molecules.

In the Voigt model, each element is subjected to
equal deformation and the total force acting upon an
element is equal to the sum of the forces acting upon a
spring and a damper. A viscoelastic medium can be
simulated as in the previous case with the help of a set
of Voigt elements. The mechanical analog of the Voigt
element corresponds to a parallel connection of a spring
and a piston. It is a common opinion that such a model
represents the viscoelastic properties of many biologi-
cal media in a more adequate way. Just formally, the
Voigt model is described by common equations of the
classical theory of solids, but with allowance for the
internal friction. This model is known in rheology as
the model of the Kelvin medium [9]. The stress arising
in such a medium can be represented in the general
form of Eq. (8). Here, we present a specific expression
for the stress tensor in the case of isotropic solids:

(10)

Both the Maxwell and Voigt models provide an
opportunity to obtain the dispersion relations and deter-
mine the frequency dependence for the coefficient of
sound attenuation α(ω) in the viscoelastic medium
under consideration. The difference between them is
the fact that the Maxwell model predicts a stronger dis-
persion of sound velocity. In addition, the attenuation
coefficient α in the Maxwell model increases at first
with the frequency growth and then flattens out.
According to the Voigt model, the attenuation progres-
sively increases as the frequency increases. In other
words, in the case of the Maxwell model, the quantity
α/ω2 drops to zero when frequency tends to infinity,
whereas in the case of the Voigt model, it decreases
with the growth of frequency and reaches a certain
approximately constant value at high frequencies. In the
latter case, the frequency dependence of the sound atten-
uation coefficient is similar to the curve characterizing
the influence of a single equilibrium process with two
stable states, which acts in combination with the classical
processes caused by viscosity and heat conduction.

It was found that the Maxwell theory is applicable
mostly for describing the sound propagation in liquids,
while the fact of taking into account additional terms in
the shear modulus in the Voigt model makes the latter
apparently more suitable for describing biological tis-
sues [10]. From physical considerations, it follows that
the relaxation processes in the Maxwell model are fre-
quently connected with the rearrangement of the sub-
stance structure. Deformations caused by the effect of
external forces evolve. Such processes as molecular
rearrangement in the vicinity of each selected particle,
the development of dislocations, and the growth of
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cracks in a solid substance take place. Finally, all this
leads to an exponential decrease in the internal stress in
the medium with time, according to Eq. (9). The dissi-
pative processes in the Voigt model medium are con-
nected mainly with the finiteness of the propagation
velocity of interaction forces and are not as strongly
connected with the violation of the substance structure.
In this connection, we believe that the Maxwell relax-
ation processes must dominate in liquid-saturated bio-
logical tissues and also in many pathological cases
when the structure of healthy tissue is destroyed. This
fact must manifest itself to the greatest extent when
purulent formations appear. In this case, the shift from
the Voigt to the Maxwell model must manifest itself
more strongly in the low-frequency range.

It is necessary to note that, to describe experimen-
tal data correctly, one needs to elaborate simple equa-
tions (7)–(10) by combining the Maxwell and Voigt
elements and to generalize the corresponding models
taking into account the existence of many relaxation
times. As we have mentioned before, the model repre-
sentations help us to proceed in the simplest way to the
generalizations and derivations of more complex rheo-
logical equations of state. For example, the figure pre-
sents two Kelvin models of viscoelastic media whose
deformation leads to the Kneser processes [9]. These
processes are characterized by the sound prolagation
accompanied by the excitation of oscillatory degrees of
freedom of the substance in such a way that only a single
level is excited, and the role of parameter ξ in Eq. (3) is
played by the number of excited molecules. In dyad
form, the equation of state that corresponds, e.g., to the
model given in the figure on the left has the form

(11)

When longitudinal monochromatic plane waves with
frequency ω propagate in a medium with the Kneser
relaxation, the use of Eq. (11) leads, as usual, to the
renormalization of elastic-viscous moduli. For exam-
ple, in the scalar version, the employment of Eq. (11) in
such media leads to the growth of the imaginary part of
the Young modulus according to the rule [9]

(12)
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Figure.
We note that the models given in the figure on the left
and right are equivalent in their essence and described by
the same equations. The difference lies only in the coef-
ficients of the equations, which are expressed through
each other being in one-to-one correspondence [9]. In
the general case, when we have an arbitrary number of
Maxwell relaxation mechanisms, e.g., when excitation
of several oscillatory degrees of freedom occurs, the
complex modulus is expressed as

(13)

where E0 is the equilibrium Young modulus, η∞ is the
nonrelaxing viscosity, and ηk and τk = ηk/Ek are the vis-
cosities and the relaxation times of different mecha-
nisms [9]. The cited monograph [9] gives several more
simple generalizations of mechanical models, which
were proposed, e.g., by Frenkel’ and Obraztsov.

We note that, from the purely mathematical point of
view, Eqs. (8), (10), and (11) are different linear combi-
nations of stress and strain tensors, σik and uik, with
their first derivatives with respect to time, σik and uik. In
this connection, Oldroid suggested a generalized model
of a viscoelastic medium, where the linear dependence
between the quantities σik, , uik, and  was taken
into account in the most general form [7]. Using this
generalized model, we give here a somewhat modified
notation for the equation obtained by Oldroid for iso-
tropic bodies:

(14)

where τ1, τ2, and τ3 are different relaxation times.
Note that, when all times τ1, τ2, and τ3 are equal to
zero, Eq. (14) is reduced identically to the classical
Hooke equation. When τ2 ≠ 0 and τ3 ≠ 0 but τ1 = 0,
Eqs. (1) and (14) describe the dynamics of a common
elastic solid with allowance for the internal friction, i.e.,
the Kelvin–Voigt model of the medium. In this case, the
quantities η = µτ2 and ζ = Kτ3 play the role of the fric-
tion coefficients analogous to those used in the theory
of viscous liquids [2]. In another limiting case, when
τ2 = τ3 = 0 and τ1 ≠ 0, Eq. (14) describes viscoelastic
media in the framework of the Maxwell model. In the
case of a periodic motion, when the quantities σik and uik
depend on time through the factor exp(–iωt), Eq. (14) is
formally equivalent to the common Eq. (5), i.e.,
Hooke’s law, but with the complex moduli K and µ. In
this case, the quantities K and µ acquire imaginary
components that lead to the damping of periodic move-
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ments. In this case, the renormalized moduli have the
form

(15)

The description of the viscoelastic properties of sol-
ids by simply adding imaginary components to elastic
moduli is widespread. However, Eqs. (15) give specific
frequency dependences of the real and imaginary parts
of the moduli. A simple analysis of Eqs. (15) shows
that, in many cases, and precisely, when the inequalities
τ1 > τ2 or τ1 > τ3 are valid, the imaginary parts of elastic
moduli become positive, which contradicts the funda-
mental principles of thermodynamics. The change of
the signs of the imaginary parts of the moduli leads to
an increase in the amplitude of periodic oscillations and
a decrease in the entropy in a closed system. According
to this conclusion, the form of Eq. (14) is incorrect. The
model of a medium with Kneser relaxation correctly
takes into account the principle of entropy increase, but
it is not the only one satisfying the basic principles and
the causality principle in particular. It is possible to pro-
pose one more correct form for the linear combinations
of the quantities σik, , uik, and  that satisfies gen-
eral physical principles. In the most general form, an
analog of the equation of state for a substance with one
relaxation time can be written in dyad form in the fol-
lowing way:

(16)

For an isotropic body, this equation takes the form

(17)

One can see that the renormalization of the elastic mod-
uli in the case of periodic motion is now performed
according to the rule

(18)

The quantity τ coincides here with the Maxwell relax-
ation time involved in Eq. (9), and it is equal in order of
magnitude to the ratio between the shear viscosity η
and the shear modulus µ. One can see that, in contrast
to Eqs. (15), the imaginary parts of the elastic moduli
determined by Eq. (18) are always negative, and, there-
fore, they never lead to a buildup of oscillations.

As for the substantiation of the newly obtained
equations of state that are given above, it is necessary to
mention briefly the known dispersion relations. The
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formulas that establish a connection between the real
and imaginary parts of certain analytical functions are
often met in various fields of physics. Such formulas
are called dispersion relations. The mathematical appa-
ratus of dispersion relations is always the same; i.e., it
is the theory of the functions of complex variables,
including the Cauchy theory on integration in the com-
plex plane. The physical basis of the dispersion rela-
tions is represented by the causality conditions, which
must be formulated for every separate problem. We do
not repeat here the theory foundations and give its
results. We present only several references to the latest
studies in this field, as applicable to the mechanics of
continuous media [14–16], and make several remarks
concerning the problem. In the linear case, when the
superposition principle is valid, it is possible to repre-
sent the relation between stress and strain in the follow-
ing most general form:

(19)

When the strain is the “initial signal” and the result-
ing stress is “the response,” the integration over time
from zero to infinity in Eq. (19) is the mathematical
expression of the causality principle. When the kernel
K1(τ) of the integrand in Eq. (19) is a sharper function
than the slowly varying strain function, the function
S(t – τ) can be expanded into the Taylor series in the
vicinity of the point τ = 0:

(20)

Substituting Eq. (20) into Eq. (19), we obtain Hooke’s
law in the zero approximation, and, in the first approx-
imation, we obtain the equations of state for the Voigt
and Kelvin media. Basically, as in the case of the Old-
roid approach, it is possible to represent also the left-
hand side of Eq. (19) in a form analogous to the right-
hand side of the equation with a new kernel K2(τ). The
corresponding Taylor series expansion finally leads to
the general Oldroid equation. However, as we have seen
before, in this case, the general principle of entropy
increase can be violated, and the sound amplification
can be observed instead of its natural absorption. The
finiteness of the physical quantities is an important fac-
tor in the derivation of the dispersion relations. For
example, in the case of Eq. (19), this condition requires
that the Fourier image of the kernel K1(ω) must not
have poles in the upper complex half plane. This fact
makes the set of analytical functions narrower by
imposing additional restrictions concerning the singu-
larities. In a more general case of the medium descrip-
tion using the kernels K1(τ) and K2(τ), additional condi-
tions that determine the analytical behavior of the Fou-
rier images of the kernels are necessary.

According to [4, 14], in many cases the losses taken
from the measurements of infrasonic and ultrasonic
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absorption in viscoelastic media are characterized by a
simple frequency dependence. In this case, the coeffi-
cient of sound attenuation α = Imk characterizing the
propagation of a plane monochromatic wave exp(ikr –
iωt) in such media obeys a power law in a very wide
range of ω:

(21)

where y is a positive number, usually smaller than two,
and α0 ≈ 0 in most cases. In particular, many biological
tissues obey this law. For example, in the case of
bovine liver, the law given by Eq. (21) is valid in a
rather wide frequency range, from 1 to 100 MHz, with
the power index equal to y = 1.3 [11]. As more precise
measurements have shown, many biological tissues
that were initially described in the framework of the
Voigt model also obey the power law given by Eq. (21)
with 1 ≤ y ≤ 2 [12, 13].

A new modification of the equation of state was pro-
posed in [4, 14] for describing the power dependence of
acoustic losses on frequency in the viscoelastic media
under consideration. The replacement of a viscous
damper in the Voigt element by a new formation, namely,
the time convolution operator r(S, t), formed the basis of
the new approach using the so-called “causal-time”
model. As a result of the proposed procedure, Eq. (8) was
written down in the following symbolic form [4, 14]:

(22)

In this case, it turned out that the convolution operator
has different forms, depending on whether the power
index y in Eq. (21) is an integer or noninteger, an even
or uneven number. For example, in the case of an even
number, the modification of Hooke’s law now has the
form [4, 14]

(23)

Note that, in the particular case of y = 2, Eq. (23) is
reduced to Eq. (8), which describes viscoelastic media
in the framework of the Voigt model.

When the power index y in Eq. (21) is an uneven
number, the equation of state takes the following form
[4, 14]:

(24)

where H(t) is the step function (the Heaviside function).
Equation (22) takes a simpler form in the very impor-
tant case when the power index is equal to unity:

(25)
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Finally, when the power index y in the law given by
Eq. (21) is a noninteger, the equation of state is repre-
sented as [4, 14]

(26)

where Γ(y) is the gamma-function.
A more detailed description of the properties of the

causal-time model given above can be found in [4, 14].
Here, we should note that, in the low-frequency approx-
imation, this model, being more comprehensive and
described by Eq. (22), is in fact reduced to the Voigt
model. In connection with this model, we suggest ways
for further generalization with the consideration of
such phenomena as the stress relaxation in the media of
interest. This is possible by replacing the viscous
damper η : ∂S/∂t in all equations given above by the con-
volution operator η : r(S, t). For example, Eq. (16) pro-
posed by us can be generalized by representing it in the
form

(27)

The inclusion of the power dependence of acoustic
losses in media with Kneser relaxation is possible with
the modified Eq. (11), which is represented in the form

(28)

In conclusion, we note that, according to the figura-
tive expression by Morse and Feschbach, which is
given in their well-known monograph [17], the exact
laws of nature possibly may not fit the Procrustean bed
of common integro-differential equations. Probably,
this was precisely the reason why the authors of the
cited papers [4, 14] had to introduce fractional deriva-
tives. However, in our opinion, the exact description of
the phenomena under consideration most probably can-
not be reduced to a single differential equation, but they
must be described in the framework of a system of inte-
gro-differential equations.
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Abstract—Methods for the simultaneous measurement of the levels of light and heavy liquid phases in a tank by
using electroacoustic transducers, temperature sensors, and hydrostatic pressure gauges are considered. According
to the calculations, the measurement of the levels of, e.g., oil, petroleum products, and underlying water is possible
with relative standard errors of the order of 0.1–1%. © 2002 MAIK “Nauka/Interperiodica”.
Acoustic echo sounding instruments for measuring
the levels of liquids in industrial tanks (level meters) are
in many cases preferable to level meters using other
physical principles (such as float-type, hydrostatic-
pressure, capacitance, radar, and optical devices) in a
number of technical, operating, and economical charac-
teristics [1]. A study of the accumulated experience and
the multipurpose analytical, prognostic, production-
related, and patent investigations in countries leading
the field of level meter development (Russia, CIS coun-
tries, USA, Germany, Great Britain, France, Japan)
allows one to conclude that acoustic level meters are
most promising, at least for the next 15–20 years [1–5].
They are widely used, in particular, in the oil industry
[6]. In Russia, the mass production of echo sounding
level meters based on the acoustic signal propagation in
air (Ékho-5 [7]) and in liquid (Korvet [8]) is under way.
In recent papers, particular attention is given to the
accuracy of acoustic level meters [4, 5, 9–11].

The papers cited describe methods for measuring
the upper level of a liquid. Below, we consider methods
for the simultaneous measurement of the levels or vol-
umes of two immiscible liquid components (phases) of
different densities, such as water and oil or a liquid
petroleum product (PP). Usually, a PP contains fresh
water impurity accumulated at the bottom of a tank dur-
ing the storage. For determining the quantity of PP in a
tank, it is necessary to measure the upper layer of liquid
and the position of the interface between the phases. We
consider five methods of such measurements that can
be easily realized: the hydroacoustic (acoustic signals
propagate in liquid), aerohydroacoustic (acoustic sig-
nals propagate in gaseous and liquid media), aerohy-
droacoustic with reference channels for measuring the
sound velocity, two-signal aerohydroacoustic (using an
echo signal reflected from the surface of the liquid and
a signal penetrating into the liquid), and acoustohydro-
static (echo sounding is supplemented with hydrostatic
pressure measurement) methods. The first four methods
1063-7710/02/4805- $22.00 © 20518
can be used when a distinct interface is available, and
the fifth method can be used both with and without the
interface, with intermixed liquid phases. These meth-
ods differ in the conditions of their application and in
measurement accuracy, the calculations of which are
presented below.

Level meters that, in addition to acoustic transduc-
ers, contain sensors for measuring other physical
parameters, e.g., pressure transducers, can be called
combined level meters.

In the calculations, we use the following model of a
tank. A plane-parallel layer of a light liquid phase of
thickness z1 and density ρ1 in which the sound velocity
is c1 and temperature T lies on a layer of a heavy liquid
phase with the parameters z2, ρ2, c2, and T. The interface
is a horizontal plane. The space above the surface of the
liquid is occupied by air with the parameters z3, ρ3, c3,
and T3. The level of the liquid is h = z1 + z2, and the
height of the tank is l = z1 + z2 + z3 (Fig. 1).

Under these conditions, we consider the accuracy of
the known hydroacoustic method that uses pulsed
sounding signals and echo signals reflected from the
boundaries of the layers, all the signals propagating in
the liquid.

The conditions of realization of this method are as
follows: ρ2 > ρ1 > ρ3 (condition of the phase separation)
and ρ1c1 ≠ ρ2c2 ≠ ρ3c3 (condition of the reflection of
sound from the layer boundaries). A directional revers-
ible electroacoustic transducer positioned at the bottom
of the tank emits a sounding pulse in the upward direc-
tion and receives the echo signals reflected from the
surface of the liquid and from the interface with the
time delays t1 and t2, respectively. To increase the reli-
ability and for convenience, the transducer may be fixed
at the outer surface of the tank bottom with the trans-
mission and reception of pulses through the bottom, as
is done in the Korvet level meter [8].

The coefficients of reflection K and transmission W
of the amplitude of a plane sound wave normally inci-
002 MAIK “Nauka/Interperiodica”
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dent on the layer boundary are described by Fresnel for-
mulas

(1)

(2)

where the parameters with the subscript 2 refer to the
medium from which the wave is incident on the
boundary.

At the temperature T = +20°C (the temperature
throughout this paper is measured in degrees Celsius),
for light PP, we have ρ1 ≈ 600–900 kg/m3, c1 ≈ 1100–
1500 m/s, and ρ1c1 ≈ 6.6 × 105–1.35 × 106 kg/m2 s; for
fresh water, ρ2 = 998 kg/m3, c2 = 1480 m/s, and ρ2c2 =
1.48 × 106 kg/m2 s; and for air, ρ3 = 1.2 kg/m3, c3 =
343.5 m/s, and ρ3c3 = 412 kg/m2 s. Since ρ1c1 @ ρ3c3,
for the reflection from the liquid surface, we have |ä| ≈ 1.
For some sorts of oil at T < 10°C, the relation ρ1c1 ≈
ρ2c2 takes place, the echo signal from the interface is
absent, and only h can be measured. Below, we con-
sider the case when ρ1c1 ≠ ρ2c2 and the echo signals
from the liquid surface and the interface considerably
exceed the noise level.

Solving the set of equations

(3)

we obtain

(4)

Let the values of c1 and c2 be known with the stan-
dard random errors σc1 and σc2, the values of t1 and t2
be measured with the standard errors σt1 and σt2, and
let these errors be independent. Then, the standard error
in determining z1 is

(5)

The standard errors σz2 and σh are calculated similarly.
By using Eqs. (3)–(5), we obtain

(6)

(7)

K
ρ1c1 ρ2c2–
ρ1c1 ρ2c2+
---------------------------,=

W
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t1
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-------
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-------, t2+ 2z2/c2, z1 1 z2+ h,= = = =
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2
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+
1/2
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Consider an example of the numerical estimation of
the accuracy of the hydroacoustic method for the fol-
lowing conditions: l = 12 m, z1 = 8 m, and z2 = z3 = 2 m.
The velocity of sound in liquid depends on its tempera-
ture T, and this dependence is known. The phases of the
liquid are Russian crude oil or light petroleum products
obtained from it and fresh water. The empirical depen-
dence c1(T) for PP is described by the expression

(9)

The empirical values of the coefficients c01 and b1 for
Russian PP in the temperature range 5–40°C were
obtained by the least-squares method from the data
reported in [14], and these values are presented in Table 1.

For fresh water, according to [15], we have

(10)

where c2(T) is measured in meters per second and H is
the depth of the point of measurement in meters.

For 0 < T ≤ 20°C and H < 10 m with an error of no
more than 1%, for water one can use approximate
expression (9) with the coefficients c02 = 1410 m/s and
b2 = 2.99 × 10–3 deg–1. The plots of the functions c(T)
for PP and fresh water are shown in Fig. 2.

σh
1
2
--- c1σt1( )2 c2 c1–( )σt2[ ] 2+





=

+ 4
z1

c1
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 
2 z2

c2
----σc2 

 
2

+




1/2

.

c1 T( ) c01 1 b1T+( ).=

c2 T( ) 1410 4.21T 0.037T2– 0.0175H ,+ +=
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h

l ρ1c1T
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Fig. 1. Simplified block diagram of instrumentation:
(1) light liquid phase (PP), (2) heavy liquid phase (water),
(3) air space, (4) upper reversible electroacoustic trans-
ducer, (5) air temperature sensor, (6) reference reflector of
the upper electroacoustic transducer, (7) bottom reversible
electroacoustic transducer, (8) liquid temperature sensor,
(9) reference reflector of the bottom electroacoustic trans-
ducer, (10) hydrostatic pressure gauge, (11) electronic unit
of the upper transducers, (12, 13) electronic units of the bot-
tom transducers, (14) processor, and (15) indicator.
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Let a piezoceramic element with flexural vibrations,
similar to the AP-6 transducer of the Ékho-5 level
meter [7], with an effective frequency band ∆f = 6 kHz
be used as an electroacoustic transducer. For a signal
with a known carrier frequency and a random phase, the
standard error of the delay measurement is σt ≈ 1/q∆f,
where q is the amplitude signal-to-noise ratio [16]. For
q = 10 and ∆f = 6000 Hz, we have σt = 1.6 × 10–5 s. Let
the temperature of the liquid be measured by a mass-
production copper resistance sensor with the standard
error σT = 0.2°C [17]. This type of sensor is conven-
tionally used for monitoring the temperature in PP stor-
age tanks.

Table 1

PP c01, m/s b1 × 103, deg–1

Crude oil 1542 –2.90

Diesel fuel 1490 –3.08

Kerosene 1398 –3.48

AI-95 gasoline 1343 –3.54

AI-92 gasoline 1276 –3.23

Rubber solvent 1250 –4.07
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Fig. 2. Dependence of the sound velocity on temperature for
the following liquids: (1) fresh water, (2) oil, (3) diesel fuel,
(4) kerosene, (5) AI-95 gasoline, (6) AI-92 gasoline, and
(7) rubber solvent.
With the dependences c1(T) and c2(T) in the form of
Eq. (9), for the hydroacoustic method we obtain

(11)

(12)

(13)

According to these expressions, at T = 20°C, we
have σz2 = 1.3 cm; the values of σz1 and σh are given
in Table 2.

Tests carried out in the laboratory and in tanks of
petroleum plants confirmed the efficiency of the
hydroacoustic method [18, 19]. The accuracy of echo
sounding was near to the calculated estimates shown in
Table 2.

The sound velocity in oil depends on its composi-
tion and temperature. For PP of a known composition,
the dependence c1(T) can be measured or calculated as
in [12] for a three-component liquid. The presence of
water impurity and dissolved gases in PP changes this
dependence and may lead to an increase in error. The
aerohydroacoustic method, which does not require data
on c1, is free from this drawback. The conditions of its
realization are as for the previous method. In addition
to the bottom electroacoustic transducer, an upper
transducer is mounted on the tank’s ceiling that emits
acoustic pulses in the downward direction and receives
the echo signals from the liquid surface with a delay t3.
Then,

(14)

(15)

(16)

and σz2 is estimated by Eq. (7).
Introducing temperature sensors in the air space and

in the liquid, one can use the dependences c2(T) and
c3(T) known for fresh water and air. For the upper and
bottom transducers not to interfere with each other,
their signals should be separated in frequency or time.
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Let us assume that the dependence c3(T3) in the air
space of the tank is described by the formula (see,
e.g., [3])

(17)

For |T| < 50°C with an error not exceeding 1%, one
can use the approximate expression

(18)

where c03 = 331.6 m/s and b3 = 1.83 × 10–3 deg–1.
Let the temperature of both liquid and air be mea-

sured by copper resistance sensors with the indepen-
dent standard errors σT = σT3 = 0.2°C. According to
Eqs. (15) and (18), we obtain

(19)

The values of σz2 and σz1 are estimated by Eqs. (12)
and (16). Under the above conditions and at T3 = 20°C,
we obtain σh = 2.8 mm and σz1 ≈ σz2 = 1.3 cm.

If the values of c2 and c3 are not known, one should
use the aerohydroacoustic method with reference chan-
nels. In this case, the level meter is supplemented with
devices for measuring the sound velocity (reference
channels [3] or reference resonators [9]). In the sim-
plest case, the reference channels are realized by
mounting reference reflectors at fixed distances zr2 and
zr3 from the electroacoustic transducers (see Fig. 1), and
the time intervals tr2 and tr3 between the instants of the
transmission of sounding signals and reception of echo
signals from the reflectors are measured. The reflectors
intersect part of the acoustic beam retaining the possi-
bility for receiving the echo signals from the media
boundaries. In this case, we have

(20)

(21)

(22)

and σz1 is calculated by Eq. (16).
For zr2 = zr3 = 0.5 m, σtr2 = σtr3 = 1.6 × 10–5 s, and,

under the above conditions, from Eqs. (16), (21), and
(22) we obtain σz1 = 2.8 cm, σz2 = 2.7 cm, and σh =
6 mm. The measurement accuracy can be increased by
using shorter high-frequency sounding pulses. In our
example, the reference channels provide the measure-
ment of the sound velocity with the relative standard
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errors σc2/c2 = c2σtr2/2zr2 = 2.4 × 10–2 in water and
σc3/c3 = 5.5 × 10–3 in air. At the same time, hydroacous-
tic meters using short transmitted pulses at frequencies
of about 106 Hz and reference bases made of Invar
make it possible to measure the sound velocity in water
with the relative error ∆c/c ≈ 6.1 × 10–5 [13, 20].

If the liquid phases have equal acoustic resistances,
no reflection from the interface takes place and the
methods considered above are unsuitable for its sound-
ing. In this case, a two-signal aerohydroacoustic
method can be used. The conditions of its realization
are as follows: ρ2 > ρ1 > ρ3, ρ1c1 ≠ ρ3c3, c1 ≠ c2.

The upper electroacoustic transducer emits a sound-
ing pulse and receives the echo signal from the liquid
surface, which provides the measurement of h. The
pulse penetrates into the liquid and is received by the
bottom transducer with the delay t2. The coefficients of
transmission of the pulse amplitude through the liquid
surface, W31, and through the interface, W12, exceed
unity. For ρ1c1 @ ρ3c3 and ρ2c2 p ρ1c1, according to
Eq. (2), we have W31 ≈ 2 and W12 r 1.

Solving the set of equations

(23)

we obtain

(24)

(25)

The value of h is calculated from Eq. (14).
For the errors, we have

(26)
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,

Table 2

PP σz1, cm σh, cm

Oil 1.6 1.2

Diesel fuel 1.6 1.2

Kerosene 1.5 1.1

AI-95 gasoline 1.4 1.1

AI-92 gasoline 1.4 1.1

Rubber solvent 1.3 1.1
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σh is estimated by Eq. (15), and

(27)

This method is also applicable in the case of frozen
water. For ice, ρ2 = 940 kg/m3, c2 = 3980 m/s [13], and
ρ2c2 = 3.74 × 106 kg/(m2 s) > ρ1c1. In passing through
the liquid–ice boundary, the amplitude of a sound wave
increases, and the errors σz1 and σz2 decrease due to the
increase in the difference c2 – c1.

Consider an example of a numerical estimate of the
accuracy of the two-signal method under the above
conditions. Assuming that the dependences c1(T),
c2(T), and c3(T) have the form of Eqs. (9) and (18) and
the measurements of the temperatures T and T3 are
independent, we obtain

(28)

(29)

The values of the errors calculated by these formulas
are given in Table 3. As before, according to Eq. (19),
σh = 2.8 mm and T = T3 = 20°C.

Under equal conditions, the two-signal aerohydroa-
coustic method is inferior to the hydroacoustic and
aerohydroacoustic methods in the accuracy of the inter-
face localization. When the sound velocities in both
phases of the liquid approach each other, the error in
measuring the level of the interface sharply increases.
When c1 = c2, the interface is not determined and only
h is measured. According to Eqs. (9) and (10) and
Table 1, the coincidence of sound velocities in water
and oil takes place at T = 16.4°C, and in water and die-
sel fuel, at T = 9.5°C.

Contrary to the foregoing methods, the acoustohy-
drostatic method is applicable for measuring the quan-
tity of liquid phases even in the absence of an interface,
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c2 T( ) c1 T( )–
----------------------------------- c2 T( )σt2[ ] 2





=

+
1
4
--- c2 T( ) c3 T3( )–[ ] 2 σt3( ) l

c2 T( ) c1 T( )–
---------------------------------+

×
c01b1c2 T( )

c1 T( )
-------------------------- c02b2– σT

2 c03b3z3

c3 T3( )
-----------------σT3

2

+




1/2

,

σz2 σh( )2 σz1( )2+[ ] 1/2
.=

Table 3

PP σz1 ≈ σz2, cm

Oil 131

Diesel fuel 55

Kerosene 22

AI-95 gasoline 14

AI-92 gasoline 10

Rubber solvent 8.5
when the phases are intermixed. The conditions of its
application are as follows: ρ1c1 ≠ ρ3c3 and ρ1 ≠ ρ2. This
method requires the use of a reversible electroacoustic
transducer fixed on the tank’s ceiling and a hydrostatic
pressure gauge mounted on the bottom. The level of
the liquid is measured by echo sounding, according to
Eq. (14). When the interface is present,

(30)

where g is the acceleration of gravity. This yields

(31)

(32)

When the liquid is intermixed and the phase separa-
tion is absent, Eqs. (31) and (32) hold and the values of
z1 and z2 are the measures of the quantities of the liquid
phases. In a vertical cylindrical tank with the horizontal
cross-sectional area S, the volumes V1, V2 and the
masses m1, m2 of the phases are determined by the
expressions

(33)

By using Eqs. (31)–(33), we obtain

(34)

(35)

σh is estimated by Eq. (10), and

(36)

For the temperature dependences of density of crude
oil ρ1(T) for 10°C < T < 30°C and of fresh water ρ2(T)
for T > 5°C, the following empirical expressions are
valid:

(37)

(38)

P ρ1z1 ρ2z2+( )g, h z1 z2,+= =

z1 ρ2gh P–( )/g ρ2 ρ1–( ),=

z2 h z1– P ρ1gh–( )/g ρ2 ρ1–( ).= =

V1 Sz1, V2 Sz2,= =

m1 ρ1Sz1, m2 ρ2Sz2.= =

σz1
1

g ρ2 ρ1–( )2
--------------------------- gρ2 ρ2 ρ1–( )σh[ ] 2{=

+ gρ2h P–( )σρ1[ ] 2 gρ1h P–( )σρ2[ ] 2+

+ ρ2 ρ1–( )σP[ ] 2 } 1/2
,

σz2
1

g ρ2 ρ1–( )2
--------------------------- gρ1 ρ2 ρ1–( )σh[ ] 2{=

+ gρ2h P–( )σρ1[ ] 2 gρ1h P–( )σρ2[ ] 2+

+ ρ2 ρ1–( )σP[ ] 2 } 1/2
,

σV1 Sσz1, σV2 Sσz2,= =

σm1 S z1σρ1( )2 ρ1σz1( )2+[ ] 1/2
,=

σm2 S z2σρ2( )2 ρ2σz2( )2+[ ] 1/2
.=

ρ1 T( ) ρ01 1 a1T+( ), ρ01 855.5 kg/m3,= =

a1 9.2 10 4–  deg 1– ,×–=

ρ2 T( ) ρ02 1 a2T2+( ), ρ0 998.9 kg/m3,= =

a2 4.78 10 6–  deg 2– .×–=
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Let us consider an example of a quantitative estima-
tion of the accuracy of the acoustohydrostatic method
for the previous conditions by assuming that the
dependences ρ1(T ) and ρ2(T ) are known and
described by Eqs. (37) and (38). According to Eqs.
(31)–(38), we obtain

(39)

(40)

where ∆ρ(T) = ρ2(T) – ρ1(T).
As previously, according to Eq. (10), we have σh =

2.8 mm.
Let the pressure P be measured by a standard Sapfir-

MP pressure gauge with the error ∆P = ±10–3Pm, where
Pm = 100 kPa is the upper limit of the range of measure-
ment. Taking the standard error σP ≈ 0.6|∆P| = 60 kPa
and using Eqs. (39) and (40), we obtain σz1 ≈ σz2 =
4.8 cm. For a typical vertical cylindrical tank of diam-
eter 19 m and height 12 m, according to Eq. (36),
σV1/V ≈ σV2/V = 0.4%. With a decrease in the differ-
ence ∆ρ(T), these errors grow.

The above calculations showed that the highest
accuracy in the simultaneous measurements of the
upper level of a two-layer liquid and the position of the
layer interface can be achieved with the aerohydroa-
coustic method, which uses acoustic signals propagat-
ing in both liquid and gas space in the tank. In the
absence of exact data on the sound velocity, one should
use reference channels for its measurement. In the case
of intermixed liquid phases with different densities, it is
possible to use an electroacoustic transducer and a
hydrostatic pressure gauge. The considered methods
are intended for measuring the levels and volumes of oil
or petroleum products and water accumulated at the
tank’s bottom during storage. The calculated standard
measurement error is about 0.1–1%. An increase in
accuracy is possible by extending the frequency band of
the sounding acoustic pulses and their optimal process-
ing in the main and reference channels.

σz1 T( ) g∆ρ T( )[ ] 1– ρ2gσh( )2 σP( )2+{=

+ ∆ρ T( )[ ] 2– 2ghρ02a2T∆ρ T( )[

– ρ2 T( )gh P–[ ] 2ρ02a2T ρ01a1–( ) ]2 σT( )2 } 1/2
,

σz2 T( ) g∆ρ T( )[ ] 1– ρ1gσh( )2 σP( )2+{=

+ ∆ρ T( )[ ] 2– ghρ01a1∆ρ T( )[

– P ρ1 T( )gh–[ ] 2ρ02a2T a1ρ01–( ) ]2 σT( )2 } 1/2
,
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One of the considered methods, the hydroacoustic
method, has been successfully tested in oil settling
tanks. The development of the prototypes of level
meters based on other methods is in progress.
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Abstract—The behavior of the velocities and attenuation of ultrasonic waves propagating in La1 – xSrxMnO3
(x = 0.175) manganite at frequencies of 700–800 MHz is studied in the temperature interval from 320 to 180 K,
and the effect of magnetic field on the acoustic parameters is investigated. The transformation of acoustic modes
in the vicinity of the magnetic phase transition is observed. The changes in the acoustic parameters near the
structural and magnetic phase transitions are shown to be related to the strong spin–phonon and electron–
phonon interactions. © 2002 MAIK “Nauka/Interperiodica”.
In the past few years, interest in the physical proper-
ties of R1 – xAxMnO3-type manganites (where R stands
for a rare-earth metal, namely, La, Pr, or Nd, and A rep-
resents an alkali-earth metal, such as Ca, Ba, or Sr) has
noticeably increased in connection with the discovery
of the giant magnetoresistance phenomenon in these
materials [1, 2]. At first, the attention of researchers was
mainly concentrated on the effect of the external mag-
netic field on the transport characteristics of charge car-
riers. Later, it became clear that the nature of the giant
magnetoresistance can be understood only on the basis
of a combined study of the crystal, electron, and mag-
netic structures of manganites and the transformations
of these structures under varying external factors (tem-
perature and magnetic field) [3, 4]. Moreover, experi-
mental observations showed that the interrelation
between the electron, magnetic, and elastic subsystems
determines most of the unusual physical properties of
manganites, including such phenomena as the transi-
tion from insulator to metallic conduction and the
paramagnet–antiferromagnet–ferromagnet transitions.
Despite the numerous experiments and theoretical
models, both the mechanism governing the temperature
dependence of the resistance and the origin of the giant
magnetoresistance of manganites remain unclear.

Along with the magnetic, electric, optical, and neu-
tron diffraction methods of studying the physical prop-
erties of manganites, an important role can be played by
acoustic studies, especially where the structural and
magnetic phase transitions in manganites are con-
cerned. Since such acoustic studies have been hitherto
uncoordinated and few in number [5–11], their compar-
ison with the data obtained by magnetic, electric, and
neutron diffraction methods for similar manganite
samples is rather difficult. So far, a comparison has
been possible only for specific kinds of composites:
1063-7710/02/4805- $22.00 © 20524
La1 – xSrxMnO3 with 0 ≤ x ≤ 0.2 and La1 – xCaxMnO3
with x = 0.33. However, the advantages offered by
acoustic studies have not yet been exhausted by the
aforementioned experiments. These advantages can be
realized only by simultaneously monitoring such
acoustic parameters as the velocity and attenuation with
the use of much higher frequencies. In addition, the
acoustic data should be compared with the measure-
ments of conductivity and magnetization for the same
samples. This program was implemented in our inves-
tigations. We expected that the increase in the ultra-
sonic frequencies by two to three orders of magnitude,
as compared to the previous experiments, would allow
us to study the interaction of acoustic waves with the
structural and magnetic changes in the crystal lattice on
a microscopic scale.

We studied the temperature dependences of the
velocities and attenuation of longitudinal and trans-
verse ultrasonic waves propagating in a La1 – xSrxMnO3
(x = 0.175) crystal for temperatures varying from 325
down to 180 K in magnetic fields 0–1.0 T at frequencies
within 700–800 MHz. The results were compared with
the experimental data on the temperature dependence
of conductivity and the giant magnetoresistance from
our previous experiments [11]. The phase diagram [15]
shows that the composition under study (with x =
0.175) can have several structural, magnetic, and con-
ducting phases (Fig. 1). Since the samples with x =
0.175 were found to exhibit the maximal value of giant
magnetoresistance, they have been the object of many
studies. For these samples, several phase transitions
were observed. However, the nature of the transitions at
~200 and ~280 K remains unclear. In one of the publi-
cations [7], the phase transition observed at 280 K is
attributed to the structural transition from rhombohe-
dral to orthorhombic phase, whereas the authors of
002 MAIK “Nauka/Interperiodica”
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another publication [3] believe that this kind of transi-
tion occurs near 200 K.

The La1 – xSrxMnO3 single crystal studied in our
experiment was grown at the Moscow Power Institute
by the optical zone recrystallization method. To prepare
the sample for ultrasonic measurements, the crystal was
shaped as a rectangular parallelepiped with the dimen-
sions 4.75 × 5 × 8 mm3 and with the faces perpendicular
to the [100], [010], and [001] axes, respectively. Longi-
tudinal and transverse ultrasonic wave pulses (τ ~ 1 µs)
were excited and detected along the [100] axis by lith-
ium niobate bar transducers. To determine the veloci-
ties and the attenuation, we used the pulse-echo tech-
nique [12].

The sample under study exhibited dramatic changes
in both the velocity (Vl and Vt) and attenuation (αl and
αt) of longitudinal and transverse (respectively) ultra-
sonic waves in the temperature intervals from 305 to
290, 295 to 275, and 230 to 200 K. In addition, a trans-
formation of the longitudinal mode to the transverse
one was observed below 310 K.

The results of our measurements (Fig. 2) showed
that the velocity of the longitudinal mode remained vir-
tually constant as the temperature decreased down to
T = 305 K. In the interval from 305 to 300 K, the first
velocity minimum was observed. The second minimum
occurred in the temperature interval from 295 to 275 K.

As for the dependence Vt(T) (Fig. 3), a decrease in
the velocity was observed beginning from T = 305 K
down to Tc = 285 K with a jump-like velocity increase
between 305 and 300 K. The further temperature
decrease was accompanied by a gradual velocity
increase interrupted by a peak near 230 K.

When a constant magnetic field H = 0.95T was
applied, the behavior of the dependences Vl(T) and
Vt(T) proved to be much the same as in the absence of
magnetic field. However, slight deviations from the
behavior described above could be noticed: the anoma-
lies observed in the dependence Vt(T) were shifted to
higher temperatures, whereas the anomalies in Vl(T)
were shifted to lower temperatures (see Figs. 2 and 3);
in addition, at temperatures below 300–290 K, the val-
ues of the velocities Vl(T) and Vt(T) observed in the
magnetic field were higher.

In the interval between 310 and 290 K, a pro-
nounced minimum was observed in the temperature
dependence of attenuation αt(T). As the temperature
decreased further, the attenuation αt(T) remained con-
stant except for the interval from 230 to 200 K, within
which αt(T) slightly decreased. On the whole, the
behavior of αl(T) and αt(T) in a constant magnetic field
reproduced the corresponding temperature depen-
dences observed at H = 0. However, there were some
deviations: at H = 0.95 T, the attenuation αl(T) was
greater than that at H = 0 in the whole temperature
range under study, and the attenuation αt(T) exceeded
its value at H = 0 in the temperature range T ≤ Tc. In
addition, the dependence αl(T) at H = 0.95T was shifted
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
from its position in a zero magnetic field by ~5 K
toward higher temperatures.

An unexpected phenomenon observed in the exper-
iment was the transformation of the longitudinal acous-
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tic wave into a magnetoelastic wave with a transverse
polarization at temperatures between 315 and 180 K.
The experiment showed that, in addition to one pulse,
which was attributed to the longitudinal wave accord-
ing to its velocity, a second pulse appeared with a
velocity corresponding to the transverse wave. As the
temperature was reduced, the amplitude of the longitu-
dinal pulse transmitted through the sample decreased,
whereas the amplitude of the transverse pulse
increased. The transformation of acoustic waves mani-
fested itself as a monotone increase in the transverse
wave component and a simultaneous monotone
decrease in the longitudinal wave component in the
temperature interval from 315 to 270 K (Figs. 4 and 5).
When purely transverse waves, which were excited by
X-cut lithium niobate transducers, were transmitted
through the sample, no wave transformation was
observed. It should be noted that, according to the the-
ory of elastic wave propagation in anisotropic media,
the two transverse waves propagating in a cubic crystal
along the [100] direction have the same velocity Vt =
(c44/ρ)1/2. Since manganites can be classed with qua-
sicubic crystals [6, 7], the observation of a single trans-
verse wave in the magnetoelastic transformation of
modes agrees well with theoretical concepts.

To describe our model of the structural and mag-
netic phase transitions and the transformation of acous-
tic modes in the temperature interval between 315 and
270 K, we begin with the characterization of the crys-
talline, magnetic, and electron structures of the compo-
sition with x = 0.175 above the Curie point. From the
phase diagram (Fig. 1), it follows that the sample is in
the paramagnetic state and has a rhombohedral struc-
ture of the unit cell. The rhombohedral structure results
from the distortion of the perfect cubic structure of
MnO3 octahedra by the cooperative Yahn–Teller effect,
which is typical of Mn3+ ions. In this case, according to
the neutron diffraction data [3], all Mn–O bond lengths,
as well as bond angles, in the unit cell are equal. This
suggests that the cooperative Yahn–Teller ordering of
the manganese ion orbitals is incoherent in character,
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Fig. 4. Amplitude of the longitudinal acoustic mode as a
function of temperature and magnetic field.
and the conduction in the insulator phase above Tc is of
a polaron nature that is related to the free carrier
(mainly hole) transport over the Mn3+–O2––Mn4+ ion
system (the double exchange model [13]) in conditions
of strong spin–phonon and electron–phonon interac-
tions [14]. The presence of such interactions allows one
to characterize the carriers as charged magnetoelastic
polarons. In this case, the strong spin–phonon interaction
is assumed to be responsible for the peak observed in the
resistance at a temperature somewhat above Tc for the
La1 – xSrxMnO3 compositions with 0.1 ≤ x ≤ 0.3 [15].

In the sample under study, the suppression of the
resistance in magnetic field corresponds to the increase
in the acoustic wave velocities observed at H = 0.95T
near Tc. As to the anomalies in the behavior of the atten-
uation and velocities of longitudinal and transverse
ultrasonic waves in the temperature intervals 305–290
and 230–200 K, we attribute them to the structural
phase transitions from the rhombohedral to the orthor-
hombic phase. The peak changes in the Vl(T) and Vt(T)
near Tc (for our sample, the magnetization measure-
ments and the temperature dependence of the resis-
tance yielded Tc ≈ 285 K [15]) are in our opinion
related to the magnetic phase transition from the para-
magnetic to the ferromagnetic state. Some of these
transitions were already observed in the previous
experiments [6–8, 12].

We believe that the values of the velocities and
attenuation of acoustic waves in manganites are deter-
mined by both static parameters (distortions of the unit
cell, defects, magnetic domains, and, hence, variations
in the elastic moduli and in the density of the material)
and dynamic parameters (the spin–phonon and elec-
tron–phonon interactions).

From this point of view, the increase in the acoustic
velocity and the decrease in the resistance observed
under the effect of magnetic field in the temperature
interval 305–300 K can be explained by the decrease in
the incoherent Yahn–Teller distortions of the unit cell.

The two structural transitions interpreted by us as
the phase transitions from the rhombohedral (R) to the
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Fig. 5. Amplitude of the transformed transverse acoustic
mode as a function of temperature and magnetic field.
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orthorhombic (O*) phase are caused by the following
factors. In the orthorhombic phase, two nonequivalent
positions of oxygen ions are present, and, as a result,
the MnO3 octahedron has different bond lengths [3].
The applied magnetic field initiates the R  O*
transition in the paramagnetic phase at higher temper-
atures (see Figs. 2–5). Taking into account that the dif-
ference in the elastic energy ∆T between the two struc-

tures, ∆E, is small (for the unit cell, ∆E = CK ,

where V is the unit cell volume, C is the elastic modu-
lus, and ∆V is the change in the cell volume due to the
structural transition) and using the known data for the
given crystal composition [3], we estimate the quantity

 as ~5.5 K (kB is the Boltzmann constant). From

Figs. 2 and 3, it follows that the changes in the elastic
moduli in the vicinity of the phase transition do not
exceed 10–15%, which approximately corresponds to
the measurement accuracy for the energy difference
∆E. The above estimate of ∆E was obtained using the
average value of C.

On the other hand, for a unit cell in a magnetic field
H, the change in the magnetic energy is estimated as

 ≈  [16]. Since, in the paramagnetic phase, an

incomplete transformation of the rhombohedral struc-
ture to the orthorhombic one takes place, the field H ~
1T is sufficient for a temperature shift of 3–5 K. The
complete formation of the orthorhombic structure
occurs at the second transition, already in the ferromag-
netic phase, in the temperature interval between 230
and 200 K. When the field H ~ 1T is applied, the degree
of ferromagnetic spin ordering increases, which
enhances both the velocity increase and the decrease in
the attenuation of the longitudinal and transverse
acoustic waves that accompany the R  O* structural
transition.

Thus, from our experiments with ultrasound, it fol-
lows that the strontium concentration <0.175 is critical
for La1 – xSrxMnO3 manganite samples: for composi-
tions with x ≤ 0.170, only one structural transition is
observed at 290 K, and for x ≥ 0.180, also only one tran-
sition occurs at 200 K.

The gradual increase in the velocities and the
increase in the attenuation of longitudinal and trans-
verse acoustic waves observed below the magnetic
phase transition point agree well with the Lee and Min
model [14], which predicts a similar behavior of acous-
tic parameters as a result of the change in the electron–
phonon interaction below Tc. According to [14], the
mechanism governing this behavior is the considerable
suppression of Yahn–Teller distortions in the process of
ferromagnetic ordering. The external magnetic field
produces a similar effect on the Yahn–Teller distortions,
which manifests itself in a further increase in both the
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velocity and the attenuation of acoustic waves (see
Figs. 2–5).

The character of the changes that occur in the acous-
tic parameters with varying temperature and with mag-
netic field, together with the temperature and magnetic-
field dependences of conductivity observed between
315 and 270 K, suggests that the magnetic ordering
plays the key role in these changes. The magnetic
ordering process, which consists in the alignment of the
spins of Mn3+ and Mn4+ ions in a ferromagnetic order,
is accompanied by a certain suppression of the coherent
Yahn–Teller distortions of unit cells. This process also
manifests itself in the change from semiconductor to
metallic conduction (Fig. 1).

The change from the paramagnetic state of spins to
the ferromagnetic one with the formation of a magnetic
domain structure allows us to consider the possibility of
an acoustic mode transformation at the domain walls
[17]. An efficient mode transformation is possible in
conditions that allow the presence of magnetostrictive
strains in a domain wall. The wave that is directly
related to the wall displacement is the longitudinal
wave, because the nonuniform strain in the ground state
is the longitudinal compressive–tensile strain. In the
case of inverse transformation, the more efficient pro-
cess is the transformation to the longitudinal wave.
Transverse waves appear as a result of the local magne-
tization extending beyond the plane of the domain wall
because of its oscillations. Since, according to [7], the
matrix of the acoustic wave transformation coefficients,
i.e., the ratio of the flux of transformed waves with the
polarization i to the initial flux of incident waves with
the polarization j, is symmetric, we have Sij = Sji. This
fact can explain the transformation of longitudinal
wave pulses to transverse wave pulses at the front face
of the sample. At the rear face, an inverse transforma-
tion to longitudinal wave pulses takes place. It should
be noted that, in this geometry of the experiment, both
transducers were made of Z-cut lithium niobate. The
presence of the double transformation described above
is also confirmed by the fact that the time difference
between two pulses of longitudinal and transverse
modes of acoustic vibration does not change after
their multiple transmission through the receiving
piezoelectric transducer. Presumably, the fact that the
acoustic mode transformation was not observed previ-
ously [5–10] can be explained by the use of low fre-
quencies (1–10 MHz), because the efficiency of the
mode transformation increases when the ultrasonic fre-
quency approaches the eigenfrequency of the domain
walls (1010–1011 Hz).

The noticeable decrease observed in the intensity of
a longitudinal wave pulse transmitted through the sam-
ple when the temperature was lowered from 300 K to
Tc, as well as the still more substantial increase in the
attenuation under the effect of magnetic field, cannot be
explained by the mode transformation alone, because
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the latter process occurs with a violation of the mode
intensity balance condition [17]

where Sii is the matrix for the incident longitudinal
wave, Ti is the transmission factor for the wave of the
given polarization, and Sij is the matrix of the trans-
formed wave. The experimentally measured value of Ti
differs from the calculated value by 30–60%. The addi-
tional attenuation observed by us for the longitudinal
wave and the virtually constant attenuation observed
for the transverse wave can be explained by the phe-
nomenological theory of the spin–phonon interaction in
magnetic crystals [8]. In this theory, it was assumed that
the coupling between the spin system of ions character-
ized by a strong Yahn–Teller effect and the ultrasonic
wave can occur either through single-ion (linear) mag-
netostriction or bulk magnetostriction. In the first case,
an increase in the spin fluctuations gives rise to a simul-
taneous attenuation of longitudinal and transverse
waves. In the second case, the additional attenuation
occurs for longitudinal waves only. Presumably, in our
case, an increase in the bulk magnetostriction, which
occurs when the temperature approaches Tc or when the
magnetic field is applied, gives rise to a sharp increase
in the attenuation of only longitudinal waves. Since,
according to the aforementioned theory [8], we have

the substantial increase in αl with temperature in our
experiments, as compared to the experiments at a fre-
quency of 10 MHz [9], can be explained by an increase
in frequency by almost two orders of magnitude. On the
microscopic scale, the additional attenuation αl can be
explained by the fact that only longitudinal waves
strongly affect the length of the Mn–O bonds, which
become more rigid when the magnetic field is applied.

Thus, the use of acoustic waves of higher frequen-
cies in our experiments allowed us to investigate finer
mechanisms of the interaction of ultrasonic waves with
microscopic distortions of the crystal lattice and with
the domain structure in a manganite single crystal.

Sii 2 Sij

j i≠
∑ Ti+ + 1,=

α l ω2 T Tc–
T

--------------- 
  ,∼
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Abstract—It is shown that an increase in the sound velocity gradient in the bottom sediment layer results in
the formation of additional zones of diffraction focusing of the acoustic field generated by a vertical line array
in the water layer. It is also established that, depending on the sound velocity step at the upper boundary of the
sediment layer, the diffraction focusing of the acoustic field in the main focusing zones can be enhanced or
reduced. © 2002 MAIK “Nauka/Interperiodica”.
The essentials of the diffraction focusing of acoustic
fields in oceanic waveguides due to the interference of
adjacent pairs of modes was discussed in detail in our
previous studies [1–6]. For shallow-water oceanic
waveguides, we investigated the effects of such factors as
the sound velocity stratification in the water layer [1, 4],
the depth of a sound source and its radiation frequency
[3, 4], the acoustic energy absorption in the bottom [3],
and the acoustic parameters of an isovelocity fluid sed-
iment layer [6] on the spatial structure of the zones of
diffraction focusing.

However, another important question as to how the
sound velocity stratification in the bottom sediment layer
affects the formation of the zones of diffraction focusing
of acoustic fields in shallow-water waveguides still has to
be answered. This question is considered in our paper.

To solve the stated problem, we use a fairly simple but
credible model of a shallow-water oceanic waveguide
(see [7–10]), which includes an isovelocity water layer
of depth H with the sound velocity c and density ρ and
a fluid sediment layer of thickness h with the sound
velocity cs(z) depending on the depth z, 

(1)

and the density ρs. These layers overlie a homogeneous
elastic halfspace with the shear ct and longitudinal cl
velocities and the density ρl. Here, c1 = cs(z = H) is the
sound velocity near the upper boundary of the sediment
layer, and α > 0 is the gradient of the square refractive
index of acoustic waves in sediments.

We also assume that the source of tonal acoustic
radiation with a circular frequency ω is a vertical line
array with the aperture D whose center is located at the
depth z0 = H/2. Supposing that the amplitude distribu-

cs z( )
c1

1 α z H–( )–
----------------------------------,=
1063-7710/02/4805- $22.00 © 20529
tion of the excitation coefficient over the array aperture
is constant and the phase distribution is absent, we can
ignore the contribution of lateral waves to the total field
[11]. Using [7–11], we obtain the following expression
for the acoustic field intensity J0(r, z) = rJ(r, z) normal-
ized to the geometric divergence:

(2)

Here, Am(z0, z, ω) is the amplitude of the mth mode, um
is its dimensionless (normalized to c) phase velocity,
M = max{m} is the number of excited modes, and k = ω/c.

The values of um are determined from the dispersion
equation corresponding to the given model of the
waveguide:

(3)

where, for the sake of convenience, the following quan-
tities are introduced:

(4)

J0 r z,( ) Am z0 z ω, ,( )e
ikr/um

m 0=

M

∑
2

.=

kH
γ1

um

----- 
 tan

γ1

βS
------

Rb4um
4 γ2U1 SgβU3+

Rb4um
4 γ2U2 SgβU4+

---------------------------------------------------,–=

R ρ/ρl, S ρ/ρs, a c/cl, b c/ct,= = = =

a1 c/c1, a2 a1 1 αh– ,= =

β αa1
2/k( )1/3

um, γ1– um
2 1– ,= =

γ2 1 a2um
2– , γ3 1 b2um

2– ,= =

U1 u x1( )v x2( ) v x1( )u x2( ),–=

U2 u' x1( )v x2( ) v ' x1( )u x2( ),–=
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Spatial distribution of the normalized intensity J0(r, z) [Eq. (2)] of the acoustic field for c1 = 1.45 km/s and ∆cs = (a) 1 and
(b) 30 m/s.
Here, u(xj) and v (xj) are the Airy functions of the corre-
sponding arguments xj, j = 1, 2 (see [8]).

The modal amplitude is determined from the
expression

(5)

where, for simplicity, the following functions are intro-
duced:

(6)

(7)

U3 u x1( )v ' x2( ) v x1( )u' x2( ),–=

U4 u' x1( )v ' x2( ) v ' x1( )u' x2( ),–=

g 1 γ3
2+( )2

4γ2γ3,–=

x1 1 a1
2um

2–( )/β2, x2 1 a2
2um

2–( )/β2.= =

Am z0 z ω, ,( )

=  2 2πk
i

---------
F1 um( )
F2 um( )
-----------------E z0 D um, ,( ) kz

γ1

um

----- 
  ,sin

F1 um( ) i
Sβ
um

---------- Rb4v 4γ2U2 SgβU1–[ ] ,=

F2 um( ) 1
2
---S 2kH

γ1

um

----- 
  Rb4um

4 β
γ1

γ2
-----

γ2

γ1
-----+ 

  U2
sin=

+ 2
γ1γ2

β
---------- x1U1 U4+( )



+ Sγ1 β2 g

γ1
2

----- 4q– 
  U4 2g x1U3 x2U2+( )+ 

 

+ γ1
2 kH

γ1

um

----- 
  Rb4um

4 U1

γ2
------ 2

γ2

β2
----- U3 U2+( )+ 

 cos
2

(8)

(9)

Note that Eq. (9) describes the directional pattern of
the radiating array for the mth mode.

In the numerical modeling of the spatial distribution
of the normalized acoustic field intensity with the use of
Eqs. (2), (3), and (5), we (as in [6], to provide the suc-
cession of the results) choose the following parameters
for the radiation, the water layer, and the bottom: f =
ω/2π = 300 Hz, z0 = 150 m, D = 10c/f, H = 300 m, c =
1.45 km/s, ρ = 1 × 103 kg/m3, h = 0.1H, ρs = 1.4ρ, ct =
1.7 km/s, cl = 2.4 km/s, and ρl = 1.6ρ. The values of the
sound velocities near the upper c1 and lower c2 = cs(H +
h) boundaries of the sediment layer varied.

Figures 1–3 present the results of the numerical cal-
culation of J0(r, z) in a dynamic range of 16 dB. From
these results, one can draw the following conclusions.

First, when the sound velocities coincide on both
sides of the upper boundary of the sediment layer, c =
c1, the increase in the increment of the sound velocity,
∆cs = c2 – c1, within this layer leads to a monotone

– 2S 2qβU3
g
β
--- U4 x2U1+( )– 

 

– SkH
β
um

----- Rb4um
4 γ2U2 SgβU4+[ ] ,

q 2γ2γ3
γ2

γ3
-----

γ3

γ2
----- 2 1 γ3

2+( ),–+ +=

E z0 D um, ,( )
um

Dkγ1
------------ kz0

γ1

um

----- 1 D
2z0
-------– 

 cos




=

– kz0

γ1

um

----- 1 D
2z0
-------+ 

 cos




.
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Fig. 2. The same as in Fig. 1 for c1 = 1.44 km/s.
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Fig. 3. The same as in Fig. 1 for c1 = 1.42 km/s.
enhancement of the effect of diffraction focusing of the
acoustic field (see Fig. 1). As in [6], its enhancement at
the principal focal points, whose spatial repetition
period R0 is rather accurately estimated from the simple
relationship

(10)

where λ = c/f (see [3, 6]), is caused by smoothing the
dependence of the quantity

(11)

R0 4 H h+( )2/λ ,=

Rg m m 1; m 1+ + m 2+, ,( )

=  
Rm m 1+, Rm 1+ m 2+,

Rm m 1+, Rm 1+ m 2+,–
-------------------------------------------------
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on the mode number m, 1 ≤ m & 10 (see Fig. 4), with an
increase in ∆cs. The quantity Rg given by Eq. (11) cor-
responds to the period of changes in the interference
structure of the field of two adjacent pairs of modes
with the corresponding interference periods

(12)

and the frequency dependences of the horizontal wave
numbers km = k/um. Therefore, in the waveguide under
study, it characterizes the interference of adjacent pairs
of modes with numbers 1 ≤ m & 10, for which Rg ≈ R0,

Rm m 1+,
2π

km km 1+–
--------------------------,=

Rm 1+ m 2+,
2π

km 1+ km 2+–
--------------------------------=
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since they do not take part in the formation of weakly
divergent acoustic beams [12].

Second, for c ≤ c1, with increasing ∆cs, the diffrac-
tion focusing begins to manifest itself with a spatial
period noticeably smaller than R0:

(13)

Such a behavior of J0(r, z) is caused by the fact that the
interference structure of the acoustic field, in contrast to
that of optical waveguides [13, 14], begins to be formed
by only the modes of the same parity: either by the odd
modes, as in a given waveguide (see Fig. 5), or by the
even modes.

The validity of Eq. (13) can rather rigorously be
proved analytically using an even more simplified
model of the oceanic waveguide that consists of an

R1
1
4
---R0.=

80

Rg, km

60

100

80

60

100

80

10 m5 150
60

100

(‡)
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(c)

Fig. 4. Dependence of the spatial period Rg [Eq. (11)] on the
mode number m in the interval 1 ≤ m ≤ 20 for c1 = (a) 1.45,
(b) 1.44, and (c) 1.42 km/s and for ∆cs = 1 m/s (full circles)
and 20 m/s (empty circles).
isovelocity water layer of thickness H + h overlying a
rigid halfspace. In the framework of such a model, the
horizontal wave numbers of the modes are determined
from the expression

(14)

From this expression, in the paraxial approximation, i.e.,

accurate to  ! 1, we obtain the formula for the inter-
ference period of the modes with the numbers m and n:

(15)

km k 1 ym
2– ,=

ym π m
1
2
---– 

  /k H h+( ) m 1 2…,=( ).=

ym
2

Rm n,
8 H h+( )2

λ
------------------------ 1

n2 m2– m n–+
-------------------------------------≈

m 1 2… n 1 2…,=,,=( ).
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Fig. 5. Dependences of the normalized mode amplitudes
A = |Am|/max{|Am|}|h = 0 on the mode number m for c1 =
(a) 1.45, (b) 1.44, and (c) 1.42 km/s and for ∆cs = 1 m/s (full
circles) and 30 m/s (empty circles).
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Expression (15) allows us to obtain the simple relation-
ships

(16)

(17)

which are valid for the modes of adjacent numbers n =
m + 1; in addition, we determine the quantities

(18)

(19)

corresponding to the adjacent modes of even numbers
m = 2m1 and n = m + 2 or the adjacent modes of odd
numbers m = 2m1 – 1 and n = m + 2 (m1 = 1, 2…).

Dependences (17) and (19) prove Eq. (13), which
was obtained from the numerical modeling with a more
realistic model of the oceanic waveguide. In addition,
these expressions show that the spatial periods of the
diffraction focusing of the field formed by either even
or odd modes in an isovelocity acoustic waveguide
coincide, in contrast to the case of similar optical
waveguides where the period for the odd modes is two
times smaller than the period for the even modes
(see [13, 14]).

Here, it is significant to note that the increase in ∆cs
in the layered waveguide under consideration leads to a
predominance of odd mode contributions to the total
field not only through the increase in their amplitudes
but also through a decrease in the amplitudes of the
even modes (see Fig. 5).

Third, as the sound velocity at the upper boundary
of the sediment layer decreases, the increase in ∆cs,
beginning from a certain value c1 = cp < c, contributes to
the formation of additional focal points (see Figs. 2, 3).
However, in this case, the diffraction focusing of the
acoustic field at the principal focal points is reduced
(see Fig. 3). The latter fact is caused by an increase in
the interval of the variation of Rg [Eq. (11)] for modes
with the numbers 1 ≤ m & 10, which are responsible for
the formation of the zones of the diffraction focusing in
the waveguide under consideration [3–6]. As the value
of c1 decreases, the diffraction focusing is reduced
when cp < c1 < c (see Figs. 1, 2) and enhanced when
c1 < cp (see Fig. 3). For example, for c1 = 1.44 km/s > cp

(Fig. 2), the effect of the diffraction focusing is less pro-
nounced than for c1 = c (see Fig. 1) and c1 = 1.42 km/s <
cp (see Fig. 3). This is caused by the noticeably greater
interval of the variation of Rg [Eq. (11)] for the corre-
sponding numbers 1 ≤ m & 10 of modes in the first
case (see Fig. 4).

Rm m 1+,
4 H h+( )2

λ
------------------------ 1

m
----≈

R0

m
-----,=

Rg m m 1; m 1 m 2+,+ +,( ) 4 H h+( )2

λ
------------------------≈ R0,=

Rm m 2+,
4 H h+( )2

λ
------------------------ 1

2m 1+
----------------≈

R0

2m 1+
----------------,=

Rg m m 2; m 2 m 4+,+ +,( )
R0

4
-----≈ R1,=
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Thus, the results of the theoretical investigations
presented above allow us to conclude that the increase
in the sound velocity gradient in the bottom sediment
layer results in the formation of additional zones of dif-
fraction focusing of the acoustic field generated in a
shallow sea by a vertical line array with a given aperture
dimension and a given position in the water layer. In
this case, depending on the sound velocity step at the
upper boundary of the sediment layer, the diffraction
focusing can be enhanced or reduced.

It should also be noted that the diffraction focusing
features established here and in [1–6] can be used for
the focusing of acoustic radiation in shallow-water oce-
anic waveguides. Such an approach may be preferable
to that based on the method of wave conjugation [15].
The latter needs an extended aperture with rather com-
plicated laws of amplitude and phase distributions of
the excitation coefficients.

In closing, we present a qualitative consideration of
the effect of acoustic energy absorption in the bottom
on the formation of the zones of diffraction focusing of
acoustic fields in shallow-water oceanic waveguides.
To this end, we use the results of the theoretical inves-
tigations of mode attenuation in a shallow sea [16–26].

For waveguide models with an isovelocity water
layer and a homogeneous absorbing bottom [16–19] or
with a homogeneous, high-velocity, absorbing sedi-
ment layer [20, 21], the attenuation coefficients of
modes increase with the mode number. According
to [3], in such situations, along with the natural
decrease in the sound intensity in the zones of diffrac-
tion focusing, these zones can be relatively more pro-
nounced in a certain interval of distances, as compared
to the case without absorption in the bottom. Beyond
this interval, these zones will be less pronounced. Such
a behavior of the acoustic field is determined by the fact
that the modes of higher numbers, which attenuate with
distance more noticeably, shade the zones of the dif-
fraction focusing (see [3]).

In the case of acoustic field generation by a vertical
line array with optimal aperture, which significantly
suppresses the excitation of the modes with higher
numbers, the absorption of acoustic energy in the bot-
tom will lead only to a natural attenuation of the acous-
tic field in the zones of diffraction focusing.

If the homogeneous absorbing sediment layer is a
low-velocity one with respect to the water layer, the
modal attenuation coefficients can reach minimal values
for the modes of relatively high numbers (see [22–24]).
Therefore, in such a situation, the attenuation of the
acoustic field in the zones of diffraction focusing will
be more pronounced than in the case of a high-velocity
sediment layer.

Less obvious features of the formation of the zones
of diffraction focusing can manifest themselves when
the low-velocity absorbing sediment layer has a posi-
tive gradient of sound velocity, which results in consid-
erable quantitative differences in the attenuation coeffi-
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cients of modes of different parity (see [25, 26]). The
latter, even with a point source of the acoustic field, can
lead to a noticeable manifestation of additional zones of
diffraction focusing with a smaller spatial period in a
certain interval of horizontal distances [see Eq. (19)].

It is natural that, for the initial generation of modes
of a single parity with the use of the vertical array, the
formation of additional zones of diffraction focusing in
a certain interval of horizontal distances will be more
pronounced, if just these modes have the minimal atten-
uation coefficients. Otherwise, both main and addi-
tional zones of diffraction focusing will only be
reduced in the whole range of distances.
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Abstract—The diffracted field of an oscillating piezoelectric disk fixed along the edge is calculated with con-
sideration for the spectrum of the disk’s eigenfrequencies and the corresponding oscillation amplitude distribu-
tion. The diffraction corrections are calculated as functions of the system parameters, including the Q-factor of
the piezoelectric plate and the frequency of radiation. © 2002 MAIK “Nauka/Interperiodica”.
In most cases, ultrasound is radiated with the use of
a planar piezoelectric transducer, whose simplest
model is the piston source. However, multiple experi-
mental investigations [1–7] show that, in certain cases,
the measured diffracted field of an ultrasonic transducer
correlates with the theoretical calculations for a piston
transducer only within an order of magnitude. Several
researchers investigated the radiation of piezoelectric
transducers without considering their natural oscilla-
tions [8–10]. There is no general solution to the prob-
lem of the plate oscillations. For this reason, to gain an
insight into the problem, we consider a circular piezo-
electric plate fixed along the edge and radiating into a
liquid layer; we also assume that the opposite side of
the layer is represented by a plane hard screen with a
receiving circular piezoelectric plate built into it. We
seek an approximate solution for a narrow-band signal
of finite duration under the assumption that the radiated
and reflected signals are separated in time and that mul-
tiple reflections can be ignored. In addition, the effect
of transverse and Lamb waves is negligible to a first
approximation for sufficiently thin piezoelectric disks
[11], so that we can exclude the shear oscillations of the
piezoelectric plate from our consideration. With these
assumptions, we can easily obtain the solution to the
formulated problem and consider the behavior of the
diffraction corrections as functions of the system
parameters.

Consider oscillations of a circular isotropic piezo-
electric plate of radius a fixed by the edge in a hole of
an infinite hard screen of the same thickness. A similar
piezoelectric plate is used as the receiver. We use the
cylindrical coordinate system with the coordinates r, ϕ,
and z. Let the transmitting and receiving plates have the
same radius a and thickness d and be located at a dis-
tance L from each other. The z axis passes through the
1063-7710/02/4805- $22.00 © 20535
centers of the plates. The surfaces of the transmitting
piezoelectric plate correspond to z = –d and z = 0, and
the surfaces of the receiving plate, to z = L and z = L + d.

Since the plates are rigidly fixed along their con-
tours, the following boundary conditions must be satis-
fied:

(1)

where u1, u2, 1, and u3 are the displacements of particles
in the radiating piezoelectric plate, the liquid layer, and
the receiving piezoelectric plate, respectively. The solu-
tion to the wave equation for liquid must take into
account the pulsed nature of the ultrasonic signal; we
assume that, during the exciting pulse, the oscillations
in the disk are steady and the radiation is stationary.
Because the exciting pulse and the reflected signal are
separated in time, no reflected signal is present in the
liquid at the boundary z = 0. On the contrary, the
reflected wave must be considered in the boundary con-
dition at z = L. On the basis of these speculations with
consideration for the sound field symmetry about the z
axis and boundary conditions (1), we can represent the
solution to the wave equation in the form

(2)

(3)

u1 0 and u3 0 for r a,= = =

u2 1, 0 for r a, z≥ 0 and z L,= = =

u1 J0

ν0nr
a

---------- 
  Ane

iknz–
Bne

iknz
+( )

n 1=

∞

∑=

for d z 0,≤ ≤–

u2 1, e iβz– J0 αr( ) f α( )α αd

0

∞

∫ C r z,( )e ikz–= =

for 0 z L,<≤
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(4)

(5)

where the wave numbers  =  – /a2 and  =

 – /a2 determine the fundamental oscillation fre-
quencies of the transmitting and receiving piezoelectric
plates; k0 and k are the wave numbers for the piezoelec-
tric plates and liquid, respectively; ν0n and ν0m are the
roots of the zero-order Bessel functions; β2 = k2 – α2; α
is the integration variable; f(α) is the distribution func-
tion of the radial wave amplitudes (this function is
determined from the boundary conditions); and An, Bn,
Em, Fm, C(r, z), and D(r, z) are the quantities related to
the amplitudes of waves propagating along the z axis in
the positive and negative directions. For the liquid
layer, we have two expressions allowing for the pulsed
nature of the piezoelectric plate excitation. Formula (3)
describes the ultrasonic field at the transmitting piezo-
electric plate with no signal reflected from the receiving
piezoelectric plate, and formula (4) describes the ultra-
sonic field at the receiving piezoelectric plate with both
incident and reflected waves in the liquid.

The boundary conditions at the surfaces of the
piezoelectric plates have the form:

, (6)

, (7)

, (8)

, (9)

, (10)

(11)

where T1 and T3 are the elastic stresses in the transmit-

ting and receiving plates, the quantity T2 = (∂u2/∂z)

determines the sound pressure in the liquid,  = ρ ,
and ρ and c2 are the density and sound velocity in the
liquid, respectively.

For the longitudinal oscillation mode, equations of
the piezoelectric effect have the form [12]

(12)

(13)

where Ei and Di are the strength and induction of the
electric field in the transmiting (i = 1) and receiving

u2 3, C r z,( )e ikz– D r z,( )eikz+ u2 1, u2 2,+= =

for 0 z L,≤<

u3 J0

ν0mr
a

----------- 
  Eme

ikmz–
Fme

ikmz
+( )

m 1=

∞

∑=

for L z L d ,+≤ ≤

km
2 k0

2 ν0m
2 kn

2

k0
2 ν0n

2

T1 0 for z d–= =

T1 T2 for z 0= =

u1 u2 1, for z 0= =

T2 T3 for z L= =

u2 3, u3 for z L= =

T3 0 for z L d ,+= =

c2
D

c2
D c2

2

Ti ci
D∂ui

∂z
------- hDi,–=

Ei h–
∂ui

∂z
------- βsDi,+=
(i = 3) piezoelectric plates;  = ρ0i  are the elastic
moduli at a constant induction; ρ0i and c0i are the plate
densities and sound velocity in the plates, respectively;
h is the piezoelectric constant; and βs is the inverse
dielectric permittivity.

Substituting Eqs. (2)–(5) and (12) in boundary con-
ditions (6)–(11), we obtain six equations in six
unknowns An, Bn, Em, Fm, C(r, z), and D(r, z). Solving
these equations, we find the displacement u3 as a func-
tion of voltage at the output of the receiving plate. Con-
sider this solution step by step. Substitute the displace-
ments u1 and u2, 1 given by Eqs. (2) and (3) in Eqs. (6)–
(8), multiply the resulting equations by the factor
(r/a2)J0(ν0mr/a2), and integrate them over r from 0 to a.
By the orthogonal property of the Bessel functions, the
terms with m ≠ n will vanish in the sum. From the sys-
tem of equations thus obtained in three unknowns An,
Bn, and C(r, 0), we derive an expression for C(r, 0):

(14)

where  = γncosknd + isinknd and γn = k/( kn).

To determine u2, 1, we write boundary conditions (1)
for z = 0 from the side of the liquid layer in the follow-
ing form:

(15)

By applying the Hankel integral transformation to
Eq. (3) with allowance for condition (15) and calculat-
ing the known integral of the Bessel functions, we
obtain

where x = aα.

With this result, we obtain an expression for u2, 1
from Eq. (3):

(16)

This expression describes the diffracted field produced
by an oscillating piezoelectric plate fixed along the
edge.

Using boundary conditions (8)–(10), we find
expressions for Em and Fm. We substitute Eqs. (4) and
(5) in Eqs. (8)–(10), multiply the resulting expressions
by the factor (r/a2)J0(ν0mr/a2), and integrate them over r

ci
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from 0 to a. As a result, we obtain an expression for the
displacements on the receiving piezoelectric plate u3:

(17)

where

(18)

Setting D3 = 0 and using Eq. (13), we determine the
voltage amplitude at the receiving piezoelectric plate

Substituting expression (17) for u3 in this equality, we
obtain

Taking into account that h = ktc01 , D1 =
ε1ε0U1/d [12], and k0d = π, we obtain the desired
expression for U:

(19)

where γ = k/ k0 is the liquid-to-plate acoustic resis-
tance ratio, kt is the coefficient of electromechanical cou-
pling, ε1 is the relative dielectric permittivity at constant
strain, ε0 = 8.85 × 10–12 F/m, and U1 is the voltage ampli-
tude at the transmitting piezoelectric plate.

In formula (19), n is the number of a frequency in
the oscillation spectrum of the transmitting piezoelec-
tric plate, and m is the number of a frequency in the
oscillation spectrum of the receiving piezoelectric
plate.

Calculations by formula (19) were performed with
the use of a special computer program that calculated
the complex-valued singular integrals (18) and summed
them over indexes n and m. The diffraction damping
decrement A and the diffraction increment of velocity
∆c/c were calculated as functions of the parameters ka,
s = λz/a2, and γ by the formulas A = 20 |U0|/|U|) and
∆c/c = ψ/kz, where U0 is the value of U at s = 0 and ψ
is the argument of Unm. The ratio k/k0 was set equal to 4
and the liquid-to-plate acoustic resistance ratio γ was
set equal to 0.1.

u3
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Figures 1 and 2 show the parameters A and ψ as
functions of s for different ka. The diffraction damping
decrement A and the diffraction phase ψ calculated as
functions of the generalized distance for ka ≥ 3000
(which corresponds to fairly great ratios of the piezo-
electric disc radius to the wavelength) coincide with the
corresponding quantities for the field of a piston trans-
ducer within 0.1% despite the fact that the initial for-
mulas for these cases are drastically different. Unlike
the formula for the piston transducer, formula (19)
includes terms dependent on the wave numbers kn, m ,
i.e., on the natural frequencies of the piezoelectric
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A, dB
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Fig. 1. Diffraction damping decrement A as a function of the
generalized distance s for γ = 0.1 and different values of the
parameter ka: (1) 100, (2) 140, (3) 200, (4) 300, and
(5) 3000.
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Fig. 2. Diffraction phase ψ as a function of the generalized
distance s for γ = 0.1 and different values of the parameter ka:
(1) 100, (2) 140, (3) 200, (4) 300, and (5) 3000.
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plates. When the parameter ka is great, a great number
of natural frequencies are excited, and their sum forms
an oscillation close in shape to the piston transducer
oscillation. Consequently, an edge-fixed piezoelectric
plate with a low Q-factor oscillates practically as a pis-
ton transducer.

For lower values of ka, the behavior of the diffraction
damping decrement A(s) for s ≤ 2 differs from that of the
field of the piston transducer. The decrement A decreases
with decreasing ka, and the maxima and minima of the
curve are shifted toward smaller values of s. The exist-
ence of this shift is supported experimentally [3, 7].

The changes in the behavior of the curve in Fig. 1
are explained by the fact that, for smaller ka, only sev-
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Fig. 3. Function A(s) for different liquid-to-plate acoustic
resistance ratios γ and different parameters ka: (1) γ = 0.01,
ka = 300; (2) γ = 0.1, ka = 100; (3) γ = 0.1, ka = 200; and
(4) γ = 0.01, ka = 630.
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Fig. 4. Function A(s) for γ = 0.1, ka = 630 and different rel-
ative frequencies ν: (1) 0.95, (2) 1.00, (3) 1.002, and
(4) 1.02.
eral natural oscillations with small n and m form the
major contribution to the oscillation amplitude distribu-
tion at the surface of the piezoelectric plate. From the
expression for Rn, m , it follows that Rn, m ~ 1/γn, m near
the resonance frequency, and the smaller the parameter
γn, m, the sharper the resonance characteristics of the nth
and mth peaks. As the wave number k decreases, the rel-
ative interval between the peaks increases, and they
may not overlap at all. However, for a large n, the
amplitude of the corresponding resonance peak can be
very small, because the fundamental frequency of this
peak may be much higher than the excitation frequency.
In addition, the parameters kn, m must be positive and
the number of the resonance frequencies of the piezo-
electric plate, which are determined by the numbers n
and m, is finite and decreases with decreasing ka.

In the case of a piezoelectric plate with a small Q-
factor, the diffraction corrections to the field of the pis-
ton transducer are in reasonably good agreement with
experimental data [1, 3]. A fairly good agreement also
occurs for a piezoelectric plate glued in a hole of a
screen [2, 5]. Conversely, in the case of a piezoelectric
plate with a high Q-factor, which is realized for opera-
tion in gases, the amplitude distribution of the piezo-
electric plate oscillations will be governed, due to the
small values of γn, only by one or a few resonance oscil-
lations with small n and m.

As our calculations show, different curves corre-
spond to the same values of ka but different values of
the parameter γ. However, for arbitrary values of ka, the
values of γ can be chosen so that the curves will be iden-
tical. The diffraction curve depends on the quantity
(ka)2γ and, because of the relation γ ~ Q–1, on ε =
(ka)2/Q in the general case. Figure 3 shows four curves;
curves 1 and 2, as well as curves 3 and 4, correspond to
nearly the same values of ε and practically coincide.

In contrast to the field of a piston transducer, the dif-
fraction field of an oscillating piezoelectric plate must
additionally depend on the frequency f of the exciting
signal. In formula (19), we represent the quantity kn, md

in the form kn, md = k0d(1 – /(k0a)2)1/2, where k0d =
πf/f0, f0 = v 0/2d is the fundamental frequency of the
piezoelectric plate, and v 0 is the longitudinal wave
velocity in the plate. At the resonance frequency, we
have k0d ≈ π and the relative frequency ν = f/f0 ≈ 1. In
the calculations, we set the following values: ka = 630
and γ = 0.01. The maximal value of |U| calculated by
Eq. (19) corresponds to a frequency f > f0. Figure 4
shows the functions A(s) obtained near the resonance
frequency for different values of f. From these curves,
it follows that the oscillation amplitude of the quantity
A(s) increases with increasing ν. The smallest oscilla-
tion occurs at ν = 0.95, which corresponds to an excita-
tion frequency lower than  f0 (curve 1). As the relative
frequency ν slightly increases from 1 to 1.002 (curves 2
and 3), the amplitude of oscillation considerably
increases, curve 3 corresponding to the relative fre-

ν0n m,
2
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quency at which the resonance amplitude decreases by
23%. The ν-dependent increase in these oscillations is
explained by the fact that, as the excitation frequency
increases, the oscillations with small indexes n and m
make a decreasing contribution to the diffraction field
while the oscillations with great indexes n and m make
an increasing contribution. Our calculations showed
that the functions A(s) remain intact when the parame-
ter ka decreases from 630 to 200 with a simultaneous
increase in ν from 1.002 to 1.02. This means that the
quantity χ = (ν – 1)(ka)2 = const determines a family of
identical curves.

Thus, this paper offers an exact solution to the dif-
fraction problem for the ultrasonic field generated by an
oscillating piezoelectric plate fixed along its edge. The
resulting expressions essentially differ in form from the
corresponding formulas for the field of a piston trans-
ducer and include terms dependent on the natural oscil-
lation frequencies of the piezoelectric plates. The cal-
culations make it possible to estimate and analyze the
diffraction damping and the diffraction increment of
velocity as functions of the generalized interplate dis-
tance, the Q-factors of the piezoelectric plates, and the
deviation of the ultrasound excitation frequency from
the fundamental frequency of the piezoelectric plate.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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Abstract—The results of measuring the vertical variability of sound fields are presented for a coastal wedge
off the Pacific shelf of the Kamchatka peninsula. It is shown that the vertical radius of sound field correlation
can reach ~30 m for frequencies within 600–800 Hz. The scatter of the specific parameters of the variability
is in rather wide limits depending on the location of a vertical chain of receiving hydrophones, the hydrolog-
ical conditions, the azimuth angle of the sound source, and the relief and bottom structure of the coastal
wedge. © 2002 MAIK “Nauka/Interperiodica”.
One of the basic problems arising in monitoring the
ocean by acoustic methods is the necessity to detect and
locate sources of weak noiselike signals on a back-
ground of noise. For example, such problems are the
control over the illegal activity of ships in a protected
economic sea zone, the estimation of the tsunamigenic
properties of underwater earthquakes, and some other
problems of both fundamental and applied character. In
order to overcome the arising difficulties, one has to use
space-developed receiving arrays and optimal or quasi-
optimal methods of data processing. Such methods, in
one way or another, must use knowledge of the transfer
function (the response function) of a channel. The cal-
culation of the latter with a desired accuracy is, how-
ever, almost impossible because of the lack of data on
the hydrological situation in the region and on the bot-
tom characteristics at the site of the array location, and
also because it is necessary to calculate the structure of
the sound fields with the accuracy of a fraction of the
phase of the received signal.

For a specific location of extended receiving arrays,
a real way to estimate the parameters of an oceanic
waveguide is to use a set of benchmark low-power
sources of well-known signals. With their help, one can
measure the transfer functions and the time period of
their quasi-stability. In other words, it is necessary to
study the characteristics of the spatial and temporal
variability of the sound field in the test region. We note
that many works (see, e.g., [1–3]) are devoted to studies
of the variability of sound fields in the ocean. In this
paper, we analyze one of the important issues of this
problem, namely, the variability of sound fields at depth
in the northwestern Pacific.

The experiment was carried out off the Kamchatka
peninsula. Figure 1a presents the test region and the
acoustic tracks, one of which is almost perpendicular to
1063-7710/02/4805- $22.00 © 20540
the general line of isobaths, while the other is oriented
at an angle of ~45° to the first track. The numbers
denote the points where ships were located: the receiv-
ing ship was anchored at point 1 and the transmitting
ship drifted at points 2–5. Figures 1b and 1c show the
bottom profiles along the tracks between points 1–3 and
1–5. Points 2 and 4 were at a distance of ~210 km from
the point of reception, and points 3 and 5, at ~312 km.
At each of points 2–5, the transmitter was lowered from
the transmitting ship to a depth of 100 m; during 30 min
it generated a train of pulse signals frequency-modu-
lated by a linear law (LFM signals). The frequency
deviation was in a band of 600–800 Hz. The duration of
each pulse was 1 s; the pulse repetition period was 3–5 s.
The signals were received by a vertical chain of
10 hydrophones with a total length of 96 m. The hydro-
logical conditions (the sound velocity profile c(z)) at the
site of reception are shown in Fig. 2. The upper hydro-
phone of the receiving chain was at a depth of 6 m, i.e.,
above the thermocline, and the lower hydrophone was
at a depth of ~102 m, i.e., below the sound channel axis.
The depths of all hydrophones are also shown in
Fig. 2a. The sea depth at the point of reception was
~150 m. During the measurements, the sea roughness
was less than Beaufort 3.

After filtering, the signals received by different
hydrophones were entered in a computer and were sub-
jected to a spectral-correlation analysis. In particular,
the cross-correlation function of the signals received by
various pairs of hydrophones was determined for differ-
ent hydrophone separations in depth ∆z:

Φ t τ,( ) 1
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jωη
Ak η τ–( )e

jω η τ–( ) η ,d
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Fig. 1. (a) Test region and (1–3, 1–5) the acoustic tracks with the positions of (1) the receiving array and (2–5) the transmitting ship.
The bottom profiles along track (b) 1–3 and (c) track 1–5.
where Ap(t)ejωt and Ak(t)ejωt are the signals received by
hydrophones with numbers p and k, t is the running
time, T is the integration time equal to the duration of
the pulse in the train, ω = 2πf, f is the sound frequency,
and τ is the relative time delay between signals received
by different hydrophones.

Let A(t + a)ejωt be a transmitted signal, where
A(t) = 1 for t ≤ a and A(t) = 0 for t > a. Such a form rep-
resents the pulsed character of the signal (a is the pulse
duration). A multipath signal propagating in an oceanic
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
waveguide and arriving at the pth hydrophone, which is
located at distance r from the source, can be written as

(1)

where M is the number of the signals arriving at the pth
hydrophone along p different rays, i is the index of the
ray, and Ap(t) = 1 for ti ≤ t ≤ ti + a and 0 outside this
interval. The signals received by another hydrophone,

Sp t( ) Ap t ti– a+( )e
jω t ti–( )

,
i

M
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q, separated from hydrophone p are described by a sim-
ilar expression

(2)

where N is the number of rays over which signals arrive
at the qth hydrophone and k is the number of a ray.

The cross-correlation coefficient of the signals
received at points p and q can be presented as

(3)

In explicit form, expression (3) is very cumbersome,
but the basic information is carried by only a limited

Sq t( ) Aq t tk– a+( )e
jω t tk–( )

,
k

N

∑=

R t τ,( ) 1
T
---

Sp η( )Sq η τ–( )

1
T
--- Sp

2 η( ) η 1
T
--- Sq

2 η( ) ηd
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∫
1/2

----------------------------------------------------------------------------- η .d

t

t T+

∫=

1.46
0

20

40

60

80

100

1.47 1.48 1.49

10
9
8
7
6

5

4

3
2
1

1.45 1.50

z, m

 c, km/s

Fig. 2. Dependence of sound velocity c on depth z at the point
of reception (left) and the depths of hydrophones (1–10) of
the receiving chain (right).
number of its terms. We make some simplifying
assumptions, for which purpose we consider a rather
simple case of a homogeneous waveguide with the cor-
responding points located almost at the same depth
somewhat off the channel axis. The last assumption is
necessary to simplify the ray analysis. We assume that
the signals arrive at every point of reception with the
same focusing factors along the rays symmetric with
respect to the horizontal plane (i.e., under grazing
angles of equal magnitude but opposite signs). When
the transmitted signal is a wide-band one (however, its
band ∆f is narrow enough to satisfy the condition of a
weak variation of the quantity R(t) within the interval a),
we assume that, for most signals arriving along individ-
ual rays, the following inequality is valid:

where 1/∆f  is the interval of autocorrelation of the ini-
tial signal.

Substituting Eqs. (1) and (2) into Eq. (3), we obtain
that only the diagonal elements of the correlation
matrix will differ from zero. Assume now that the
points of reception p and q are separated in depth by the
interval ∆z, which is sufficiently small to neglect the
wave front curvature in the vertical plane for every
arriving signal [4]. In this case, from simple geometric
considerations, we obtain

where χi is the grazing angle at the point of reception,
and the sign between the terms depends on the sign of
the angle of the signal arrival along the ith ray.

Then, equation (1) takes the form (under the
assumption that M = N)

ti 1+ ti–
1

∆f
------,≥

tk ti

∂ti

∂z
------∆z+ ti

χ isin
c

------------∆z,±= =
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Taking into account the assumptions that the ampli-
tude of each partial signal within the interval a near ti is
virtually constant and equal to unity and, therefore, the
ratio of integrals in Eq. (4) is also close to unity, we
obtain (after trivial trigonometric transformations)

Rp q, t τ,( ) 2 ω0τ ω0

χ isin
c

------------∆z .cos
i

M

∑cos≈
Hence, we obtain that there are two independent condi-
tions for the occurrence of the main maximum of the
correlation function:

From Eq. (4), it follows that, for a pulsed signal,
there is a temporal sequence of correlation maxima
appearing at times of signal arrival along a correspond-

ω0τ 0,
ω0∆z χ isin

c
------------------------- min.= =
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Fig. 3. (a) Dependence of the normalized short-term correlation function R of signals received by two hydrophones on the running time
t for τ = 0; (b) envelope of the curves similar to those presented above (Fig. 3a) for different τ; r = 210 km, f = 600–800 Hz and
∆z = 12 m.
ing ray i. The change in the amplitude of these maxima
with a specific index i (i.e., within the length of a spread
multipath signal) is approximated by the cosine factor
under the summation sign, which depends only on the
angle of signal arrivals χi . Thus, for any fixed value
∆z ≠ 0 at τ = 0, the correlation is maximal for all (any)
signals arriving along rays; the specific value of this
maximal correlation is different for different signals
and is determined by the argument of the cosine in the
sum in Eq. (4). In particular, if we assume that the ray
number is i and the frequency ω0 and the interval ∆z
satisfy the condition

where l is an even integral number, we obtain that a spe-
cific value of the ith correlation maximum is close to
zero for any delay τ. It is precisely this pattern that is
observed in the measurements of the short-term cross-
correlation function for real LFM signals received by a
vertical chain of hydrophones at fixed values of ω0 and
∆z and at different values of τ. The above-mentioned
results are illustrated in Fig. 3, which exhibits a depen-
dence of the short-term correlation coefficient R on the
time t for τ = 0 (curve a) and the envelope of the family
of such curves for different τ (plot b). In the plots R(t),
one can clearly see a region where the correlation is
minimal (the so-called “neck”).

Now, we consider other features of the results
obtained. Figure 4 shows the behavior of the envelopes
of normalized correlation functions obtained from 29
realizations of the LFM signals received by two hydro-
phones separated in depth by 6 m (the depths are ~74
and ~80 m). The pulse repetition period in a train was
3 s. The signals were generated at point 2 (see Fig. 1a)
located at a distance of ~210 km from the hydrophones.
The mean peak value of the correlation coefficient
(from 29 realizations) was  ≅  0.5 for the standard
deviation σ ≅  0.03. If the distance between the hydro-

ω0∆z χ isin
c

-------------------------
π
2
--- l 1–( ),=

R

ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
phones increases by a factor 2 (∆z = 12 m), we obtain
 ≅  0.43 with σ ≅  0.02 (the mean depth of the receiving

base is ~56 m). The sufficient length of the chain of
hydrophones allowed one to carry out measurements
at a constant separation of the receiving elements
(∆z = 12 m) located, however, at different depths in the
water layer. In this case, the value of  varies from 0.12
(when the hydrophones are located in the thermocline)
to 0.43–0.45 (for the central part of the chain); the max-
imal values of  correspond to the position of hydro-
phones near the sound channel axis. A further increase
in the separation of hydrophones in depth, ∆z, allowed
us to estimate the vertical correlation radius ρ as a mea-
sure of the vertical variability of the sound field. When
the correlation radius is defined as such a value of ∆z at
which  decreases by a factor of e, its value in the con-
sidered series of experiments will be close to 24 m; if it
is defined as ∆z at which  decreases to the back-
ground level, we obtain ρ ≅  30 m. Note that, for signals
arriving along each individual ray (of the multiray bun-
dle of signals), the values of  must be greater than
those mentioned above [5]. This is related to the fact
that the values of  were determined in our experiment
for the total sum of signals received, i.e., in the presence
of an additional interference. It was produced by sig-
nals that arrived within the averaging time T but were
not cross-correlated when the difference in the arriving
times over different rays exceeded the autocorrelation
interval of the initial signal (1/∆f). Such an interference
is usually called additive signal interference.

It should be noted that, at different depths of recep-
tion, the sound field variability can be much greater,
particularly, near the velocline in the profile c(z).

Similar measurements carried out at a distance of
312 km from the source (point 3, in Fig. 1) yielded
almost the same estimates of the radius of the sound
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Fig. 4. Envelopes of normalized correlation functions within a 3-min-long initial part of the train for the LFM signals received by
two hydrophones separated by ∆z = 6 m, for τ = 0. The signals are generated at point 2 of the first track (Fig. 1a); r = 210 km.
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Fig. 5. The same as in Fig. 4 with the signal generation at point 4 of the second track (Fig. 1a). The data refers to a 3-min-long
terminal part of the train of the LFM signals.
field variability with the same standard deviations σ
(0.01–0.02).

Entirely different results were obtained with a
change of the azimuth angle of the source, i.e., with the
sound radiation at points 4 and 5 of the second track
(Fig. 1). Figure 5 presents a plot similar to that in Fig. 4
but obtained for the source located at point 4 (the only
difference was in the pulse repetition period in the train,
which was increased up to 5 s). As seen from Fig. 5, the
values of  are mainly at the background level. Only in
the last 3 min of the total 30-min radiation period did the
values of  begin to exceed the background (  ≅  0.22
with σ ≅  0.07). The allowance made for the speed and
direction of the drift of the transmitting ship (the mea-
surements were carried out with a satellite navigation
system) showed that the length of the track increased by
1.3–1.5 km within 30 min. A detailed calculation of
the sound field characteristics given an increase in the
track length by almost the same value (from 210 to
212 km) at the depths 72, 78, and 84 m (hydrophones 6,
7, and 8 in Fig. 2) showed that, even within such a small
interval of distances, the sound field structure can
undergo significant changes. Figure 6 presents the
sound field intensity calculated at the mean frequency

R

R R
of the range used (700 Hz) with allowance for the phase
shifts of the received signals in the aforementioned
interval of distances. Figure 6a refers to the track ori-
ented almost normally to the general direction of iso-
baths in the region of the coastal slope (tracks 1–3 in
Fig. 1a). Figure 6b refers to the track lying at an angle
of 45° (tracks 1–5 in Fig. 1a). Note that the calculation
was carried out for smoothed bottom geometry of a real
coastal wedge for the selected tracks. As seen from
these plots, the sound field level is very low at several
distances (for example, 210.3 and 210.8 km in Fig. 6a
and 210.7 and 211.6 km in Fig. 6b) due to the interfer-
ence of the arriving signals. Therefore, the cross-corre-
lation coefficient between the signals received by
hydrophones separated in depth will be close to the
background level determined by the noise at the point
of reception in the case when a signal at one (or more)
of the hydrophones is very weak or even absent. At the
same time, at those distances where the intensity of the
total signal for the considered depths is high (for exam-
ple, at distances 211.1 and 211.7 km in Fig. 6a and
210.4 and 211.1 km in Fig. 6b), one can expect maxi-
mal values of the correlation coefficient. Therefore, we
can assume that the dependences illustrating the behav-
ior of envelopes of the normalized correlation func-
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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tions, which are presented in Figs. 4 and 5, are mainly
related to the change of distance due to the drift of the
transmitting ship.

It should be noted that the values of the vertical radii
of spatial correlation, ρ, at points 3 and 5, i.e., at dis-
tances of ~300 km, are close to those presented for the
distance 210 km, although, on the southern track, they
were always somewhat less.

Thus, on the basis of the full-scale measurements and
calculations, we can conclude that the vertical variability
of sound fields in the frequency band 600–800 Hz is
essentially anisotropic in the azimuth plane, because it
depends not only on the hydrological conditions and
positions of the hydrophones in depth, but also on the
geometry of the coastal wedge. The latter undergoes
significant changes when the acoustic track is rotated in
the azimuth direction. Besides, in the narrow-band
analysis of the experimental data, there are certain parts
of a multiray signal related to the arrival of individual
signals at such angles at which, for a given frequency
ω0 and a fixed separation of hydrophones in depth ∆z,
the short-term correlation coefficient is close to the
background level at any time delay τ. In this case, the
so-called necks of the envelope of the correlation func-
tion are formed. The signs of the cross-correlation coef-
ficient are different for the signals arriving before and

210.0 210.4 210.8 211.2 211.6 212.0
r, km
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–15
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–23

I/
I 0

, d
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(a)
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–11

–15

–19

–23 (b)

Fig. 6. Dependence of the normalized intensity I/I0 (I0 is the
intensity at the distance r = 1 km) on the distance r with
allowance for the phase of the arriving signals: (a) track 1–2;
(b) track 1–4. The depths of reception are 72 m (thick solid
lines), 78 m (thin solid lines), and 84 m (dotted lines).
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after the neck, and, therefore, the value of the correla-
tion coefficient averaged over the total spreading time
of a multiray continuous signal can be very low. How-
ever, this fact does not characterize the true extent of the
sound field coherence, because, in the experiments
under consideration, the spatial resolution of signals
propagating along individual rays was absent [6].

In summary, we can state that, in the specific sum-
mer–autumn conditions of the northeastern region of
the Pacific Ocean (off the Kamchatka peninsula), the
sound field variability in depth was considerable. When
the corresponding points were located near the sound
channel axis, the vertical interval of the sound field cor-
relation in the coastal wedge was no greater than 30 m
(for frequencies within 600–800 Hz). As the hydro-
phones were displaced from the channel axis, the cor-
relation interval decreased, especially, when the receiv-
ing elements were displaced toward the thermocline.
Clearly, in other regions of the ocean with different
hydrological and oceanological characteristics of the
waveguide, the values of the vertical correlation inter-
val of the sound field in a coastal wedge can differ from
those presented above.
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Abstract—The possibility of evaluating the size of metallic inclusions in lubricating oil by photoacoustic mea-
surements in a gas-microphone cell is investigated. The photoacoustic spectra of suspensions of microscopic
spherical steel particles with diameters from 5 to 70 µm in an oil layer with a thickness of 20 µm are measured.
A semiquantitative model of the photoacoustic effect in a suspension layer is proposed for inclusions of both
small and large size in comparison with the layer thickness. It is demonstrated that the body of information
obtained from the measurements considerably increases when the thickness of the oil layer is close to the size
of inhomogeneous inclusions. © 2002 MAIK “Nauka/Interperiodica”.

n'
One of the most important problems of vehicle ser-
vicing is a timely change of lubricating oil in engines
and transmissions. A too frequent change of oil
increases running expenses and a too rare one affects
the safety of operation. Therefore, special attention is
given to the development of techniques for the express
diagnostics of industrial oils. Informational symptoms
of oil aging are the processes of oil decomposition and
the appearance of a considerable amount of metallic
particles in it. The diagnostics is based on exactly these
symptoms. Common spectrophotometric methods of
diagnostics are rarely applied to optically dense liquids
like industrial oils. On the contrary, photoacoustic tech-
niques offer good opportunities for analyzing optically
dense suspensions.

The conventional gas-microphone version of the
photoacoustic diagnostics of solids and liquids is as fol-
lows. A sample to be studied is placed into a sealed (as
a rule) photoacoustic cell consisting of one or several
chambers filled with air [1]. The cell has one or several
windows through which the sample is heated by inten-
sity-modulated radiation from a laser or from some
other source. The heat transfer between the sample and
the air surrounding it in the cell gives rise to pressure
oscillations (a photoacoustic signal), which are detected
by a microphone. These signals depend on the sample’s
properties and are used for its diagnostics [2, 3].

A sample may be additionally characterized by
measuring the dependence of the pressure amplitude in
the cell on the wavelength of the optical source. Such a
dependence is called the photoacoustic spectrum of a
sample. The gas-microphone photoacoustic technique
alone or in combination with differential scanning cal-
orimetry can be used for the determination of the ther-
modynamic properties of a sample [4] and for analyz-
1063-7710/02/4805- $22.00 © 20546
ing strongly scattering samples [5]. This method is also
used for the depth profiling of multilayer structures [6]
and the monitoring of biomass [7] and exciton struc-
tures [8].

The photoacoustic analysis of lubricating oil sam-
ples has a history. For example, a technique for the pho-
toacoustic detection of the processes of oil decomposi-
tion is described in [9]. The present paper concentrates
on another feature; namely, we examine the gas-micro-
phone photoacoustic response of an inhomogeneous
sample represented by a suspension of microscopic
particles in oil. It is of interest to examine the case of an
especially small inhomogeneous sample, when the ini-
tial liquid layer is rather thin and its thickness is close
to the size of inhomogeneities in it. Indeed, the impuri-
ties present in a sample affect the form of the photoa-
coustic spectrum differently, depending on whether
they are immersed in oil completely or project above
the surface, which can make their detection and analy-
sis easier. Thus, the main purpose of this work is the
study of the process of photoacoustic conversion in
conditions when the particle size is comparable with
the thickness of the oil layer with the aim to answer the
question of what information on the quantity, size, and
characteristics of the particles can be obtained by mea-
suring the photoacoustic spectra at different ratios
between the oil layer thickness and the size of inclu-
sions.

It was found that the measurement of the photoa-
coustic spectra of an oil sample of a fixed thickness
with steel spherical microscopic particles of various
diameters is a sufficiently good model for the process of
microscopic particle detection in oil by measuring the
photoacoustic spectra for samples of different thick-
nesses.
002 MAIK “Nauka/Interperiodica”
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Figure 1 shows the scheme of the utilized photoa-
coustic gas-microphone cell of special design. The cell
was made of aluminum, and its upper and lower win-
dows were made of quartz. The total height of the cell
was 4 mm, and its diameter was 30 mm. A condenser
microphone by Bruel and Kjaer (model 4144) was
used as a sound receiver. The photoacoustic measure-
ments were conducted within a wavelength range of
400–750 nm. A 400-W xenon arc lamp combined with
a grating monochromator and controlled by a personal
computer was used as a light source. The frequency of
light modulation was 20 Hz.

Industrial lubrication oil Transol SP-100 was used
as the initial liquid for sample preparation. A sample
was prepared in the thin-layer version (the layer thick-
ness was 20 µm). Calibrated microscopic spherical
steel particles were added to the layer. Particles of only
one size were present in each sample. It was possible to
select particles with diameters from 5 to 70 µm. Thus,
we had both samples with totally immersed inhomoge-
neities and samples with the particles noticeably pro-
jecting above the oil surface. The volume concentration
of particles was 0.1%.

The results measuring the photoacoustic spectra for
several inhomogeneous samples differing in the size of
their inclusions are given in Fig. 2. The photoacoustic
spectrum for the initial oil is given also. Its decrease
with the wavelength indicates that oil becomes more
transparent in the red and infrared ranges.

It is worth noting that, in the range of small wave-
lengths up to 500 nm, the curves corresponding to oil
with particles are close to each other, although the par-
ticle diameters change considerably. The correspond-
ing spectra of inhomogeneous samples qualitatively
reproduce the curve for the initial spectrum of pure oil
but noticeably exceed it in their levels.

Near a wavelength of 500 nm, the family of photoa-
coustic spectra of inhomogeneous samples splits into
two groups, depending on the ratio between the particle
size and the layer thickness. In the case of samples con-
taining only small particles, the amplitude of the photo-
acoustic signal decreases with increasing wavelength.
The second group of curves corresponds to large parti-
cles, which project over the oil surface. Here, the pho-
toacoustic amplitude almost does not depend on the
radiation wavelength. In both groups, the amplitude of
the photoacoustic signal depends weakly on the particle
size. It is worth noting that, in the group of small parti-
cles immersed in oil, the amplitude of the photoacous-
tic signal decreases with the growth of the particle
diameter, while in the case of large particles, it
increases. This fact indicates that the photoacoustic
conversion for small and large particles occurs in differ-
ent conditions. Indeed, large particles touch the cell
bottom and part of their surface is not covered with oil.
Therefore, compared to small particles, new factors
come into play, such as the heat transfer through the cell
bottom, the radiation absorption, and the heating of air
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
directly by a part of the particle surface without the
intermediate layer of oil. The role of these factors is
examined further on the basis of a theoretical model.

The following model of the phenomenon was devel-
oped to interpret the experimental results. It is possible
to calculate the amplitude of the photoacoustic signal in
a general case by taking into account the scattering of
optical radiation by the particles in oil. However, the
basic experimentally determined features of the photo-
acoustic conversion, i.e., the splitting of the curve fam-
ily into two branches (depending on whether the parti-
cle diameter exceeds the thickness of the oil layer or
not) and the weak dependence on the particle diameter
in each of the branches, can be explained within the
framework of the semiquantitative model considered
below. It is based on the fact that the scattering changes
the shape of the photoacoustic spectrum only slightly,
even when it is large, and it changes the amplitude of
the photoacoustic signal considerably, as demonstrated
in [10].

The process of the formation of a photoacoustic sig-
nal represented by pressure pulsations in the cell cham-
ber occurs as follows. Optical radiation with the intensity

modulated with the frequency f = ω/2π is absorbed by
both oil and metallic particles present in it. As a result
of radiation-free oscillatory-translational relaxation,
the absorbed electromagnetic energy is converted into
heat, which leads to heating and, as a consequence, to
the thermal expansion of the particles, the oil, and the
layer of air adjoining the oil. By virtue of the linearity
of the photoacoustic conversion, the amplitude of the
photoacoustic signal is represented by the sum of the
signals produced by the thermal expansion of the oil,
particles, and air. The problem of the ratio of contribu-
tions from the expansion of the condensed medium (oil
in our case) and air is considered quantitatively in [11],
where it is demonstrated in particular that the first com-
ponent is negligible when the thickness of the oil layer
is equal in its order of magnitude or small in compari-
son with the penetration depth of a temperature wave in
air µg = (2χg /ω)1/2. Here, the index g denotes air; χ =

I I0 1 ωtcos+( )/2=
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Fig. 1. Schematic diagram of a photoacoustic gas-micro-
phone cell.
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Fig. 2. Photoacoustic spectra of pure oil and inhomogeneous samples with admixture of steel particles with different diameters (the
diameters are indicated in the plot). The thickness of the oil layer is 20 µm. The volume concentration of particles is 0.1% for all
samples.
κ/ρCp is the thermal diffusivity; and κ, ρ, and Cp are the
heat conductivity, density, and specific heat (at constant
pressure). In our experiment (the modulation frequency
is 20 Hz), we have µg = 560 µm, which far exceeds the
thickness of the oil layer hl = 20 µm. Therefore, the
only source of the photoacoustic signal is the thermal
expansion of air. It can be easily demonstrated that the
presence of particles in oil does not influence the
obtained conclusion.

The air heating is determined by the absorption of
optical radiation both in oil and particles. Taking into
account the linear character of photoacoustic conver-
sion, the amplitude of the photoacoustic signal can pre-
sented in the form

(1)

where pl is the component describing the response of
oil and pp is that for particles.

Strictly speaking, Eq. (1) is valid for the sum of
complex quantities. However, it is possible to ignore
the phase shift and make estimates using real quantities
in the case under study. This can be explained by the
fact that the penetration depth of a temperature wave in
oil µl (for the frequency f = 20 Hz) is approximately
equal to 40 µm and exceeds the sample thickness. The
penetration depth of a temperature wave in particles
also exceeds their diameters. Thus, the phase shift
between the aforementioned components arises only
because of the propagation of heat from particles along
the oil surface. As will be demonstrated further, its

p pl pp,+=
value does not exceed π/4 and can be ignored in our
estimations.

As demonstrated in [10], the signal component cor-
responding to the response of the initial liquid can be
presented (taking into account the scattering by metal-
lic particles) in the form

(2)

where β is the absorption coefficient of optical radiation
in oil; A is the factor describing the contribution of both
the configuration of the photoacoustic cell and the ther-
moelastic parameters of oil and gas filling the cell,
which does not depend on the optical parameters of oil
and particles; and R is the factor taking into account the
scattering. The last depends on the relationship
between the lengths of absorption and scattering of
optical radiation, the penetration depth of a temperature
wave in oil, and the thickness of the oil layer.

In the general case, the dependence of the quantity
R on the absorption and scattering, which are deter-
mined by the optical characteristics of the oil and parti-
cles and the particle size, has a complex nonmonotonic
character. In the case of small values of the scattering
coefficient, the value of R grows with its increase
because of the increase in the quantity of the energy
absorbed in the sample due to the decrease in the num-
ber of photons leaving the sample through its rear non-
irradiated surface. In the case of very large values of the
scattering coefficient, the value of R decreases with its
increase, since the number of photons leaving the sam-
ple through its front irradiated surface increases. There
is a rather large range of values of the scattering coeffi-

pl ARβI0/2,=
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cient for which the indicated mechanisms partially
compensate each other and the value of R, sometimes
exceeding unity, depends only slightly on the scattering
and absorption.

Precisely this case is observed in our experiment.
Indeed, in the wavelength range λ < 500 nm, where the
magnitude of the photoacoustic signal is determined by
the absorption in oil and the contribution from the
absorption in particles is inessential, the curves corre-
sponding to different values of the absorption coeffi-
cient in particles (and therefore, to different values of
the scattering coefficient as well) almost coincide and
repeat in their shape the photoacoustic spectrum of
pure oil.

The photoacoustic component connected with the
radiation absorption in particles is described in a more
complex way. Let us consider qualitatively the process
of the formation of a photoacoustic signal in the case of
radiation absorption by a single particle with the diam-
eter d. First of all, we are interested in the dependence
of the photoacoustic signal on the particle diameter.
The character of this dependence depends essentially
on the relationship between the particle diameter and
the thickness of the oil layer.

Consider the case when the particle diameter is
small in comparison with the thickness of the oil layer.
According to the results of [11], the magnitude of the
photoacoustic response is proportional to the average
(over the surface) amplitude of temperature oscillations
of the oil surface. To evaluate the amplitude, we use the
relation describing a temperature wave in the oil sur-
rounding a particle with the surface temperature chang-
ing according to the harmonic law T0exp(iωt) [11, 12]:

(3)

where r is the distance from the particle center and R =
d/2 is the particle radius. The assumption that the parti-
cle heating is uniform is valid, since the penetration
depth of the temperature wave far exceeds the particle
size in the conditions of the experiment.

As was mentioned above, the thickness of the oil
layer is small in comparison with the penetration depth
of the temperature wave. Therefore, according to
Eq. (3), the estimate Ts ~ T0(R/h) is valid for the ampli-
tude of temperature oscillations Ts at the oil surface at
the point located directly over the particle (the focus of
heating), where h is the distance from the particle cen-
ter to the oil surface. In calculating the amplitude of
oscillations of the average temperature of the oil sur-
face, it is necessary to take into account only the expo-
nential drop of temperature that is described by the sec-
ond factor in Eq. (3). Indeed, the surface temperature
decreases in inverse proportion to r when the distance
from the heating focus grows. However, in the process
of calculating the average temperature, this decrease is
compensated by the growth of the effectively heated
area in proportion to r. Thus, ignoring the phase shift of

T r( ) T0
R
r
--- –

1 i+
µl

---------- r R–( ) iωt+ ,exp=
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about π/4, we obtain the following estimate for the
amplitude of average temperature oscillations:

(4)

where D is the characteristic diameter of the sample
that is determined by the size of the photoacoustic cell.
It is assumed that µl < D.

For a system of particles immersed in oil with the
concentration n (the number of particles per unit vol-
ume), the photoacoustic signal is the sum of individual
responses, and, finally, we obtain the following esti-
mate for the component of the amplitude of pressure
fluctuations in the cell pp that is connected with the
radiation absorption in particles:

(5)

where the factor B depends on both the thermoelastic
parameters of the air filling the cell and on its size, V is
the volume of the oil layer,  = hl/2 is the distance to
the sample surface that is averaged over the particle
ensemble, and hl is the thickness of the oil layer.

The amplitude of temperature oscillations T0 can be
estimated proceeding from the law of energy conserva-
tion. Taking into account the fact that the energy of
optical radiation absorbed during the time 1/f is con-
verted into the thermal energy concentrated in a particle
and the layer of oil surrounding it that has a thickness
of the order of magnitude of µl, we obtain the following
estimate for T0:

(6)

where σ is the absorption cross section of optical radi-
ation, Ie is the effective value of optical radiation inten-
sity, Cp is the specific heat at constant pressure, and ρ is
the density. The subscripts p and l indicate that this
quantity belongs to particles or oil, respectively.

In the general case, the absorption cross section can
be represented in the form

where mlp is the complex refractive index of a particle
with respect to oil [13]. In our case, the dimensions of
particles are large in comparison with the wavelength
of optical radiation. Therefore, the dependence of the
function Spl on λ/d is weak, and it may be ignored in our
estimations assuming that Spl(mlp, λ/d) = Spl(mlp). In the
general case, Ie = KI0, where the factor K depends on the
optical parameters of the liquid and particles as well as
on their dimensions. The character of this dependence
is analogous in many ways to the dependence of the
factor R involved in Eq. (2) on the indicated quantities,
and this dependence can be also ignored.

Ts T0
R
h
---

µl
2

D2
------,∼

pp BnVT0
R

h
---

µl
2

D2
------,∼

h

T0

σIe f 1–

d3 ρCp( )p µl
3 ρCp( )l+

---------------------------------------------------,∼

σ Spl mlp λ /d,( )πd2/4,=
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Taking into account the fact that the volume concen-
tration of particles nν is maintained constant in our
experiment, i.e.,

we obtain the following estimate for the amplitude of
the photoacoustic response of a particle ensemble from
Eqs. (5) and (6):

(7)

Since the specific heat of metallic particles is close
to that of oil, the terms in the denominator are of the
same order of magnitude for d ~ µl ~ 40 µm. Thus, if
the particle diameter is small in comparison with both
the thickness of the oil layer and µl, the magnitude of the
photoacoustic signal almost does not depend on the par-
ticle diameter d, but it decreases when d becomes close
to µl. This is observed in the experiment (see the curves
corresponding to the particles with diameters <5 µm and
10–15 µm in Fig. 2).

Another case is that of large particles with dimen-
sions exceeding the thickness of the oil layer. In this
case, Eq. (7) takes on the form

(8)

where mlg is the complex refractive index of a particle
with respect to air, and the subscript s indicates that this
quantity refers to quartz. In deriving this estimate, we
took into account the fact that particles touch the quartz
bottom, and the main part of heat is transferred into it.
The presence of the additional factor 1/d in Eq. (8) in
comparison with Eq. (7) is connected with the absence
of temperature decrease in the process of propagation
of a temperature wave from the particle surface to the
oil surface, which is described by the factor d/h in
Eq. (4).The replacement of Ie by  indicates a change
in the scattering character due to the fact that, when
d > hl, a part of the particle surface is not covered by oil
and the optical radiation heats it directly and not
through the oil layer. We introduce a more general func-
tion Spg instead of Spl, since the cross sections of scatter-
ing and absorption differ for two types of boundaries,
namely, the particle–air and oil–particle boundaries.

Taking into account the fact that the specific heats of
particles and quartz are close, the terms in the denomina-
tor are of the same order of magnitude at d ~ µs ~ 1 mm.
Thus, since the diameter of the particles used in the
experiment is smaller than 1 mm, the dependence of pp

on the particle diameter is involved only in the term
Spg/d. The agreement with the experiment is attained if
we assume that Spg grows with an increase in particle
diameter faster than the first power of d, which is quite
reasonable, since the area of a particle irradiated
directly by the incident radiation and not by the one

nν πnd3/6V const,= =

pp BnνV2Ie

µl
2

f hlD
2

--------------
Spl mlp λ /d,( )

d3 ρCp( )p µl
3 ρCp( )l+

---------------------------------------------------.∼

pp BnνV2Ie'
µl

2

f D2
----------

Spg mlp mlg λ /d hl/d, , ,( )
d3 ρCp( )p µs

3 ρCp( )s+
-------------------------------------------------------1

d
---,∼

Ie'
transmitted through the oil layer increases with the
growth of d. The splitting of curves into two families
corresponding to the particles completely covered by
oil and those only partially covered by oil is explained
by the change in the scattering character, which for-
mally corresponds to the change of Ie for  and Spl for
Spg. To describe the character of curve splitting more
precisely, it is necessary to know the dependences of Ie,

, Spl, and Spg on the relationship between the particle
diameter, the wavelength of optical radiation, and the
thickness of the oil layer.

Substituting expressions for pl and pp into Eq. (1),
we obtain the following estimate for the photoacoustic
response of a liquid with particles:

(9)

These expressions qualitatively describe the experi-
mental results presented above. The first term in Eq. (9)
plays the main role within the range of wavelengths
smaller than 500 nm, where the absorption in oil is
essential and it is possible to ignore the absorption (but
not the scattering) in the particles. Therefore, the curve
for the spectrum of an inhomogeneous sample repro-
duces the curve of the spectrum for pure oil by exceed-
ing it in level on account of factor R taking into account
the scattering.

On the contrary, the absorption in oil can be ignored
in the range of wavelengths greater than 500 nm. The
dominant role belongs to the second term in Eq. (9).
Already its form demonstrates that the spectra for inho-
mogeneous samples split into two groups, depending
on whether the particles are immersed in oil or project
over the surface. It is necessary to note that, as was
shown above, the derived expressions also qualitatively
explain the behavior of the spectra depending on the
particle diameters within each group.

The study described above demonstrates that gas-
microphone photoacoustic spectroscopy is effective for
analyzing very small amounts of inhomogeneous sam-
ples. In this case, if the thickness of the sample layer is
comparable with the dimensions of inclusions, the
character of the photoacoustic spectrum in the wave-
length range where the absorption in particles is essen-
tial allows one to conclude whether small or large par-
ticles dominate in the sample. Moreover, performing
measurements for different thicknesses of the sample
under analysis, it is presumably possible to obtain
information on the distribution of particles in size.
Thus, gas-microphone photoacoustic measurements,
being inferior to direct photoacoustic detection in sen-

Ie'

Ie'

p ARβI0/2=

+

BnνV2Ie

µl
2

f hlD
2

--------------
Spl mlp λ /d,( )
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---------------------------------------------------, d hl<
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µl

2

f D2
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sitivity [14], are advantageous from the point of view of
the amount of information they provide.
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Abstract—The azimuth directivity of a line array in a waveguide is studied for the case of its deflection from
the vertical under the effect of underwater currents. The modal composition and the interference pattern of the
field radiated by such an array is considered. © 2002 MAIK “Nauka/Interperiodica”.
Vertical arrays are widely used in experiments on
sound propagation in the ocean. Lacking directivity in the
horizontal plane, they allow one to measure the vertical
arrival angles of signals and to determine their modal
composition. This is very important for the determination
of the distance to a sound source and its depth by the
methods of matched field processing [1] or matched-
beam processing [2]. A vertical array is convenient for
use in experiments. It can be lowered from a ship or
anchored. Its vertical position is maintained by the mass
of the load or by the buoyancy of a subsurface buoy.

Some difficulties arise in the presence of underwater
currents disturbing the array shape. In this case, the
experimental equipment must be supplemented by a
system for determining the array shape, which consid-
erably complicates the experiment [3]. Results of
studying the methods for the determination of the array
shape with allowance for real disturbing factors are pre-
sented in [4]. The effect of the array slope on the effi-
ciency of the signal reception is considered in [5]. In the
signal processing, data on the deviations of the array
elements in the plane containing the source are taken
into account. Simpler ways to reduce the effect of the
shape distortions of the receiving array are, in particu-
lar, the use of special multifrequency signals [6] and
cepstrum analysis [7].

The problem becomes more complicated when the
sound source is represented by a vertical radiating array
that is also subjected to deformations. Such an array
was used by Kuperman et al [8, 9] in the experiments
on the phase conjugation. In these experiments, the sig-
nal from a distant source was received by a vertical
array and reradiated by it as a time-reversal signal,
which provided its concentration in the region near the
source. The monitoring of this region was realized by
another vertical array.

The difficulties increase further when several reradi-
ating arrays or reflectors are present or when their azi-
1063-7710/02/4805- $22.00 © 20552
muth is unknown. In this case, the radiating array,
despite its deflection from vertical, should be directed
to the source azimuth. In contrast to the receiving array,
whose information can be processed in parallel with
allowance for the deviations of its elements for all val-
ues of the azimuth, the transmitting array cannot be
compensated for a simultaneous omnidirectional radia-
tion in the horizontal plane. In this connection, it is of
interest to consider the problem of the azimuth directiv-
ity of a deformed vertical array.

In this paper, we consider the simplest case of defor-
mation: a line array deflected from vertical without dis-
turbing its shape, and the simplest form of waveguide:
a homogeneous water layer with pressure-release upper
and rigid lower boundaries. Without aspiring to univer-
sal results, such an approach allows us to show the basic
features of the phenomenon under study.

In the absence of currents, a line array anchored to
the bottom and stretched by a neutral buoyancy near the
surface assumes a vertical position. Its aperture covers
all the waveguide thickness H. The radiated sound field
is represented as a sum of a finite number of modes
(normal waves) propagating in the waveguide without
attenuation [10]. To study a single mode, the distribu-
tion of the sensitivity of the array elements over its
aperture is set to be proportional to the distribution of
the field of this mode along the vertical, i.e., the array is
tuned to the radiation of this mode. Due to the orthogo-
nality of the waveguide eigenfunctions, the total radi-
ated sound energy becomes concentrated in a single
mode to which the array is tuned.

The sound field potential produced at the point (Z, R)
of the waveguide by a continuous vertical line array radi-
ating a monochromatic signal is given by the expression

(1)Ua Z R t, ,( ) bqz( )U z Z R t, , ,( )cos z.d

0

H

∫=
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Here, Z is the depth of the point of reception, R is the
horizontal distance between the array and the receiver,
t is the running time, and z is the depth of the zth ele-
ment of the array. It is assumed that the origin of coor-
dinates is at the bottom and the z axis is directed
upward; bq = (q – 0.5)π/H is the vertical component of
the wave vector of the qth mode; cos(bqz) is the eigen-
function of this mode, to the radiation of which the
array is tuned; and U(z, Z, R, t) is the sound field poten-
tial produced at the point (Z, R) by the array element
located at the depth z. Considering this element as an
omnidirectional point source, the sound field potential
at large distances from the array can expressed as [10]

(2)

Here, V0 is the source strength, m is the number of
modes propagating in the waveguide without attenua-

tion, ξl =  is the horizontal component of the
wave vector of the lth mode, k = ω/C is the wave num-
ber, ω is the circular frequency, and C is the sound
velocity in the water column.

Substituting Eq. (2) into Eq. (1) and making the nec-
essary transformations, with allowance for the orthogo-
nality of the waveguide eigenfunctions

(3)

for q = l and 0 for q ≠ l, we obtain

(4)

From this expression, it follows that the vertical line
array covering the whole waveguide thickness and
tuned to the radiation of the qth mode radiates only this
single mode. Due to the cylindrical symmetry of the
problem, the directional pattern of the array in the hor-
izontal plane is a circle.

Let the array, as a whole, deflect from the vertical by
the angle γ without any deformations. The geometry of
the problem is shown in Fig. 1. In this case, the depth of
each element of the array decreases to z = ςcosγ, where
ς is the coordinate along the aperture. The integration
with respect to z must be carried out from zero to zM =

U z Z R t, , ,( )

=  
A

R
-------- 1

ξ l

-------- blz( ) blZ( ) jξ lR jωt–( ),expcoscos
l 1=
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∑
A j
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2πH
--------------- j

π
4
---– 

  .exp–=

k2 bl
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2
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ξq

---------------------- jξqR jωt–( ).exp=
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Hcosγ. The direction of the horizontal axis R coincides
with that of the array slope.

An array element with the coordinate ς obtains the
increment ∆R to the distance to the point of reception. In
the plane of the array slope, ∆R = ςsinγ and, as follows
from Fig. 1, the distance at any azimuth α is equal to

For a sloping array, the excitation function of the qth
mode takes the form cos(bqz/cosγ). The sound potential
generated by such an array is determined by the expres-
sion

(5)

R ∆R– R ς γ αcossin– R z γ α.costan–= =
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Fig. 1. Geometry of the problem.
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(6)

As a result of the array departure from the vertical
position, not only the radiation of the qth mode, to

c1zM kH G1 w–( ), c2zM kH G2 w–( ),= =

c3zM kH –G2 w–( ), c4zM kH –G1 w–( ),= =

G1 2, bq/k bl/k γ,cos±=

w 1 bl/k( )2– γ α.cossin=
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Fig. 2. Directional pattern in a shallow-water waveguide for
H = 2.5λ, q = 1, and γ = (1) 2°, (2) 4°, (3) 6°, (4) 8°, and
(5) 10°.

Fig. 3. Directional pattern in a deep-water waveguide for
H = 30λ, q = 1, and γ = (1) 2°, (2) 4°, (3) 6°, (4) 8°, and
(5) 10°.
which the array is tuned, will occur, but also modes of
other numbers will be radiated. When the vertical
array is tuned, the total radiated power is carried by
the single qth mode. The power radiated by the same
array deflected from the vertical will be distributed
between the qth mode and a group of adjacent modes.

Besides, the array departure from vertical leads to
the appearance of a horizontal component of its aper-
ture, which results in the appearance of the array direc-
tivity in the horizontal plane; i.e., the directional pattern
ceases being circular. In this case, the effect of the
directivity will occur for all radiated modes.

Since the radiation of the qth mode is of interest, we
will characterize the array directivity in the horizontal
plane by its directional pattern for the qth mode:

(7)

where the sound pressure is P = jρωU [10, 12].

As examples, we carried out calculations for two
waveguides: a shallow-water waveguide H = 2.5λ and
a deep-water waveguide H = 30λ, where λ is the sound
wavelength in the water column. For a frequency of
300 Hz (λ = 5 m), the depth of the shallow-water
waveguide is H = 12.5 m and that of the deep-water
waveguide is H = 150 m. In the shallow-water
waveguide, m = 5 modes can propagate, and in the
deep-water waveguide, m = 60 modes. Figures 2 and 3
exhibit the directional patterns D1(α) for the first mode
of the line arrays located in these waveguides. The
arrays are tuned to the radiation of the first modes and
are deflected from vertical by various angles γ (2°, 4°,
6°, 8°, and 10°). From Figs. 2 and 3, one can see that
even a slightly inclined array acquires a directivity in
the horizontal plane, which is most pronounced in the
deep-water waveguide. The radiation maxima corre-
spond to the directions perpendicular to the array
slope. In contrast, in the direction of the slope, as well
as in the opposite direction, the array does not radiate
the first mode already at the angle γ = 4° in the deep-
water waveguide. The beamwidth of the pattern in the
transverse directions is close to 35° (Fig. 3). For the
150-m waveguide, the horizontal projection of the
array aperture is Hsin(4°) = 10.46 m. A rectangular
vertical array of such a width at a frequency of 300 Hz
would have a beamwidth of 27° in the horizontal
plane.

As the array slope increases, the efficiency of the
first mode radiation decreases. Together with the first
mode, the array begins to radiate modes of higher num-
bers, which gives rise to an interference pattern of the
field, depending on the azimuth and distance. As an

Dq α( )
PqPq*

max PqPq*{ }
------------------------------ a2 q α,( ) b2 q α,( ),+= =
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Fig. 4. Sound intensity in a shallow-water waveguide for H = 2.5λ, m = 5, γ = 5°, α = 0°, and q = 1.

1.0

0.8

0.6

0.4

0.2

0
200

100
0

–100
–200 0

200
400

600
800

1000

R/λ
α, deg

IP

Fig. 5. Sound intensity in a deep-water waveguide for H = 30λ, m = 60, γ = 5°, α = 0°, and q = 1.
example, Figs. 4 and 5 show three-dimensional depen-
dences of the normalized sound intensity on the azi-
L PHYSICS      Vol. 48      No. 5      2002
muth α and distance R for the shallow- and deep-water
waveguides (γ = 5° and Z = 0.5H):
(8)

(9)
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Figures 4 and 5 show that the total field has a com-
plex structure, especially in the deep-water waveguide.
The average decay law is proportional to 1/R, as in any
waveguide without attenuation. The pattern is symmet-
rical about the plane of the array slope (α = 0°). How-
ever, the field intensity maxima observed at α = ±90°
are not the largest ones for all distances R. At some dis-
tances, the interference of the modes of high numbers
gives relatively high field levels for the azimuth values
at which the field level of the first mode was low
(Fig. 3).

It is of interest to consider the distribution of the
sound energy radiated by an inclined array between
modes of different numbers. The power radiated by a
compensated vertical array in a waveguide was calcu-
lated in [11]. Using a similar approach, we assume that
the sound energy radiated by an inclined array is trans-
ferred through the side surface of the cylinder of a large
radius R. The array is located near the cylinder axis, the
bottom and the surface of the waveguide being totally
reflective. The radiated acoustic power Wa is deter-
mined by integrating the horizontal component of the
power density flux Ja over the cylindrical surface

(10)

According to [10, 12], the quantity Ja is determined as

(11)

where Pa and VaR are the pressure and the horizontal
component of the particle velocity of the sound field at

Wa Ja Z R α, ,( )R α Z .dd

0

2π

∫
0
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∂
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Fig. 6. Distribution of the power radiated by an inclined
array over the modes in a deep-water waveguide for H =
30λ, m = 60, γ = 5°, and q = 1. 
the point (Z, R, α) of the waveguide. Using the Eq. (5)
for the sound potential Ua and performing the necessary
transformations, we obtain the radiation power of the
inclined array in the waveguide as a sum of the powers
radiated through different modes:

(12)

Thus, in the shallow-water waveguide (H = 2.5λ,
m = 5, γ = 5°, and q = 1), the sound energy is mainly
transferred by the first mode. The second mode trans-
fers only about 7% of the energy of the first mode. The
remaining three modes are not excited at all. In the
deep-water waveguide (H = 30λ, m = 60, 

 

γ

 

 = 5°,

 

 and

 

q

 

 = 1), the situation is different: the fifth and sixth
modes play the main role, and the remaining modes are
almost not excited (Fig. 6 presents only the 20 first
modes).

Thus, a vertical array that is omnidirectional in the
horizontal plane becomes directional as a result of its
deflection from the vertical position. The directivity is
fairly small when the slope does not exceed several
degrees and the waveguide depth is no greater than sev-
eral sound wavelengths. However, the directivity
becomes considerable in waveguides whose depth
reaches several tens of wavelengths. The directional
pattern of the array in the horizontal plane acquires
deep minima in the direction of the inclination and
maxima in the transverse directions. The mode compo-
sition of the radiation changes significantly. In addition
to the mode to which the array is tuned, modes of other
numbers (and with higher intensities) come into play,
which leads to the formation of a complex interference
pattern of the field. The distortions of the shape of the
receiving array are usually determined using additional
means and are taken into account at the point of recep-
tion of signals arriving from given horizontal direc-
tions. These signals can be processed in parallel or
sequential regimes. However, the array slope can be a
significant obstacle when the array is a radiating one
and the signal should be transmitted over all horizontal
directions simultaneously.
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Abstract—Optical properties of acoustically induced domains in planar liquid crystal layers are considered:
the diffraction of light and the focusing of light by domains. © 2002 MAIK “Nauka/Interperiodica”.
The acoustic action upon an oriented layer of a liq-
uid crystal (LC) in certain conditions leads to the for-
mation of stationary structures (domains) of different
scales and configurations [1], which act on the incident
light as phase diffraction gratings. The investigation of
the interaction of light with acoustic domains seems
very promising in connection with the opportunity to

obtain information on the orientation of the director 
in the domains, their structure, and the properties of dif-
fracted light, as well as opportunities to use the effects
in devices and elements of systems for the coherent
optical processing of information.1 

This paper presents the results of an experimental
study of the optical properties of a system of acoustic
domains formed in planar layers of nematic and choles-
teric LC under acoustohydrodynamic effect at frequen-
cies at which the relation between the viscous and elas-
tic wavelengths λν and λ in LC, the thickness d, and the
layer length L satisfy the following inequalities:

d < λν ! L, λ @ L.

In these conditions, the domain formation has a
threshold character and is related to the development of
the orientation instability [2–4].

Experiments on the observation of the focusing and
diffraction of light by a system of acoustic domains
formed in an LC cell are conducted using a common
scheme: the LC fills in a flat capillary formed by glass
plates 1 and 2 with the inner surfaces processed accord-
ing to the conventional technique [5] to obtain a planar
orientation of molecules of the LC 3 in the layer plane
(the OXY plane in Fig. 1a).2 A possibility for microdis-
placements of plate 1 in the direction of the Z axis was

1 The term “director” common in LC physics means a unit vector
coinciding with the direction of the preferred orientation of mole-
cules.

2 A coating of polyvinyl alcohol was applied to the surfaces of the
plates limiting the LC in order to obtain a planar orientation of
molecules in the layer. The coating was polished in a certain
direction.

n
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provided in the experiment. This allowed us to vary
the distance between plates 1 and 2, which determined
the LC layer thickness, within a required range (20–
100 µm). This distance was controlled by an interfero-
metric technique with an accuracy of ±5 µm [6]. Plate 2
performed vibrations in the OXY plane in the direction
of the Y axis. The vibrations were caused by an exciter
fed by a generator. The amplitude of vibrations of this
plate was measured according to the displacements of a
hairline drawn at its lateral surface. The measurements
were performed using a micrometer eyepiece of a
microscope, which was calibrated preliminarily using a
test object (a grid with a step of 500 µm). The optical
part of the setup provided an opportunity to observe the
domains by both polarization-optical and diffraction
methods. The light source of the polarization micro-
scope was supplemented by interference filters. The
optical system had the following transmission bands:
0.35 ± 0.03, 0.45 ± 0.03, 0.52 ± 0.5, and 0.63 ± 0.6 µm.
The intensity of the diffracted light was measured using
a photomultiplier installed behind a screen at which the
diffraction pattern was formed. The voltage drop due to
the photocurrent through a resistor in the photomultiplier
circuit was measured by a voltmeter.

Two series of experiments with planar samples of
nematic (an MBBA/EBBA mixture) and cholesteric
(CC/MBBA/EBBA) LC were conducted.3 The acoustic
frequency was varied within the range 25–500 Hz.

The first series of experiments was conducted using
NLC samples with the thickness 20–75 µm. A typical
optical pattern of distortion is given in Fig. 2a. The pat-

tern was observed in polarized light ( ||ï) through a
microscope lens after attaining the threshold amplitude
of vibrations ξ0y (d = 75 µm and f = 330 Hz). It repre-
sents a system of alternating dark and light stripes par-
allel to the Y axis with the period Λx = 2π/qx along the
X axis. (Here, qx is the wave number of the structure

3 The abbreviations common to LC physics are used here: MBBA
is metoxibenzilidene-n-butylaniline, EBBA is etoxibenzilidene-
n-butylaniline, and CC is cholesteryl chloride.
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periodic along the X axis.) If a monochromatic light
beam is transmitted through a layer where such a
domain system is formed, a diffraction pattern in the
form of a chain of spots located in the plane perpendic-
ular to the domains appears on the screen positioned
behind the layer. The angular distribution of the diffrac-
tion maxima and minima obeys a common law of a dif-
fraction grating with the period Λ, namely, Λsinβ =
mλ0, where β is the diffraction angle, λ0 is the light
wavelength, and m = 0, 1, 2, …. At λ0 = 0.63 µm and
Λ = 75 µm, we have the diffraction angle β = 28.8′ that
can be observed readily in the experiment. Observa-
tions show that the diffraction patterns obtained with
linear domains near the threshold of their formation
contain only the maxima of the zeroth and first orders
of diffraction. Curves 1 and 2 in Fig. 3a illustrate the
changes in the light intensity in the zeroth (I0) and first
(I1) diffraction maxima, respectively, in the case of an
increase in the vibration amplitude ξ0y over the thresh-
old of the domain formation for an LC layer with the
thickness 75 µm at the frequency 330 Hz (the light
wavelength is 0.63 µm). Here, the values of I0 and I1 are

normalized to their own maximal values  and .

In this experiment,  = 1.42 . It is essential that,

in these measurements, the electric vector  of an elec-
tromagnetic wave was perpendicular to the longitudinal
axis of the domains (the Y axis) when the diffraction
pattern was most pronounced. As observations showed,

in the case of orientation of the vector  parallel to the
Y axis, there is no diffraction, but an effective light scat-
tering by the domains is observed. In this case, the char-
acter of scattering as a function of the vibration ampli-
tude and the layer thickness is determined by the depen-
dences typical of the effect of acoustic dynamic light
scattering in LC, which is described in [7, 8].

It was found that the intensity and the form of the
diffraction spots are very critical to the change in vibra-
tion amplitude at a fixed frequency. An increase in the
amplitude ξ0y leads sometimes to a complex redistribu-
tion of the light intensity among the diffraction max-
ima, an increase in their number, and their spreading.
Figure 3b gives as an example the anomalous evolution
of the intensity distribution in the zeroth, first, and sec-
ond maxima of diffraction with the increase in the
vibration amplitude expressed in relative units through

the parameter δ = (ξ0y – )/ , where  is the
threshold value of vibration amplitude. One can see that
the intensity in the second maximum of diffraction
increases with the growth of ξ0y, and at δ ≥ 0.43, it
exceeds the light intensity in the first maximum (d =
60 µm and f = 300 Hz). Apparently, this anomaly is
caused by a rearrangement of the LC spatial structure
that leads to the formation of a phase grating with a
complex profile of phase delay, which is different from
the sinusoidal one. In the typical situation of a phase
grating with a sinusoidal profile, only the maxima of

I0
max I1

max

I1
max I0

max

E

E

ξ0y
th ξ0y

th ξ0y
th
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the zeroth and first orders are present in the diffraction
pattern, as was indicated above, and their half-width ∆
depends on the number of illuminated periods. In these
conditions, the relation between the light intensity in
the first diffraction maximum and the vibration ampli-
tude at values of ξ0y that differ little from the threshold

one is a power law of the form I1 ~  (Fig. 3c, plot 1).

As observations show, the light polarization in the
diffraction maxima at all vibration amplitudes used in
the experiment remains fundamentally linear and coin-
cides with the polarization of the light source. The plot
illustrating the dependence of the light intensity in the
first maximum on λ0 is given in Fig. 3d. It allows one to
judge the influence of the light wavelength within the
interval 0.35–0.63 µm on the diffraction pattern corre-
sponding to the structure of linear domains in the nem-
atic LC.

The second series of experiments was conducted
with cholesteric LC (CC/MBBA/EBBA) with the helix
pitch P0 = 4 µm using samples with a thickness of
30−110 µm in the frequency range 90–500 Hz. The
optical distortion pattern characteristic of this type of
LC and observed in polarized light is given in Fig. 2b
(d = 35 µm and f = 150 Hz). It is a regular square grid
with the spatial periods Λx = 2π/qx (along the X axis)
and Λy = 2π/qy (along the Y axis), where qx and qy are
the wave numbers of the structure periodic along the X
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Fig. 1. (a) Schematic diagram of the experiment: (1, 2) glass

plates and (3) the LC layer. (b) Geometry of the problem: 

and  are the current and initial positions of the director, θ
is the angle between the deflected director  and the OXY
layer plane, and Ψ is the angle between the velocity vector

of the oscillatory Couette flow and .
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Fig. 2. Optical patterns of the distortion in planar samples of (a) nematic and (b) cholesteric LC. (c) Focal distance of the cylindrical
lenses formed in layers of nematic LC (1) 20 and (2) 200 µm thick as a function of the frequency of vibrations.
and Y axes, respectively. As a rule, the values of Λx and
Λy coincide, and their relation with the layer thickness
and the helix pitch is determined by the law of the form
(P0d)1/2 [7], which is typical of this type of distortion of
the planar structure of a cholesteric LC at all other
kinds of external action [9]. The diffraction pattern
formed by such a two-dimensional system of domains
is more complex: it is equidistant chains of spots
located one after another. Nevertheless, the laws
revealed in the experiments and determining the char-
acteristic parameters of this diffraction pattern are anal-
ogous to those obtained for nematic LC. For example,
the difference in the plots representing the amplitude
dependence of the light intensity in the first diffraction
maximum in comparison with the same dependence for
nematic LC (Fig. 3a, plot 2) is only the value of the

threshold amplitude . It is higher in cholesteric LC

(see Fig. 3a, plot 3; here,  = 2.84 µm, d = 75 µm,
f = 330 Hz, and λ0 = 0.63 µm). As in the case of nematic
LC, in the range of values of ξ0y insignificantly differ-
ing from the threshold one, the light intensity in the first

maximum is related to ξ0y by the function I1 ~ 
(Fig. 3c, plot 2).

Let us make some numerical estimates of the param-
eters determining the properties of domains as optical

ξ0y
th

ξ0y
th

ξ0y
2

phase gratings. We use the simplest model reasoning as
the basis. We consider the following physical situation:
an LC layer is located between the planes Z = ±d/2. The
ends of this layer are open. The external action on the
LC is determined by an oscillating flow with a linear

velocity profile. The director  lies in the OXY layer
plane and makes the angle ψ with the flow direction
(the Y axis) (Fig. 1b). Let us consider a situation when
the action of this flow leads to the formation of a regular
director distribution in the LC layer with the form

(1)

Here, θ is the angle between the deflected position of

the director  and the OXY layer plane, qx and qz are the
wave numbers characterizing the orientation distortions
arising along the OX and OZ axes, qx = 2π/Λx and qz =
π/d, and θ(t) is the function representing the time
dependence of the deflection angle of the director.
Since the director motion occurs with a velocity that is
much lower than the light velocity, the optical pattern
observed in the LC layer at each time moment corre-
sponds to the instantaneous values of θ(t), and, in ana-
lyzing the light propagation through the domain sys-
tem, we may assume the director distribution given by
Eq. (1) to be static. We assume also that the deviation of
the front of a light wave within the LC layer from a
plane front is very small.

n0

θ x y z t, , ,( ) θ t( ) qxx( ) qzz( ).coscos≅

n
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Fig. 3. (a) Variation of the light intensity in the zeroth (I0) and first (I1) diffraction maxima with an increase in the vibration ampli-
tude ξ0y in the case of one-dimensional linear domains [(1) I0 and (2) I1] and two-dimensional [(3) I1] domains. (b) Example of an
anomalous evolution of the light intensity distribution in the (1) zeroth, (2) first, and (3) second diffraction maxima with increasing
amplitude parameter δ for linear domains in a nematic LC with d = 60 µm at f = 300 Hz. (c) Relation between the light intensity in

the first diffraction maximum and the vibration amplitude in overthreshold conditions at ξ0y <  for linear domains in

(1) nematic and (2) cholesteric LC. (d) Influence of the light wavelength λ0 on the light intensity in the first diffraction maximum
for linear domains; d = 75 µm, f = 330 Hz, and ξ0y = 2.2 µm.

ξ0y
max
Proceeding from the known equation of the ellipsoid
of refraction indices [6], it is possible to determine the
changes in the refraction indices that are caused by the
distortions of the director field. In the case when these
distortions are regular and the director distribution is
described by Eq. (1), we obtain, according to [10], the
effective refraction index neff along the Z axis in the fol-
lowing form:

(2)
neff x z t, ,( ) ne=

+ 0.5ne n0
2 ne

2–( )θ2 t( ) qxx( ) qzz( )cos
2

cos
2

/n0
2.
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Here, n0 and ne are the refraction indices of the ordinary
and extraordinary light rays. We assume that a plane
monochromatic wave with the homogeneous intensity

I0 is polarized in such a way that the vector  coincides

with the director  and is incident upon the layer in the
direction of the Z axis (the case of normal incidence).4

When the wave leaves the layer, it has an alternating

4 The medium is homogeneous for the wave polarized orthogonally
to this direction, and there is no modulation of the refraction
index [6]. This means that such a wave propagates through the
LC layer without distortions.

E

n0
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phase determined by the spatial distribution of the
refraction index neff and equal to

(3)

Taking into account Eq. (3) and ignoring the constant
phase difference in the plane corresponding to the exit
from the layer, we arrive at the following relation for
the phase difference:

(4)

Expanding the function cos(2qxx) involved in Eq. (4)
into a series in the small parameter ∆x = x – x0, we
determine the equation describing the profile of the
wave front at the exit from the layer:

(5)

It follows from Eq. (5) that, if sin(2qxx0) = 0, the wave
front has a parabolic profile: at cos(2qxx0) = –1, the rays
converge, and at cos(2qxx0) = 1, they diverge. From
these estimates, it follows that, for a plane wave with

the vector  along the director  (the OX axis), the
LC layer under study is a phase grating of collecting
and diverging lenses.

The focal distance of these lenses F can be deter-
mined according to the curvature radius of the wave
front, 1/F = ∆Φ''(x, t)/k0ng. Here, ng is the refraction
index of the glass plates bounding the layer and k0 =
2π/λ0. If we assume that ng = ne, we obtain

(6)

The result of the action of this lens system is shown
in Fig. 2a for the situation when the microscope is
focused at a distance equal to F over the layer surface.
Plots 1 and 2 in Fig. 2c show the frequency depen-
dence of the focal distance of the lenses that follows
from Eq. (6) for the layers with the thicknesses 20 and
200 µm. It is assumed here that n0 = 1.56, ne = 1.83, θ =
0.03 rad, qx ≈ 10–2(qzω)1/3 µm–1 [3], and qz = π/d. From
plot 2, it follows that, at ω = 103 s–1, for the layer with
the thickness 200 µm, the focal distance is 10 µm. It is
evident that, in this case, the above assumption, i.e., that
within the LC layer the deviation of the wave front from
a plane is small, is not valid, and to analyze the situation
correctly, it is necessary to take into account the fact
that the LC refraction index depends on the angle
between the propagation direction of a light wave and

the position of the director . The solution of this prob-
lem goes beyond the framework of our study. However,
using these estimates as the basis, it is possible to deter-
mine the criterion of applicability of the conclusions

Φ x z t, ,( ) 2π/λ0( ) neff x z t, ,( ) z.d

d/2–

d/2

∫=

∆Φ x t,( ) πdne ne
2 n0

2–( )θ2 t( )–=

× 1[ 2qxx( ) ] /4n0
2λ0.cos+

2qxx( )cos 2qxx0( )cos≈

– 2qxx0( )2qx∆x 1/2 2qxx0( ) 2qx( )2 ∆x( )2.cos–sin

E n0

F ne
2 n0

2–( )dθ2 t( )qx
2/2n0

2[ ] 1–
.±=

n

following from the analysis given above. The criterion
is determined by the inequality d/F ! 1. Taking into
account Eq. (6), it can be written in the form

0.2d2θ2(t)  ! 1.

Let us consider a diffraction pattern in the far wave
field of this system of cylindrical lenses. According
to [11], in the case of an illuminated area with the
dimension L @ 1/qx, the electric field strength E of a
light wave in the observation direction making the
angle β with the layer normal can be written in the form

(7)

Here, Φ1(β) and Φ0 are the functions describing the
spatial phase distribution for the direction determined
by the angle β and the direction of the primary beam
(β = 0), respectively. For the distribution of the refrac-
tion index determined by Eq. (2), we have

(8)

(9)

Transforming Eq. (7) with the help of the Jacobi iden-
tity exp(imcosα) = (m)exp(inα) [12], we deter-
mine the basic characteristics of the diffraction pattern:
the light intensity In in even and uneven maxima (at the
values of Φ1 equal to 0 and π/2, respectively), the dif-
fraction angle βn, and the width of a maximum ∆βn. The
relations determining these characteristics are given
below.

(10)

(11)

(12)

Here, Jn(Φ0) is the Bessel function of the nth order. The
light intensity in the direction of the primary light beam

(β = 0) is I0 ≈ (Φ0). From the form of the function Φ0

characterizing the diffraction efficiency of a domain
system, it follows that the relation for the light intensity
in the first diffraction maximum has the form

(13)

This means that I1 ~ 1/λ0, which coincides with the
results of measurements (see Fig. 3d). Since the charac-
ter of the time dependence of light intensity in the max-
imum of the nth order is determined according to
Eqs. (9) and (10) by the quantity [θ(t)]2n, it is possible,
using the experimental values of In(t) and 〈In(t)〉 , to
determine the character of variation and the absolute
value of the squared angle θ(t) characterizing the direc-
tor deflection.

qx
2

E β( ) 1/2E0 Φ1 β( ) Φ0coscos[=

+ Φ1 β( ) Φ0sinsin ]dx.

Φ1 β( ) ωt xk0ne/ βsin– zk0ne/ βcos–=

– k0ned/ 1 ne
2 n0

2–( )θ2 t( )/8n0
2–[ ] ,

Φ0 k0ne ne
2 n0

2–( )dθ2 t( ) 2qxx( )/8n0
2.cos=

Jn∞–
∞∑

In Jn
2 Φ0( ) 1/2Φ0( )n/n!,≅=

βn n 2qx ψ/k0sin[ ] ,=

∆βn π/k0L βn.cos=

J0
2

I1 k0ne ne
2 n0

2–( )dθ2 t( )/16n0
2.≅
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It is necessary to note that the diffraction efficiency
of a domain system can be increased by directing a light
beam at a certain angle ϕ0 with respect to the LC layer
normal. Indeed, if this beam lies in the OXZ plane and
the angle ϕ0 is small, the effective refraction index is
equal to

(14)

and the diffraction efficiency is

, (15)

which is higher than the value corresponding to the
conditions of the normal incidence of light on the layer
(see Eq. (9)). In this situation, the light intensity in the
diffraction maximum of the nth order is proportional to
ϕ0θ(t), and the director deflection caused by the escape
of molecules from the layer plane can be observed
directly.5 It follows also from the form of Eq. (15) that
the spatial period of domains along the OX axis changes
and becomes equal to Λx = 2π/qx. In this case, according
to Eq. (11) the diffraction angle βn decreases by a factor
of 2.

The evidence in favor of the estimates given above
are the experimental data on the dependence of the light
intensity in the first diffraction maximum on the vibra-
tion amplitude ξ0y and the light wavelength λ0 in the
conditions of normal light incidence upon the layer,
which are given in Fig. 3. However, it is necessary to
note that these estimates are valid for large-scale
domains formed in thin LC layers (<10 µm), when the
wave numbers qx are comparable with, or smaller than,
qz = π/d. But if the wave number of domains far exceeds
qz, which occurs in thick LC layers, the restriction d/F ! 1
introduced above is not valid: the focal distances of
cylindrical lenses, which are calculated under the
assumption of small perturbations of the wave front
according to Eq. (6), become comparable to, or smaller
than, the layer thickness. In this case, the correct
description of the phenomenon can apparently be
obtained only by taking into account the refraction of
light within the domain structure. From the above anal-
ysis, it also follows that, according to our estimates, the
spatial period of the domains corresponding to the con-
ditions of oblique incidence of light upon the layer is
two times greater than the structure period in the case
of the normal light incidence (2π/qx and π/qx, respec-
tively). This difference can be interpreted as follows: in
the case of normal light incidence, the sign of the direc-
tor deflection angle θ(t) is inessential, because the
effects of focusing and light diffraction are determined
by the square of this angle (see Eqs. (6) and (9)); in con-
trast, in conditions of oblique light incidence, the sign

5 Comparison of Eqs. (9) and (15) leads to the ratio /Φ0 ≅
2ϕ0θ(t)/θ2(t) = 2ϕ0θ(t) @ 1. The typical values of the angle θ are
0.02 and 0.07 rad near the threshold of domain formation and in
the case of an almost fully developed instability, respectively.

neff n0 1 0.5 ne
2 n0

2–( ) ϕ0 θ t( )+[ ] 2/n0
2–{ } ,=

Φ0* k0ne ne
2 n0

2–( )dϕ0θ t( ) qxx( )/2n0
2cos≅

Φ0*
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of this angle becomes important, because the optical
effects now depend on θ(t) (see Eq. (15)), and, in this
case, the spatial period is doubled taking the value
2π/qx. This value corresponds to that observed in the
experiments with normal light incidence on the LC
layer. In our opinion, this fact also proves that, in the
analysis of light propagation through a domain struc-
ture with the period Λ ! d (qx @ qz), it is necessary to
take into account the light refraction within a domain
and the dependence of the local values of the refraction
index n(x, y, z, t) on the angle between the direction of
light propagation and the director. This problem goes
beyond the framework of this paper and needs further
study.

In conclusion, we note that, from the study of the
light diffraction by a domain structure, it is possible not
only to obtain comprehensive and diversified informa-
tion on the character and magnitude of the director
deflection in a planar LC layer under acoustic action,
but also to evaluate various properties of acoustically
activated optical phase gratings formed on the basis of
LC, specifically, in conditions of oblique incidence of
light on the layer.
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Abstract—The results of an experimental study of the effect of heat treatment and static deformations on the
nonlinear acoustic properties of copper wire samples are presented. The nonlinear properties of wires are stud-
ied by measuring the stress–strain curve, the dependence of the velocity of acoustic waves in the samples on
their deformation, and the transformation of the spectrum of the initial harmonic wave. The values of the static
and dynamic Young moduli and the values of the static, quasistatic, and dynamic nonlinear parameters are deter-
mined. From the metallographic and X-ray diffraction analyses of the samples, the correlation between their
internal structure and acoustic properties is revealed. © 2002 MAIK “Nauka/Interperiodica”.
Investigation of the physical properties of solids
under deformation is an urgent problem [1, 2]. New
possibilities for studying the strained state of a solid
appeared with the development of methods of nonlin-
ear acoustics [3]. These methods made it possible to
conduct extensive studies of the mechanisms of non-
linearity and nonlinear acoustic phenomena in various
solids. In materials with defects, along with the non-
linearity of molecular forces (the physical nonlinear-
ity) resulting in a nonlinear relation between the stress σ
and strain ε, a structural nonlinearity shows up. This
nonlinearity is determined by a supramolecular inter-
nal structure of a solid (dislocations, microcracks,
local internal stresses, etc.) and may exceed the phys-
ical nonlinearity by two to four orders of magnitude
[4–7]. It is of interest to investigate the acoustic prop-
erties of metals in the process of changes that occur in
their internal structure under various types of machin-
ing or other treatment, such as plastic deformation,
annealing, and hardening.

This paper describes an experimental study of the
effect of external static loads on the elastic properties of
samples of a copper wire subjected to various types of
heat treatment.

The creation of considerable static deformations
(including plastic ones) in metals with a simultaneous
excitation of acoustic waves in them involves some
experimental difficulties. Therefore, as an object of
investigation, we chose samples of thin electrotechni-
cal copper wire. The advantages of studying the
acoustic properties of this kind of objects are obvious:
(a) the simplicity of manufacturing the samples and
(b) the fact that, in a thin wire, it is easy to create plas-
tic deformations and generate acoustic waves with
large amplitudes.
1063-7710/02/4805- $22.00 © 20564
For investigating the nonlinear properties of metal
wire samples, three methods were used: static, quasis-
tatic, and dynamic.

The static method consists in the measurement of
the stress-strain (σ–ε) relationship (Fig. 1). Hooke’s
law for a thin rod or a wire with consideration for the
quadratic nonlinearity of the dependence σ = σ(ε) in the
vicinity of any value of static deformation εs can be
written as

(1)

where E(εs) =  is the static Young’s modulus

of the second order [1], E2(εs) =  = 

is the Young’s modulus of the third order, and Γst(εs) =

 is the static quadratic nonlinear acoustic

parameter. Thus, the experimental stress–strain depen-
dence σ = σ(ε) makes it possible to find the static values
of E(εs), E2(εs), and Γst(εs) as functions of strain [8].

The quasistatic method is based on the measurement
of the dependence of the velocity of acoustic waves in
a solid on the constant external forces or fields applied
to it [9]. The process of propagation of acoustic waves
in thin metal wires essentially differs from the propaga-
tion in an unbounded medium: it is of a mode character
and, as a rule, exhibits a geometric dispersion [10]. In
the experiments, we used the lowest mode of a normal
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longitudinal acoustic wave that exists down to the zero
frequency f. For the case when the wire diameter D is
much less than the acoustic wavelength λ = C/f (D ! λ),
the dispersion of this mode is insignificant and its
velocity C, the so-called rod velocity, is determined as

(2)

where Ed is the dynamic Young’s modulus and ρ is the
density of the material that in all following calculations
is considered to be constant.

The measurement of the velocity C = C(εs) of lon-
gitudinal acoustic waves in a wire makes it possible to
find the dependence of the dynamic Young’s modulus
on the static strain

(3)

and determine the quasistatic nonlinear acoustic param-
eter

(4)

where E2s(εs) =  =  =

(C(εs))2  + 2ρ(C(εs))  is the mixed

Young’s modulus of the third order (similarly to the
mixed moduli of elasticity of the third order [9]).

The dynamic method is based on the interaction of
acoustic waves (the generation of harmonics or combi-
nation frequencies) in a nonlinear medium and consists
in the measurement of the amplitudes of fundamental
and combination frequencies in the spectrum of the
investigated signal. In the experiment, we used a mod-
ulation method [11]. Let the length of a thin rod (wire)
X0 along which a sinusoidal acoustic wave propagates
with the frequency ω = 2πf and amplitude A0

(5)

be modulated with a sine of frequency Ω:

(6)

where ∆X is the amplitude of the sample length varia-

tion, ϕ = kX = , and ε0 = ∆X/X0 . We assume that the

conditions ∆X ! X0 and ω @ Ω are satisfied. For
X0 ! C/Ω , the deformation caused by the modulation
with the frequency Ω can be considered as constant
along the whole length of the wire. Due to the nonlin-
earity of Hooke’s law (1), with the deformation of the

C
Ed

ρ
-----,=

Ed εs( ) ρ C εs( )( )2=

Γqst εs( )
E2s εs( )
2Ed εs( )
------------------,–=

Ed∂ εs( )
ε∂

------------------
ε εs=

ρ C εs( )( )2[ ]∂
ε∂

-------------------------------
ε εs=

ρ∂
ε∂

------
ε εs=

C εs( )( )∂
ε∂

---------------------
ε εs=

A A0 ωt kX–( )sin A0 ωt ϕ–( )sin= =

X X0 ∆X Ωtsin+ X0 1 ε0 Ωtsin+( ),= =

ωX
C

--------
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sample, the value of Young’s modulus Em in it varies
with the frequency Ω:

(7)

where σ is the stress, Ed is the dynamic Young’s modu-
lus of the material under study in the absence of modu-
lation of the sample length, E2d is the dynamic Young’s

modulus of the third order, and Γdn = –  is the non-

linear acoustic parameter. From Eqs. (2) and (7), it fol-
lows that the velocity of acoustic waves in the sample
will also change with time:

For |Γdε0| ! 1, this expression is simplified:

(8)

where C0 is the velocity of acoustic waves in the
absence of modulation. Taking into account Eqs. (6)
and (8), the expression for the phase ϕ in Eq. (5) can be
written as

Em
σ∂
ε∂

------ Ed E2dε0 Ωtsin+= =

=  Ed 1 Γdnε0 Ωtsin–( ),

E2d

Ed

--------

C
Em

ρ
------

Ed 1 Γdnε0 Ωtsin–( )
ρ

------------------------------------------------.= =

C C0 1
Γdn

2
-------ε0 Ωtsin– 

  ,=

ϕ ωX
C
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ωX0 1 ε0 Ωtsin+( )
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2
-------ε0 Ωtsin– 
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-------------------------------------------------= =
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Fig. 1. Stress–strain curves for the samples of (1) an
annealed wire, (2) a hardened wire (every twentieth experi-
mental point is shown, and the solid line is an approximat-
ing curve), and (3) an untreated wire.
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For ε0 ! 1, omitting the terms proportional to , we
have

(9)

Substituting Eq. (9) into Eq. (5), we obtain

(10)

where k0 =  and ϕ0 = ε0 .

Using the formulas for Bessel functions, we derive
from Eq. (10):

(11)

i.e., a harmonic signal propagating along the sample
undergoes phase modulation and, as a consequence,
frequency modulation (FM) [12]. For ϕ0 ! 1, Eq. (10)
can be simplified:

(12)

For ϕ0 ! 1, the spectrum of the FM signal with a sinu-
soidal modulation of the sample length is similar to the
spectrum of an amplitude-modulated signal and con-
sists of three components: the carrier frequency ω and
two side frequencies (ω – Ω) and (ω + Ω) [11]. Accord-
ing to Eq. (12), the ratio of amplitudes M (the modula-
tion depth) of one of the side frequencies and the carrier
frequency is determined by the expression
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(13)

Expression (13) makes it possible to calculate the abso-
lute value of the dynamic acoustic nonlinear parameter
Γdn from the experimentally determined values of the
modulation depth M and the amplitude of the wire
length variation ∆X [11].

For the experimental investigation of the nonlinear
properties of wire samples, an automated measuring
system [13] was used. The system makes it possible,
concurrent with the measurement of the stress-strain
curve σ = σ(ε), to determine the amplitude and change
in the time of propagation of acoustic waves in the sam-
ple in an automated mode of operation. The errors in
the determination of the sample elongation did not
exceed 0.5 µm, of the force applied to the sample,
0.03 N, and of the change in propagation time, 0.5 ns.
The use of a vibration-testing machine allowed us to
obtain small sinusoidal variations of the wire length.
The amplitude and form of vibrations generated by the
vibration-testing machine were monitored with an
accelerometer. The spectral components of acoustic
waves were measured by a spectrum analyzer.

Three types of polycrystalline samples made of
PEV-1 electrotechnical copper wire of various diame-
ters (D = 0.75 and 0.9 mm) were investigated. The first
set of samples was made of an annealed wire. In the
annealing, the samples were heated in a furnace up to
600°ë, held at this temperature for 4 h, and then slowly
cooled to 20°ë. The second set of samples was made of
a hardened wire. The hardening consisted in a fast cool-
ing of a sample in transformer oil after annealing. The
samples of the third set were manufactured of a wire
not subjected to heat treatment.

In the samples with the length X0 = 1.10–1.15 m,
pulses of longitudinal acoustic waves of the frequency
ω ~ 160 kHz and duration 30–50 µs were excited. As a
rule, we observed a sequence of several acoustic pulses.
By measuring the time of propagation τ0 and the ampli-
tude of these pulses, we determined the attenuation and
velocity of acoustic waves. At a frequency of 160 kHz,
the attenuation did not exceed 5 dB/m and the velocity
C0 in the untreated wire was equal to (3600 ± 100) m/s,
in the annealed wire, (3700 ± 100) m/s, and in the hard-
ened wire, (3800 ± 100) m/s. These values coincide
with the data for rod velocity [14]. Since the acoustic
wavelength λ ≥ 2 cm was much greater than the diam-
eter D of the wire samples (λ/D > 25), the geometric
dispersion of the velocity of acoustic waves did not
exceed one tenth of a percent and was neglected in the
calculations.

The further procedure of the experiment was the
same for the samples of all three sets. After the determi-
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nation of the initial velocity C0 and the absorption of
acoustic waves, the relationship between the stress σ
and the sample elongation ∆L was measured. The force
applied to a sample was slowly increased until reaching
the strain ε = ∆L/X0 ~ 0.03 (loading of the sample),
which corresponded to the plastic deformation region,
and then the force was slowly reduced to zero (unload-
ing of the sample); then, the force was again increased
(repeated loading). On reaching the strain ε ≅  0.05, the
experiment was terminated. After unloading, a residual
deformation was observed in all samples. The measure-
ments were made in an automated mode of operation.
Every experiment lasted for 4 h, during which no less
than 2500 cycles of measurement were made. The
experimental dependences σ = σ(ε) are shown in Fig. 1.
The concurrent measurements of the changes in the
time of propagation of acoustic waves in a sample, ∆τ =
∆τ(ε), and the strain made it possible to determine the

change in the velocity of acoustic waves,  = –  +

, and to calculate the dependence of the dynamic

Young’s modulus Ed(εs) on the strain:

(14)

These dependences for the three types of wire are
presented in Fig. 2b.

The form of the dependences σ = σ(ε) (Fig. 1)
obtained for the wires of all types studied is typical of
the materials with elastoplastic linear hardening [15].
The effect of the heat treatment on the elastic properties
of the samples is clearly seen. The transition to the plas-
tic region in all samples took place approximately at the
same strain ε ~ 0.004. However, the stresses σ arising
in this case were noticeably different: σ ~ 100 MPa in
the untreated wire, σ ~ 40 MPa in the hardened wire,
and σ ~ 30 MPa in the annealed wire. Figure 2a shows
the dependences of the static Young’s modulus on the
strain in the investigated samples; the dependences
were obtained by differentiation of the relations σ =
σ(ε) displayed in Fig. 1. The dependences consist of a
set of discrete experimental points and are not continu-
ous functions. In addition, due to the Savart–Masson
effect, the dependence σ = σ(ε) is represented by a step
curve [1]. Therefore, before differentiation, these
dependences were smoothed out by polynomials. For
zero strain, the values of the static Young’s moduli E(εs)
are as follows: (14 ± 1) GPa for the annealed wire,
(17 ± 1) GPa for the hardened wire, and (60 ± 3) GPa
for the untreated wire. These values are much smaller
than the tabular data (according to [14], the static
Young’s modulus of copper lies within 110–130 GPa).
Under deformation, the modulus E(εs) decreases and,
for ε ≥ 0.01 in all samples, it reaches a value of about
1 GPa. However, in the loading-unloading region, E(εs)
considerably increases and, in all samples, becomes

∆C
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τ0
------

∆L
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equal to (115 ± 5) GPa (Fig. 2a), which is consistent with
the tabular data for the Young’s modulus of copper [14].

The behavior of the dynamic Young’s modulus
Ed(εs) under deformation essentially differs from the
corresponding dependence for the static Young’s mod-
ulus. In undeformed samples, the values of the modulus
Ed(εs) are different ((120 ± 5) GPa for annealed,
(128 ± 5) GPa for hardened, and (115 ± 5) GPa for
untreated wires), but, within the accuracy of the exper-
iment, they coincide with the tabular data for copper.
With an increase in deformation, the decrease in Ed(εs)
by no more than 5% is observed. In this case, while in
the untreated wire Ed(εs) steadily decreases, in the
annealed and hardened wires Ed(εs) begins to increase
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Fig. 2. Dependence of the (a) static and (b) dynamic Young
moduli on the strain for the samples of (1) an annealed wire,
(2) a hardened wire, and (3) an untreated wire.
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Fig. 3. Dependence of the (a) static, (b) quasistatic, and
(c) dynamic nonlinear parameters on the strain for the sam-
ples of (1) an annealed wire, (2) a hardened wire, and (3) an
untreated wire.
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slowly at ε > 0.02. In the loading-unloading region,
Ed(εs) in all samples increases to some extent but does
not reach its value for the zero strain (Fig. 2b).

From the experimental results displayed in Figs. 1
and 2, according to Eqs. (1) and (4), the static Γst(εs)
and quasistatic Γqst(εs) nonlinear parameters were
determined. These parameters are presented in Figs. 3a
and 3b. As is seen from these figures, in the region of
static deformations ε ~ 0.004, the parameter Γst(εs) has
a maximum equal to 220 ± 30 for annealed, 250 ± 30
for hardened, and 280 ± 30 for untreated wires and
practically becomes zero for ε > 0.02. In the region of
zero deformations, the parameter Γst (0) equals 7 ± 2
for hardened and 15 ± 2 for annealed wires, while for
an untreated wire Γst(0) = 220 ± 30. The quasistatic
parameters Γqst(εs) gradually decrease from the values
5 ± 1, 7 ± 1, and 8 ± 1 in the samples of annealed, hard-
ened, and untreated wires, respectively, in the absence
of deformation and reach an approximately constant
level for ε > 0.02. The parameter Γqst(εs) changes sign
at ε ≅  0.018 for an annealed wire and at ε ≅  0.032 for a
hardened wire.

The measurements of the nonlinear dynamic param-
eter Γdn were made at the carrier frequency of acoustic
waves f ~ 160 kHz and the modulation frequency
Ω/2π = 205 Hz. The strain produced by acoustic waves
did not exceed 10–6. For ∆X > 10–5 m, in the acoustic
wave spectrum, components appeared at the frequen-
cies (ω ± nΩ), where n = 1, 2, 3,…, and, for computing
Γdn, one should use Eq. (11). For the amplitude of
length modulation ∆X ≤ 10–5 m, in the acoustic wave
spectrum three components were observed: at the car-
rier frequency ω and at two side frequencies (ω – Ω)
and (ω + Ω). The amplitudes of the components
depended linearly on both ∆X and the carrier amplitude
A0. (In the experiment, the change in the sample length
∆X in the presence of modulation did not exceed 10–5 m,
and Γdn was calculated according to Eq. (13).) The
results of these measurements for untreated and
annealed wires are shown in Fig. 3c. The parameter Γdn
at small strains in an untreated wire is approximately
three times as great as in an annealed wire. With the
transition to plastic deformations, both wires exhibited
an increase in Γdn by a factor of more than 3 for an
untreated wire and by an order of magnitude for an
annealed wire.

It is logical to suggest that the changes in the elastic
properties of the samples are connected with the
changes in their internal structure. In the manufacture
of a wire by a drawing method, a fine grain structure
forms in it, and this structure changes under subsequent
heat treatment, which affects the elastic properties of
the samples [16–19]. To determine the correlation
between the elastic properties and the internal structure
of the samples, metallographic and X-ray diffraction
analyses of the samples were performed before and
after their plastic deformation. The results of the metal-
lographic analysis of the sample structure are presented
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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(‡) (b)

(c) (d)

(e)

Fig. 4. Micrographs of the samples (140× magnification) of an untreated wire (a) before and (d) after its plastic deformation; (b) an
annealed wire and (c) a hardened wire before and (e) after their plastic deformation.
in Fig. 4. In Fig. 4a, it is seen that, inside the wire, dur-
ing its manufacture, a columnar microstructure forms
with the sizes of grains within the columns ~5–10 µm.
The X-ray diffraction analysis showed that, in these
samples, the [100] texture with a misorientation up to
±25° relative to the sample axis was formed. As a result
of annealing, single crystal blocks 35–150 µm in size
with sharp narrow boundaries were formed in the wire
(Fig. 4b). The blocks had an arbitrary crystallographic
orientation. After hardening, the sizes of crystallites
and their orientation practically did not change; how-
ever, the structure of a hardened wire, compared to the
annealed one, proved to be more closely packed and its
boundaries were less sharply defined (Fig. 4c). Plastic
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
deformation of an untreated wire resulted in the
decrease in crystallite sizes to 5 µm (Fig. 4d) and the
appearance of the [111] texture in addition to the [100]
texture. However, the amount of the [100] texture was
considerably greater, and its misorientation was
reduced from ±25° to ±5°. The plastic deformation of
annealed and hardened wires resulted in the formation
of the predominant [111] texture in them with grain
sizes of 3–40 µm (Fig. 4e). This allows us to conclude
that the plastic deformation of the samples leads to a
decrease in crystallite sizes to 5 µm and to the establish-
ment of a certain crystallographic orientation relative to
the wire axis. The analysis of the results of metallo-
graphic and X-ray diffraction studies of the samples
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makes it possible to explain qualitatively the differ-
ences in their elastic properties. After the application of
a load, a change in the sample length may occur due to
various mechanisms: the deformation of crystallites,
the multiplication of dislocations, slips and rotations of
crystallite blocks relative to each other, and a decrease
in the sizes of crystallites (fragmentation). (The pres-
ence of the rotation of crystallites is confirmed by the
fact that, after plastic deformation, the decrease in the
misorientation of the [100] texture in an untreated wire
and the establishment of the [111] texture in annealed
and hardened samples takes place.) The internal struc-
tures of the samples subjected to different kinds of heat
treatment differ from one another, and, hence, the con-
tributions of the mentioned mechanisms to the change
in the static Young’s modulus under deformation are
different for different wires. This leads to the differ-
ences in the stress-strain curves σ = σ(ε) of these sam-
ples (Fig. 1).

Different values of the dynamic Young’s modulus
Ed(εs = 0) of undeformed wire samples are also
explained by the internal structure of these samples. In
polycrystalline copper samples, the velocity of longitu-
dinal acoustic waves is Vpcr = 4700 m/s [14]. In copper
single crystals, the velocity of longitudinal acoustic
waves along the [100] direction is V[100] = 4340 m/s,
along the [110] direction, V[110] = 4960 m/s, and along
the [111] direction, V[111] = 5160 m/s [20]. Thus, for
longitudinal waves in copper, the following inequality
is valid: V[100] < Vpcr < V[110] < V[111]. (It can be
shown that, in copper, a similar inequality is also satis-
fied for the rod velocity C [21].) Therefore, in an
untreated wire, in which the texture [100] was formed
in the course of its manufacture, the rod velocity (and,
consequently, the dynamic Young’s modulus Ed(εs = 0))
is smaller than the corresponding velocities in poly-
crystalline samples of annealed and hardened wires.
Under the deformation of the samples of an untreated
wire, a change in the acoustic wave velocity takes place
due to the physical nonlinearity, as well as due to the
decrease in the misorientation of the [100] texture from
±25° to ±5°. These mechanisms lead to the reduction in
the value of Ed(εs). In polycrystalline samples of
annealed and hardened wires, the change in the
dynamic Young’s modulus under strains less than 0.2 is
mainly determined by the physical nonlinearity result-
ing in the decrease in Ed(εs). The increase in the defor-
mation of polycrystalline samples leads to the forma-
tion of the [111] texture and, as a consequence, to an
increase in the velocity of acoustic waves. At strains
greater than 0.2, this mechanism becomes dominant
and leads to an increase in the dynamic Young’s modu-
lus (Fig. 2b). A similar explanation applies to the
change of sign of the quasistatic nonlinear parameter
Γqst(εs) in the wire samples subjected to heat treatment
in the region of static strains near 0.2 (Fig. 3b).

The increase in the acoustic dynamic nonlinear
parameter Γdn in the region of plastic deformations is
connected with the reduction in the sizes of crystallites
that results in the growth of the area of their boundaries
and, consequently, in an increase in the structural non-
linearity arising at the grain boundaries [4–7]. This is
confirmed by the fact that, in an untreated wire under
small deformations, the sizes of crystallites are consid-
erably smaller than in an annealed wire, and the nonlin-
ear parameter Γdn is greater than in an annealed wire.
With an increase in deformation, the decrease in the
size of structure in annealed samples led to a steeper
increase in the parameter Γdn, as compared to an
untreated wire. In the region of plastic deformation,
when the sizes of crystallites in both wires become
approximately equal, the values of the parameters Γdn
in these wires coincide within the accuracy of the
experiment (Fig. 3c).

Thus, we described the results of combined experi-
mental investigations of the elastic nonlinearity of sam-
ples of copper wires subjected to various types of heat
treatment by static, quasistatic, and dynamic methods
in the range of static deformations (ε ~ 0–0.05). The
effect of the heat treatment and plastic deformation on
the internal structure of the samples was investigated by
using metallographic and X-ray diffraction methods.
The correlation between the elastic properties and
internal structure of the samples was revealed. The val-
ues of the quasistatic nonlinear parameter Γqst(0) in all
samples and the values of the static parameter Γst(0) in
annealed and hardened wires, as well as the value of the
parameter Γdn at small static deformations in an
annealed wire, coincide within the accuracy of the
experiment with the values of the nonlinear acoustic
parameter calculated for copper single crystals by using
the literature data for the moduli of elasticity of the sec-
ond and third orders [20]. This allows us to assume that,
at small static deformations, the indicated parameters
are determined basically by the physical nonlinearity.
At small deformations, the value of the parameter Γdn in
the samples of an untreated wire is approximately two
times greater than the corresponding value for an
annealed wire. This points to the fact that, together with
the physical nonlinearity, in these samples even in the
absence of static deformation, a considerable contribu-
tion to the value of Γdn is made by the structural nonlin-
earity. In the region of plastic deformation, a consider-
able difference in the values of the nonlinear parame-
ters was observed for the samples that had identical
structure but were measured by different methods. This
result is associated with the fact that, in this deforma-
tion region, the contribution to the values of the nonlin-
ear parameters is made by different physical mecha-
nisms. The static nonlinear parameter Γst(εs) is deter-
mined by the specific features of the plastic deformation
of polycrystalline samples: the multiplication of dislo-
cations, the slips and rotations of crystalline blocks rel-
ative to each other, and a decrease in the crystallite sizes
(fragmentation). The value of the quasistatic parameter
Γqst(εs) in the plastic deformation region is affected not
only by the nonlinearity of intermolecular forces, but
also by the processes of fragmentation of individual
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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crystallites and the establishment of a certain crystallo-
graphic orientation in them relative to the wire axis.
The considerable change in the nonlinear parameter Γdn
in the plastic deformation region is connected with the
increase in the structural nonlinearity due to the crystal-
lite fragmentation and the resulting increase in the area
of the grain boundaries.
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Abstract—A technique for the acoustooptic multiplication of the frequency shift of an optical beam is pro-
posed. The technique is based on the cascade diffraction of the beam by a single acoustic wave with the use of
Bragg polarization splitting in a uniaxial crystal. The fundamental possibility of the practical realization of the
technique is confirmed experimentally by using anisotropic acoustooptic diffraction in LiNbO3. © 2002 MAIK
“Nauka/Interperiodica”.
Acoustooptic techniques are widely used for con-
trolling optical radiation [1–3]. One of the advantages
of acoustooptic diffraction is the simplicity of obtaining
a frequency shift of an optical beam as a result of the
reflection of light from a traveling acoustic grating. In
this case, the light frequency ν is shifted by the fre-
quency of the sound wave f. In many practical applica-
tions, it is necessary to shift the frequency of light by
greater values. The simplest way to do this is to utilize
Raman–Nath diffraction. However, in this case, the
intensities of diffracted beams are highly nonuniform,
the number of the diffraction orders is practically
uncontrollable, and the major part of the light energy
propagates in the zero diffraction order [1–3]. In this
connection, techniques based on Bragg diffraction
should be preferable.

In this paper, cascade diffraction, which consists in
a repeated Bragg interaction of light with a single
acoustic wave (see, e.g., [4]), is proposed as a method
for obtaining relatively large frequency shifts.

The type of cascade acoustooptic interaction studied
previously [4] can be realized only on the basis of a
gyrotropic crystal. The present paper proposes a tech-
nique that allows one to obtain a cascade diffraction in
crystals without gyrotropy. This extends the range of
acoustooptic materials suitable for acoustooptic multi-
plication of the frequency shift of optical radiation in
Bragg diffraction conditions. The technique is based on
the specific features of the diffraction of light by sound
in an anisotropic medium when two diffraction modes
exist for different angles of light incidence [1–3]. The
optical scheme of an acoustooptic cell using this feature
is presented in Fig. 1. The initial optical radiation I0
with the polarization corresponding to the ordinary
beam (a negative crystal is considered for definiteness,
though this is not fundamentally important) is incident
1063-7710/02/4805- $22.00 © 20572
on the input optical plane of a crystal at the angle γ1 and
is refracted within the crystal at the angle Θ1. As the
result of the anisotropic diffraction by a traveling
acoustic wave with the wave vector q and frequency f,
this beam deviates, with its polarization changing to
orthogonal and is incident on the output plane of the
cell at the angle Θ2 < Θ1. The beam going out at the
angle γ2 is reflected from the external mirror M1 and
then again directed to the acoustooptic cell at the angle
γ4 with respect to its optical plane. After the refraction
within the crystal at the angle Θ4, this beam is diffracted
by the same acoustic wave q and, after one more aniso-
tropic diffraction, is incident on the opposite optical
plane at the angle Θ3. Going out of the crystal at the
angle γ3, this beam is reflected from the mirror M2 and
is again directed at the acoustooptic cell at the angle γ1,

I0

I1

M2

M1

Θ1

Θ3
Θ2

Θ4

γ1

γ3

γ4

γ2

f

Y

Z

q

Fig. 1. Optical scheme of a cascade acoustooptic dif-
fraction.
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and so on. The process can be repeated many times.
Thus, the cascade acoustooptic diffraction of light by a
single acoustic wave is realized, and the frequency of
optical radiation increases by the sound frequency after
each act of diffraction (Θ2 < Θ1 and Θ4 < Θ3). All diffrac-
tion acts occur at different points of the crystal, which
makes it possible to spatially separate all diffracted
beams. If the mirrors M1 and M2 are semitransparent,
part of the radiation can be led out of the system after
each act of diffraction (as the radiation I1, for example).

Figure 2 shows the vector diagram of acoustooptic
interaction that serves as the basis for the cascade dif-
fraction. The diffraction occurs in a uniaxial crystal,
and the diffraction plane is inclined at the angle α to the
optical axis OZ of the crystal. The beams K1 and K4 are
diffracted in the directions K2 and K3, respectively, as a
result of their interaction with the same acoustic wave
q. The angles Θ1–Θ4 in Fig. 2 fully correspond to the
angles Θ1–Θ4 in Fig. 1. The sequence of the diffraction
acts is as follows: the initial radiation K1 diffracts in the
direction of the beam K2, which propagates in the
direction of the beam K4 after reflection from the exter-
nal mirror; the latter beam diffracts in the direction of
the beam K3, which returns to the crystal along the
direction of the beam K1 after reflection from the sec-
ond external mirror, and so on. Such a chain of acous-
tooptic interactions provides the spatial separation of
the diffraction acts in the crystal. The process can be
repeated many times, and the diffraction region moves
along the acoustooptic cell as the number of the acts of
this process grows.

The beams  and  that are the symmetric
reflections of the beams K3 and K4 with respect to the
point O are shown in Fig. 2 to stress the presence of two
kinds of diffraction in an anisotropic medium. In this
case, the beams K1, K2, , and  lie within the same

quadrant, and one can see that Θ1 ≠  and Θ2 ≠ .
To obtain the diffraction parameters, one can use a
common method described, e.g., in [2, 3], where the
processes of acoustooptic interaction near and far from
the optical axis of a crystal are considered. However,
the practical utilization of acoustooptic elements
imposes some additional restrictions on the choice of
the diffraction conditions. In practice, it is desirable to
use the conditions with the optical radiation incident on
an acoustooptic cell at comparatively small angles. This
simplifies the problem of the antireflection treatment of
optical planes, reduces the crystal dimensions, etc.
From this point of view, the optimal choice seems to be
the utilization of Bragg polarization splitting [5], which
is characterized by the fact that the optical radiation is
deviated simultaneously into two diffraction orders (+1
and –1). This idea realized completely in a uniaxial
crystal serves as the basis of the proposed type of cas-
cade diffraction.

K3' K4'

K3' K4'

Θ3' Θ4'
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For convenience, we will operate with the vectors
K1, K2, , and  and not with K1, K2, K3, and K4,
which is of no fundamental importance from the point
of view of mathematics. We denote the vector magni-
tudes by K1, K2, K3, and K4, respectively. Further, we
change to the projections of these quantities on the OX
axis:

(1)

For a uniaxial negative crystal, it is evident that K1 =
K3 = 2πn0/λ0, where n0 is the refraction index of the
ordinary beam for the light wavelength λ0. In our exper-
iments (see below), the acoustic wave is propagated
normally to the optical OZ axis of the crystal. There-
fore, we assume that q ⊥  OZ in our calculations. More-
over, we assume that A2 = A3 (the condition for the real-
ization of the Bragg polarization splitting). Taking into
account that K1cosΘ1 = K2cosΘ2 and K3cosΘ3 =
K4cosΘ4, which follows from the orthogonality of q
and OZ, the relation between the quantities A1–A4 can
be obtained:

(2)

where m =  – 1, nα = , n0 and ne

are the main refractive indices of the crystal, and α is
the inclination angle of the diffraction plane to the opti-
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Fig. 2. Vector diagram of the cascade acoustooptic diffrac-
tion.
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cal OZ axis of the crystal. Solving the system of equa-
tions (2) with respect to A3, we obtain

(3)

The value of the wave vector of sound q is determined as

(4)

The angles Θ1–Θ4 are determined by the expressions

(5)
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Fig. 3. Dependences of the angles γ3 and α on the frequency
of sound  f.
The angles γ1–γ4 are determined on the basis of Snell’s
law for anisotropic media. Taking into account Eq. (4),
the sound frequency f is represented in the form

(6)

Here, V is the velocity of the sound wave.
Figure 3 shows the dependences of the angles α and

γ3 = sinΘ3) on the acoustic wave frequency f
that are calculated on the basis of Eqs. (3)–(6). It is
assumed that diffraction occurs in LiNbO3 by a transverse
acoustic wave with the velocity V = 3.84 × 105 cm/s, the
wavelength of optical radiation is λ0 = 0.63 × 10–4 cm,
and the refractive indices are n0 = 2.286 and ne = 2.202.
In the calculations, the plus sign was chosen in Eq. (3),
because only with this sign was the value of A3 positive.
One can see that the angular dependences have a linear
character within the frequency range from 0 to
~110 MHz, and the angle γ3 increases more than two
times faster than the angle α. At higher frequencies, the
angle γ3 begins to increase exponentially and reaches a
value of 90° at f = 350 MHz. In other words, the maxi-
mal shift frequency that can be obtained in every dif-
fraction act using the Bragg polarization splitting in
LiNbO3 does not exceed 350 MHz.

The possibility of realizing cascade diffraction in
LiNbO3 was tested experimentally. We selected the sin-
gle crystal dimensions 8 × 8 × 10 mm along the direc-
tions [100], [010], and [001], respectively. A transverse
acoustic wave with a frequency of 102 MHz (the third
harmonic of a piezoelectric transducer made of
LiNbO3) was generated along the [010] direction with
the [100] direction of the shear. A He–Ne laser of
LG-207-A type was selected as the source of optical
radiation. It generated light with the wavelength λ =
0.63 × 10–4 cm. First of all, the conditions of Bragg
polarization splitting were obtained with two diffracted
beams formed on both sides of the incident radiation.
These beams were in strict Bragg synchronism with the
incident radiation; i.e., they appeared or vanished
simultaneously at angular detuning. The polarization of
the incident radiation was oriented at an angle of 45° to
the [100] direction to provide the best and equal condi-
tions of diffraction on both sides of the incident beam.
For the input electrical power Pel ~ 1 W, the efficiency
of the diffraction in each order was ~12% of the inci-
dent radiation. The diffraction angle was ~1°. The
effect of splitting was obtained reliably and taken as the
basis for the realization of the cascade diffraction. For
this purpose, the crystal was oriented in a correspond-
ing way, according to Fig. 1. The input polarizer was
positioned so that the ordinary beam propagated
through it. The angle of light incidence on the crystal
was 20°, and the diffraction efficiency was 20%. The
diffracted beam was again directed into the acoustoop-
tic cell under the Bragg angle with the help of an exter-
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nal mirror, and the secondary diffraction with an effi-
ciency of ~4% of the initial beam was realized. The dif-
fracted beam was again directed at the crystal under the
angle corresponding to the incidence angle of the initial
beam with the help of the second mirror. The next dif-
fracted beam (the third diffraction act) was obtained by
the angular adjustment of the second mirror. The inten-
sity of this beam was ~0.5% of the initial incident
beam. The experiment did not aim to determine the lim-
iting parameters of the frequency multiplication (in par-
ticular, it is possible to increase the length of acous-
tooptic interaction and thereby decrease the diffraction
into other orders whose efficiency was 10–15%, to opti-
mize the sound field within the sample, etc.). Our aim
was to confirm the fundamental possibility of realizing
Bragg polarization splitting for the tasks of multiplica-
tion of the frequency shift of an optical signal.

The following conclusions can be made on the basis
of the investigation described:

(1) The existence of two diffraction types at differ-
ent angles of light incidence provides an opportunity to
realize a cascade acoustooptic diffraction with the spa-
tial separation of the regions of acoustooptic interaction
in the crystal.

(2) The conditions of Bragg polarization splitting
are the best from the practical point of view. They pro-
vide two types of diffraction that occur at different
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
angles of light incidence on the crystal, the incidence
angles being the smallest in this case.

(3) The fundamental possibility of realizing a cas-
cade diffraction on the basis of polarization splitting is
confirmed experimentally using an acoustooptic cell
made of LiNbO3. A three-cascade diffraction with an
output beam efficiency of 0.5% with respect to the inci-
dent beam is obtained.
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Abstract—Experimental data on the observation of a moving underwater acoustic screen by simplest antenna
arrays extended in both vertical and horizontal directions are presented. New signal processing algorithms are
proposed. © 2002 MAIK “Nauka/Interperiodica”.
In the last decade, much attention has been paid to
using vertical multielement arrays to observe moving
inhomogeneities in shallow underwater sound chan-
nels. High efficiency and reliability were attained with
the method of an incoherent accumulation of the signal
outputs over the array elements [1–4]. With the signals
received by the array, one can advantageously use the
mode expansions of the sound field for a given sound
speed profile [5–7] to solve the problem of estimating
the position of a distant sound source [8] and solve
many other problems. Such studies have been repeat-
edly performed in both in-sea experiments [9, 10] and
computer simulations [1, 2, 11].

In this paper, we consider the forward-scattering
observations in which a compact object (an acoustically
opaque or other type of inhomogeneity) moves in space
between the array and a cw sound source across the
propagation path.

According to numerous experimental observations,
a vertical array, on average, provides higher noise
immunity and reproducibility in comparison with a
horizontal one. The reason is that, because of the mul-
timode sound propagation in a shallow-water sound
channel, the signal output produced by the inhomoge-
neity that shadows the source proves to be vertically
distributed in a highly nonuniform manner. Therefore,
a horizontal array can miss some valid signals in depth,
while the vertical one monitors the whole water column
or most of it. The situation is somewhat better with
multifrequency cw transmission but, even in this case,
the vertical array has certain advantages [10].

The inherent drawback of a vertical array is that, in
most practical-purpose applications, it is unable to
determine the direction at which the moving inhomoge-
neity crosses the propagation path, although the corre-
sponding projection of the velocity vector can be mea-
sured to a good accuracy by means of quasi-holo-
graphic matched filtration with computer algorithms
for searching over the filter parameters [2].
1063-7710/02/4805- $22.00 © 20576
The evident way to overcome this difficulty consists
in using arrays of a more general type, which, in addi-
tion to the advantages of the vertical array, provide a
sufficient horizontal base to indicate the direction of the
inhomogeneity movement. Below, we present experi-
mental results for two implementations of such arrays:
a binary pair that consists of two vertical arrays aligned
in the plane that is perpendicular to the propagation
path and an inclined array that forms an angle of π/4
with the vertical axis in the same plane. The experi-
ments were carried out at the Sankhar Lake (Vladimir-
skaya oblast, Russia) in 1999 [10].

Let us briefly recall the algorithms of signal process-
ing for forward-scattering observations with a single
vertical array, which were used in [2–4]. Let xkj(t) be the
current complex amplitude of the signal that has the
carrier frequency fj and is received by the kth hydro-
phone of the array:

(1)

where Xkj and ϕkj are the real amplitude and phase,
respectively.

The preliminary procedure of subtracting the strong
initial signal of the source, along with the most signifi-
cant low-frequency fluctuations, consists in forming the
normalized amplitude and phase variables:

(2)

(3)

where (t) and (t) are the results of smoothing the
respective initial quantities by the sliding filter produc-
ing a window of τ in duration (about several tens of sec-
onds, see [1–4]). From the resulting quadrature compo-
nents, the following complex variables are formed:

(4)

xkj t( ) Xkj t( )e
iϕkj t( )

,=

Ykj
a( ) t( )

Xkj t( )
X̃kj t( )
-------------- 1,–=

Ykj
ϕ( ) t( ) ϕkj t( ) ϕ̃kj t( ),–=

X̃kj ϕ̃kj

Ykj t( ) Ykj
a( ) t( ) iYkj

ϕ( ) t( ).+=
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In the signal processing, to separate the diffraction-
shadow perturbations caused by the moving inhomoge-
neity, these variables are match-filtered,

, (5)

with the linear filter constructed on the basis of a priori
theoretical information [2, 12] on the structure of the
valid signal. Namely,

(6)

where V is the velocity component across the propaga-
tion path, l is the projection of the screen length on the
same direction, h is the adjusted distance of the path
from the array, and λj is the depth-averaged wavelength
at the jth observation frequency. Remember here that
the adjusted distance h is determined from length L of
the propagation path and the physical distance R of the
diffractor from the array at the point where the path
crosses the trajectory of motion:

(7)

The constant Cj is found from the normalization condi-
tion

(8)

After all the aforementioned procedures, the trans-
formed signal outputs are incoherently accumulated:

(9)

where N is the number of array elements. If several fre-
quencies are studied in the experiment, the resulting
output signals are additionally averaged over the fre-
quencies.

Let us consider an experiment with a binary pair of
two vertical arrays: array 1 (left with respect to the
direction towards the source) and array 2 (right). Let B
be the horizontal base between the arrays along the line
perpendicular to the propagation path. According to
simple kinematic considerations, the delay time td
between the signal outputs of the arrays of the afore-
mentioned pair can be expressed as

(10)

the signs “+” or “–” being in an evident manner related
to the direction at which the inhomogeneity crosses the
path.

The experimental record, slightly less than 12 min
in its duration, is presented below to illustrate three
cases of crossing the path by the model screen. The
model was a cylindrical body, 3 m in length and 0.45 m

Fkj t( ) Ykj t '( )Φ j* t t '–( ) t 'd∫=

Φ j t( ) C j
V2

hλ j

-------- iπ 2l2

hλ j

--------+ 
  t2– ,exp=

h R 1 R
L
---– 

  .=

C j
1– Φ j t( ) 2 td∫ 1.=

F j t( ) 1
N
---- Fkj t( ) ,

k 1=

N

∑=

td
B
V
------ 1 R

L
---– 

  ,=
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in diameter. This model was towed across the middle of
the 300-m path, nearly perpendicularly to it, with a
speed of 0.6 m/s. The depth of towing was 6 m.

The signals were received by two 64-element verti-
cal arrays, which were horizontally separated by 4.5 m.
Each array had the length 12 m and covered nearly the
entire thickness of the underwater waveguide. The
insonification was performed at three frequencies: f1 =
2117 Hz, f2 = 2499 Hz, and f3 = 2995 Hz. As the trans-
mitting system, a horizontal array consisting of 16
sound sources and phased towards the receiving arrays
was used.

Figure 1 (curve a) shows the result of averaging the
outputs of array 1 over the three frequencies. Before
averaging, the signals were processed according to the
mentioned procedures, namely: the normalizing sub-
traction of the main part of the initial signal, the
matched filtration (5) and (6) of complex variables
Ykj(t), and the incoherent accumulation over the array
elements. The following abbreviations and parameter
values are used in Fig. 1a: max = 0.065 is the maximal
value of the signal outliers after averaging over three
peaks, snr = 20.05 is the signal-to-noise ratio averaged
over three peaks, ave = 0.025 is the constant noise back-
ground, and rms = 0.002 is the standard deviation for
the remaining fluctuations.

Figure 1 (curve b) presents a similar result for
array 2. The detailed comparison of the two plots shows
that the time separation td of the two correspondent
peaks is 3.75 s. This value agrees with the estimate
yielded by Eq. (10) for the given speed |V| = 0.6 m/s of
the model that crosses the middle of the path, with sig-
nal reception by the binary arrays horizontally sepa-
rated by B = 4.5 m.

The sign of the observed delay also allows one to
determine the direction of crossing the path by the
model: from left to right for the first and third (in time)
signal peaks and from right to left for the second one.
The aforementioned feature is well pronounced in Fig. 2
that illustrates the difference signal

(11)

i.e., the result of subtracting the curves of Fig. 1.

The structure of sign-varying curve of Fig. 2 offers
another interesting possibility to improve the noise
immunity of the observations, namely, by performing
the secondary matched filtration of the difference-sig-
nal perturbations to obtain sharpened peaks of the same
signs, with higher levels relative to the remaining noise.

Let us consider the corresponding model for the fil-
ter. Again, we make use of the theoretical model for the
diffraction signal, which was introduced in our previ-

F –( ) t( ) 1
3
--- F j

1( ) t( ) F j
2( ) t( )–[ ] ,

j 1=

3

∑=
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Fig. 1. Results of the incoherent accumulation of the transformed signal outputs averaged over three frequencies: arrays (a) 1
and (b) 2.
ous studies [2–4], but this time, it is applied to arrays 1
and 2 of the binary pair:

(12)

Here, aj is the amplitude of the diffraction-shadow per-
turbation, which is expressed through the acoustic cross
section σ of the model according to the semi-empirical
formula [2]

(13)

In this equation, H is the channel thickness and, for the
experiments at the Sankhar Lake, µ . 1.7 is the empir-
ical factor that allows for the multiray nature of sound
propagation.

Let us perform the integration in Eq. (5). By substi-
tuting Eq. (12) into Eq. (5), with the calculated normal-
izing constant

(14)

and extracting the full square in the exponent, we obtain

(15)

Y j
1 2,( ) t( ) a j

V2

hλ j

-------- iπ 2l2

hλ j

--------+ 
  t td/2±( )2– .exp=

a j µ σ
H hλ j

-----------------.=

C j π
1
2
--- hλ j

2l V
------------,=

F j
1 2,( ) t( ) a j V2 l2

hλ j

-------- π
4l2
-------+ 

  t td/2±( )2– .exp=
Specifying td = B/2|V | (which corresponds to cross-
ing the path in its midpoint), we construct the difference
filter

(16)

where

(17)

The constant Aj is found from the condition

(18)

With such a normalization, in the resulting convolu-
tions

(19)

we can again use the estimating expression (13) to
determine the height of the signal peak.

Figure 3 shows the result of applying algorithm (19)
to the binary-difference signals of the same record
(with averaging over three frequencies). The signal-to-
noise ratio becomes higher by a factor of 1.5, and there
is nearly no noise “basement” of the signal. It seems

D j t( ) A je
α j t

2–
2 α jttd( ),sinh×=

α j V2 l2

hλ j

-------- π
4l2
-------+ 

  .=

A j
1– D j t( ) 2 td∫ 1.=

S j t( ) F j
1( ) t '( ) F j

2( ) t '( )–[ ] D t t '–( ) t 'd∫ ,=
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Fig. 2. Difference output of the binary pair.
that here we approach the fundamental limit of noise
immunity, which can ever be attained with the principle
of incoherent accumulation of signal outputs for verti-
cal arrays.

Another simplest representation of the array that is
both vertically and horizontally extended is an inclined
linear array. In the experiment, we used a 64-element
12-m array forming an angle of π/4 with the vertical in
the plane perpendicular to the direction towards the
source. In this case, the cw sound field of frequency
2499 Hz was generated by a vertical array of 16 sound
sources whose phasing was chosen to maximally sup-
press the excitation of modes with higher numbers in
order to decrease the fluctuations caused by the nonsta-
tionary intermode interference.

The main specificity of incoherent signal accumula-
tion over the elements of the inclined array is the need
to take into account the time delays between the sharp-
ened signal peaks associated with the moving inhomo-
geneity. Instead of Eq. (9), now one should use the
algorithm of accumulation with shifting:

(20)

where k is the ordinal number of the hydrophone and

F j t( ) 1
N
---- Fkj t k∆±( ) ,

k 1=

N

∑=
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∆ is the time delay between the pair of adjacent array
elements.

If the parameters of the inhomogeneity motion are
not known in advance, the time delays ∆ between the
adjacent hydrophones and the signs of delays become
additional quantities to be found, as in [2]. By using the
appropriate test algorithms, we can determine both the
value |V | of the speed with a higher accuracy and the
direction of motion.

We illustrate the aforementioned statement by con-
sidering the data of the experiment in which the param-
eters of motion of the model (the same model as in the
previous experiment) were known in advance. One can
see that, for our inclined array, the value of ∆ is deter-
mined by the simple formula

(21)

where d = 19.5 cm is the distance between the adjacent
array elements.

Let us consider the 16-min fraction of the record,
which contains two crossings of the path midpoint by
the model in two opposite directions. The speed |V | of
the model was 0.6 m/s. Formula (21) now yields ∆ =
0.115 s. Figure 4 shows the result of the data accumu-

∆ d

V 2
-------------- 1 R

L
---– 

  ,=
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Fig. 3. Result of the secondary matched filtration for the binary pair of two vertical arrays.
lation with shifting for the sign “+” in Eq. (20). It is evi-
dent that the second (in time) peak corresponds to the
correct choice of the delay sign, while the first peak
proves to be noticeably suppressed. In the figure, the
values of the signal-to-noise (SNR) ratios are sepa-
rately shown for the first and second peaks.

Figure 5 shows the result of the same data process-
ing for the sign “–” in Eq. (20). Now, the sharpened and
suppressed peaks interchanged their positions. Thus,
the inclined array allows one to identify the crossing
direction with a sufficient degree of reliability. At the
same time, such an array retains all the advantages of
the vertical array, as compared to the horizontal one,
i.e., the high reliability and reproducibility of observa-
tions.

Finally, let us discuss the possibility for a single ver-
tical array to indicate the movement direction in a phys-
ically asymmetric channel. Note that the previous case
of the inclined array is just an example of this kind of
asymmetry produced in an artificial way. However, in
realistic environments, the asymmetry may be caused
by natural factors, for example, a slight bottom inclina-
tion across the propagation path.

Figure 6 shows the results of the experiment carried
out in 1998 [10]. The signals were processed according
to the simplest aforementioned scheme with normaliza-
tion, matched filtration, incoherent accumulation over
the elements of the vertical array, and frequency averag-
ing. The experimental record, slightly more than 16 min
in duration, contains four crossings of the propagation
path by the model. The odd (first and third) and even
(second and fourth) signal peaks correspond to oppo-
site directions of crossings. In this experiment, the
model was presented by a cylindrical body with a
length of 6 m and a diameter of 0.45 m. The speed of
motion was 0.6 m/s, the path length was 300 m, and the
model crossed the middle of the path at nearly a right
angle. A monopole sound source was fixed near the bot-
tom and simultaneously produced the acoustic field at
four frequencies from 2 to 2.5 kHz.

The figure clearly shows that the even signal peaks
exhibit a kind of mirror similarity with respect to the
odd ones: the heights of their satellites change in an
opposite manner. We succeeded in revealing the math-
ematical nature of the asymmetry at hand: it manifested
itself in the asymmetry of the diffraction-shadow sig-
nal, i.e., in a time mismatch of the real and imaginary
parts in the exponent of Eq. (6). By introducing an
appropriate correction into the structure of the matched
filter, we could sharpen the odd peaks and suppress the
even ones, and vice versa. Qualitatively, the aforemen-
tioned modifications led to results that were similar to
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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Fig. 4. Incoherent accumulation with the shift “+” for the inclined array.
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Fig. 6. Result of the incoherent accumulation of the single-array signals after averaging over four operational frequencies.
those obtained with the inclined array. That is why we
do not present the corresponding plots here.

Of course, although the aforementioned indication
of the direction is of interest in its physical nature, it is
hardly useful for practical-purpose applications. The
left–right asymmetry of the channel can be caused by
factors whose monitoring is difficult or impossible. As
to the arrays extended both vertically and horizontally,
they are evidently promising for detecting the motion
direction. Moreover, they can yield any other informa-
tion on the trajectory.

We have considered and tested only the simplest
versions of spatially extended two-dimensional receiv-
ing systems. The analysis showed that such arrays can
yield additional information and, in some cases, allow
one to use more efficient algorithms of signal process-
ing to implement noise-resistant underwater observa-
tions.

According to the present-day trends in improving
the instrumentation and theory of underwater-acoustic
studies, multielement receiving systems that are
extended in two spatial dimensions, namely, two-
dimensional arrays and systems of several single verti-
cal arrays, are most promising. From this point of view,
the coherent-holographic methods [6, 7] seem to be
most advantageous: with the use of spatially extended
receiving systems and the appropriate computer soft-
ware, these methods can provide full visual real-time
monitoring of the nonstationary dynamics of the oce-
anic medium.
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Abstract—The sound field in the region of a deep shadow behind an impedance cylinder is analyzed for the case
of plane wave diffraction by the cylinder surface. The main part of the field is represented by a cylindrical wave
that has a complex index determined from the boundary conditions and decays with the angular coordinate. An
expression for the amplitude of this wave is determined by extracting it from the total field formed in the shadow
region. It is demonstrated that this wave approximates more closely the total field behind the cylinder, as compared
to the least damped wave in the field representation obtained on the basis of the Watson transform. A way to
improve the sound barriers is indicated. © 2002 MAIK “Nauka/Interperiodica”.
Cylindrical head pieces at barrier edges, which are
sufficiently soft acoustically, are used to improve the
efficiency of sound barriers screening traffic noise [1].
However, screening by such barriers is inefficient
within certain frequency bands. It is of practical and
theoretical interest to clarify the origin of this ineffi-
ciency, and this is the purpose of the present consider-
ation.

In the case of diffraction of a plane wave of sound
pressure pi(x) = exp(ikx), where k is the wave number
and x is the coordinate along the direction of the wave
propagation [the time factor exp(–iωt) is omitted], by a
cylinder, the scattered field has the form

where r is the distance from the cylinder center to the
observation point and φ is the angle between the direc-
tion from the cylinder center to this point and the x axis.
Taking into account the identity [2]

the total field p = pi + pr can be represented in the form

(1)

The boundary condition that is valid at the cylinder sur-
face characterized by the specific acoustic admittance η
is as follows:

(2)

pr r φ,( ) b0H0
1( ) kr( ) 2 imbmHm

1( ) kr( ) mφ( ),cos
m 1≥
∑+=

ikx( )exp J0 kr( ) 2 imJm kr( ) mφ( ),cos
m 1≥
∑+=

p r φ,( ) J0 kr( ) b0H0
1( ) kr( )+=

+ 2 im Jm kr( ) bmHm
1( ) kr( )+[ ] mφ( ).cos

m 1≥
∑

dp
dr
------ ikηp+ 

 
r a=

0,=
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where a is the cylinder radius. In this case,

where the prime denotes a derivative with respect to the
argument.

Since the field in the shadow region is formed by the
waves arriving from the illuminated region, its main
part must have the form of a cylindrical wave decaying
in the angle φ:

where the complex index ν is determined from the
boundary condition given by Eq. (2) for the field pν(r, φ)
at the cylinder surface in the space ramified with
respect to the angle φ:

(3)

Substituting the integral representation [2]

(4)

where Uν(x, t) = exp(–xt), Re(ν) > ,

and x > 0, in Eq. (3), we obtain the following equation
for x = ka:
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In the set of values of ν satisfying Eq. (3), the value
of ν with the smallest positive imaginary part corre-
sponds to the wave decaying to the least extent with the
increase in the angle (π/2) – φ and, therefore, penetrat-
ing deeper than other waves into the shadow zone. It is
this value that is of interest for our consideration.

To determine the amplitude Aν, we represent p in the
form p = p⊥  + pν, where p⊥  is the part of the total field
in the zone of a sufficiently deep shadow 0 ≤ |φ| ≤ Ψ,
Ψ < π/2 that does not contain the decaying wave pν in

its angular spectrum, so that cos(ν*φ)dφ = 0,

where * is the sign of complex conjugation. Integrating
p over φ with the weighting function cos(ν*φ), we
obtain

(5)

where S0 =  + .

At r = a, with allowance for the identity [2]

Eq. (1) is reduced to the form

p(a, φ) = 

Substituting Eq. (5) into Eq. (4) and integrating, we
obtain

(6)

p⊥0

Ψ∫
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0

Ψ

∫d

0
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4
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0
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2ΨReν( )sin
Reν

------------------------------- 2ΨImν( )sinh
Imν

----------------------------------

Jm z( )Nm 1– z( ) Jm 1– z( )Nm z( )–
2
πz
-----,=
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where

We select the quantity η = –iJ1(ka)/J0(ka) as the spe-
cific acoustic admittance of the cylinder surface. It is
realized for the structure shown in Fig. 1, which con-
sists of a large number N of rigid strips of width a that
contact each other along one of their edges in such way
that the distances between the neighboring external
edges are small in comparison with the sound wave-
length (2πka/N ! 1 at equal distances between noncon-
tacting edges).

In the case of the selected η, as our calculations
show, the waves under consideration have a relatively
large amplitude at a relatively deep penetration into the
zone of geometrical shadow behind the cylinder within
certain narrow frequency bands. As a result, the effi-
ciency of screening the shadow zone is reduced. Fur-
ther, we present examples of the field calculations for
such frequencies.

At ka = 7.54444, which corresponds to a frequency
of 408.25 Hz at a = 1 m, iη = 0.5618 and the desired
root of Eq. (3) at this η is ν = 9.44777 + 0.41256i, while
in the case of a perfectly rigid surface (at η = 0), the root
of Eq. (3) is equal to νh = 8.30649 + 1.43768i. Since the
imaginary part of ν in this example is much smaller
than the imaginary part of νh, the corresponding wave
for an impedance surface at the indicated frequency
decays much slower than in the case of a rigid surface,
so that the sound pressure level in the cylinder shadow
can be much higher in the first case than in the second.
This means that just the damped wave penetrating rela-
tively deep into the shadow zone makes the screening
of the zone by a barrier with an impedance cylinder on
its top inefficient in the unfavorable cases when the
basic angular harmonics forming the sound field are
summed almost in phase, even in comparison with the

S m( ) 2 mφ( ) ν*φ( )coscos φd

0

Ψ

∫=

=  
m ν*+( )Ψ[ ]sin
m ν*+

--------------------------------------- m ν*–( )Ψ[ ]sin
m ν*–

---------------------------------------.+

1

2

Fig. 1. An impedance cylinder formed by a large number of
(1) rigid strips with (2) a common edge.
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Fig. 2. (1) Sound pressure in decibels at the cylinder surface, p(a, φ), as a function of the angle φ for ka = 7.54444; (2) the same for
the sound pressure ph(a, φ) at a perfectly rigid surface; (3, 4) relative differences δp and δph in decibels between these functions and
the sound pressures in the corresponding damped waves; and (5) relative differences δpW in decibels between the sound pressures
p(a, φ) and B0cos(ν0φ) for the case of a rigid cylinder.
screening by a barrier with a rigid cylinder [1]. There-
fore, in designing sound screening barriers, it is neces-
sary to provide for special means against the penetra-
tion of damped waves into the shadow zone. We note
that the anomalous increase in the amplitude of a
damped wave is not connected with the resonance of air
oscillations in wedge-shaped cavities of the structure.
The value |η| = ∞ (a soft boundary) would correspond
to such a resonance, while in the given example, we
have iη = 0.5618, which corresponds to an elastic-type
impedance. Along such an impedance surface, the
waves propagate with a relatively small attenuation.

For the considered example at Ψ = 0.2, curve 1 in
Fig. 2 shows the sound pressure in decibels at the cyl-
inder surface p(a, φ) as a function of the angle φ and
curve 2 shows the corresponding dependence for the
sound pressure ph(a, φ) at a perfectly rigid surface.
Curves 3 and 4 represent the relative differences δp and
δph in decibels between these functions and the sound
pressures in the corresponding damped waves
Aνcos(νφ) and Aνhcos(νhφ), where Aνh is equal to the
right-hand side of Eq. (6) at η = 0 with ν replaced by νh.
As one can see from this figure, the excess of the sound
pressure level in p(a, φ) over the level of ph(a, φ) at cer-
tain angles in the region of a seemingly deep shadow
constitutes more than 10 dB, which demonstrates the
inefficiency of the head piece under consideration at the
selected frequency. 

In the case of ka = 4.29659, which corresponds to a
frequency of 232.5 Hz at a = 1 m, we have iη = 0.4724,
ν = 5.44785 + 0.58282i, and νh = 4.9204 + 1.21461i.
For this case, the curves similar to those in Fig. 2 are
given in Fig. 3. Here, as in Fig. 2, Ψ = 0.2.

Now, let us compare the amplitude of the damped
wave Aν obtained above with the corresponding ampli-
tude of the first (the least damped) wave in the field rep-
resentation in the form of an expansion in damped
waves on the basis of the Watson transform [3]. This
representation has the form

where

g(ν, x) = 

and νs are the roots of Eq. (3). In this expression, we sub-
stitute the integral representations given by Eq. (4) and

where Vν(x, t) = exp(–xt). Then, for

r = a, we obtain
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× i
π
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∑
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Fig. 3. The same as in Fig. 2 for ka = 4.29659.
where

To calculate the derivative of the gamma-function,
we use its representation [2]

Γ(z) = exp(–Cz) ,
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where C = 0.577215 is the Euler constant. This yields

Using the equations [2]

the last formula can be reduced to a form that is more
convenient for numerical calculations, which contains a
rapidly converging series:

For the examples considered, curves 5 in Figs. 2 and
3 represent the relative differences δpW between the
sound pressures p(a, φ) and B0cos(ν0φ) in decibels for
the case of a rigid cylinder. One can see from the figures
that the damped wave Aνhcos(νhφ) approximates more
closely the total field behind the cylinder than the least
damped wave in the field representation obtained on the
basis of the Watson transform. The corresponding
increase in accuracy, on average over the region 0 ≤
|φ| ≤ π/2, constitutes 2.15 dB for the first example and
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4.33 dB for the second example. For the region of
deeper shadow 0 ≤ |φ| ≤ π/4, the corresponding increase
constitutes 2.98 and 5.88 dB, respectively. The field
Aνhcos(νhφ) proves to be a closer approximation,
because it is extracted from the total field only at the
part of the cylinder that is located in a relatively deep
shadow, while B0cos(ν0φ) is extracted from the total
field over the total surface of the cylinder. As for the
Keller’s approximation, in the problem under study, it

is reduced to replacing ν and (kr) by their approx-
imate values [4], which decreases the accuracy of the
approximation.

Further improvement of acoustic barriers is possible
by searching for a suitable design of a head piece of a
barrier edge that would prevent the penetration of a
damped wave deep into the shadow zone.

Hν
1( )
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Abstract—The directivity patterns of a pair of piezoelectric transducers for measuring the spatial correlation
function of sound pressures produced by sources of thermal acoustic radiation in the megahertz frequency range
are calculated. Sources in the form of a heated plane or strip are considered. The signal detection by two circular
or rectangular piezoelectric transducers and by focusing transducers is studied. It is demonstrated that, for mea-
suring the correlation function, the piezoelectric transducers must partially overlap. To determine the directivity
pattern with a strong dependence on the distance between the heated object and the pair of piezoelectric trans-
ducers, focusing piezoelectric transducers should be used. The results obtained offer possibilities for a nonin-
vasive measurement of the absorption coefficient of a medium and also for the realization of the previously pro-
posed [20] passive acoustic thermotomograph, which does not use a priori information on the absorption coef-
ficient of the medium. © 2002 MAIK “Nauka/Interperiodica”.
Noninvasive measurements of temperature within a
human body are an important problem for a number of
biomedical applications, e.g., for newborn children [1–3].
The data of such measurements agree with the results of
the corresponding theoretical calculations [4]. At the
same time, the microwave radiometry technique used for
this purpose, which is based on detection of thermal elec-
tromagnetic radiation, cannot generally provide a high
spatial resolution combined with a high sensitivity [5].
This is why efforts to obtain data on the internal tem-
perature with the help of acoustic radiation have been
made over the last few years [6–16]. The studies dem-
onstrated the possibility of the development of a pas-
sive acoustic thermal tomography operating in the
megahertz frequency range with a sensitivity of up to
0.3 K and a spatial resolution of ~1–2 cm [14–16]. It is
necessary to remember that the values of the intensity
of the intrinsic thermal acoustic emission, which comes
from the points on the object surface at different angles
to it, are used as initial data for passive thermal tomog-
raphy (see [17]). The possibility of using correlation
measurements of thermal acoustic radiation to improve
the characteristics of tomographs have been discussed
for years [18, 19].

Now, the major way to improve the quality of tem-
perature reconstruction in passive tomography is con-
nected with the possibility of determining the energy
coefficient of absorption γ [20]. This quantity is preset
approximately from a priori considerations. At the
same time, it is involved in all the equations determin-

†Deceased.
1063-7710/02/4805- $22.00 © 200589
ing the intensity of thermal radiation, and it is impossi-
ble to solve the inverse problem of temperature recon-
struction without information on its spatial distribution.
It is possible to measure the values of γ only on sam-
ples, and the scatter in such determinations is very
large. It is impossible to measure the absorption by the
transmission method, according to the ratio of the
intensities of the incident and transmitted waves,
because of the geometry of a human body.

Our previous paper [20] proposed to measure the
absorption coefficient by a transducer positioned at one
side of a human body using the intrinsic thermal acous-
tic radiation emitted by every part of the human body as
the source. The absence of a separate ultrasonic source
is an apparent advantage of this technique, but this is
also the main difficulty, since any point of the medium
is a source of these oscillations, i.e., the source localiza-
tion is not unambiguous. As is well known, the intensity
of thermal radiation emitted by every part of a medium
is proportional to the product of the quantity γ by the
absolute temperature T [9]. If we measure the radiation
intensity by a single sensor, it represents an integral
along the acoustic axis of the system with respect to the
product γT corrected to the exponential factor taking
into account the wave attenuation with propagation
from the source to the receiver; i.e., the radiation source
is distributed. Unlike the case of the detection of ther-
mal acoustic radiation by a single piezoelectric trans-
ducer, the use of the correlation reception by a pair of
piezoelectric transducers, i.e., by a two-element inter-
ferometer, provides an opportunity to form a directivity
pattern with a local peak [9] (remember that, in the case
02 MAIK “Nauka/Interperiodica”
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of such a reception, the signals from the outputs of piezo-
electric transducers are multiplied and averaged [20]).
With this kind of directivity pattern, it is possible to
localize the source of thermal radiation. To determine
the absorption coefficient, it is necessary to conduct
measurements by sequentially localizing the peak of the
directivity pattern at several depths and then solve the cor-
responding inverse problem.

The main difficulty arose in selecting the directivity
pattern of a two-element interferometer. The initial the-
oretical calculations did not reveal any fundamental
difficulties [18]. However, the first experiments [21]
already showed that the correlation function of thermal
acoustic radiation emitted by a small source and
detected by two separated piezoelectric transducers
was a function oscillating in space. As the source size
grew, the correlated signal decreased in its absolute
value and vanished when the source of thermal acoustic
radiation covered the aperture of the directivity pattern.
Such a directivity pattern makes it impossible to recon-
struct the spatial distribution of the absorption coeffi-
cient as was proposed earlier [20]. Therefore, it is nec-
essary to clear up whether it is possible, using a pair of
some piezoelectric transducers, to form a directivity
pattern that would provide the reconstruction of the
absorption coefficient in a medium with the help of a
two-element interferometer.

In this paper, the problem of studying the directivity
patterns of two-element interferometers with different
elements is considered for the purpose of developing a
technique for the determination of the absorption coef-
ficient. Below, it is demonstrated that overlapping
focusing piezoelectric transducers used as interferome-
ter elements provide the necessary directivity patterns.

To calculate the correlation function, we use the
generalized Kirchhoff law, which was successfully
used for calculating the acoustic brightness tempera-
tures in various cases [22]. According to this law, in the
case of the measurement with a single piezoelectric
transducer, the volume element dxdydz with the ther-
modynamic temperature τ produces the contribution
dTA to the acoustic brightness temperature TA. This
contribution is proportional to the loss of the intensity
i(x, y, z) of an auxiliary unit wave in this volume. We
assumed in the calculation that this wave is emitted by
a piezoelectric transducer. Then, we have

(1)

Here, dxdy is the area element of the element of the
cross section of a wave tube and dz is the differential of
the path along the ray trajectory. The intensity i(x, y, z)
at some point of the tube cross section with the coordi-
nate z is normalized to the total intensity in this cross

dT A γ x y z, ,( )τ x y z, ,( )=

× i x y z, ,( )/ i x y z, ,( ) x ydd∫[ ] γ z( ) zd

0

z

∫– dxdydz.exp
section. The exponential term describes the attenuation
of a wave from the point of its generation to the piezo-
electric transducer. The difference between the absolute
temperatures of the object and the piezoelectric trans-
ducer must be taken as the object temperature τ in
Eq. (1): τ = T  – TTR [23, 24]. This is connected with the
fact that the transfer of energy and, therefore, its losses
are possible only between bodies heated to different
temperatures. Note that, if the temperature difference is
greater than zero (T – TTR > 0), the transducer receives
an energy flux from the heated body, and in the opposite
case T – TTR < 0, the transducer emits radiation.

The directivity pattern of a two-element interferom-
eter must provide the localization of thermal radiation
in three coordinates: along the acoustic axis of the sys-
tem (the z axis) and in the transverse direction (the x
and y axes).

First of all, let us consider the possibility of localiza-
tion in the x, y plane. For this purpose, we place a trial
acoustic blackbody with a constant temperature in this
plane L at the distance zB from the transducers. We
select a body in the form of a thin layer representing a
region where the absorption coefficient is very large:
γ(x, y, z) = γ(x, y)δ(z – zB). In the rest of the medium,
this coefficient is assumed to be equal to zero. In this
case, Eq. (1) is simplified and, after integration with
respect to the variable z, we obtain an expression for the
increment of the acoustic brightness temperature ∆TA =
TA – TTR:

(2)

where the factor Γ(x, y) =  deter-

mines the shape of the radiating body; the radiation is
present where the absorption exists and is absent where
the absorption is absent. Further, we will denote the zB

coordinate by z without the subscript.
In calculating the correlation effects, we assume that

the receiver of thermal radiation is not one but a pair
of interferometer transducers. According to the rules
of calculation of the acoustic brightness temperature
[Eq. (1)], it is necessary to solve the inverse problem,
i.e., calculate the radiation intensity produced by this
pair of piezoelectric transducers representing a com-
plex source and the corresponding losses.

As is known [25], in the far wave zone in the Fraun-
hofer approximation, the complex amplitudes of the
velocity potentials φ1 and φ2 of the waves radiated by
each of the piezoelectric transducers can be represented

in the form φ1, 2 = A1, 2(r1, 2) , where j is the imag-
inary unit, r1 and r2 are the distances from the centers of
the corresponding piezoelectric transducers to the

∆T A zB( ) τ x y zB, ,( )Γ x y,( )∫∫=

× i x y zB, ,( ) x y/ i x y zB, ,( ) x y,dd∫∫dd

0, γ x y,( ) 0=

1, γ x y,( ) ∞



e
jkr1 2,–
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observation point, k = 2π/λ is the wave number, λ = f/c
is the wavelength, f is the frequency, c is the sound
velocity, and A1, 2 are the complex amplitudes changing
slowly in comparison with the fast oscillating factor.
The squares of the absolute values |A1, 2|2 are the direc-
tivity patterns of individual piezoelectric transducers.
Two piezoelectric transducers form the velocity poten-
tial φ1 + φ2. The intensities of the unit waves produced
by each piezoelectric transducer separately (i1 and i2)
and by two of them together (i) in the plane L have the
form (correct to a constant factor)

(3)

where ϑ  = k(|r1| – |r2|) is the additional phase shift
caused by the path difference between both piezoelec-
tric transducers and the source. If both piezoelectric
transducers perform reception independently, the total
intensity of the signals produced by them is i0(z) ~
|A1|2 + |A2|2. Substituting Eq. (3) into Eq. (2), we obtain

(4)

where r = r(x, y, z) and the normalizing factor is

(5)

As one can see from Eq. (4), the increment of the acous-
tic brightness temperature includes three components:

(6)

where  and  are the increments of the
acoustic brightness temperatures measured by the first
and second piezoelectric transducers separately and
proportional to the directivity patterns |A1|2 and |A2|2,
respectively, and the increment of the so-called corre-

lated temperature  depending on the difference
in distances between the source and both receivers is
proportional to the square root of the product of the
directivity pattern of both piezoelectric transducers

. Thus, the quantity formed by the integra-
tion of this product over space has the physical meaning
of the increment of the acoustic brightness temperature
connected with the correlation properties of thermal
radiation.

In the experimental studies of thermal acoustic
radiation [21], we measure not the square of the sum
of voltages at the outputs of both piezoelectric trans-
ducers, but each of these values and the correlated sig-

i1 A1 r1( ) 2, i2 A2 r2( ) 2,∼ ∼

i r1 r2 ϑ, ,( ) A1 r1( ) A2 r2( )+ 2∼

=  A1 r1( ) 2 A2 r2( ) 2 2 A1 r1( ) A2 r2( ) ϑ ,cos+ +

∆T A z( ) 1
N z( )
----------- τ x y,( )Γ x y,( ) A1 r1( ) 2[∫∫=

+ A2 r2( ) 2 2 A1 r1( ) A2 r2( ) ϑcos+ ]dxdy,

N z( ) A1 r1( ) 2[∫∫=

+ A2 r2( ) 2 2 A1 r1( ) A2 r2( ) ϑcos+ ]dxdy.

∆T A z( ) ∆T A
1( ) z( ) ∆T A

2( ) z( ) 2∆T A
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nal obtained by averaging the product of these volt-
ages. With such a scheme of measurements, it is evi-
dent that

(7)

(8)

The normalization for the correlated temperature is
selected proceeding from the condition that, in the case
of coinciding directivity patterns and zero path differ-
ence between the source and both piezoelectric trans-

ducers ϑ(r1, r2) = 0, its value be equal to  =

, and in the case of the path difference equal to
half-wavelength, it should have the same value but the
opposite sign.

We introduce the correlation coefficient R(z) as a
characteristic of the correlation properties of thermal
acoustic radiation excluding the temperature difference
between the source and the piezoelectric transducers.
This coefficient changes within the range from –1 to +1
and is determined by the relation

(9)

Using Eqs. (7)–(9), we analyze the directivity pat-
terns of a two-element interferometer for the follow-
ing sound pressure sensors used as its elements:
(1) circular piezoelectric transducers with the radius a;
(2) piezoelectric transducers shaped as long strips with
the width 2a; and (3) focusing piezoelectric transducers
(circular and shaped as strips). These sensors differ in the
forms of their directivity patterns involved in Eqs. (7)
and (8).

Consider two sources of thermal acoustic radiation:
a long strip with the width ∆ and a plane, both of which
are heated to a constant temperature. To interpret the
results of [21], the correlation coefficients R∆ (for the
source shaped as a strip) and RP (for a plane) will be
analyzed. The last of them is most important, since it
determines whether the correlated temperature mea-
sured experimentally from big bodies is nonzero.
Moreover, in the process of calculation, in many cases
we also investigate the relative value of the correlated
signal COR, which is the normalized (in one way or
another) dependence of the correlated temperature on
the coordinates. It gives an idea of the dependence of
the signal on a number of parameters.

Let us consider two circular piezoelectric transduc-
ers (Fig. 1). The source of thermal radiation is located

∆T A
1( ) 2( ), z( ) τ x y,( )Γ x y,( )∫∫=

× A1 2, r1 2,( ) 2[ ] dxdy/ A1 2, r1 2,( ) 2[ ] x y,dd∫∫
∆T A

COR z( ) τ x y,( )Γ x y,( ) A1 r1( ) A2 r2( )[ ]∫∫=

× ϑ r1 r2,( )dcos xdy/ A1 r1( ) A2 r2( )[ ] x y.dd∫∫

∆T A
1( ) z( )

∆T A
2( ) z( )

R z( ) ∆T A
COR z( )/ ∆T A

1( ) z( )∆T A
2( )

z( ).=
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in the plane L that is separated from the pair of piezo-
electric transducers by the distance z. The transducers
PT1 and PT2 are separated symmetrically with respect
to the acoustic axis of the system by the distances /2
and rotated with respect to each other in such way that
their acoustic axes intersect in the plane located at the
distance z0 from the piezoelectric transducers. The
coordinates of the intersection points of the acoustic
axes of PT1 and PT2, respectively, with the x axis in the
plane L are x01 = –x02 = x0 = –(D/2)(1 – z/z0).

The complex amplitudes of the velocity potentials
φ1 and φ2 of the waves radiated by each piezoelectric
transducer in the far wave zone have the form [25]

(10)

where u0 is the velocity potential of the corresponding
piezoelectric transducer, a is its radius, j is the imagi-
nary unit, r1 and r2 are the lengths of the vectors from
the centers of PT1 and PT2 to the observation point, θ1
and θ2 are the angles between the directions of these
vectors and the acoustic axes of the corresponding
piezoelectric transducers, and J1 is the Bessel function
of the first order. The finite width of the directivity pat-
tern is taken into account by introducing the frequency
characteristic of the receiving device S( f ) normalized
to unity, which is approximated by an expression with
the maximum at the frequency f0 and the transmission
bandwidth at a level of 3 dB δf: S( f ) = (δf/2π)(1/(f – f0)2 +

(δf/2)2) and df  = 1. In [21], using Eq. (10), it is

D+−

φ1 2, –
a2

r1 2,
--------

J1 ka θ1 2,sin( )
ka θ1 2,sin

---------------------------------e
jkr1 2,–

u0,=

S f( )
0

∞∫

D

a

a

PT2

PT1

θ1

θ2

r2

r1

z0

z

x

y

z

0x01

x02

1

L

∆

(x, y)

Fig. 1. Schematic diagram of the correlation function mea-
surements for thermal acoustic radiation (according to [21]
with some modification). The shift of transducers along the
z axis is l = 0. For definiteness, z > z0. The description is
given in the text.
demonstrated that the correlation function R∆(x) for a
source shaped as a strip has the form

(11)

where k0 is the wave number corresponding to the fre-
quency f0 of the maximum of the signal spectrum. This
formula was derived using the following simplifying
assumptions: (1) the transducers are separated by a dis-
tance D > 2a, (2) the angles θ1, 2 in Eqs. (7), (8), and
(10) are expressed by the approximate formulas θ1, 2 ≈

/z, and (3) the following approxima-
tion of the integrand was used at small values of the
argument θ1, 2:

(12)

As one can see from Eq. (11), when the strip width
∆ increases, a loss of correlation occurs, which is taken
into account by the factor sinc(∆D/λz) =

 ≤ 1. If the strip becomes sufficiently

wide, this factor vanishes. Therefore, if a plane with a
constant temperature is in the field of view of the pair
of piezoelectric transducers, the correlation function
RP =  corresponding to this source vanishes

also; i.e., there is no correlated signal from the plane.
This result does not change, if we take into account the
exponential factor depending on the relative transmis-
sion band δf/f0, which allows for the loss of correlation
caused by the nonmonochromaticity of the detected
signal.

Let us demonstrate qualitatively that it is possible to
obtain a nonzero value of RP from Eq. (11) if we bring
both piezoelectric transducers very close to each other.
It is necessary to note that, in reality, a piezoelectric
transducer detects a signal not from the total halfspace
but only from the region whose dimension does not
exceed the diameter dA of its directivity pattern; i.e.,
∆ ≤ dA in all cases. Therefore, the condition
sinc(∆D/λz) ≠ 0 can be taken in the form k0dAD/2z ≤
π/2. Since, in the Fraunhofer zone, the diameter of the
directivity pattern, which is measured at a level of 0.5,
is dA ≈ 0.5λz/a [25], this inequality is valid when the
centers of both piezoelectric transducers are brought
together to a very small distance D ≤ a that is smaller
than or equal to the radius of one piezoelectric trans-
ducer. Thus, as this qualitative analysis shows, the
value of RP becomes nonzero when the distance D
between the centers of the two piezoelectric transducers
is comparable with their radius a.

To obtain a quantitative estimate, we calculate the
correlated signal from a heated plane more strictly.

R∆ x( )

=  
k0∆D/2z( )sin

k0∆D/2z
----------------------------------e

k0 δf / f 0( ) D x /z( )/2–
k0Dx/z( ),cos

x x01 02,–( )2 y2+

J1 ka θ1 2,sin( )
ka θ1 2,sin

--------------------------------- 1/2( )e
kaθ1 2,( )2/8–

.=

k0∆D/2z0( )sin
k0∆D/2z0

------------------------------------

R∆
∆ ∞→
lim
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Since the Bessel function in Eq. (10) decreases slowly
with the argument growth, we calculate the values of RP
and COR exactly, without approximation (12) used
above. We consider a general case when the acoustic
axes of two equal piezoelectric transducers intersect
outside the plane L in which the blackbody is located,
i.e., at z ≠ z0. In this case, the sections of the directivity
patterns of the piezoelectric transducers by the plane L
in the first approximation are circles 1 and 2 (Fig. 2).
The case z < z0 is given in the figure for definiteness.
The circles intersect only partially. Their centers
formed by the points of intersection of the acoustic axes
with the plane L lie on the x axis at the distances x01 =
−x02 = –ρ0, respectively, and the corresponding angles

 (Fig. 1) are θ0 ≈ ρ0/z. Let the source of thermal
radiation be at the point Ä located at the distances ρ1
and ρ2 from the centers of the cross sections of the cor-
responding directivity patterns and at the distance ρ
from the origin of coordinates (the point O), the interval
AO forming the angle ϕ with the y axis. The quantities
ρ, ρ1, and ρ2 obey the relations

(13a)

(13b)

Introducing the auxiliary variables ζ = 2πaρ/λz, ζ0 =
2πaρ0/λz, ζ1 = 2πaρ1/λz, and ζ2 = 2πaρ2/λz and using
Eqs. (7)–(10), we obtain an expression for the correla-
tion function of thermal radiation from a plane:

(14)

It is necessary to note that, as distinct from Eq. (11), we
did not take into account the nonmonochromaticity of
thermal radiation in deriving this formula. It will be
demonstrated further that this effect can be ignored (see
Fig. 4).

Equation (14) is reduced to a simple formula, if the
blackbody lies in the plane where the acoustic axes of
both piezoelectric transducers intersect, i.e., in the
plane located at the distance z0 from the piezoelectric
transducers. In this case, ρ0 = 0 and, then, ζ = ζ1 = ζ2
and the integral over ϕ is reduced as follows:

This yields

(15)

θ0+−

ρ1
2 ρ0

2 ρ2 2ρ0ρ ϕ;sin–+=

ρ2
2 ρ0

2 ρ2 2ρ0ρ ϕ .sin+ +=

RP 1/π( ) ζ ϕζ J1 ζ1( )/ζ1[ ]d

0

2π

∫d

0

∞

∫=

× J1 ζ2( )/ζ2[ ] ζ D/a( ) ϕsin[ ] .cos

ϕ ζ D/a( ) ϕsin[ ]cosd

0

2π

∫ 2πJ0 ζ D/a( )[ ] .=

RP D/a( ) 2 J1
2 ζ( )J0 ζ D/a( )( )[ ] /ζ ζ .d

0

∞

∫=
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As one can see from Eq. (15), the quantity RP(D/a)
depends only on the ratio D/a and does not depend on
the distance z0 to the intersection point of the acoustic
axes. When D/a increases from zero (both piezoelectric
transducers overlap) to the value D/a = 2, the value of
RP(D/a) decreases from one to zero (Fig. 3, curve 1, cir-
cles). If the distance between the centers of piezoelec-
tric transducers exceeds the sum of the radii of both
piezoelectric transducers (D > 2a), we have RP(D/a) ≡ 0.

If the acoustic axes of two piezoelectric transducers
do not intersect in the plane z (z ≠ z0), we use the
approximation given by Eq. (12) to calculate the corre-
lation function with the help of Eq. (14). In this case,
we obtain

(16)

where the dependence of the angle θ0 = ρ0/z on the dis-
tance z from the piezoelectric transducers is taken into
account in the derivation: θ0 = (D/2)(1/z – 1/z0). Equa-
tion (16) provides an opportunity to investigate the cor-
relation function at different z. It shows that RP depends
on the distance z and the ratio D/a. In the plane z = z0,
where the acoustic axes of both piezoelectric transduc-
ers intersect, the approximate dependence RP(z0, D/a)
on D/a (Fig. 3, curve 2) is close to that for the exact
solution at D/a < 2 (curve 1).

Thus, as follows from curves 1 and 2 in Fig. 3, the
correlation function RP of the signal from the heated
plane does not vanish when two circular piezoelectric
transducers overlap.

The shape of flat piezoelectric transducers does not
qualitatively influence the dependence of RP on the dis-
tance between the piezoelectric transducers. In the case
of a rectangular shape of piezoelectric transducers with
a width 2a (the x axis) and a length (the y axis) greater

RP z D/a,( ) D/a( )2–[ ]exp≈

× πa2/2λ( )2
D/a( )2 1/z 1/z0–( )2–[ ] ,exp

x

y

ρ1

–ρ0

1 2

A

ρ2

ρ

ϕ

O ρ0

Fig. 2. Scheme for calculating the correlated signal received
by two circular piezoelectric transducers (z < z0). The
description is given in the text.
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Fig. 3. Dependence of correlation function RP(z0, D/a) of
the signal from the plane z = z0, where the acoustic axes of
both piezoelectric transducers intersect, on the ratio D/a,
i.e., the ratio of the distance D between the centers of the
piezoelectric transducers to their radius a (curves 1 and 2
for circular piezoelectric transducers) or to the half-width a
(curves 3–6 for rectangular piezoelectric transducers) of
each of them. Curve 1 for circular piezoelectric transducers
is plotted for the exact solution (Eq. 15), and curve 2, for the
approximate one. Curve 3 for rectangular piezoelectric
transducers is plotted according to Eq. (19), and curves 4–6,
according to Eq. (18). Curves 1–3 are plotted for a mono-
chromatic signal (the relative transmission bandwidth of the
circuit is δf/f0 = 0) and curves 4–6, for the values δf/f0 =
0.05, 0.2, and 0.4. The parameters are a = 5 mm and λ =
0.75 mm.
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Fig. 4. Dependence of correlation function RP of thermal
acoustic radiation from a flat blackbody on the relative dis-
tance z/z0 to it for different values of the ratio D/a for focus-
ing, rectangular, and circular piezoelectric transducers (the
dependences for circular transducers are indicated by cir-
cles). Curves 1–3 correspond to D/a = 0.5, 1, and 1.5. The
parameters are a = 5 mm, λ = 0.75 mm, and z0 = 25 mm.
than the width, the problem becomes one-dimensional
and the velocity potential of the waves formed by each
piezoelectric transducer (fixed in a rigid screen) has the
form [25]

(17)

where u0 is the velocity potential at the surface of a
piezoelectric transducer. Using Eq. (17) and the same
change of variables as in deriving Eq. (14), we obtain a
correlation function for rectangular piezoelectric trans-

ducers (z, D/a). In this case, we take into account
the signal nonmonochromaticity, which is a generaliza-
tion of Eqs. (14) and (15) for circular piezoelectric
transducers:

(18)

In the particular case of a monochromatic signal (δf/f0 =
0), this function has the form

(19)

where the function sinc(ν) = sin(πν)/(πν). Here, we
used the formula θ0 = D/2(1/z – 1/z0).

In the distance range z > 4a2/λ, where the Fraun-
hofer approximation is valid, the approximate expres-

sion (z, D/a) ≈ (1 – D/2a) for D ≤ 2a (curve 3 in
Fig. 3) follows from Eq. (19). This is a consequence of
the fact that the argument of the function sinc is suffi-
ciently small (the term depending on the ratio D/a does
not exceed the maximal value equal to 0.25), so that the
value of the function sinc is approximately equal to
unity. Thus, the correlation function is nonzero only
when the distance between two piezoelectric transduc-
ers is smaller than their width, as for circular piezoelec-
tric transducers (curves 1 and 2).

The nonmonochromaticity of the signal only
slightly affects the dependence of the correlation func-

tion  on the relative distance D/a between the

piezoelectric transducers. The dependence  on D/a
calculated numerically using Eq. (18) for different rel-
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Fig. 5. Dependences of the relative value of the correlated signal COR(x, z) on the x coordinate in several planes separated from the
transducer by the relative distances z/z0 = (1) 0.5, (2) 0.75, (3) 1, (4) 1.25, (5) 1.5, (6) 1.75, and (7) 2 for D/a = 1. The curves for
rectangular piezoelectric transducers are indicated by solid lines and those for circular piezoelectric transducers, by dots. The curves
are normalized to the value of COR(x, z) at z = z0. The zero level of each curve (at x  –∞) is shifted upwards to the distance
equal to the ratio z/z0 for a corresponding plane (0.5, 0.75, etc.) for convenience in presenting the results. The parameters are a =
5 mm, λ = 0.75 mm, and z0 = 25 mm.
ative transmission bandwidths of the circuit δf/f0 = 0.05,
0.2, and 0.4 (curves 4–6, respectively) is slightly differ-
ent from curve 3 for the monochromatic case. The
expansion of the frequency band in comparison with
the monochromatic case changes the dependence form
for D/a > 2 only when the values of the correlation
function are small.

Thus, a nonzero correlation signal from a heated
plane can be measured only when the piezoelectric
transducers overlap partially. The inclusion of the sig-
nal nonmonochromaticity does not qualitatively change
this result.

Now, let us consider the possibility of the correlation
signal localization in depth. As follows from Eqs. (19)
and (16), two flat and even partially overlapping trans-
ducers cannot provide the localization in depth. The
point is that the necessary condition for signal reception
from the Fraunhofer zone is the large value of the
parameter S = zλ/a2 > 1 [25]. However, at such values
of this parameter (the Fresnel parameter), the depen-
dence of the correlation function on the distance z
becomes very weak for both the function sinc [Eq. (19)]
and the Gaussian function of Eq. (16). Therefore, it is
expedient to use focusing piezoelectric transducers that
do not have the aforementioned limitations for the
value of S.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
For the sensors of a two-element interferometer in
the form of focusing piezoelectric transducers, the
dependence of the directivity pattern on the scanning
angle is given by the same formula as for flat piezoelec-
tric transducers in the Fraunhofer zone. The difference
is that the corresponding expressions can be used for
small values of the parameter S = zλ/a2 < 1 [25]. For

example, the correlation function (z, D/a) for the
focusing rectangular piezoelectric transducers is also
described by Eq. (19). The dependence of the correla-
tion function on the distance z has a peak in the plane z0

where the acoustic axes of both piezoelectric transduc-
ers intersect (Fig. 4, the solid lines) and the strongest

dependence (z, D, a) is observed for z < z0. The

maximal value of  decreases as the distance
between the piezoelectric transducers grows (curves 1–3
corresponding to the ratios D/a = 0.5, 1, and 1.5,
respectively), which agrees with the results given in
Fig. 3.

The shape of the piezoelectric transducers has a
weak effect on the dependence of the correlation func-
tion on the distance (circles in Fig. 4 indicate the curves
that are plotted for a pair of focusing circular piezoelec-
tric transducers according to Eq. (16) for the same val-
ues of the ratio D/a).

RP
2( )

RP
2( )

RP
2( )
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A comparatively small decrease in the correlation
function for a heated plane at z > z0 is presumably
related to the increase in the spatial region from which
the correlated signal is received by the two-element
interferometer. Let a narrow heated strip with the width
∆ and orientation along the y coordinate move along the
x coordinate in its field of observation, and let us con-
sider the change in the correlated signal COR∆(x, z).
Deriving the corresponding formula for a two-element
interferometer with circular transducers, we perform
the integration in Eq. (14) only over the y axis, reduce
the integrand with the help of the approximation given
by Eq. (12), and normalize the resulting dependence to
the value corresponding to the coordinates x = 0 and
z = z0. In this case, we obtain

(20)

In deriving the analogous dependence (x, z)
for rectangular piezoelectric transducers, the integrand
in Eq. (18) normalized to the corresponding value at
z = z0 is used.

In the case of fixed values of z, the dependences of
the relative value of the correlated signal COR(x, z) on
the x coordinate are similar for both types of piezoelec-
tric transducers. Figure 5 shows these dependences for
D/a = 1 and for the planes located at the distances z =
z0 = (1) 0.5, (2) 0.75, (3) 1, (4) 1.25, (5) 1.5, (6) 1.75,
and (7) 2 from the transducer. The case of circular
piezoelectric transducers is indicated by dots. For better
illustration, the initial level of each of the curves for the
strips away from the acoustic axis of the system (for-
mally, at x  –∞) is shifted upwards to the distance
equal to the ratio z/z0 for the corresponding plane (0.5,
0.75, etc.). One can see that the dependences COR(x, z)
on the x coordinate have a distinct maximum in the
focal region [z = (0.75–1.25)z0, curves 2–4], which van-
ishes away from it [z ≤ 0.5z0 and z ≥ (1.5–2)z0, curves 1
and 5–7]. It is necessary to note that the agreement
observed for both types of piezoelectric transducers in
the focal plane (curves 2–4) is good, and it is much
worse outside it. Probably, this difference is connected
with the utilization of the approximate formula for cir-
cular piezoelectric transducers.

From Fig. 5, one can see that, at z > z0, the relative
width of the region from which the correlated signal is
received increases considerably: from x = ±2λ at z = z0
to the triple value x = ±6λ at z = 2z0, although the value
of the correlated signal decreases significantly in this
case. Apparently the small decrease in the correlation
function RP formed by a heated plane at z > z0 is con-
nected with the expansion of the region where the cor-
related signal comes from.

COR∆ x z,( )
z0

z
---- πa/λz( )2–{exp=

× D/2( )2 1 z/z0–( )2 x2+[ ] } 2π D/λ( ) x/z( )[ ] .cos

COR∆
2( )
Thus, focusing overlapping piezoelectric transduc-
ers used as elements of a two-element interferometer
provide an opportunity to obtain a spatially localized
correlated signal of thermal acoustic radiation from
two-dimensional objects. This result does not depend
qualitatively on the shape of the utilized elements of the
two-element interferometer. Thus, the directivity pat-
tern of a passive acoustic thermotomograph using no a
priori information on the absorption coefficient of the
medium [20] can be realized. The technological diffi-
culty connected with the need to bring the centers of
two piezoelectric transducers close to each other can be
easily overcome by using various types of acoustic
gratings. One can expect that this conclusion will also
be valid for the measurements of correlation properties
of thermal acoustic radiation emitted by three-dimen-
sional bodies.
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Abstract—Experimental data are presented on the fine structure of the sound field in an underwater sound
channel for low and infralow sound frequencies. The experiments are performed in the Black Sea, on a
600-km-long path, with explosive sound sources. The intensity, space–time, and frequency characteristics of
the sound field are analyzed. The geometric dispersion of the first normal wave is experimentally studied. The
role of the channel inhomogeneities in the violation of the sound field coherence is determined for different fre-
quency bands. On the basis of the experimental data, the vertical distribution of the critical frequencies of the
waveguide is obtained, and the validity limits are established for the wave and ray calculation methods. The
applicability of the phase methods for calculating the sound fields in waveguides with dispersion is discussed.
The frequency–angular dependence of the effective sound attenuation coefficient in an underwater waveguide
is revealed and explained. © 2002 MAIK “Nauka/Interperiodica”.
Reliable data on the fine structure of the sound field
at long and extra-long distances in underwater
waveguides are still of high priority in ocean acoustics.
These data are required to understand the physical
meaning of the processes that occur in the ocean and to
solve certain engineering problems. To that end, the
main task is to establish the predominant features of the
sound field (in appropriate frequency bands), which
determine the stable field structure governed by the
deterministic ocean inhomogeneities, and the irregular
field components governed by random ones. Starting
from the 1950s, the author of this paper developed
methods for studying sound field structure on the basis
of separating and identifying the field components in
their propagation times, arrival angles, and frequencies.
The methods developed enabled us to establish and, on
the basis of the fundamental works of L.M. Bre-
khovskikh [1], theoretically explain the features of the
fine structure of the sound field for various ocean
regions, as well as study the mechanisms that produce
the fine structure [2–7]. In particular, the following
items were studied and analyzed on this basis: the
nature and the frequency behavior of the sound field in
the shadow zone, the wave activity in the upper ocean
layers, the space–time and frequency dependences for
the total duration (the “elongation” time) of the signal
at different ranges and depths, the possibility for the
inverse problems of ocean acoustics to be solved, a ray
technique for determining the coordinates of a sound
source (from the sound field structure), the phenome-
non of prereverberation, the angular width of the (for-
ward) scattering diagram for the refracted field compo-
nents (under the influence of volume inhomogeneities
and surface waves), and the frequency dependence of
1063-7710/02/4805- $22.00 © 20598
the lengths of refraction cycles with the associated fre-
quency dependences for the distances from the source
where far convergence zones take place.

This paper considers the space–time structure of the
sound field and the power “capacity” of the underwater
sound channel in certain frequency bands (a 1/3-octave
filter is used). We also study the “geometric” dispersion
of the sound speed in the underwater channel and the
degeneration of the refraction ability of the channel,
consider the phase stability of the wave fronts in the
waveguide with dispersion, analyze the conditions of
the formation of normal waves in a real underwater
channel, study the origin and mechanisms for the regu-
lar field components to lose their coherence as func-
tions of frequency and range, experimentally determine
the critical frequencies for different waveguides and the
frequency limits of validity for the ray computation
technique along with the limits for using the intensity
summation to calculate the sound field in a waveguide
with dispersion, and reveal and explain the frequency–
angular dependence of the effective attenuation coeffi-
cient for an underwater sound channel.

The experiments were performed in the central
region of the Black Sea on a path 600 km in length. The
path was oriented in the latitudinal direction at an angle
of 285° relative to the receiving vessel with a sea depth
of 200 m. The hydrological environment was rather
steady along the path. The sound speed profile showed
a stable underwater sound channel with its axis at the
depths 30–50 m and a weakly pronounced surface
channel of 5–20 m in thickness. The measured sound
speed profiles along the path are presented in Fig. 1.
The sea state was Beaufort 1–3. The research vessels
drifted at the reception and transmission points. The
002 MAIK “Nauka/Interperiodica”
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distance between the vessels was determined by navi-
gational means and recalculated from the measured
propagation times of the sound signals. As the sound
sources, explosive charges (120 pieces weighing 2.5 kg
each) were used. The charges exploded at depths of
10−80 m and at distances of 150, 300, and 600 km. The
signals were received by omnidirectional hydrophones
at depths of 10, 35, 50, and 80 m. The signals were ana-
lyzed at frequencies ranging from 1 Hz to 5 kHz.

To analyze the space–time and power–frequency
structures of the sound field and the dispersion proper-
ties of the waveguide, let us consider a low-frequency
broadband record obtained at a distance of 600 km. The
typical shape of the explosion-generated signal received
near the channel axis is shown in Fig. 2 for 35-m and
50-m depths of explosion and reception, respectively.
The abscissa axis represents the running time, with a
linear scale of the signal amplitude on the ordinate axis.
The record contains frequencies ranging from 1 to
300 Hz. In the figure, vertical lines are the time marks
separated by 100 ms.

The sets of the received signal components corre-
sponding to the ray quartets for the low and infralow
sound frequencies are produced by the shock wave and
by two oscillations of the gas bubble. The sets are
formed purely by water rays: there are no surface and
bottom reflections. At the beginning of the record, sep-
arate regular components of two sets can be noticed that
are generated by the shock wave (signals 1, 2, 3, …)
and first oscillation (signals 1', 2', 3', …) with a period
of 125 ms. The components produced by the second
oscillation have levels which are lower by 10–15 dB
than that of the shock wave; they are masked by the lat-
ter and weakly pronounced in the record. The signal
elongation in the broad band, which is governed by the
high-frequency components, is 4.95 s (5.2 s in view of
the oscillations). The differences in the delay times are
250, 240, 200, … ms for the initial regular components.
For subsequent components, these differences decrease
and tend to zero in the limit.

The received sound pressure as a function of time
can be associated with a quasi-sinusoidal function that
represents the geometric dispersion of the sound speed
in the channel. The quasiperiod of this function is equal
to the doubled difference in arrival times of the signals
in the quartets of rays, for which the number of cycles
differs by one. The measured levels of separate compo-
nents, which are governed by the focusing factors,
change by 3–4 dB. In the domain of fully-developed
dispersion (the frequencies 40–300 Hz), the general
signal level increases by less than 2–3 dB because of
the in-phase summation of the regular components. At
high frequencies, the characteristic angles (i.e., the
angles at which the channel axis is crossed) are within
the range ±14° for the rays captured by the waveguide.
In the low-frequency band, this angular range strongly
depends on the frequency and tends to zero at the criti-
cal frequency of the entire waveguide.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
At the beginning of the record, separate components
that are caused by the shock wave are graphically com-
pared with the quasi-sinusoid corresponding to the low-
est frequencies of the refracted waves. For the compo-
nents to be summed nearly in phase and for the disper-
sion to be well pronounced in the low-frequency
spectrum, it is required that the distance be much longer
than 600 km. According to the critical frequency of the
entire waveguide, the distance must be sufficient to pro-
vide equal differences in the arrival times of the first
and second, as well as the second and third, signal quar-
tets, which is the condition that can be met nowhere but
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Fig. 1. Vertical profiles of the sound speed along the exper-
imental path at the distances (1) 0, (2) 150, (3) 300, and
(4) 600 km in the Black Sea.
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(1, 2, …) individual arrivals of the quartets generated by the shock wave, and (1', 2', …) quartets of the first gas-bubble oscillation.
f0 = 100 Hz.

(a)

(b)

(c)

(d)
at an infinite range. Within the limit, this time is equal
to the difference in the propagation times for the high-
frequency signals propagating over the channel axis
and the limiting ray (within a single ray cycle). Being
doubled, this value determines the limiting critical fre-
quency of the entire waveguide; for the case at hand, it
is equal to 1.8 Hz. The components arriving later prop-
agate in the layers that are closer to the channel axis and
govern the dispersion and critical frequencies for
higher frequency components of the spectrum. In con-
trast to a shallow sea where high frequency components
of the water signal are the first to arrive, low frequency
components and signals of higher modes are the forerun-
ning ones in an underwater (surface) channel [1, 8, 9].

Time intervals in the signal quartets are governed by
the positions of the source and the receiver. With the
chosen depths of these positions, a visual resolution of
separate components is difficult. Several initial quartets
are the exception, in which each individual signal can
be resolved. For the first quartet, the total signal broad-
ening is 80 ms at a distance of 600 km corresponding to
16 full ray cycles. At a distance of 37 km, i.e., within
the first cycle, this value equals 5 ms. As a function of
range and number of cycles, the signal duration
increases according to the law close to the square one
and exhibits a saw-tooth behavior with a period equal to
the length of the limiting cycle. At fixed characteristic
angles, the delay times in the quartets and between
them grow linearly with distance. Strictly discrete
space–time and angular structures of regular compo-
nents exist in layered waveguides. This fact allows one
to solve inverse problems of ocean acoustics, namely,
to determine the source coordinates [5] and to recon-
struct the channel parameters from the sound field
structure.

With the reception frequency band broadened up to
2–5 kHz, the shapes of separate components consider-
ably change: first, the front steepness in the quartets
increases, and, second, the dispersion, which is quite
pronounced in the low-frequency range (Fig. 2), is
masked by additional signals and becomes less notice-
able. Such a situation is caused by enriching the regular
components with high frequencies and, correspond-
ingly, by the higher contribution of prereverberation
[2–7]. As a result, starting from the initial five to ten
regular components, the intercomponent time intervals
are filled with prereverberation signals. The near-axis
components are the ones that change most signifi-
cantly: the levels of regular and prereverberation com-
ponents become equal in this case. Here, in the tail frac-
tion of the signal set, a continuous noise-like system of
regular and incoherent components is formed with a
uniform probability distribution of the phases and
amplitudes for characteristic angles ranging from 0° to
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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Fig. 3. Structure of the explosion-generated signals in the underwater sound channel for various distances and frequencies. The explo-
sion depth is 35 m and the reception depth is 50 m. The distances are (a) 150 km (frequencies 80–2000 Hz), (b) 300 km (60–1000 Hz),
and (c) 600 km (40–800 Hz). Curves 1, 2, and 3 approximate the first, second, and third normal waves. The analysis is performed in
the 1/3-octave frequency band.
±5°–7°. The only exception occurs for the terminal
fractions of the signal sets produced by the first gas-
bubble oscillations (which are poor in their high-fre-
quency contents): here, the dispersion is quite pro-
nounced at frequencies 80–300 Hz. The difference in
levels of the signals generated by the shock wave and
the first oscillation is 15, 10, and 6 dB at the distances
150, 300, and 600 km, respectively, in a broad fre-
quency band (20 Hz to 5 kHz). In the narrow low-fre-
quency band (1–300 Hz), this value is 3–4 dB.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
The broadband analysis yields most general and
main qualitative characteristics of the sound field in the
underwater waveguide. To obtain the fine structure of
the field and fundamental quantitative relations, one
can use spectral analysis. To that end, signal records are
presented in Figs. 3a and 3b, which were obtained in
1/3-octave frequency bands, from 40 Hz to 2 kHz, with
the source and receiver located near the channel axis at
depths of 35 and 50 m, respectively. The signal ampli-
tudes are shown on a linear scale. The duration of the
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high-frequency signals is 1250, 2790, and 4950 ms at
distances of 150, 300, and 600 km, respectively. At lower
frequencies, this duration monotonically decreases and
becomes 1110, 2105, and 3100 ms at 40–80 Hz with a
fall to zero at the critical frequency (1.8 Hz) of the
entire waveguide (Fig. 2). At the high frequencies, the
first signals are resolved in time. Starting from the mid-
dle of the samples under consideration, the filtered sig-
nals overlap, and their levels increase. At lower fre-
quencies (40–200 Hz), the noticeable change in signal
shape is caused by high levels of the oscillations and
frequency responses of the filters. At the terminal frac-
tion of the samples, pronounced level elevations can be
noticed that are frequency dependent and represent the
dispersion properties of the channel; here, a nearly in-
phase summation of the regular components leads to
the formation of normal waves. The terminal maxima
correspond to the dispersion of the first normal wave.
Other, less pronounced, level elevations correspond to
the first and third modes (curves 2 and 3) and to the
fourth mode at a distance of 150 km (for the frequen-
cies 160 and 200 Hz).

At a distance of 150 km (Fig. 3a), the in-phase sum-
mation of the field components and the stable formation
of the first normal wave occur in the entire frequency
band from 80 Hz to 2 kHz. The positive propagation
anomaly reaches 15–25 dB in the maxima. The level of
the most intense “quasi-in-phase” components exhibit
different rates of decay in their propagation. Each indi-
vidual component decays with distance according to
the spherical law (with the focusing factors that are
close to zero). The normal waves (for monochromatic
processes) follow the cylindrical decay law. In the
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Fig. 4. Structure of the explosion-generated signals at a
distance of 300 km in the frequency band 80–2000 Hz.
The explosion depth is 16 m. The reception depth is 50 m.
The analysis is performed in the 1/3-octave frequency band.
The signal groups labeled by numbers 1–3 represent normal
waves of the corresponding ordinal numbers. Maxima a, b,
and c correspond to the shock wave and the two initial gas-
bubble oscillations.
experiments, we deal not with cw signals but with
pulsed broadband signals that undergo a dispersion.
Hence, the decay of the in-phase dispersing compo-
nents obeys the Airy law: J ~ r–5/3 [8]. The difference
in the decay laws leads to an accumulation of the differ-
ence in levels of the corresponding signals as the dis-
tance increases. By using the experimental amplitude
distributions of the single and phased components, one
can easily find the frequency dependence of the transi-
tion distance r0 [1] at which the spherical law changes
to the 5/3-law. If the distance 150 km can be considered
as allowable for the propagation anomalies of phased
components to be reliably estimated in the frequency
band 80–2000 Hz, we find that r0 falls within the range
0.5–5 km. As the frequency decreases, r0 increases up
to tens and even hundreds of kilometers. In accor-
dance with the decay law observed at the distances
100–150 km, the level difference between the compo-
nents corresponding to the unphased and phased signal
quartets must increase proportionally to the distance.
However, in real circumstances (even in the rather sta-
ble environment of the Black Sea), this behavior does
not persist. Moreover, the difference in levels of the
unphased and phased signals, which had been reached
at a distance of 150 km, decreases with distance instead
of increasing. The strongest decrease takes place as the
filtering frequency grows and the characteristic angles
of the near-axis components diminish. In this case, the
violation of the coherence and the strong attenuation of
the in-phase components lead to a decrease in their
level, which is much deeper than with the spherical
spread of the unphased components. Thus, while the
coherent components forming the first normal wave at
150 km can be observed with an anomaly of +15–25 dB
at all filtering frequencies up to 2000 Hz, and, at 300 km,
they are nearly invisible at the frequencies 600–800 Hz,
they fully vanish at the distance 600 km even at a fre-
quency of 500 Hz. So, there is a pronounced fre-
quency–angular dependence of the effective attenua-
tion coefficient for the near-axis components in the
underwater sound channel. The coherent components
that still exist at the frequencies 40–400 Hz and dis-
tance 600 km have a positive propagation anomaly,
which does not exceed 10–15 dB, this value being
much lower than the anomaly at the 150-km distance.
For certain values of the waveguide thickness, the
decrease in levels of the near-axis components reaches
30–50 dB and even higher at frequencies lower than the
critical one, thereby corresponding to the decay law
J ~ r –4 [1]. On average, the decrease in levels of the
near-axis components is 0.02–0.05 dB/km (relative to
the spherical decay law) at 80–400 Hz for the whole
path. At high frequencies, this value reaches 0.07–
0.09 dB/km.

Figure 4 illustrates the structure of the sound field at
different frequencies within 80–2000 Hz. These data
were obtained at the distance 300 km with the near-sur-
face sound source (at a depth of 16 m) and the near-axis
receiver (50 m). In this case, according to ray consider-
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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ations, the sound field structure should contain a single
signal quartet with a characteristic angle close to ±14°.
In fact, the sound field structure observed at the fre-
quencies 1000–2000 Hz is somewhat similar to the cal-
culated one. However, even at these frequencies, the
field structure contains the second and following signal
quartets, which manifest themselves as diffraction com-
ponents. Their amplitudes are lower by 10–15 dB than
the level of the direct signal. At a frequency of 800 Hz,
the number of quartets increases to three, and up to ten
additional quartets are present as the diffraction compo-
nents. At the frequencies 320 and 500 Hz, a full set of the
refraction signals exists, including all near-axis compo-
nents that are allowed by the waveguide at these fre-
quencies. In the ray approximation, such a structure can
exist only when both source and receiver are located at
the channel axis. Similar to Fig. 3 (at near-axis posi-
tions of the source and receiver), the same frequency
dependences of the field amplitude and time intervals
take place at frequencies of 80–320 Hz. In the terminal
parts of the signal sets, the in-phase components mani-
fest themselves as the maxima with decreasing ampli-
tudes. They correspond to the first mode and are caused
by the shock wave and two initial gas-bubble oscilla-
tions with periods of 185 and 165 ms. The maxima that
correspond to modes of the first and second numbers
can also be noticed. The amplitudes in the maxima of
the first normal wave are higher by 10–15 dB than those
of the unphased signals. The same structure of the
sound field can be observed when positions of the
source and receiver are interchanged.

From the aforementioned data obtained at sonic and
infrasonic frequencies, the conclusion can be drawn
that the ray theory fails to describe the power and
space–time characteristics of the low-frequency sound
field up to 500–1000 Hz in the underwater sound chan-
nel. At frequencies lower than 100–500 Hz, the under-
water channel degenerates into a surface one with a
pseudo-uniform near-surface layer of some thickness,
where an effective minimal sound speed exists. This
layer covers horizons above and, partially, below the
channel axis. The low-frequency components of the
sound field do not undergo refraction in the upper lay-
ers. In this frequency band, the field structure is formed
by the components that are refracted at deeper layers of
the channel. The experimental data obtained for the fre-
quency dependences of the time and amplitude struc-
tures of the sound field can be explained by nothing but
wave considerations. With these data, the limiting fre-
quency (which limits the ray approximation validity) is
about 2–2.5 kHz. According to the validity criterion [9]
for the ray considerations, the limiting frequency, at
which the refraction phenomena hold when the signal
passes the discontinuity layer at low grazing angles, can
be found from the relation f = 0.4Ch–1(∆C/C)–0.5,
where C is the sound speed and h is the thickness of
the discontinuity layer. For h = 5 m and the difference
in sound speeds ∆C = 37 m/s, the critical frequency is
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
f = 750 Hz, this value being an octave lower than the
experimental one. Similar features of low-frequency
sound field formation are typical of other ocean regions
as well. The only parameters that can change from
region to region are the range of critical frequencies and
the frequency band within which the in-phase summa-
tion of the coherent components occurs and, hence,
normal waves can form. In the northwestern part of the
Pacific Ocean, for instance, the environment is more
variable, and the first normal wave can hardly exist
even at frequencies of 60–100 Hz [7].

In the high-frequency band, the mechanism of addi-
tional attenuation, which predominates at small charac-
teristic angles, can be attributed to the sound absorption
and scattering by the channel inhomogeneities. At low
frequencies, in contrast, the decrease in levels of the
near-axis components is caused by their mutual sup-
pression at frequencies lower than the critical ones (for
near-axis layers of certain thickness). The latter means
that there are no refraction components with low char-
acteristic angles in these layers of the channel. As the
frequency decreases, the angular range that retains the
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refraction components becomes narrower. At frequen-
cies lower that the limiting critical one (1.8 Hz in our
case), no such components are present in the channel.
The shallow-sea waveguide degenerates into a uniform
layer in which nothing can propagate but the waves that
correspond to straight-line rays [8].

To conclude with considering the structure of the
explosion-generated sound field, note that the ratios of
amplitudes in signals caused by the shock wave and
gas-bubble oscillations change from zero to 25 dB or
more at different frequencies. On average, the differ-
ence in the levels of the shock wave and the first oscil-
lation is 20–25 dB at 2 kHz, it does not exceed 10 dB at
400 Hz, and it is close to zero at 40–200 Hz. With other
masses of charges, these ratios are somewhat different.

By using the ray-calculated and experimental
space–time characteristics of the sound field in the
waveguide, one can easily analyze and explain the dis-
persion properties of the channel. The sequence of time
intervals separating individual signals in the observed
structures (Figs. 2–4), which can be calculated by using
ray theory (e.g., [4]), represent the frequency depen-
dence of the group velocity for the first normal wave.
The phase velocity is characterized by the sound speed
at the turning points of the rays whose characteristic
angles allow a certain normal wave to form at the fre-
quency at hand. The sequence of the arriving signal
quartets forms a periodic process whose period is equal
to the doubled difference in the arrival times of the two
adjacent components, which, by summing in phase or
out of phase, form the first normal wave at a certain fre-
quency. This frequency can be determined from the
relation

fn = 2(tn + 1 – tn)–1, (1)

where tn + 1 – tn is the difference in the arrival times for
the signals corresponding to two adjacent signal quar-
tets or to two adjacent maxima or minima in the disper-
sion curve (Fig. 2).

Equation (1) is identical to the relation determining
the critical frequency of the first normal wave in a sur-
face or underwater sound channel:

f = 3(l – 1/2)C0/8h(ah)0.5,

where h is the thickness of the surface waveguide, a is
the relative sound speed gradient given by the relation

 = ∆C/C0∆h, C0 is the sound speed at the channel axis,
and l is the ordinal number of the normal wave. For the
underwater channel with a bilinear sound speed profile,

 is the effective relative gradient of the sound speed

1/  = 1/  + 1/ ,

where  and  are the relative gradients in the layers
above and below the channel axis, h = h1 + h2 is the total
channel thickness, and h1 and h2 are the thicknesses of

ã

ã

ã ã1 ã2

ã1 ã2
the above-axis and below-axis water layers, respec-
tively.

To obtain a steady-state dispersion at a certain fre-
quency, a sufficiently long distance is required starting
from which the wave process can be treated as a steady-
state one. To meet the conditions for the in-phase sum-
mation of the components and the development of the
dispersion, it is necessary for the differences in arrival
times of successive signals to be equal to π at a given fre-
quency and for the differences in arrival times of signals
traveling over adjacent rays to tend to zero; i.e.,

∆t1 – ∆t2 = |∆tn – ∆tn – 1| – |∆tn + 1 – ∆tn|  0.

Within the limit, these conditions can be met only at
infinity. If the differences in the arrival times of three
adjacent components are less than the wave period or
equal to the half-period, the out-of-phase summation
takes place. As a result, the components completely
suppress each other. At each frequency, a specific angu-
lar range exists within which the waves can propagate
that arrive in phase or out of phase. Thus, a frequency
dependent signal structure is formed in the channel. At
high frequencies, the time of elongation of the signal
components (with explosion-generated signals, the dif-
ference in the times of the first and last near-axis arriv-
als) reaches its maximum, and the number of compo-
nents corresponds to the time interval calculated in the
ray approximation. As the frequency decreases, the
number of the signal components that contribute to the
sound field also decreases down to unity, and, corre-
spondingly, the duration of the signal set tends to zero
at the critical frequency of the entire waveguide. In
wave-theory calculations, the elongation time (the sig-
nal duration) is governed by the difference in the group
velocities at the frequencies corresponding to the first
normal wave. At a certain frequency, this time is deter-
mined by the number of relevant normal waves. The
signal duration will differ for different frequencies.
While at high frequency the range of characteristic
angles is ±14.2° for the waveguide-captured signals,
this range becomes smaller at lower frequencies and is
equal to zero at the lowest critical frequency of the
entire channel (we mean the refracted sound waves).
The aforementioned features of underwater sound
channels are important for calculating and predicting
the sound fields, especially in ray-approximation com-
putations. Thus, at high frequencies, several hundreds
of rays can arrive at a receiver at ranges of hundreds and
thousands of kilometers. At the same time, the low-fre-
quency signal structure can be formed by a few signal
components. These phenomena can cause errors in the
sound field computations if one does not allow for the
wave properties of the channel. Of course, wave-theory
calculations are free from such drawbacks.

The dispersion curve obtained from the experimen-
tal data (Fig. 2) is shown in Fig. 5a. The frequency is
represented by the abscissa axis. The ordinate repre-
sents the ratio of the group velocities of the first normal
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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wave to the sound speed at the channel axis. Figure 5b
presents the dependence of the duration of the signal set
on the frequency for a distance of 600 km with the
reception at the channel axis, and the critical frequen-
cies for the corresponding channel thicknesses deter-
mined by the characteristic angles shown in the plot. At
high frequencies, the duration of the signal set reaches
5 s, while it decreases as low as 4.15, 3.65, 2.25, and 1 s
at the frequencies 100, 50, 10, and 4 Hz, respectively.
The curve that approximates the critical frequencies
serves as the frequency-dependent boundary for the
channel filling with the components corresponding to
the refracted rays; this curve bounds the domain of
angles and frequencies, which allows one to use ray
considerations for computing the sound field in the
channel.

The recent paper by Buck et al. [10] studies the dis-
persion of normal waves by filtering them in shallow
and deep seas. Kuperman et al. [11] consider the
waveguide invariant B that governs the interference
structure of the sound field in the ocean medium and the
dependence of the group velocity on the phase velocity
for typical oceanic environments.

The attenuation mechanisms considered above for
the low- and high-frequency components in the
waveguide can be summarized as follows. Every signal
fraction in the dispersion curve corresponding to nar-
row angular and arrival-time ranges of in-phase sum-
mation of the components (the main condition for the
normal wave to form) is no longer than one period of
the wave at a given frequency. These limiting ranges of
angles and running times are strongly influenced by
various inhomogeneities and are most sensitive to weak
changes in the phases of the pair of interacting compo-
nents. Such a sensitivity is quite natural, because, to the
left of the aforementioned signal fraction (at lower fre-
quencies), time intervals lie where the components are
summed out of phase at a close frequency, and the
resultant sound field vanishes. To the right of that frac-
tion (at higher frequencies), the components are also
out of phase, and the signal is steadily suppressed to
yield a decay of the signal level according to the law
J ~ r–4 [1]. Thus, the time interval at hand is highly sen-
sitive to phase changes. For instance, to fully suppress
the first normal wave at a frequency of 1000 Hz, the
total difference in the propagation paths of the two
components should be as small as 0.75 m. Separate
unphased components characterized by a spherical
spread are not subject to such strict constraints and
exhibit low losses. The phase-caused suppression of the
near-axis coherent components completely excludes
them from the propagation process and determines the
critical frequencies for the corresponding waveguide
thicknesses.

At frequencies that are higher than the critical ones,
strong attenuation of the near-axis components is
caused by the processes of prereverberation, forward
scattering, and absorption in the inhomogeneous
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
medium. The near-axis components, which propagate
along short ray cycles and do not penetrate to deep hori-
zons, travel all the time in water layers where intense
turbulent mixing occurs. The inhomogeneities of tem-
perature, density, and sound speed lead to additional
attenuation and scattering, which were well studied by
Liebermann [12], Mintzer [13], Potter and Murphy [14],
Chernov [15], and many others. The components that
are summed in phase to form a normal wave at lower
frequencies travel mainly in deep water layers in which
nearly no inhomogeneities are present, and the addi-
tional energy losses caused by scattering and absorp-
tion are vanishingly small. The path traveled by these
components in near-surface inhomogeneous layers is
short in comparison with the total length of deep-water
ray cycles. For these components with large character-
istic angles, the scattering diagram is much narrower
than for the near-axis components.

The aforementioned origin of the higher attenuation
of the near-axis components in the high-frequency part
of the spectrum (due to the inhomogeneities concen-
trated near the channel axis) lead to a frequency-angu-
lar dependence of the effective absorption coefficient
that was previously unknown for an underwater sound
channel. The absolute values of such losses far exceed
those caused by dissipative processes. As the frequency
increases, the effect of additional attenuation becomes
stronger.

The experimental data presented in this paper reveal
a variety of phenomena governing the structure of the
sound field in the channel in a broad frequency band,
including the random processes caused by the channel
inhomogeneities. The data also lead to the conclusion
that, in randomly inhomogeneous waveguides, the
method of summing the energies of the signal compo-
nents, in view of the prereverberation and scattered sig-
nals, can be most fruitful.
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Abstract—An exact solution is obtained to the problem of sound diffraction by an elastic or impedance sphere
located near an impedance or elastic boundary of a halfspace. The problem is solved using the Helmholtz inte-
gral equation in which the field of a point source in the halfspace with an elastic boundary is used as the Green
function. The diffracted field is represented as a series expansion in spherical harmonics. The expansion coef-
ficients are determined from a set of independent algebraic systems of equations. The matrix coefficients of
these systems are determined as integrals of the products of the associated Legendre polynomials on the com-
plex plane with respect to the real and complex angles of the sound incidence on the halfspace boundary. To
decrease the number of such integrals, expansions using the Klebsh–Gordon coefficients are applied. As a
result, algorithms for calculating the scattered field in the halfspace are obtained. © 2002 MAIK “Nauka/Inter-
periodica”.
The scattering of a plane sound wave by a sphere
near a hard or soft screen was investigated in [1]. This
problem was considered in terms of the scattering by
two spheres with the use of the addition theorem.
Reviews of publications related to the scattering by
many objects and, in particular, by two spheres can be
found in [1, 2]. It was shown [1] that the calculation of
the Klebsh–Gordon coefficients appearing in the addi-
tion theorem for spherical harmonics presents the main
difficulty in obtaining a numerical solution for the scat-
tered field. This paper offers an efficient method for cal-
culating these coefficients, as well as the algorithms for
calculating the scattered field in the halfspace.

If the screen is neither acoustically hard nor acous-
tically soft, the problem cannot be reduced to the scat-
tering by two spheres. In this case, other methods
should be used. The consideration presented below is
concerned with the sound scattering by an impedance
or elastic sphere located near an impedance or elastic
halfspace. The surface of the halfspace may be covered
by an elastic plate. The sphere may exhibit either
impedance or elastic properties. In particular, it may be
covered by an elastic shell.

To illustrate the suggested method and to introduce
the notation, two approaches to the solution of a simple
and well-known problem of the diffraction of a plane
sound wave by an impedance sphere are presented
below.

†Deceased.
1 The paper was prepared for publication by M.D. Smaryshev and

V.E. Glasanov.
1063-7710/02/4805- $22.00 © 20607
CLASSICAL SOLUTION

Let a plane wave with the wave vector k be incident
on a sphere (Fig. 1a). The vector k is assumed to lie in
the xz plane, so that ϕ0 = 0. For an isolated sphere, one
can set θ0 = 0; however, if this sphere is located near a
screen, one should consider the case with θ0 ≠ 0. Hence,
the direction of the wave incidence does not coincide
with the direction of the z axis in this example. We rep-
resent the total sound pressure in the form

(1)

where

(2)

or (see, e.g., [2])

(3)

(4)

where r1, θ1, and ϕ1 are the coordinates of the observa-
tion point; bmn are the unknown coefficients; and

(5)

The total sound pressure p is related to the normal
velocity ν through the relationship

(6)

p pi ps,+=

pi ik x1 θ0sin z1 θ0cos+( )–[ ] ,exp=

pi 2
i–( )n

Nmn

----------- jn kr1( )
m n–=

n

∑
n 0=

∞

∑=

× Pn
m θ0cos( )Pn

m θ1cos( ) imϕ1( ),exp

ps bmnhn
1( ) kr1( )Pn

m θ1cos( ) imϕ1( ),exp
m n–=

n

∑
n 0=

∞

∑=

Nmn
2

2n 1+
--------------- n m+( )!

n m–( )!
--------------------.=

∂p
∂r1
------- iωρν.=
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Fig. 1. Coordinate systems for (a) the diffraction of a plane wave by a sphere in the free space, (b) the diffraction of a spherical wave
by a sphere located near the surface of a halfspace, and (c) the vector k2 in Eq. (23).
We represent these quantities on the sphere surface in
the form of the following series expansions:

(7‡)

(7b)

The coefficients amn and νmn are related as follows:

(7c)

where wn are the sphere impedances normalized by the
product ρc taken for the surrounding medium. These
impedances are independent of the spherical harmonic
number when the sphere surface is described by a nor-
mal impedance. Conversely, in the case of an elastic
sphere (e.g., an elastic shell), the impedances depend
on the aforementioned number. It should be noted that,
to describe the motion of the sphere, it is necessary to
know the mechanical impedances of only axially sym-
metric modes even in the case of an axially asymmetric
excitation. Hence, the impedances depend only on the
number n and are independent of the number m. Such
impedances of spherical shells for different exact and
approximate models can be found in [3, 4].

From Eqs. (1)–(7), one can obtain the coefficients

(8)

With the use of the identity

(9)

p amnPn
m θ1cos( ) imϕ1( ),exp

m n–=

n

∑
n 0=

∞

∑=

ν νmnPn
m θ1cos( ) imϕ1( ).exp

m n–=

n

∑
n 0=

∞

∑=

amn/νmn wn,–=

bmn 2
i–( )n

Nmn

-----------Pn
m θ0cos( )

jn ka( ) iwn jn' ka( )–

hn
1( ) ka( ) iwnhn

1( )' ka( )–
-----------------------------------------------------.–=

jn' ka( )hn
1( ) ka( ) hn

1( )' ka( ) jn ka( )– i/ ka( )2,–=
from Eqs. (3), (4), and (8), we obtain

(10)

Solution with the Use of the Helmholtz Equation

The total sound pressure must satisfy the Helmholtz
equation

(11)

where Q is the source strength, G is the Green function,
r0 is the position of the source, r1 is the position of the
observation point, and r2 is the point on the sphere sur-
face (Fig. 1b). The subscript 2 indicates that the differ-
entiation and integration in Eq. (11) are performed with
respect to the variable r2. In this section, we use the
free-space Green function

(12)

where r = |r0 – r1| for the first term on the right-hand
side of Eq. (11) and r = |r1 – r2| for the integrand. Since
we consider a plane wave, we can set r @ a in the first
term on the right-hand side. Then, we have

Thus, the first term takes on the form –ikρcQ ×

exp(–ik × r1). Assuming that the source gen-

erates the incident wave of unit amplitude, we obtain
the first term in the form coincident with Eq. (2).

amn 2
i–( )n

Nmn

-----------Pn
m θ0cos( )=

×
wn

ka( )2 hn
1( ) ka( ) iwnhn

1( )' ka( )–[ ]
------------------------------------------------------------------------.

p r1( ) ikρcQG r0 r1,( )–=

+ p r2( )
∂G r1 r2,( )

∂n2
-------------------------

∂p r2( )
∂n2

----------------G r1 r2,( )– S2,d

S

∫

G0
ikr( )exp

4πr
---------------------,=

kr kr0 k r1×( )–≈ kr0 k x1 θ0sin z1 θ0cos+( ).–=

ikr0( )exp
4πr0

------------------------
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On the sphere surface, we have

(13)

where p2 and ν2 are obtained from Eqs. (7a) and (7b) by
replacing the subscript 1 with the subscript 2. Then, we
can rewrite Eq. (11) in the form

(14)

In this section, we will use expression (12) as the
Green function in the integrand with both points
located at the sphere surface. However, differentiating
with respect to n2 requires that we first write the Green
function for different r1 and r2. If r is the vector whose
ends are described by the spherical coordinates (r1, θ1, ϕ1)
and (r2, θ2, ϕ2), we have [2]

(15)

To obtain a correct result, we must first differentiate
the Green function at the integration points r2 and then
set the observation point r1 tending to the surface. Con-
sequently, we must assume that r1 > r2 and take the
lower row of Eq. (14). Note that series (15) is divergent
at r1 = r2 = a; however, this fact does not prevent us
from obtaining the solution, because we can assume
that r1 is somewhat greater than r2 in the intermediate
rearrangements. In this case, the series converges, so
that we can reduce the orders of summation and inte-
gration and set r1 = a only in the final expressions.

Substituting Eqs. (3), (7a), (7b), (13), and (15) in
Eq. (14), we obtain

∂ p2
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Taking into account the orthogonality of the spherical
harmonics, we arrive at the expressions

(16‡)

(16b)

Equating the coefficients of the harmonics with identi-
cal indices, we represent the coefficients in the form

Applying identity (9) to the expression in square brack-
ets, we obtain Eq. (10).

The calculations with this approach are longer than
the classical solution. However, it allows one to solve
more complicated problems for a sphere located near a
plane screen.

Solution for a Sphere Located near a Screen

The following boundary condition can be written for
the screen surface:

(17)

where wp is the normalized impedance of the plane sur-
face. The reflection coefficient of the screen is

(18)

This expression does not restrict the further consider-
ation to surfaces with a normal impedance. Under the
assumption that the impedance wp is a function of the
angle of incidence θ, all expressions remain valid not
only for the impedance plane, but also for an arbitrary
elastic surface. For example, in the case of a liquid–liq-
uid interface, we can write

(19‡)
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where the subscript 1 refers to the parameters of the
medium in the lower halfspace.

For a liquid–solid interface, we have

(19b)

where

and the subscripts l and t indicate the parameters of the
longitudinal and transverse waves, respectively, in the
lower halfspace.

For a thin elastic plate positioned at a liquid–liquid
interface, we obtain

(19c)

where M = ρmhm is the surface density of the plate, cb is
the velocity of the bending wave, and the subscript 1
indicates the parameters of the medium in the lower
halfspace.

In all the examples presented above, the angle θ
should be determined not only for real but also for com-
plex values.

We use Eq. (11) and represent the integral as the

sum  + , where Ssph and Spl denote the sphere

surface and the plane surface, respectively. We chose
the Green function to satisfy the boundary condition at
the plane surface

(20)

which coincides with the boundary condition for the
sound pressure. In this case, the integral over the plane
disappears, and we can integrate only over the sphere
surface.

Now, we present several forms of the Green func-
tion. Consider a vector of length r between two points
with the respective coordinates

(Fig. 1b). For the free space, the Green function can be

wp wl 2θt/ θtcoscos
2

wt 2θt/ θt,cossin
2

+=

wl ρ1cl/ ρc( ); wt ρ1ct/ ρc( ),= =

θlcos 1 cl/c( )2 θsin
2

– ,=

θtcos 1 ct/c( )2 θsin
2

– ,=

wp iωM 1 cb/c( )4 θsin
4

–[ ]–{=

+ ρ1c1/ θ1cos } / ρc( ),

Ssph∫ Spl∫

G
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ik
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∂z
-------

z b–=
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x1 r1 θ1 ϕ1, y1cossin r1 θ1 ϕ1,sinsin= =

z1 r1 θ1 andcos=

x2 r2 θ2 ϕ2, y2cossin r2 θ2 ϕ2,sinsin= =

z2 r2 θ2cos=
represented in the form [5]

(21)

where α = ksinθcosϕ, β = ksinθsinϕ, and γ = kcosθ.
The angles θ and ϕ determine the direction of an ele-
mentary plane wave, including the case of complex-
valued angles θ. Every plane wave is reflected from the
screen with the reflection coefficient given by Eq. (18)
and a phase shift of 2ibγ. Hence, the Green function for
an elastic halfspace can be written in the form

(22‡)

The exponent in the second term is not negative, and we
can omit the sign of the absolute value. It can be easily
verified that the function determined by Eq. (22a) satis-
fies boundary condition (20).

Now, we write several useful representations of the
Green function. We rearrange the first factor in the inte-
grand of expression (22a) into the form exp(iklsinθcos(ϕ –

ψ)), where l =  is the pro-
jection of r on the xy plane; cosψ = (x1 – x2)/l; and l1
and l2 are the projections of r1 and r2, respectively.
Then, we use the expression

to obtain

Using the formulas J0 = (  + )/2 and (–u) =

(u), we can reduce the latter integral to an integral
along a symmetric path [5]:

(22b)

Now, we represent the Green function in the form of
a series expansion in spherical harmonics. We write
Eq. (22a) as G = G0 + G1, where G0 is the Green func-

G0
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tion given by Eq. (21) for free space and G1 is the
remainder. The first term is determined by Eq. (15) in
which the lower row is used. Consider the second term
and represent it in the form

(23)

where the vector k2 is directed as shown in Fig. 1c. In
the integrand, plane waves can be represented in the
form of the following expansions:

Substituting these two expressions in Eq. (23), we
replace the summation indices n, m with n1, m1 and n2,
m2 and use Eq. (16b). Then, only the terms with m1 =
–m2 = m will be retained, and one of sums will disap-
pear. Using the formula

(24)

we obtain

(25)

where

(26)

To determine the values of n1 and n2, we use the fact
that the index |m| cannot exceed the minimal values of
n1 and n2. Thus, the summation runs in the region m =
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±nmin, where nmin = Min(n1, n2). Using Eq. (15) with the
lower row and Eq. (25), we replace n2 with n to obtain

(27‡)

where

(27b)

In the case r2 > r1, we should use formula (15) with the
upper row. Then, we obtain

(27c)

Now, let us represent the total sound field on the
sphere surface as the expansion

(28)

where the subscript 1 refers to the observation point on
the sphere surface and the subscript 2 refers to the inte-
gration point on this surface. Using boundary condi-
tions (7b), from Eq. (11) we obtain

(29)

Let the point r1 tend to the sphere surface. Substituting
Eq. (27a) in integral (29) and replacing m and n in the
first sum with q and s, respectively, we obtain

G
ik
2π
------ 1

Nmn

--------- jn kr2( )Pn
m θ2cos( )

m nmin–=

nmin

∑
n 0=

∞

∑=

× im ϕ1 ϕ2–( )[ ] hn
1( ) kr1( )Pn

m θ1cos( )[exp

+ 2in 1–( )msnm r1 θ1,( ) ] r1 r2>( ),

smn r θ,( ) i
n1 jn1

kr( )
f n1 n,

m

Nmn1

-----------Pn1

m θcos( ).
n1 0=

∞

∑=

G
ik
2π
------ 1

Nmn

--------- jn kr1( )Pn
m θ1cos( )

m nmin–=

nmin

∑
n 0=

∞

∑=

× im ϕ1 ϕ2–( )[ ] hn
1( ) kr2( )Pn

m θ2cos( )[exp

+ 2in 1–( )msnm r2 θ2,( ) ] r2 r1>( ).

p r1 2,( ) amnPn
m θ1 2,cos( ) imϕ1 2,( ),exp

n m–=

m

∑
n 0=

∞

∑=

p r1( ) –ikρcQG r0 r1,( ) amn

m n–=

n

∑
n 0=

∞

∑
Ssph

∫+=

× Pn
m θ2cos( ) imϕ2( )

∂G r1 r2,( )
∂n2

------------------------
ik
wn

------G r1 r2,( )+ dS2.exp

sph

∫ i ka( )2

2π
-------------- asqPq

s θ2cos( ) isϕ2( )exp
s q–=

q

∑
q 0=

∞

∑
0

2π

∫
0

π

∫=

× 1
Nmn

---------Pn
m θ2cos( ) jn' ka( ) i

wn

------ jn ka( )+
m nmin–=

nmin

∑
n 0=

∞

∑

× im ϕ1 ϕ2–( )[ ]exp hn
1( ) ka( )Pn

m θ1cos( )[

+ 2in 1–( )msmn a θ1,( ) ] θ2dθ2dϕ2.sin
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The integration with respect to θ2 and ϕ2 is carried out
with the use of the orthogonality of spherical harmonics
[see Eqs. (16a) and (16b)]. Then, two sums disappear,
and we have

(30)

Substituting Eqs. (27a), (28), and (30) in Eq. (29), we
obtain the relationship

(31)

Let us perform the following rearrangements:

(i) Normalize the sound pressure in the incident and
scattered waves by the sound pressure generated by the
source in free space at the distance r0, i.e., divide the
first term on the right-hand side by

(32)

(ii) Replace n with q and then n1 with n in the three-
fold sum containing the factor smn(a, θ1).

(iii) Replace m with –m in the sums containing the
factor exp[(im(ϕ0 – ϕ1)] and take into consideration
Eqs. (5) and (24). Equating the coefficients of spherical

harmonics (cosθ1)exp(imϕ1) with the same indices,

sph

∫ i ka( )2 amn jn' ka( ) i
wn

------ jn ka( )+
m nmin–=

nmin

∑
n 0=

∞

∑=

× imϕ1( ) hn
1( ) ka( )Pn

m θ1cos( ) 2in 1–( )msmn a θ1,( )+[ ] .exp

amnPn
m θ1cos( ) imϕ1( )exp

m n–=

n

∑
n 0=

∞

∑ k2ρcQ
2π

----------------=

× 1
Nmn

--------- jn ka( )Pn
m θ1cos( ) im ϕ0 ϕ1–( )( )exp

m nmin–=

nmin

∑
n 0=

∞

∑

× hn
1( ) kr0( )Pn

m θ0cos( ) 2in 1–( )msmn r0 θ0,( )+[

+ i ka( )2 amn jn' ka( ) i
wn

------ jn ka( )+
m n–=

n

∑
n 0=

∞

∑

× hn
1( ) ka( )Pn

m θ1cos( ) imϕ1( )exp

+ i ka( )2 amn jn' ka( ) i
wn

------ jn ka( )+
m nmin–=

nmin

∑
n 0=

∞

∑
× imϕ1( )2in 1–( )msmn a θ1,( ).exp

p0 ikρcQ
ikr0( )exp

4πr0
------------------------.–=

Pn
m

we obtain

Using identity (9), after some rearrangements we
obtain the system of algebraic equations

(33)

(34)

(35‡)

where δqn is the Kronecker delta. Without the loss of gen-
erality, we can assume that the source lies in the xz plane,
i.e., ϕ0 = 0. In this case, using Eqs. (5), (24), and (33) and

introducing new coefficients  = amn (cosθ1), one
can show that the terms in Eq. (33) are symmetric
under the transformation m  –m. Thus, we can
limit our consideration to the values of m from the
interval (0, min(q, n)).

As a result, we obtain a set of independent systems
of equations of different orders. The first system corre-
sponding to m = 0 has all rows and columns. In the sec-
ond system corresponding to m = 1, the first row and the
first column are absent. In the third system correspond-
ing to m = 2, two rows and two columns are absent, and
so on. If we limit the maximal value of n by the value
nmax, the last system corresponding to m = nmax will con-
tain only one term in which m–n–q–nmax.

amn
1

Nmn

---------i2kr0 jn ka( ) ikr0–( ) imϕ0–( )expexp=

× hn
1( ) kr0( )Pn

m θ0cos( ) 2in 1–( )msnm r0 θ0,( )+[ ]

+ i ka( )2amn jn' ka( ) i
wn

------ jn ka( )+ hn
1( ) ka( )

+ 2i ka( )2in jn ka( ) 1–( )m

× iqamq jq' ka( ) i
wn

------ jq ka( )+
f q n,

m

Nmn

---------.
q 0=

∞

∑

amqZq n,
m

q 0=

∞

∑ cmn, n 0 1 …∞, ,( ),= =

m Min q n,( )– …Min q n,( ),( );=

Zq n,
m 2in q+ 1–( )m=

×
jq ka( ) iwa jq' ka( )–

hn
1( ) ka( ) iwahn

1( )' ka( )–
-----------------------------------------------------

f q n,
m

Nmn

--------- δqn;+

cmn

2ikr0 ikr0–( ) imϕ0–( )expexp

ka( )2Nmn

-----------------------------------------------------------------------=

×
wn

hn
1( ) ka( ) iwnhn

1( )' ka( )–
-----------------------------------------------------

× hn kr0( )Pn
m θ0cos( ) 2in 1–( )msmn r0 θ0,( )+[ ] ,

ãmn Pn
m
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If the screen is absent, we should set A(θ0) = A(θ1) =
0. The coefficients  disappear, and the systems
retain only the diagonal terms from Eq. (33). In this
case, we obtain Eq. (10) for a sphere in the free space.

In matrix (34), the elements are independent of both
the source position and the observation point position.
Equation (35a) holds for a spherical incident wave. To
obtain the solution for a plane incident wave, we set the
source position tending to infinity. The details of the
corresponding transformation are given in the Appen-
dix. For a plane incident wave, we obtain

(35b)

The determination of the coefficients  given by
Eq. (26) is the main difficulty in the numerical solution
of system (33). The calculation of any individual coef-
ficient is not as difficult, but the problem is that one
should calculate a great number of such coefficients.
Taking into account the symmetry of n1 and n2, every
system of order N requires the determination of N(N +
1)/2 coefficients. Then, the total number of coefficients
for all systems is determined by the series

For example, if ka = 10, one should set the value of nmax
at about 15. Hence, one should calculate 16 × 17 ×
18/6 = 816 integrals. Since the angular scattering pat-
tern is independent of the source and observation point
positions, its calculation for a single value of the param-
eter kb requires that the coefficients be calculated only
once. However, an exhaustive investigation requires
that all coefficients be calculated for every point of the
curve, which can result in long calculations.

The number of integrals can be considerably
reduced by using the following formula for the associ-
ated Legendre polynomials:

(36)

where the coefficients

(37)

are expressed through the Klebsh–Gordon coefficients

f q n,
m

cmn
2 i–( )n

ka( )2Nmn

----------------------
wn

hn
1( ) ka( ) iwnhn

1( )' ka( )–
------------------------------------------------------=

× Pn
m θ0cos( ) 1 1–( )m n+ A θ0( ) 2ikb θ0cos( )exp+[ ] .

f q n,
m

1 2×
2

------------ 2 3×
2

------------ …
nmax 1+( ) nmax 2+( )

2
------------------------------------------------+ + +

=  
nmax 1+( ) nmax 2+( ) nmax 3+( )

6
------------------------------------------------------------------------.

Pn1

m θcos( )Pn2

m θcos( )

=  bn
n1 m n2 m, , ,( )

Pn θcos( ),
n n1 n2–=

n1 n2+

∑

bn
n1 m n2 m, , ,( )

1–( )m n1 m+( )! n2 m+( )!
n1 m–( )! n2 m–( )!

---------------------------------------------
1/2

=

× n1 n2 0 0 n 0, , , ,( ) n1 n2 m m n– 0, , , ,( )
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(see [2]). Then, integrals (22) can be rewritten in the form

(38)

where

(39)

With the use of series (38), the calculation of only
2nmax + 1 integrals is sufficient. Such a rearrangement
reduces the calculation of a great number of integrals
to the calculation of the Klebsh–Gordon coefficients
(see [1]).

If the boundary is hard or soft, the function A(θ) is
equal to 1 or –1 and is independent of θ. Hence, it can
be factored out from under the integral sign. In this
case, we can use the expression [2]

(40)

Then, from Eqs. (38) and (39) we obtain

(41)

To calculate integrals (39), we can represent them as

sums gn =  + , where  is the integral over the

interval (0, π/2) and  is the integral over the interval

(π/2, π/2 – i∞). In the expressions for  and , we
apply the respective changes of variables u = cosθ and
iu = cosθ in the integrands. As a result, we obtain inte-
grals over the segments (0, 1) and (0, ∞), respectively:

(42‡)

(42b)

The functions A1, 2(u) can be represented as follows.
In the case of a liquid–liquid interface,

(43‡)

(43b)

where w1 = ρ1c1/(ρc) and  = c1/c.

f n1 n2,
m bn

n1 m n2 m, , ,( )
gn,

n n1 n2–=

n1 n2+

∑=

gn A θ( )Pn θcos( ) 2ikb θcos( ) θsinexp θ.d

0

π/2 i∞–

∫=

inhn
1( ) 2kb( )

=  Pn θcos( ) i2kb θcos( ) θsinexp θ.d

0

π/2 i∞–

∫

f n1 n2,
m inbn

n1 m n2 m, , ,( )
hn

1( ) 2kb( ).
n n1 n2–=

n1 n2+

∑±=

gn
1( ) gn

2( ) gn
1( )

gn
2( )

gn
1( ) gn

2( )

gn
1( ) A1 u( )Pn u( ) i2kbu( )exp u;d

0

1

∫=

gn
2( ) i A2 u( )Pn iu( ) 2– kbu( )exp u.d

0

∞

∫–=

A1 u( )
w1u 1 c1

2 1 u2–( )––

w1u 1 c1
2 1 u2–( )–+

----------------------------------------------------;=

A2 u( )
iw1u 1 c1

2 1 u2+( )––

iw1u 1 c1
2 1 u2+( )–+

-------------------------------------------------------,=

c1
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S
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z = –b

z0 + b z1 + b

ϕ1

r'

z = –(z0 + b)

S*

Fig. 2. Coordinate system for the calculation of the scattered and reflected sound pressure. The source S lies in the xy plane. The
imaginary source is at the point S*.
In the case of a liquid–solid interface,

(44‡)

(44b)

where  = cl /c,  = ct /c, wl = ρ1cl /(ρc), wt =
ρ1ct /(ρc), and

(45‡)

(45b)

In the case of a thin elastic plate at a liquid–liquid
interface,

(46‡)

(46b)

A1 u( )
uF1 u( ) 1 cl

2 1 u2–( )––

uF1 u( ) 1 cl
2 1 u2–( )–+

------------------------------------------------------------,=

A2 u( )
iuF2 u( ) 1 cl

2 1 u2+( )––

iuF2 u( ) 1 cl
2 1 u2+( )–+

---------------------------------------------------------------,=

cl ct

F1 u( ) wl 1 2cl
2 1 u2–( )–[ ] 2

=

+ 4wtct
2 1 u2–( ) 1 cl

2 1 u2–( )–[ ] 1 ct
2 1 u2–( )–[ ] ;

F2 u( ) wl 1 2cl
2 1 u2+( )–[ ] 2

=

+ 4wtct
2 1 u2+( ) 1 cl

2 1 u2+( )–[ ] 1 ct
2 1 u2+( )–[ ] .

A1 θ( )

=  
u –izM 1 cb

4 1 u2–( )2
–( )s1 u( ) w1+[ ] s1 u( )–

u –izM 1 cb
4 1 u2–( )2

–( )s1 u( ) w1+[ ] s1 u( )+
--------------------------------------------------------------------------------------------------------;

A2 θ( )

=  
iu –izM 1 cb

4 1 u2+( )2
–( )s2 u( ) w1+[ ] s2 u( )–

iu –izM 1 cb
4 1 u2+( )2

–( )s2 u( ) w1+[ ] s2 u( )+
----------------------------------------------------------------------------------------------------------;
where  = cb/c;  = c1/c; w1 = ρ1c1/(ρc); s1(u) =

; s2(u) = ; zM = ωM/(ρc)
and M = ρmhm is the surface density of the plate.

In the case of an impedance boundary,

(47‡)

(47b)

For the liquid–liquid interface, both integrands have
no poles on their integration paths, which follows from
the absence of surface waves at this kind of boundary.
For the boundaries of other types listed above, the
denominators of the function A2(θ) can vanish at certain
points of the integration paths. Consequently, the inte-
grands may have poles. Poles on the integration path
appear either in the case of a hard lossless medium, or
in the case of plates located at the liquid–vacuum inter-
face for frequencies exceeding the critical frequency of
the plate, or in the case of an impedance boundary char-
acterized by a normally positive, purely reactive imped-
ance (a flexible surface). These poles are related to the
generation of surface waves. In all these cases, we must
calculate the principal value of the integral and add half
the residue at every pole. A much simpler approach is
to introduce losses in the hard medium or the plate and
to use complex-valued velocities of elastic waves. In
this case, the poles are shifted from the integration path
and cause no difficulties in the calculations.

cb c1

1 c1
2 1 u2–( )– 1 c1

2 1 u2+( )–

A1 θ( )
wpu 1–
wpu 1+
-------------------;=

A2 θ( )
iwpu 1–
iwpu 1+
---------------------.=
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Now, we write formulas describing the sound pres-
sure at an arbitrary observation point r1 (Fig. 2). For
this purpose, we use Eq. (29) and represent it as the sum
of the incident wave pi, the wave reflected from the
plane in the absence of the sphere pr, and the scattered
wave ps:

(48)

As before, we normalize all pressures by the value
given in Eq. (32). The incident and reflected waves are
described by the first and second terms of Eq. (22b),
respectively. The normalized incident wave can be rep-
resented as follows:

(49)

where p0 is determined by Eq. (32). The quantity

(50)

is the distance between the source and the observation
point, where

(51)

Expression (49) can be simplified:

(52)

The normalized reflected field is determined as the sec-
ond term of Eq. (22b) divided by p0:

(53)

The integral in Eq. (29) describes the scattered field. It
can be calculated by substituting Green function (27a)
and expansion (28) in the integrand. Integration with
respect to θ2 and ϕ2 is carried out with the use of the
orthogonality of the spherical harmonics (see Eqs. (16a)
and (16b)), as it was done in the derivation of Eq. (30).
Then, two sums disappear, and we obtain the scattered
field as

(54)

where nmin = Min(n, n1) and n1 is the summation index
in Eq. (27b). Only certain changes in the arguments of
the spherical Bessel and Hankel functions make the dif-
ference between this expression and Eq. (30).

p r1( ) pi r1( ) pr r1( ) ps r1( ).+ +=

pi r1( ) ikρcQ–
p0

------------------- ikr( )exp
4πr

---------------------,=

r r1
2 r0

2 2r1r0 r0 r1( )cos–+( )1/2
=

r0 r1( )cos θ1 θ0 ϕ1cossinsin θ0 θ1.coscos+=

pi r1( )
r0

r
---- ik r r0–( )[ ] .exp=

rr r1( )
ikr0

2
--------- ikr0–( ) A θ( )H0

1( ) kl θsin( )
–π/2 i∞+

π/2 i∞–

∫exp=

× ik z1 z0 2b+ +( ) θcos( ) θdθ.sinexp

ps r1( ) i ka( )2 amn jn' ka( ) i
wn

------ jn ka( )+
m nmin–=

nmin

∑
n 0=

∞

∑=

× imϕ1( ) hn
1( ) kr1( )Pn

m θ1cos( )[exp

+ 2in 1–( )msmn r1 θ1,( ) ] ,
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If ϕ1 = 0, i.e., if the observation point is located in
the same vertical plane as the source and the center of
the sphere, all terms of the sum with respect to the index
m vanish except for the term with m = 0, and the three-
fold sum transforms to the twofold sum.

To obtain the scattering pattern in the far zone, one
should assume that kr1 @ 1. Then, the integrals appear-
ing in Eq. (54) with the factor smn can be calculated
using the saddle-point method. Details of this calcula-
tion coincide with those described in the Appendix with
r0 and θ0 replaced by r1 and θ1. Instead of Eq. (A5), we
obtain

(55)

Using this expression for the sum together with the
identity

(56)

we obtain the scattered sound pressure in the far zone:

(57)

As was mentioned above, a–mn (cosθ1) = amn (cosθ1)
when ϕ0 = 0. In this case, the scattering pattern can be
written in the form

(58)

where

(59)

For an acoustically soft screen, the impedances are
wn = 0, and the denominator vanishes. However, the
coefficients amn are proportional to the coefficients cmn
whose numerators contain wn, so that the scattered field
remains finite. Note that the mechanical impedances of

smn r1 θ1,( ) i
2
---

ikr1( )exp
kr1

------------------------A θ1( )–≈

× Pn
m θ1cos( ) 2ikb θ1cos( ) kr1 @ 1( ).exp

hn
1( ) x( ) i–( )n 1+ ix( )/x x @ 1( ),exp≈

ps

ikr1( )exp
kr1

------------------------ ka( )2 amn i–( )n

m n–=

n

∑
n 0=

∞

∑≈

× i jn ka( )/wn jn' ka( )+[ ] Pn
m θ1cos( )

× 1 1–( )m n+ A θ1( ) 2ikb θ1cos( )exp+[ ] imϕ1( ).exp

Pn
m– Pn

m

f ∞ θ0 θ1 ϕ1, ,( )
2r1

a
------- ps ,=

f ∞ θ0 θ1 ϕ1, ,( ) 2i ka( ) 2 δ0m–( )amn i–( )n

m 0=

n

∑
n 0=

∞

∑=

× jn ka( ) iwn jn' ka( )+[ ] /wnPn
m θ1cos( )

× 1 1–( )m n+ A θ1( ) 2ikb θ1cos( )exp+[ ] mϕ1( )cos .
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an elastic sphere wn depend only on the index n and are
independent of the index m despite the fact that the
oscillations of the sphere are axially asymmetric,
except for the case with θ0 = 0. The proof of this state-
ment can be found in [6]. Thus, all terms containing
these impedances can be eliminated from the sum with
respect to the index m.

The normalized sound pressure in the incident wave
is described by Eq. (52). When r1 @ r0, the distance r
can be represented in the form

(60)

In the opposite case r0 @ r1, we deal with the diffraction
of a plane wave. From Eq. (50), we have

(61)

As a consequence, we obtain the standard expression
for the plane wave

(62)

Consider the normalized reflected wave described
by Eq. (53). The integral in this expression is calculated
by the saddle-point method, as described in [5]. For the
far field, we can use the asymptotic properties of the
Hankel functions to obtain the normalized sound pres-
sure in the form

(63)

The saddle point θp is determined from the equality
 = l/(z1 + z2 + 2b). The angle θp is the angle of

incidence of the plane wave on the surface of the halfs-
pace. As in the derivation of Eq. (35b), we calculate the
integrals by neglecting the contributions of the poles
that may be intersected by the integration path as a
result of its transformation to the saddle-point path. It
should be noted that, neglecting these poles in calculat-
ing integral (63), we do not neglect the effect of surface
waves on the scattering, because integrals (26) and (39)
include this effect through the definition of the coeffi-
cients amn.

As a result of the calculation, we obtain

(64)

where

(65)

is the distance between the observation point and the

imaginary source (Fig. 2). Since l2 + (x0 – x1)2 + ,

r r1 r0 r0 r1( ) r1 @ r0( ).cos–≈

r r0 r1 r0 r1( ) r0 @ r1( ).cos–≈

pi ikr1 r0 r1,( )cos–( )exp=

=  ik –x1 θ0sin z1 θ0cos–( )[ ] .exp

pr

ikr0

2
--------- 2

πkl
-------- –ikr0 iπ/4–( ) A θ( )

–π/2 i∞+

π/2 i∞–

∫exp≈

× ik l θsin z1 z2 2b+ +( ) θcos+( )[ ] θsinexp θ.d

θptan

pr

r0

r'
---- ik r' r0–( )( )A θp( ),exp=

r' l2 z0 z1 2b+ +( )2+( )1/2
=

y1
2

 =  + , sin θ0 = x0/r0, and cos θ0 = z0/r0, we can
write

(66)

To consider the diffraction of a plane wave, we
should assume that r0 @ r1. Neglecting the second-
order term, we obtain

(67)

For a distant source, we have θp ≈ θ0, and we can set
r0 ≈ r' in the amplitude factor of expression (64). As a
consequence, for a plane incident wave, Eq. (64) yields
a plane reflected wave

(68)

APPENDIX.

TRANSFORMATION OF EXPRESSION (35a)
FOR A PLANE INCIDENT WAVE

Using representation (26), we write the factor
smn(r0, θ0) in Eq. (35a) as follows:

(A1)

Consider the expansion (see [2])

(A2)

Multiplying its both sides by exp(–isϕ), where s is
an arbitrary number (s ≤ n), and integrating over the
interval (0, 2π), we obtain the sum involved in Eq. (A1)
in the form

(A3)

Using expression (A3) and the identities J0(x) =

( (x) + (x))/2 and (–x) = – (x), we can

r0
2 x0

2 z0
2

r' r0 1 2x1 θ0/r0sin– 2 z1 2b+( ) θ0/r0cos+{=

+ x1
2 y1

2 z1 2b+( )2+ +[ ] /r0
2 } 1/2

.

r' r0 x1 θ0sin– z1 2b+( ) θ0.cos+≈

pr

=  A θ0( ) ik –x1 θ0sin z1 2b+( ) θ0cos+( )).(exp

smn r0 θ0,( ) A θ( ) i2kb θcos( )Pn
m θcos( )exp

0

π/2 i∞–

∫=

× θ i
n1

Nmn1

----------- jn1
kr0( )Pn1

m θ0cos( )Pn1

m θcos( )dθ.
n1 0=

∞

∑sin

ikr0 θ θ0coscos θ θ0 ϕcossinsin+( )( )exp

=  
in

Nmn

--------- jn kr0( )Pn
m θ0cos( )Pn

m θcos( ) imϕ( ).exp
m n–=

n

∑
n 0=

∞

∑

ikr0 θ θ0coscos( )J0 kr0 θ θ0sinsin( )/2.exp

H0
1( ) H0

2( ) H0
2( ) H0

1( )
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transform expression (A1) into an integral with a sym-
metric part:

(A4)

Now, we assume that kr0 @ 1. Using the asymptotic
formula for the Hankel function, we write

(A5)

In this case, we can use the saddle-point method. As
a result of the transformation of the integration path, the
latter may intersect several poles of the function A(θ).
The residues of these poles correspond to surface waves
that rapidly decrease with distance from the surface.
Note (see [5]) that the reflected field depends on the
sum z0 + z1 rather than on the distances z0 and z1 (see
Fig. 2) separately. Consequently, we can neglect the

1
4
--- A θ( ) i2kb θcos( )Pn

m θcos( )exp

–π/2 i∞+

π/2 i∞–

∫
× ikr0 θ θ0coscos( )H0

1( ) kr0 θ θ0sinsin( ) θdθ.sinexp

1
4
--- A θ( ) i2kb θcos( )Pn

m θcos( )exp

–π/2 i∞+
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∫

× 2
πkr0 θ θ0sinsin
------------------------------------

× ikr0 θ θ0–( ) iπ/4–( ))cos( θdθ.sinexp
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contribution of poles for a distant source. A simple cal-
culation of integral (A5) by the saddle-point method
yields

(A6)

Substituting expression (A6) in Eq. (35a), we obtain
Eq. (35b).
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Recent publications (e.g., [1, 2]) testify that the
problem of investigating the pulsed-mode operation of
piezotransducers and choosing the optimal parameters
of their components remain topical.

Among the problems of applied acoustics, the need
for the generation of short acoustic pulses by a trans-
ducer is rather common. One of the possible ways of
meeting this need is the use of quarter-wave matching
layers. The problem of choosing the optimal value of
the specific acoustic impedance of the matching layer is
considered, in particular, in [3, 4]. In manufacturing
high-frequency transducers (with resonance frequen-
cies of about several MHz), special attention should be
given to the accuracy of fabricating a layer of the
required thickness. This factor is of particular impor-
tance when it is necessary to obtain identical character-
istics of transducers within a batch where a scatter in
this parameter is unavoidable. This paper is devoted to
the numerical analysis of the dependence of the pulse
form generated by a transducer on the small deviations
of the matching layer thickness from the quarter-wave-
length. The transducer is considered as a piezoceramic
plate (of the TsTBS-3 type) whose rear side is loaded
by a damper with the specific acoustic impedance zd
and, on the other side, the radiation is emitted into the
water medium through a quarter-wave matching layer
with the specific acoustic impedance zl. The damper is
assumed to be semi-infinite. The electric excitation
pulse is taken in the form of a half-cycle of a sine volt-
age with the period T0 equal to the period of natural
oscillations of the piezoceramic plate. The technique
for calculating the form of the generated pulse was
described in [5, 6]. As before, we estimate the pulse
duration by the amplitude decrease to a level of 0.1, i.e.,
by 20 dB. We introduce a parameter α characterizing in
percent the deviation of the matching layer thickness
from the quarter-wavelength. The value α = 0 corre-
sponds to the case when the matching layer thickness is
equal to the quarter-wavelength. The value α = ±10%
characterizes the deviation of the thickness from the
quarter-wavelength toward greater or smaller values by
one tenth, and so on.
1063-7710/02/4805- $22.00 © 20618
The figure shows a family of curves characterizing
the dependence of the duration τ of the pulse generated
by the transducer on the parameter α for various
degrees of damping. Curve 1 corresponds to the specific
acoustic impedance of the damper zd = 0, curve 2, to zd =
5 × 106 Pa s/m, and curve 3, to zd = 10 × 106 Pa s/m. As
is seen from the figure, in the absence of the damper,
even rather small variations of the parameter α (within
about ±4%) result in a noticeable increase in the pulse
duration relative to its minimal value equal to 7.5 half-
periods. With an increase in zd, the effect of α decreases.
For the case with zd = 5 × 106 Pa s/m (curve 2), the devi-
ation α within ±(8–10)% does not lead to an increase in
the acoustic pulse duration, as compared to its minimal
value of 6.5 half-periods. For stronger damping (zd =
10 × 106 Pa s/m, which corresponds to curve 3), the
influence of the parameter α decreases still further, so
that the minimal pulse duration equal to five half-peri-
ods is retained even for deviations of α of ±15%.

For comparison, it is appropriate to give the values
of the duration of pulses generated in the absence of the
matching layer. For zd = 0, the pulse duration exceeds
20 half-periods. For zd = (5, 10, 15, and 20) × 106 Pa s/m,
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the values of τ are 11.4, 6.6, 5.3, and 4.2 half-periods,
respectively. When zd is equal to the value of the spe-
cific acoustic impedance of piezoceramics, τ = 2.7.

It should be noted that the indicated small variations
in the layer thickness only slightly affect the magnitude
of the maximum and the form of the main part of the
pulse. Only the pulse tail is considerably modified,
while for low values of mismatch of the parameter α,
the growing amplitudes of separate parts of the pulse in
the indicated region still do not reach the level of 0.1 of
the maximum. This explains the presence of the flat
parts of the curves shown in the figure.

Thus, the calculations make it possible to determine
the approximate limits of the allowable values for the
deviation of the matching layer thickness from the
quarter-wavelength. For various values of zd, the value
of the parameter α can be as follows: for zd = 0, α ≈
±3%; for zd = 3 × 106 Pa s/m, α ≈ ±6%; for zd = 5 ×
106 Pa s/m, α ≈ ±10%; for zd = 7 × 106 Pa s/m, α ≈
±12%; and for zd = 10 × 106 Pa s/m, α ≈ ±15%. For
greater values of zd, the determination of the values of
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
α is of little interest, because the fabrication of layers
whose thickness satisfies the condition α = ±15% does
not present any technological difficulties.
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XI Session of the Russian Acoustical Society
The XI Session of the Russian Acoustical Society was held in Moscow on November 19–23, 2001. The scope

of the session covered a wide range of problems of modern acoustics, and the participants of the session included
acousticians from almost all regions of Russia. Considerable interest was aroused among the participants by the
section “Speech Acoustics and Acoustic Problems of Applied Linguistics.” The editorial board of Acoustical Phys-
ics decided to publish part of the papers presented at this section and devoted to the most topical problems of this
promising field of research. Three more papers in addition to those published in the previous issue are presented
below (the publication will be continued in the following issues). The papers were not additionally refereed before
publishing.
1063-7710/02/4805- $22.00 © 2002 MAIK “Nauka/Interperiodica”0620
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of Vowels in Different Forms of Speech
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Abstract—According to classical concepts, the relationship between the first two formants is the feature that
determines the identification of long vowels in speech. However, the characteristics of vowels may considerably
vary depending on the conditions of their production. Thus, the aforementioned features that are valid for adult
speech cannot be extended to speech signals with high fundamental frequencies, such as infant speech or sing-
ing. On the basis of the studies of preverbal infant vocalizations, singing, and speech imitation by talkingbirds,
it is shown that the stable features of vowel-like sounds are the positions and amplitude ratios of the most pro-
nounced spectral maxima (including those corresponding to the fundamental frequency). The results of the
studies suggest that precisely these features determine the categorical identification of vowels. The role of the
relationship between the frequency and amplitude characteristics in the vowel identification irrespective of the
way the vowel is produced and the age and state of the speaker, as well as in the case of speech imitation by
talkingbirds, is discussed. © 2002 MAIK “Nauka/Interperiodica”.
Among many aspects of the problem of speech rec-
ognition, the analysis of the features responsible for the
identification of vowels remains topical. According to
classical concepts [1, 2], such features of vowels are
certain relationships between the frequency values of
the first two formants. However, it is well known that
the characteristics of vowels may considerably vary in
the course of one’s individual development or with
changes in the conditions of the vowel production. In
particular, sounds produced by infants have high funda-
mental frequencies (usually, within 300–600 Hz) and,
hence, are characterized by other values of the first two
formants, as compared to those typical of adults. More-
over, the formant values in infant vocalizations exhibit
no noticeable differences for different vowels [3, 4].
This means that the aforementioned classical concepts
cannot be transferred to preverbal infant vocalizations.
A similar discrepancy is observed for sung vowels,
where the fundamental frequency range and articula-
tion considerably differ from ordinary speech [5].
Meanwhile, in listening to both infant vocalizations and
1063-7710/02/4805- $22.00 © 20620
singing, adult auditors are capable of ascribing the
vowels they hear to certain phonetic groups.

To form the speech sounds peculiar to a given lan-
guage environment, on the basis of imitation an infant
must reveal the speaker-independent common features
that determine the vowel categorical perception. The
ability of an infant to reveal the similarity of vowels
pronounced by different adults and to establish their
relation to the infant’s own sounds is evidenced by the
very possibility of imitation. A correction of such a
sound imitation by an acoustic feedback cannot shift
the formant values to those of adults. However, in lis-
tening to the vowel-like sounds produced by infants,
adult auditors are capable of categorizing them with
certain phonetic groups. Hence, infants, like adult audi-
tors, can reveal some universal features in the vowels of
the same phonetic group, and these features, which
determine the categorical perception, cannot be
reduced to the positions of formants in the two-formant
plane. Presumably, similar speculations are valid for
the vowels in the words imitated by talkingbirds, which
have a specific vocal apparatus.
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Relation between the frequency corresponding to the first spectral maximum and the fundamental frequency for three vowels
(1) [a], (2) [i], and (3) [u] sung by (0) a tenor, (h) a countertenor, and (*) a soprano.
To determine the stable features of vowels in differ-
ent forms of speech, both instrumental and phonetic
analyses were performed for the following sounds:
vowel-like sounds recorded in the course of a longitude
study of ten healthy infants (from 1 to 12 months old),
cardinal vowels sung by professional singers (tenor,
countertenor, and soprano) with different fundamental
frequencies, and the vowels [a] and [i] in the words imi-
tated by Gracula religiosa. To estimate the temporal
and spectral characteristics of sounds, the licensed Cool
96 program was used. The spectral analysis was based
on the fast Fourier transform, and the data were
weighted by the Hamming window. For the signals and
their individual components, which were selected on
the basis of their dynamic spectrum and sounding, the
fundamental frequencies, the formant frequency val-
ues, and the relative amplitudes of the corresponding
spectral maxima were estimated.

The studies showed that infant vocalizations contain
a wide variety of phonetic units. It was found that the
first speechlike elements observed in infants coincide
with the sounds that accompany emotional reactions
and innate behavioral acts. This fact may be responsible
for the certain universality of the phonetic repertoire of
preverbal infants. The phonetic analysis showed that,
despite the wide variety of sounds in early infant vocal-
izations, the latter are characterized by the predominant
production of sounds described as front vowels (66%)
and, to a lesser extent, central vowels (33%). Note that
none of the infants from the age group 1–6 months was
found to produce all the vowels presented in the IPA. At
the same time, these infants produced some vowel-like
sounds that none of the auditors could ascribe to any
definite category of vowels.

On the basis of the spectral analysis of infant vocal-
izations, it was shown that, as a rule, the possibility to
ascribe vowel-like sounds to a definite category is not
determined by their formant values and, hence, is not
determined by the features that are significant for the
identification of vowels in adult speech. It was found
that the vowel-like sounds of infants are characterized
by other relationships between the first two formant
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
values, as compared to those observed for adults, and
occupy a wide region in the two-formant plane, this
region corresponding to different vowels of adult
speech. The data obtained from our studies suggest that
the stable features that possibly determine the categor-
ical identification of the sounds under investigation
should be the positions and amplitude ratios of the
spectral maxima, including those corresponding to the
fundamental frequency.

In the course of the comparative analysis of the
sound production at the stage of the appearance of the
first words (some authors believe that this stage is unre-
lated to innate phonations [6]), it was shown that pre-
cisely these features make it possible to separate the
cardinal vowels. Thus, the spectral characteristics of
vowel-like early vocalizations of infants and the spec-
tral characteristics of the first words do not differ from
each other. This fact agrees well with the concept of the
continuity between the stage of babble and the stage of
the first words. The latter result can be considered as
evidence in support of the succession in the speech
development on the basis of a set of innate vowel-like
sounds.

With the aim to test the generality of the aforemen-
tioned stable features, a study of sung vowels (aca-
demic singing) was carried out. In addition, vowels of
ordinary adult speech were recorded and analyzed as ref-
erence. For the sung vowels, it was found that, when fun-
damental frequencies are higher than 250–400 Hz, the
spectral components most pronounced in amplitude are
those corresponding to the fundamental frequencies
(Fig. 1). As the fundamental frequency increases, the
first and second formants approach the two-formant
plane region corresponding to the concentration of the
first formants of vowel-like sounds produced by
infants. At the same time, as the fundamental frequency
increases, different vowels of singing begin to exhibit
specific variations of the amplitude ratio of the spectral
maxima (Fig. 2). These variations, as in infants, are sta-
tistically significant stable features of the correspond-
ing speech sounds. Similar stable features are charac-
teristic of vowels taken from the words imitated by talk-
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ingbirds. The results of the reference records and the
analysis of the vowels of ordinary adult speech proved
to agree well with the known data on the ordered posi-
tions of the first and second formants in the two-for-
mant domain [1, 7].

Thus, although the formant frequencies are accepted
as a feature essential for vowel recognition, they are not
invariant with respect to the character and ways of
speech production. From the results of the studies
described above, it follows that, at high fundamental
frequencies, the positions and the amplitude ratios of
the spectral maxima are stable features of specific vow-
els, and these features are present in different forms of
speech and in preverbal infant vocalizations. This sug-
gests that precisely these features determine the cate-
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Fig. 2. Amplitude ratios of the first and second formants of
three vowels (s) [a], (h) [i], and (e) [u] sung by different pro-
fessional singers with different fundamental frequencies.
gorical identification of vowels, whatever the way the
vowel is produced and the age and state of the speaker,
including the case of the imitation of vowels by talking-
birds.
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Recent publications concerned with speech synthe-
sis include some papers that consider so-called speech-
like signals (SLS). The main areas of application of
these signals are expected to be psychology and infor-
mation security [1, 2].

The SLSs already used in the aforementioned areas
are understood as signals phonetically similar to
speech, but carrying no meaningful information that
could be extracted by conventionally used simple
means (primarily, by direct listening to these signals by
the called party).

In psychological experiments, SLSs are formed, in
particular, by a frequency inversion of the spectrum of
ordinary speech signals. In the case of information protec-
tion (masking) by SLSs, the latter are formed as a result
of the summation of three arbitrary speech signals [3].

In both cases mentioned above, the use of the term
“speechlike signal” is not quite correct, because the sig-
nals formed in these cases still contain in a hidden form
the meaningful information carried by the initial speech
signals. By subjecting such SLSs to a suitable processing,
this information can be extracted. Cases are known when
users understood the basic meaning of spectrum-inverted
speech without any explicit transformation of the arriving
acoustic signals to the initial speech signals. At a subcon-
scious level, a user, independently of his own wish, can
perform a kind of spectral inversion of the received sig-
nals, and the meaning of the initial speech can be
extracted from the resulting data by the user’s brain.

It is desirable that the term “speechlike signals” has its
own meaning independent of the way these signals are
formed and processed. We will interpret the SLSs as
acoustic signals that are similar to speech in their temporal
and spectral characteristics and in the perception by ear
but carry no meaningful information in whatever form.

With allowance for the data on the typical parame-
ters of speech signals [4–7], the main features that
determine the similarity between the SLSs and speech
can be defined as follows:

(1) the burst-type character of the time variations of
SLSs with a burst duration of 15–120 ms;

(2) the grouping of bursts into packets containing
two to eight bursts each with an interval between indi-
1063-7710/02/4805- $22.00 © 0623
vidual bursts within 10–50 ms and an interval between
packets from 10 ms to 1 s;

(3) the presence of a fundamental tone with a fre-
quency of 75–300 Hz in the SLS spectrum;

(4) the presence of an SLS envelope with a spectrum
concentrated in the frequency band 9–60 Hz;

(5) the shape of the envelope of a burst-type signal
can be preset analytically with a parameter variation, or
it can be chosen in a random way from a set of prelim-
inarily prepared signals;

(6) the presence of three to five formants in the spec-
trum, these formants being formed according to the law

Here, An is the amplitude of the nth formant, where n =

 and N is the total number of formants; t is the run-
ning time of reading, which varies from the beginning
of the fundamental period to its end; tn is the time inter-
val within which the amplitude decreases by a factor of
e (the duration of this interval is within 1.5–30 ms); ϕn

is the initial phase of the harmonic carrier of the nth for-
mant; and ωn is the circular frequency of the formant
(ωn = 2πfn). The cyclic frequencies of the formants lie
approximately in the following frequency bands [4, 6, 7]:
f1 = 300–1000 Hz, f2 = 1000–2000 Hz, f3 = 2000–
3000 Hz, f4 = 3000–4000 Hz, and f5 = 4000–5000 Hz.

One may notice that the literature data on the parame-
ters of the bursts and their packets to some extent contra-
dict the aforementioned numerical values of the time and
frequency characteristics of the SLS envelope. However,
this fact cannot hinder the subsequent consideration.

The formation of the SLSs on the basis of the fea-
tures listed above should be performed so as to satisfy
the following additional conditions:

—It is expedient to divide the SLS realization under
construction into segments with durations from 5 to
15 fundamental periods. It is necessary that, within
these segments, the initial phases and formant carrier
frequencies vary within no more than 10% of their ini-
tial values. The character of the variations of the initial
phases and formant frequencies can be similar to that of
the burst envelope.

f n t( ) An t/tn–( ) ωnt ϕn–( ).sinexp=

1 N,
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—In passing from one segment to another, the fun-
damental frequency, the formant frequencies, the
amplitudes, and the decay time of formant signals may
vary in a stepwise manner by 20–70% in any direction.

—In passing from one burst to another, the burst
parameters may change in an arbitrary way within the
limits indicated above.

For the formation of SLSs, two approaches can be
used:

—at the signal level, i.e., by a direct formation of a
process with temporal and spectral parameters obeying
the requirements proposed above for the SLSs;

—at the text level, i.e., by generating texts according
to specially developed algorithms, so that the conver-
sion of these texts to sound by specially designed
means yields the SLSs.

Below, we mainly consider the second approach,
which, at this stage of investigation, allows a simpler
computer simulation of the SLSs under discussion.
Within this approach, several methods of the SLS for-
mation can be proposed.

The most simple method is the formation of
“words” with the use of the absolute probabilities of the
appearance of letters and spaces in the texts of the mod-
eled language (see Table 1).

The advantage of this method is the automated sep-
aration of the words of the resulting text by spaces,
which appear with a probability of 0.175.

An example of a text obtained by this method has the
form: “ÓÏÚ„·ÛÒÔ „‡‰ÌÌ ‡‡·  ˜È‰‚‰ÌÛ„ÂÈÌ·ÌÏÚË˛ ‡
Ú ËÂ¸Ì ÔÍÒ ÒıÎÚËÂËÍËÛflÚËÓÊ‰ Î ‡˛‡Ò ÎÍÌÓÌÂ·
ÔÛÌ˜˘ ¸Ë˝¸ ÚÍ ÌÍÌÈ·ÂÓ·ÓÚ ÂÏÏfl‚˘ÚÌ Ï‡
„ÛËÓÚ‰ÂÒ‡‰ ‡ Ú‚ËÒ¸ÎÒËÌÊÌ ÈÏÓÚÚÂÂ‡‰ÁÓ ÂÓ¯Â‰ÂÓÎ‡
Ë‚‡Û‡ ÏÎËˆ ÎÔ‡flÌÛ‡ÛÓÚ ·ËÛÚ Ó·ÌÂÏ Â
Ó‚ÂÂÓÔÍ‡‡ÓÓÌÓ‰ÓÁ ˚Â ÓÌ‰ÛÒÓÓ˛˛ÂÂ¯Ó
˜ÏÛÏÎÍÍ¯ÂÛÒÓ˚ÓÈÔ.”

Another method of SLS formation is the synthesis
of words on the basis of the probabilities of the appear-
ance of different syllables. In this case, the difference in

Table 1.  Absolute probabilities of the letters of the Russian
alphabet

Space 0.175 ä 0.028
é 0.090 å 0.026 ó 0.012
Ö 0.072 Ñ 0.025 â 0.010
Ä 0.062 è 0.023 ï 0.009
à 0.062 ì 0.021 Ü 0.007
í 0.053 ü 0.018 û 0.006
ç 0.053 õ 0.016 ò 0.006
ë 0.045 á 0.016 ñ 0.004
ê 0.040 ú, ö 0.014 ô 0.003
Ç 0.038 Å 0.014 ù 0.002
ã 0.035 É 0.013 î 0.002
the probabilities of the appearance of a given syllable
after different numbers of other syllables preceding it in
the word is taken into account. To separate the syllables
themselves, it is expedient to use the following assump-
tions: (a) one syllable should contain a single vowel;
(b) a syllable can consist of a single vowel; (c) a sylla-
ble terminates with a vowel; (d) the consonants standing
at the end of the word and remaining untapped after the
formation of syllables according to the first three
assumptions should be considered as a separate syllable.

The assumptions listed above are illustrated by the
following example.

The initial word: èéãìèêéÇéÑçàä (semi-
conductor).

The correct partition: èé-ãì-èêé-ÇéÑ-çàä.
The partition on the basis of the aforementioned

assumptions: èé-ãì-èêé-Çé-Ñçà-ä.
One can see that the assumptions yield a practically

correct partition. Errors occurred only in the formation
of the syllables ÇéÑ and çàä. However, even in the
case of such a partition, the resulting elements of the
word continue “sounding.”

At the end of the word, the syllable “K” appeared.
This syllable is incorrect. However, it may occur only
at the end of the word and with a low probability. In this
connection, it is necessary to introduce a correction: all
syllables characterized by a total probability of their
appearance smaller than a certain value should be dis-
carded as incorrect (nonexistent) ones.

An example of a text formed by the second method
is as follows: “ÚËÂ·˘ÂÎfl ÔÓÁÓ‚˘‡ ‡ÏÌË‚‡‰Â
Ù‡ÔÂÌ‡flÎ¸ÌÓ ÔÂ‰ÓÒÚ‡Â„ÓÏ˚ ‚ÒÂÚÓÍÚËÂ ËÁ‰Â¸Â
˝ÌÂ ÍÓ ‡ÒÚÓ„‡ÈÂ Ï‡ ÓÒÓÍÓ ÌÂÁÌË‰Ì˚ÌÓÌÌ˚Ú
ÒÒÚ¸ÂÌ˚È˜ÌÓ ËÍ‰ÂÈ ÏÌÓÍÓ‡È‚ ‚Ó˚È ˜ÚÓÔÓÒÚÓÈ
Ë‰Ì˚ÒÌÂflÚÒfl Ô‰Ô„ÛıÈÒ‡ÚÂ Û ÚÂ ‡ÒÔÓÁÛÚ¸ÌÚÌ˚fl
ÎËÒÚÓÎ¸ÁÛ‚‡ Ò‚fl‡ÌËÌË‚‡ÚÒfl ‚·˘Â ÁÓÎÂ‚Ì˛‡
ÔÓÍÚÓ·‡ÌË Ì‡Î¸¯ÂıÌÚ‡Ó ÌÂÚËÎÌflÂÎ¸ Ó
ÚËÏfl˜ÍËÚÍÂ˛Ï ‡ÚËÓ‚fl ÚËÌÙË·‡‚Ó ‚˚ÏflÙËÌË·‡
‰ÎflÎflÏÛ ‰‡ÔË ‰‚‡ÚÓÈÏıÌÌÓ.”

For the formation of SLSs, text formation on the
basis of using the probabilities of the appearance of dif-
ferent sounds in the language is also of interest. The
probabilities of the appearance of different sounds in
the separated parts of words are shown in Table 2.

Owing to lack of space, we do not discuss here the
algorithmic details of the text formation by the third
method. We only present an example of a text formed
by this method: “ÔÛÁ‰‡ÚÛ Ô‡ÌÓÙ‡Í˚ Ì‡ÒËıÛ Ô
Â‡Ò‡Ï‡Ú‡È Ô‡ÁÂ¯ËÙ Ò‡Ô˚Ô‡ÌÓ¯‡ ÌËÏ ‰ÎËÍ‡ı‡Ù
¯flÔ‡Ì˚ÙÂıfl ÒËÚ¸fl ‚‡Ú‡ÊËıflÚ‡ ÓÏ‡ıÓÚÛ ¯Ú ÒÚÂ
Â„ÚÓÔ‡Ò¸flÚË Ì‡ÔÓÚ‡ Ìfl‚ÂÚÓ ÒÓ ÙÒ‡ÙÓ ‚Û‚fiÍËÈÂÚÂ
ÔÓÌ‡ÒÂÚ¸ ÔÂ‚ÓÈÂ¯Ë ‡ ÔËÌÂÂËÍÓÏ Î‡Ò‚‡ÈÓÈ
Ò‡ÏÂı‡È „‡Ï˚ÌËÏ˝ ÏÛ ˜Ë¯ÚËÒ‡Ú¸ËÏ Ú‡Ï˚Í‡ÍÛÙ
ÍÂÔÓÚ Â ·ÓÌÓı‡ Í ÒÓ‚ÌÂÚ‡¯ Ò˚Ì¸ ‚.”

After the formation of the sequences of sounds or
letters by any of the aforementioned methods, it is nec-
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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Table 2.  Occurrence of sounds (in percent)

Consonants and their groups Vowels 
(stressed) in 
the middle of 

a word
initial terminal

Å è Çç èã â 17.0 ë áå 0.1 åú 0.08 Ä 32.5
3.7 11.6 0.3 0.3 ä 5.5 2.9 áçú 0.2 èú 0.03 Ö 19.6

Ç ê Éã èê ã 7.7 ëú äè 0.1 îú 0.03 Ö 1.3
7.3 3.6 0.2 3.7 ãú 0.4 3.5 äí 0.3 èúîó à 14.3

É ë Éê ëÇ å 14.1 í ëä 0.1 0.05 é 14.6
2.0 8.4 0.1 0.7 ç 5.1 12.8 ëí 0.2 ì 7.0

Ñ í ÑÇ ëä çú 0.8 íú ëíú 1.1 õ 6.1
4.8 6.4 0.3 0.4 è 0.2 9.3 êä ù 1.2

Ü î Ñã ëè ê 1.3 î 0.03 û 0.6
0.8 2.1 0.4 0.2 êú 4.8 êè ü 2.8

á ï Ñê ëí 0.5 ï 0.03
3.9 1.0 0.3 1.1 8.4 îä

ä ñ áÑ 0.4 íê ñ 0.03
4.9 0.3 áç 0.6 0.4

ã ó 0.6 îë ó
1.6 1.3 äÇ 1.1 0.8

å ò 1.1 0.1 óí ò
4.8 ô äê 0.9 2.9

ç 0.1 0.3 òí ô
12.6 0.9 0.3

At the beginning of a word: e, ë, ˛, fl—4.8.
essary to obtain an analog representation of the SLSs.
For this purpose, there exist a number of computer tech-
niques and algorithms [7–10] that differ in their com-
plexity and computer memory requirements.

The text examples formed for SLS generation can be
subjectively estimated by reading them aloud. A compar-
ative analysis of different methods of SLS synthesis is
beyond the scope of this paper. The current status of the
studies concerned with the problems of the formation and
use of speechlike signals of probabilistic character testi-
fies that these signals can be used for protecting speech
messages in communication channels by masking the
intervals between the communication sessions, for noise
masking in audio systems of information protection from
leakage through acoustic channels, and for generating a
special noise in security and fire alarm systems. A possi-
ble area of application of the SLSs is psychology.
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Abstract—In recent years, considerable progress has been made in the development of instrumental methods
for general speech quality and intelligibility evaluation on the basis of modeling the auditory perception of
speech and measuring the signal-to-noise ratio. Despite certain advantages (fast measurement procedures with
a low labor consumption), these methods are not universal and, in essence, secondary, because they rely on the
calibration based on subjective-statistical measurements. At the same time, some specific problems of speech
quality evaluation, such as the diagnostics of the factors responsible for the deviation of the speech quality from
standard (e.g., accent features of a speaker or individual voice distortions), can be solved by psycholinguistic
methods. This paper considers different kinds of diagnostic articulation tables: tables of minimal pairs of mono-
syllabic words (DRT) based on the Jacobson differential features, tables consisting of multisyllabic quartets of
Russian words (the choice method), and tables of incomplete monosyllables of the _VC/CV_ type (the supple-
mentary note method). Comparative estimates of the tables are presented along with the recommendations con-
cerning their application. © 2002 MAIK “Nauka/Interperiodica”.
The quality of speech is determined by a set of fea-
tures characterizing its naturalness, identifiability, and
intelligibility, as well as its loudness and the presence
of irrelevant sounds and noise. The purpose of testing is
to determine how much the speech quality fits the
adopted standards and also to reveal the sources of dis-
tortions and the ways of eliminating them. Testing
vocalized speech is necessary in such areas as tele-
phony (the evaluation of the transmission quality of
communication channels), medicine (the determination
of speech defects and hearing impairments), criminol-
ogy (voice identification), etc. The methods of testing
are classified into subjective-statistical (psycholinguis-
tic) ones, which are realized with the participation of
speakers and listeners, and instrumental methods real-
ized with the help of calculations and automated mea-
surement procedures. The subjective-statistical mea-
surements have a long history of their application and
improvement. Major contributions to the development
of methods based on the user’s estimates of the trans-
mission quality were made by L.R. Zinder (1951),
M.A. Sapozhkov (1959), N.B. Pokrovskiœ (1962),
Yu.S. Bykov (1959), H. Fletcher (1929), G. Fairbanks
(1958), and K. Kryter (1965). In recent years, new
interesting results concerned with the testing problem
were published by R.K. Potapova (1986), L.V. Zlatous-
tova (1986), G.V. Vemyan (1985), D. Pisoni (1989), and
W. Voiers (1983).

In Russia, the methods of measurement are regu-
lated by state standards. The GOST R 50840-95 stan-
dard, which has been effective since 1997, refers to the
measurement of the transmission quality, intelligibility,
and voice identification in speech communication
1063-7710/02/4805- $22.00 © 0626
channels [6]. For testing, both methods of measurement
based on articulation tables (words, syllables, phrases)
and methods of verbal description of the speech quality
(opinions, pairwise comparisons, etc.) are used. The
word and syllable articulation measurements are per-
formed using tables with words and syllables. The main
purpose of the tables of words is to measure the intelli-
gibility in communication channels with the limiting
allowable quality in the presence of intense acoustic
noise. Because of the limited number of these tables (a
total of 50) and their ability to be easily memorized, a
frequent use of these tables is impermissible. Measure-
ments can also be performed with tables of phrases and
two-digit numbers. The former type of tables is almost
never used because of their redundancy and, hence, low
sensitivity to distortions in the communication channel.
For example, the intelligibility of phrases obtained for
a channel of reasonable quality amounts to 95–97%, for
a channel of good quality, to 97–99.5%, and for a chan-
nel of excellent quality, to 99.5–100%. Numerical
tables are used in the specific conditions of a rather low
intelligibility (below 25%), which is impermissible for
telephone communication.

A certain relationship had been established between
different types of intelligibility [1]. Tables of syllables
have several disadvantages: the prosodic parameters of
speech (the envelope of the fundamental tone, the
rhythmic structure, and the speech rate) are not repre-
sented; the spectral characteristics of sounds in sylla-
bles have an exaggerated form; and, finally, for obtain-
ing the necessary value for the coefficient of experi-
mental practice of an articulation team (z = 0.96–0.98),
2002 MAIK “Nauka/Interperiodica”
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long-term training is required, especially when the task
includes the perception of synthesized speech [2].

In this respect, the tables of words have certain
advantages. The tables contain words with rhythmic
structures that vary in the number of syllables and stress
position. They provide a natural enunciation, and the
training time required for the articulation team of lis-
teners is small. However, the tables of words possess a
considerable redundancy, and, hence, their sensitivity
to speech signal distortions is low. The results of mea-
suring the intelligibility of words and syllables are rep-
resented in the form of statistically average estimates of
the transmission quality without description of linguis-
tic factors that cause the distortions of the speech units.
The diagnostic articulation tables serve to eliminate this
drawback.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
THE DRT DIAGNOSTIC TABLES

The known types of diagnostic articulation tables
include tables of minimal pairs of monosyllabic words
called Diagnostic Rhyme Tests, which were developed
on the basis of Jacobson differential features [4], tables
of multisyllable quartets of Russian words (the choice
method) [5], and tables of incomplete syllables of the
_VC/CV_ type with one (initial or terminal) consonant
omitted (the supplementary note method) [6].

The DRT tables were developed at the Cambridge
Naval laboratory, USA, to evaluate the effect of signal
distortions in a communication channel on the discrim-
inability of the differential features of phonemes. The
tables consist of 112 pairs of monosyllabic English
words, for example:
beam-peen need-deed feet-peat seem-theme peach-teach she-see *teal-keel

gin-chin mitt-bit fin-pin chink-kink bid-did shift-sift tilt-kilt

dent-tent mend-bend fend-pend jest-guest pest-test yen-wen pen-ken

vast-fast nab-dab fan-pan champ-camp bad-dad cast-past ram-yam

* The seventh pair of the row is chosen by the experimentalist.
The pairs of words, in order of their sequence, differ
by one differential feature of English consonants (the
so-called minimal pairs): voicing, nasality, sustention,
sibilation, graveness, and compactness. The seventh
pair of words has a feature chosen by the experimental-
ist. In total, the table contains 16 groups with seven
pairs of words in each group. The words contain front
vowels /i, e/ and back vowels /u, o/, high rising and low
rising ones. The authors of the table followed the one
word pair–one feature principle, although in some
cases, deviations take place; for example, the conso-
nants /k–p, g–b/ differ in both compactness and sim-
plicity.

In the measurements, the table is repeated four times,
which lasts 10 min (1.3 s per word). The feature of a
word pair intended for reading, e.g., voiced/unvoiced, is
chosen in an arbitrary way and is repeated twice during
the test. The listeners mark the transmitted word in the
printed chart containing the full table. The test is per-
formed with a team of one or two speakers possessing
trained voices and eight listeners with normal hearing.
The discriminability of consonants estimated by the
formula d = 100(R – r)/T, where R is the number of cor-
rect marks, r is the number of erroneous marks, and
T = 448 is the number of transmitted words, proved to
be close to the intelligibility of 256 phonetically bal-
anced monosyllabic words.

The DRT tables are widely used outside Russia for
measuring the intelligibility of synthesized speech. The
degree of consonant distortions in their distinctive fea-
tures is included in the Diagnostic Acceptability Mea-
sure (DAM) of speech communication [4]. The intelli-
gibility measurements in the presence of noise and fre-
quency distortions in a communication channel with a
passband of 200–4000 Hz showed that noise produces
different effects on the discriminability of the differen-
tial features of phonemes. The features most sensitive
to noise were found to be interruption, simplicity, and
compactness, while the voicing and nasality features
proved to be less sensitive. Noise was also found to
have different effects on contrasting features; for exam-
ple, the sharpness feature proved to be more sensitive to
noise than the simplicity feature. As under the effect of
noise, a strong limitation of the frequency band from
above noticeably affects the interruption, simplicity,
and compactness features and, to a lesser extent, the
voicing and nasality ones. At the same time, the dis-
criminability of consonants under distortion remains
fairly high, which is caused by the relatively stable
auditory perception of the lexical meanings of words in
minimal pairs. According to the data of many measure-
ments, the discriminability is close to 70–95%.

DIAGNOSTIC TABLES OF CHOICE
Attempts to develop diagnostic tables on the basis of

the Russian language encounter some difficulties. The
system of differential features used for contrasting the
consonants of the English language cannot be trans-
ferred to Russian without changes, and not only
because of the difference in features. In the Russian lan-
guage, the number of monosyllabic lexical units is lim-
ited. In addition to the vowels a, ˚, ˝, Û, and o, there
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exist palatal versions fl, Â, ˛, and fi; the use of some of
the aforementioned vowels (e.g., ˚ or ˝) after some
consonants may lead to combinations that are not typi-
cal of the Russian language (e.g., Í˚, „˛, ıÂ, etc.). In
some cases, it is impossible to find minimal pairs of
monosyllabic words with consonants differing in a sin-
gle feature. Therefore, a new method has been pro-
posed: the so-called choice method [5]. It consists in
the transmission of three tables of 27 words each
through the communication channel under test. The
receiving operators (no less than three persons) must
mark the transmitted word in the table consisting of
27 groups of phonetically similar (similarly sounding)
words, with four words in each group; for example: the
word ÅÄHT from the group ÅãÄçä, èãÄç,
ÅÄçí, ÅÄçä, or the word ÉêÖíú from the group
ìÉéêÖíú, ÉéêÖíú, ÅéãÖíú, ÅÄãÖí, etc. The
measure of the speech quality (intelligibility) is the
average number of errors per table: two errors corre-
spond to the superior class, five errors, to class I, eight
errors, to class II, and eleven errors, to class III. In total,
ten tables of choice have been designed.

The number of variants in reading a single table can
be fairly large. With a reading rate of one word in three
seconds, the transmission time for one table is 1.5 min,
and the time of one test of 30 tables is about 60 min
(with intervals between the tables from 6 to 8 min). No
special requirements are imposed on the team training.
The latter consists in that the operators are given several
tables to listen to just before testing. If the average

Table 1

Intelligibility (%) for test tables

speaker syllables diagnostic 
(words)

diagnostic 
(paired sound 
combinations)

Male 85.6 99.2 94.6

Male 83.4 98.8 98.0

Female 84.1 98.8 97.5

Average 84.4 98.9 96.7
score of errors does not decrease from table to table, the
training is considered as sufficient.

At the laboratory of Applied Linguistics of Moscow
State University, diagnostic tables for the Russian lan-
guage were developed in the form of tables of paired
CVC sound combinations selected on the basis of con-
trasting the initial or terminal consonants in one of the
distinctive features of the Russian consonants (frica-
tive/sonorous, place of formation, way of formation,
voiced/unvoiced, hard/soft) [7]. During the test, the lis-
tener marks the perceived sound combination in the
table of minimal pairs.

EVALUATION OF THE DRT TABLES
AND TABLES OF CHOICE

To compare the sensitivities of the aforementioned
diagnostic tables to speech signal distortions, articula-
tion measurements of the intelligibility of synthesized
speech were performed using the LPC-10 vocoder with
a transmission rate of 2.4 kbit/s. A team of three speak-
ers and four listeners took part in the measurements.
The results are shown in Table 1.

One can see that, compared to the tables of syllables
of the GOST R 50840-95 standard, the tables of choice
exhibit a considerable redundancy (the corresponding
intelligibility values are 84.4 against 98.9 and 96.7%).
The intelligibility values for the tables of paired sound
combinations proved to be lower than for the tables of
word choice because of the lack of lexical meaning in
the sound combinations (according to Zinder [9], the
sound combinations may have some conditional mean-
ing). This is no surprise, because, although the dichot-
omy principle is convenient for describing the system
of distinctive features of phonemes in the domain of
acoustic–articulation correlates and is used in the
design of diagnostic tables, it proves to be a simplifica-
tion. In reality, the relation between the articulation and
perceptive features is much more complicated. Let us
demonstrate it by an example. We use the method of
diagnostic tables to measure the properties of the
voiced/unvoiced differential feature. For this purpose, a
test table was designed, part of which is presented
below:
Å˚Ò-Ô˚Ò Á˝Ò-Ò˝Ò ÙËÊ-ÙË¯ ‰‡ˆ-Ú‡ˆ Á‰‡Ï-ÒÚ‡Ï Ï‡Ê-Ï‡¯

Ñ˚Ï-Ú˚Ï Í˚Á-Í˚Ò Ì˛‰¸-Ì˛Ú¸ ÁÓÈ-ÒÓÈ ‰‡Á-‰‡Ò ÁÛ„-ÁÛÍ

ÉÛÚ¸-ÍÛÚ¸ ‚fl‚-‚flÙ „˚Ò-Í˚Ò ‚Û-ÙÛ Û‰-ÛÚ Â·¸-ÂÔ¸

Ü‰ÓÒ¸-˘ÚÓÒ¸ Â„-ÂÍ ÒÛ˘-ÁÛ˘ ‰‡Ï¸-Ú‡Ï¸ ˜Ú‡Á-˜Ú‡Ò ÒÍÂÁ-ÒÍÂÒ

ÑËÚ-ÚËÚ ·flÁ-·flÒ „‡-Í‡ Ê‡Ò¸-¯‡Ò¸ ÎÛ‚-ÎÛÙ ÎÛ‰-ÎÛÚ
The whole table consisted of 400 pairs of syllables.
In half of these syllables, random changes of the initial
consonants took place, while in the other half, the ter-
minal consonants were changed. The enunciation of the
terminal voiced consonant in the CVC sound combina-
tions without loss of voicing required some attention of
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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the speaker. Table 2 shows the consonant contents in
Russian speech and the contents of initial consonants in
the test table.

For the terminal consonants, the contents are the
same. The numbers of voiced and unvoiced consonants
included in the table are equal.

The test was performed using a setup that contained
a spectral-band vocoder. The vocoder had 19 channels
of equal articulation width in the frequency band
between 150 and 7000 Hz. To separate the fundamental
tone (FT) signal from speech, a laringophone and a
peak FT pulse separator were used. A tone–noise signal
was formed by the FT pulses. The tone signal corre-
sponded to the presence of pulses, and the noise signal,
to their absence. The vocoder with the aforementioned
devices for separating the FT and tone-noise signals
provided high qualitative indices: the syllable intelligi-
bility of speech was 94–96% and the quality of synthe-
sized speech proved to be close to the transmission
quality in a standard telephone channel.

The test table was recorded for three modes of oper-
ation. In mode 1, the synthesizer was driven by a signal
that was formed by the tone–noise signal from the FT
pulses and the signal produced by a noise generator; in
mode 2, pulses with a frequency of 140 Hz were used
to drive the synthesizer, and in mode 3, a noise excita-
tion signal was used.

In the course of recording, the speaker read one of
the two syllables from each pair (in the test table, this
syllable was underlined). The listener’s task was to
mark the perceived syllable in the printed chart of the
test table. Then, the relative number of errors was cal-
culated for the initial and terminal consonants sepa-
rately. This number characterized the effect of the type
of the driving signal on the consonant discrimination
with respect to the voiced/unvoiced feature. The exper-
iments were performed with two speakers (a man and a
woman) and four listeners. The results of the voiced
and unvoiced consonant discrimination are shown in
Table 3.

From the data of this experiment, one can see that
the score of errors in unvoiced consonants is greater
than that in voiced consonants with all types of excita-
tion. However, no effect of the type of excitation could
be detected for the discriminability of synthesized con-
sonants with respect to the voiced/unvoiced feature. On
the contrary, voiced consonants were better discrimi-
nated with the noise excitation than with the tone exci-
tation (the error scores are 2.5 and 6.9%, respectively).

It should also be noted that the percentages of errors
in three different modes differ only slightly (8.5, 15,
and 11.2%). Therefore, the intelligibility of synthesized
speech in the aforementioned modes of excitation was
also almost the same. The measurements performed
with a team of four speakers and four listeners showed
that the syllable intelligibility of speech was 93.9, 94.0,
and 94.3% in modes 1, 2, and 3, respectively.
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Let us compare the spectra of voiced consonants and
of the corresponding unvoiced consonants. At frequen-
cies above 1000 Hz, the spectra of these sounds differ
only slightly. At frequencies below 600 Hz, the spectral
density is higher for voiced consonants than for
unvoiced ones by 20–40 dB. This difference in the
spectral shape is retained for synthesized sounds inde-
pendently of the type of the driving signal (tone or
noise), which facilitates the correct perception. On the
other hand, the limitation of the frequency band of the
speech signal from the side of low frequencies reduces
the difference between the spectral shapes of conso-
nants, which should adversely affect their perception.
Table 4 presents the data obtained by listening to the
tables when a high-pass filter with a cutoff frequency of
600 Hz was inserted in the channel.

From Table 4, one can see that the limitation of the
frequency band of the speech signal caused almost no
increase in the number of errors in mode 1, because in
this mode the tone/noise feature of the spectrum type is
retained. In mode 2 and, especially, in mode 3, the lim-
itation of the frequency band from below causes a sharp

Table 2

Consonants

Probability
of occurrence in 

Russian speech (%)

Percentage of consonants 
in the test table (%)

hard soft hard soft

/Ê, ¯/ 4.36 – 40 (5.76) –

/·, Ô/ 6.32 1.52 48 (6.90) 12 (1.74)

/„, Í/ 6.71 0.91 48 (6.90) 12 (1.74)

/‚, Ù/ 6.89 0.72 48 (6.90) 12 (1.74)

/Á, Ò/ 8.41 2.56 48 (6.90) 12 (1.74)

/‰, Ú/ 12.71 5.47 84 (12.06) 36 (5.22)

Total 45.40 12.18 316 (45.42) 84 (12.18)

Table 3

Consonants

Percentage of errors for different
types of excitation (%)

FT pulses 140-Hz 
pulses noise

Voiced 3.0 6.9 2.5

Unvoiced 5.5 8.1 8.7

Including:

Initial

voiced 1.6 3.1 0.7

unvoiced 0.9 1.6 3.1

Terminal

voiced 1.4 3.8 1.8

unvoiced 4.6 6.5 5.6
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Table 4

Mode of excitation Type of the driving signal
Percentage of errors (%) with a limited frequency band (Hz)

70–7000 600–7000

1 FT pulses 2.8/4.9* 3.4/5.5

2 140-Hz pulses 4.5/10.0 22.0/20.0

3 Noise 3.5/6.2 10.0/12.0

* The numerator shows the percentage of errors for voiced consonants, and the denominator, for unvoiced consonants.

Table 5

Mode of excitation Type of the driving signal General speech
quality, score

Percentage of errors (%)

speaker
identification

perception of voice and 
intonation

1 FT pulses 7.8 11 3 (2/3)*

2 140-Hz pulses 4.2 25 49 (52/45)

3 Noise 2.9 17 24 (40/7)

* The numerator shows the percentage of errors in the intonation perception for a male voice, and the denominator, for a female voice.
increase in the number of errors, although some other
discriminative features of consonants are retained. In
fact, the voiced and unvoiced consonants of correlative
pairs of sounds, e.g., /‚-Ù, Á-Ò/, differ not only in the
type of spectrum but also in spectral shape (the voiced
consonants are lower in pitch), duration (the voiced
consonants are shorter than the unvoiced ones, and the
occlusive phase is also shorter), intensity (the voiced
consonants are louder), and the fundamental frequency
at the consonant-to-vowel transition [3, 10].

Let us consider the effect of the type of driving sig-
nal on the quality of synthesized speech. Some standard
phrases were read by six speakers (three men and three
women) in modes 1–3. The speech quality was evalu-
ated by ten-point scores by the method of paired com-
parisons with the participation of six to ten listeners. A
record of natural speech in the frequency band 300–
3400 Hz was used as the reference. The results are
shown in Table 5.

One can see that the general quality of synthesized
speech largely depends on the type of the driving sig-
nal. The minimal percentage of errors was obtained
with the synthesizer driven by FT pulses.

In addition to the general evaluation of the synthe-
sized speech quality, the speaker identification feature
and the intonation perception were also evaluated.

The experiment on the speaker identification was
performed as follows. Six standard phrases read by four
male speakers at random were recorded. At the end of
each phrase, the speaker announced his personal num-
ber. The listeners were initially not acquainted with the
speakers’ voices. Before the test, all speakers in turn
read twice a single phrase to make their voices known
to the listeners. After listening to the whole recording,
each listener gave 24 answers. As could be expected,
the highest identification index was obtained with
mode 1, although with modes 2 and 3, the identification
scores were also high.

To estimate the effect of the type of driving signal on
intonation perception, the following method was used.
In modes 1–3, a standard phrase read by one speaker
with three different intonations was recorded: interrog-
ative, narrative, and affirmative. The listeners were
asked to determine the kind of intonation they per-
ceived. The test team consisted of eight speakers (five
men and three women) and ten listeners. The results of
the test are presented in Table 5. One can see that, in
mode 1, the intonation was transmitted properly,
whereas in modes 2 and 3, it suffered severe distortions.
It should be also noted that, in the case of the noise-type
excitation, the number of errors for female voices was
relatively small (7%) while for male voices it reached
40%. Presumably, this result can be explained by the
higher fundamental frequencies of female voices, for
which the resolution of the synthesizer in frequency
was sufficiently good.

The data presented above testify to the validity of
the statement that the perceptive parameters determin-
ing the phonetic quality of speech, namely, the timbre,
loudness, and pitch, correlate not with individual
acoustic parameters of speech separately but with their
entire set: spectrum, intensity, fundamental frequency,
and durations of stressed and unstressed syllables. The
voicing feature is represented in speech not only by the
fundamental harmonics but also by a higher intensity of
voiced segments and a more distinct formant structure,
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as compared to unvoiced segments: the softness feature
is represented in the i-type track of the second formant
F2 on the adjacent vowel, the frequency F2 about
1.8−2.6 kHz, and the reduced intensity of components
in the frequency band 1.2–1.8 kHz. From the aforesaid,
we can conclude that the sensitivity of DRT tables to
distortions of individual features of the speech signal is
fairly weak.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
THE SUPPLEMENTARY NOTE METHOD

The GOST R 50840-95 standard includes all diag-
nostic tables of supplementary notes, in which the lis-
teners have to add the initial/terminal consonants to
incomplete _VC/CV_ syllables [3]. The tables used by
the speakers are standard syllable tables. Examples of
the speaker’s and listener’s tables (fragments) are pre-
sented below.
Speaker’s table:

ëüä äìãú ëûô çüí ëÇìå

äéëú èàò ëíÄã åìêú ïÄä

Listener’s table:

_üä\_Ää _ûãú\_ìãú _ûô\_ìô _üí\_Äí _Çìå

_Öëú\_éëú èà_ _íÄã _ûêú\_ìêú ïÄ_
In the listener’s tables, the syllables lack the ini-
tial/terminal consonants (hard or soft). In the course of
measurements, the listener fills the gaps with the
sounds perceived by hearing. Table 6 shows the relation
between the syllable intelligibility S and the consonant
discrimination by the supplementary note method Q.

The supplementary note method was subjected to
long-term experimental testing in a number of institu-
tions and was included in the GOST R 50840-95 stan-
dard as a method for the diagnostic evaluation of
speech signal distortions in speech communication
channels.

Compared to the standard technique used for sylla-
ble intelligibility measurements, the supplementary
note method considerably reduces the requirements
imposed on the training of the articulation team. Spe-
cial measurements had been carried out to estimate the
progress in training an inexperienced team of three lis-
teners in the course of the perception of tables of sylla-
bles of synthesized speech by the GOST R standard and
by the supplementary note method. The tests were per-
formed within three days with a daily perception of
20 tables recorded through a channel of synthesized
speech (an LPC vocoder with a transmission rate of
4.8 kbit/s) with the voice of a single male speaker. It
was found that the coefficient of the experimental prac-
tice of the team Z (Z = Ai/At, where Ai is the experi-
mental value of the formant intelligibility for an inex-
perienced team and At is the same for a well trained
team) slowly increased (up to 0.5) during three days in
the case of the perception of syllable tables, while in the
case of the perception of tables of supplementary notes,
it exceeded 0.78 by the second day of training. In prac-
tice, within approximately a week of everyday work, an
inexperienced team can reach the necessary value of Z
(above 0.9). If the test tables are each time formed anew
by an automated method (as is prescribed by the GOST
R 50840-95 standard), the possibility of memorizing
the tables of supplementary notes is excluded.
A listener is supplied with a personal computer
equipped with a sound board and a KPEC software
package for an IBM PC. All testing and data processing
procedures are automated. The monitor screen shows
the tables of incomplete syllables, the gaps in which
should be filled through the keyboard. The rate of syl-
lable presentation is 3 s per syllable and the input rate
is 20 symbols per minute, which does not require any
special training of the operators. As a result of the data
processing, the following values are calculated: the dis-
criminability of each individual phoneme, the group
intelligibility of correlative phoneme series, and the
speech intelligibility for some preset statistics of sound
occurrence in vocalized speech. In the tables of supple-
mentary notes, the probability of phoneme occurrence
can differ from that in real speech, which provides a
fairly high reliability of the estimate of sound intelligi-
bility (discrimination) for speech sounds of both fre-
quent (e.g., /Ú, Ô/) and rare occurrence (e.g., /îú/ and
/ïú/). Thus, the long-term discussion concerning the
allowable deviation of the sound content in articulation
tables from that in real speech, the choice of a represen-
tative set of texts for evaluating this content, and the
methods suitable for the phonetic transcription of texts
and for statistical data processing ceases being topical.
The result of the measurements is the estimate of the
probability of errors in the perception of individual
sounds qi, while the sound content of speech is taken
into account (e.g., for local or professional conditions)
by the weighted average sound intelligibility Dj = 1 –
Qj, where Qj = Σpijqi is the sound intelligibility loss, pij

Table 6

S 35 40 45 50 55 60 65 70

Q 61 65 69 73 77 80 83 86

S 75 80 85 87.5 90 92.5 95 97.5

Q 89 92 95 96 97 98 99 99.5
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is the probability of the ith sound occurrence in the
table according to the jth statistics (e.g., for public tele-
phone communication networks, military communica-
tion lines, etc.), and qi is the error probability in the per-
ception. The syllable intelligibility determined accord-
ing to the jth statistics of sound occurrence in speech is

The method of supplementary notes is free of the
drawback inherent in the DRT diagnostic tables, that is,
their relation to the Jacobson model of differential fea-
tures and their consequent low sensitivity to speech sig-
nal distortions.

Consider an example of studying the matrices of
auditory errors (mishearings) obtained from the intelli-
gibility measurements for speech sounds [11]. The
intelligibility was measured with a team of four speak-
ers (two men and two women) and four listeners. The
measurements provided full error matrices of 36 conso-
nants for four types of speech signals, including natural
speech (with a signal-to-noise ratio of 10 dB) and two
models of speech analysis–synthesis (an LPC vocoder
with a transmission rate of 2.4 kbit/s and a semivocoder
with a transmission rate of 9.6 kbit/s). The total volume
of measurements was about 100000 sounds, which pro-
vided statistically stable results (presumably, for the
first time for the Russian language).1 

The error matrices were processed by an IBM
PC/AT with the use of multidimensional statistical
analysis of data. By the method of statistical regression
analysis of auditory error (mishearing) matrices, the
following ranks and weights (in arbitrary units) of the
group features of phonemes (in decreasing order) were
determined: hard/soft, 5; voiced/unvoiced, 3; sono-
rous/fricative, 2; and occlusive/glottal, 1.

The group features, unlike the differential ones,
have rather stable acoustic characteristics independent
of the manner of enunciation and positional and combi-
natorial changes in phonemes. On the other hand, the
sound production sites during the excursion and recur-
sion phases are not constant, and their acoustic corre-
lates in the holding phase are not always detectable
because of the reduction and assimilation.

The distribution of auditory errors (mishearings)
depends on the probability of occurrence of consonants
(sound types) in Russian speech: the more frequent the
sound type, the better its discrimination. The difference
between the natural and synthesized speech manifests
itself primarily in an increased regression coefficient
and an increased multiple correlation for natural
speech. One can expect that, in conditions when the

1 Note that one of the first studies of auditory error matrices was
performed by Miller and Nicely (in 1955) and Singh (in 1968)
[12]. In the first study, the authors used 200 open syllables of the
CV type, which included 16 consonants and the vowel /a/ of the
English language. The second study was performed with minimal
pairs of monosyllabic words. However, the limited amount of
data allowed no representative statistical analysis at that time.

S 0.8D j
3 0.2D j

4.+=
perception of synthesized speech by the distinctive fea-
tures of sound types is more difficult than that of natural
speech, listeners more or less rely on the probability of
the sound occurrence.

Perceptual errors (mishearings) possess the property
of retaining their association with the group distinctive
features of the corresponding sounds. In our experi-
ment, the total amount of errors in the discrimination of
hard consonants of natural speech was 8%. Among
these errors, 7% retained their association with the
group of hard consonants and only 1% were classed
with the soft consonants. The total number of mishear-
ings for soft consonants was also equal to 8%, and 6%
of them retained the association with the soft type while
2% were classed with the hard type. Thus, 75–88% of
mishearings remained within the corresponding
hard/soft group.

Similar statistics were observed for other features:
the voiced/unvoiced feature was perceived with a total
error percentage of 5–12%, and 75–80% of these mis-
hearings remained within the respective groups. For
sonorous consonants, the total amount of errors was
4%, and 80% of them remained with their group. For
the glottal consonants, the corresponding numbers
were 4 and 70%, and for the occlusive consonants, they
were 13 and 75%. It should be noted that, of all the mis-
hearings for the sonorous consonants, 2/3 were classed
with occlusive and 1/3 with glottal consonants. The
sounds that lost their glottal and occlusive features were
perceived as sonorous and occlusive in the first case and
sonorous and glottal in the second case.

In the case of synthesized speech, the group distinc-
tive features of sound types proved to be less stable, as
compared to natural speech. When the number of errors
in the discrimination of consonants of all groups
increased by a factor of about 2–2.5, the relative num-
ber of mishearings, in which the group distinctive fea-
tures of sounds were lost, increased as follows: for
sonorous consonants, up to 50% (instead of 20% for
natural speech), with 15% of them being classed with
the occlusive group and 35% with the glottal one; for
occlusive consonants, 70% (instead of 30% for natural
speech) with 18% of them being classed with the sono-
rous group and 2% with the glottal one; and for glottal
consonants, 48% (instead of 25% for natural speech)
with 16% of them being classed with the sonorous
group and 32% with the occlusive one. For the hard/soft
and voiced/unvoiced distinctive features, the propor-
tions of the mishearings that retained the initial group
(or changed it) were almost the same in natural and syn-
thesized speech. Proceeding from the aforesaid, the fol-
lowing explanation can be proposed for the certain dis-
crepancy between the intelligibility indices obtained
for synthesized speech and the user’s estimate of the
intelligibility of phrases: the latter is determined not
only by the average discriminability of consonants (in
our example, by the hard/soft feature, 82–84%;
voiced/unvoiced, 78–88%; sonorous, 89%; occlusive,
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
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85%; and glottal, 77%), but also by the stability in
retaining particular distinctive features of the sound
types in distorted speech.
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Sergey Viktorovich Egerev
(On His 50th Birthday)
July 22, 2002, marks the 50th birthday of Sergey
Viktorovich Egerev, one of the leading researchers of
the Andreev Acoustics Institute, a well-known expert in
the field of laser photoacoustics.

In 1974, Egerev graduated with honors from the
Moscow Institute of Electronic Engineering (now
Moscow Institute of Electronics and Mathematics)
having specialized in a new field of science, namely,
the physics of the interaction of laser radiation with
matter. Just such an expert was needed by one of the
laboratories of the Acoustics Institute, where research
at the interface of optics and acoustics was developing
under the supervision of professors L.M. Lyamshev
and K.A. Naugol’nykh. A new field of science
emerged: the laser photoacoustics of liquid media.

Mechanical and hydrodynamic effects in liquids
affected by laser radiation were studied actively from
the beginning of the 1960s. The light-hydraulic effect
and laser generation of plasma in gases and metal tar-
710/02/4805- $22.00 © 20634
gets were already observed at that time. However, the
problems of communication, technology, and medical
diagnostics required full knowledge of the acoustic
fields formed in liquids in the process of their irradia-
tion by a laser beam. There were many questions, and
the field of research seemed vast. Correspondingly, the
interest in the problem throughout the scientific com-
munity of the country was very large. It is enough to say
that such outstanding Soviet scholars as R.V. Khokhlov,
S.A. Akhmanov, and F.V. Bunkin headed the research
in photoacoustics in other research centers. Such an
effectively cooperating community of scientists from
different institutions would today be called an invisible
college.

Egerev started to work actively together with other
young researchers from Moscow State University and
the Physical Institute of the USSR Academy of Sci-
ences (later the research was conducted at the General
Physics Institute of the USSR Academy of Sciences).
His contribution to the common achievements of the
Soviet school of photoacoustics was considerable. The
effect of thermal nonlinearity studied by him theoreti-
cally was an outstanding result. This effect manifests
itself in the process of the irradiation of liquids at a tem-
perature close to the point of the maximal density.
Later, the predicted distinctive features of the effect
were confirmed not only in photoacoustic experiments
but also in experiments conducted with accelerators of
elementary particles, which was an important event in
radiation acoustics.

Experimental and theoretical studies conducted by
Egerev provided an opportunity to understand what the
effects of photoacoustic conversion in two-phase liq-
uids and also in liquids subjected to intense laser irradi-
ation are. These results were appreciated by the
research community both in this country and abroad. In
1981, Egerev got the degree of Candidate of Science
(Phys.–Math.), and in 1984 he received the Lenin’s
Komsomol Prize for achievements in science and tech-
nology together with other researchers.

In the 1980s, Egerev several times headed the
research expeditions of the Acoustics Institute explor-
ing the photoacoustic diagnostics of shallow-water
marine regions. It was discovered that powerful acous-
tic pulses generated remotely by laser radiation at the
sea surface are an excellent instrument for the detailed
monitoring of marine media parameters, namely, wind
waves, bottom character, etc. The Acoustics Institute
pioneered the study of this field, and researchers from
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other countries started such investigations 5–6 years
later. The results of Egerev’s studies in the field of pho-
toacoustic oceanography were generalized in a series of
papers and an international scientific treatise. Now,
since the need for the development of new techniques
for navigation and oceanography has risen, in particular,
in connection with the construction of ports in the Baltic
Sea, these results have become especially important.

The development of the fundamental concept of the
combined mechanism of photoacoustic conversion by
Egerev belongs to the same period. This concept
assumes that contributions of different origin to the
acoustic response of an irradiated liquid exist simulta-
neously. It played an important role in both the devel-
opment of theoretical ideas and practical applications,
that is, for the development of new techniques for the
diagnostics and monitoring of liquid media for biomed-
ical applications.

Now, Egerev has concentrated his research interests
mostly in the field of the photoacoustics of scattering
liquid media. Together with his students and collabora-
tors, he has developed a technique for the low-threshold
cavitation photoacoustic diagnostics of suspensions
with superlow concentrations. The effect of the emis-
sion of a sound pulse by a cavitation bubble that devel-
ops at a particle heated by a laser pulse is used in this
technique. In this case, the intensity of laser radiation is
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
significantly smaller than that needed for the develop-
ment of a laser spark (breakdown).

In 1994, Egerev got the degree of Doctor of Science
(Phys.–Math.). In 1995–1997, he worked for the
administration of the President of the Russian Federa-
tion as a consultant on the scientific and technological
policy of the country. The outcome of this work was his
book entitled Sensitive Points of Science (1998).

Egerev gives much time to teaching at Moscow
State Pedagogical University. Several of his postgradu-
ate students have become Candidates of Science.
Egerev got the title of professor in 2000. Now, Egerev
is the first deputy director of research at the Andreev
Acoustics Institute.

Egerev is the author of more than one hundred
papers in leading Russian and foreign scientific jour-
nals. He is a member of the Russian Acoustical Society
and the Acoustical Society of America. He is also a
member of the Bureau of the Scientific Council on
Acoustics of the Russian Academy of Sciences and
takes an active part in international scientific meetings
on acoustics.

At fifty, Sergey Viktorovich Egerev is full of various
creative plans. We wish him good health and many new
achievements.

Translated by M. Lyamshev
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Viktor Dar’evich Svet
(On His 60th Birthday)
May 17, 2002, marked the 60th birthday of Viktor
Dar’evich Svet, doctor of science (Phys.–Math.), head
of a laboratory at the Andreev Acoustics Institute, and a
well-known specialist in applied acoustics.

In 1963, Svet first appeared at the Acoustics Insti-
tute as a student to work on his undergraduate project.
In 1964, he graduated from the Department of Radio
Systems of Moscow Electrotechnical Institute of Com-
munication and was offered a permanent position at the
Acoustics Institute. There, Svet has been working for
more than 38 years on problems related to the reception
and processing of acoustic signals.

His first research projects were concerned with
studying nonlinear correlations in acoustic signals and
noise generated by high-power mechanisms with
rotary units. The theory of the methods of nonlinear
correlation analysis, which had been developed at that
time, not only explained and predicted the appearance
0/02/4805- $22.00 © 20636
of combination components in the noise spectrum, but
also allowed one to determine the sources of the sig-
nals producing these components. On the basis of this
theory, new efficient methods for the acoustic remote
sensing of aircraft engines and turbines were devel-
oped. The results of theoretical and experimental stud-
ies on the methods of nonlinear correlation analysis
were summarized by Svet in his candidate’s thesis,
which he defended in 1971.

The following research projects carried out by Svet
were concerned with the development and application
of the ideas and methods of coherent optics and holog-
raphy for space–time signal processing in underwater
acoustic observation systems. Svet was among the
first to use these methods for signal processing in mul-
tielement antenna arrays and also for the development
of acoustooptic sound detectors. One of the merits of
Svet’s approach to his work is that he always tries to
put scientific concepts and ideas into practice. For
example, such devices as the first Russian high-speed
optical processor intended for signal processing in
planar arrays, liquid-crystal acoustooptic hydro-
phones with optic-fiber communication lines, and
acoustooptic antennas were developed and tested
under his supervision.

Several tens of research projects and several large
research-and-development projects have been super-
vised by Svet, for which he has received state awards.

Svet is also known for his organizational work. He
has supervised twelve expeditions to various regions of
the ocean, which were carried out on the ships of both
the Acoustics Institute and the Navy.

Svet is the author of more than 130 papers and two
monographs, and he owns 20 inventor’s certificates and
patents. Four candidate’s theses have been prepared
under his supervision.

For years, Svet has been a member of the Scientific
Council of the Acoustics Institute. He is a member of
the Russian Acoustical Society and a member of the
New York Academy of Sciences.

His erudition, benevolence, and unprejudiced view
on various complex problems have won him the respect
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of the scientists of the Acoustics Institute and other
related institutions.

In the last few years (in view of the difficulties that
have prevented the organization of full-scale oceanic
experiments), Svet has concentrated on the develop-
ment of new methods for obtaining ultrasonic images
of dynamic objects located in inhomogeneous media
with scattering. This new area of research, which is
related to acoustic speckle interferometry, is interest-
ing and promising from the point of view of many pos-
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
sible applications, such as medical diagnostics, flaw
detection, and underwater acoustic imaging.

Svet celebrates his 60th birthday in the prime of his
creative life. He is as full of energy and creative ideas
as ever.

We wish Viktor Dar’evich Svet good health and suc-
cess in all his undertakings.

Translated by E. Golyamina
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In Memory of Viktor Ivanovich Passechnik
(July 28, 1943–March 17, 2002)
On March 17, 2002, Viktor Ivanovich Passechnik,
professor of the Physics Department of Sechenov Med-
ical Academy, head of the Acoustothermography Labo-
ratory of the Institute of Radio Engineering and Elec-
tronics of Russian Academy of Sciences, a prominent
scientist, an excellent teacher, and a wonderful person,
passed away.

Passechnik was born on August 28, 1943, in Ufa.
The first half of his career in science was associated
with the Physics Faculty of Moscow State University.
After his graduation in 1966, Passechnik continued
working at the biophysics department of this university.
He carried out a number of theoretical and experimen-
tal studies of the dynamics of viscoelastic properties of
muscles and biological membrane models. The results
of these studies have formed the basis of Passechnik’s
candidate and doctoral theses, which he successfully
defended in 1969 and 1983, respectively. The studies of
1063-7710/02/4805- $22.00 © 0638
the viscoelastic properties of biological membranes
proved to be most fruitful and made him one of the
leading specialists in this field of research. In particular,
together with Professor T. Hianik from Bratislava Uni-
versity, Passechnik published two monographs devoted
to this subject, which appeared in Czechoslovakia and
in England in 1991 and 1995.

The second half of Passechnik’s career in science
was of special interest from the point of view of acous-
tics and was associated with his work at the Institute of
Radio Engineering and Electronics, Russian Academy
of Sciences. From 1983, Passechnik, together with
Academician Yu.V. Gulyaev and Dr. Sci. (Phys.–Math.)
É.É Godik, carried out theoretical and experimental
studies aimed at the development of acoustothermogra-
phy methods for medical diagnostics. In this connec-
tion, it should be noted that a human organism gener-
ates not only weak thermal radio-wave radiation but
also thermal acoustic radiation, which carries the infor-
mation on the spatial temperature distribution and the
functional dynamics of heat generation in the organism,
especially in the ultrasonic frequency range (the mega-
hertz frequencies with wavelengths of about 1 mm).
The ultrasonic waves of thermal acoustic noise of the
organism tissues travel toward the surface from a depth
of 5–10 cm and, in real time, carry the information on
the functioning of, for example, such an important
organ as the liver. One of the topical directions of
research in modern acoustics is the use of proper ther-
mal acoustic radiation for monitoring the temperature
distribution in the depth of a human body during hyper-
thermia procedures in oncology or during thermal abla-
tion (a microwave heating of tissue by a needle). The
methods developed under Passechnik’s supervision for
solving the inverse problem in passive acoustic thermo-
tomography laid the foundation for the design of a pas-
sive acoustic tomograph.

Passechnik has left a vast scientific heritage: about
300 scientific publications, 150 of which are papers in
Russian and foreign reviewed journals. As a professor
of Sechenov Medical Academy, Passechnik supervised
the work of young scientists, three of whom prepared
and defended candidate’s theses and one, a doctoral
thesis. In the recent years, Passechnik published two
textbooks: Biophysics (Moscow, 2000) and Laboratory
Studies in Biophysics (Moscow, 2001).

The works by Passechnik received wide recogni-
tion both in Russia and abroad. Beginning from 1972
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(when he first presented a report on the viscoelastic
properties of biological membrane models), Passech-
nik took part in International Congresses on Biophys-
ics. In the 1990s, he received the support for his
COPERNICUS and INTAS projects related to this
area of research. The acoustothermography problems
were the subject of his cooperative work with the
National Institute of Health (Bethesda, USA) and the
National Oncology Institute (Rockville, USA).
Passechnik’s projects concerned with acoustother-
mography were supported by the Russian Foundation
for Basic Research.
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
In 1999, in relation to the 275th birthday of the
Russian Academy of Sciences, Passechnik received a
certificate of gratitude for his long and fruitful work in
science from the Russian Academy of Sciences, which
was signed by President of the Academy Yu.S. Osipov.

The colleagues of Viktor Ivanovich Passechnik
deeply mourn the premature death of their friend, a per-
son of ready sympathy and modesty, whose shining
memory will last for many years to come.

Translated by E. Golyamina
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BOOK
REVIEW

       
V. A. Zverev and A. A. Stromkov: Signal Extraction
from Interference by Numerical Methods

(V. A. Zverev and A. A. Stromkov, Vydelenie signalov iz pomekh chislennymi 
metodami, Institut prikladnoœ fiziki RAN, Nizhni Novgorod, 2001)
Having read the title of this book, an expert in signal
detection will surely think “Here is another book on sta-
tistical signal detection methods, plenty of which have
already been published.” However, this expert will be
greatly mistaken.

Firstly, the book does not even mention any of the
standard probabilistic approaches to solving such prob-
lems. Secondly, it considers a completely different
physical situation when a great number of applications
are characterized by a fairly high input signal-to-noise
ratio, and the main interference is represented by ran-
dom phase modulation of the signal rather than by an
independent additive noise. In some cases, this phase
modulation is nothing but a strong interference, while,
in other cases, it can be a source of useful information.

Thirdly, the book is written by a physicist and
renowned expert in the field of wave processes. There-
fore, it primarily focuses on the physical mechanisms
of the phenomena and completely lacks the statistical
formalism commonly used in detection problems. The
author follows the excellent traditions of L.I. Man-
del’shtam’s scientific school by illustrating complex
phenomena and methods in the physics of oscillatory
processes by similar well-understood phenomena from
different fields of science.

What makes the book interesting?
Primarily, the novelty of the research area and the

contents. The book is devoted to problems in which
useful information or interference is contained in the
random phase modulation of the signal; i.e., it consid-
ers multiplicative signal models.

Methodologically, the monograph is also original. It
aptly combines the statement and description of rather
complex physical problems with practical solution
tools elaborated into particular application programs.
These programs are provided in each chapter and,
moreover, many of the theoretical examples are illus-
trated and corroborated by experimental data, which
makes these programs more valuable.

The next feature of the book is that it applies corre-
lation-, spectral-, and nonlinear-analysis methods to
describing complex wave propagation phenomena
observed in inhomogeneous scattering media: forward
scattering location, multipath propagation, phase dis-
tortions, reverberation, etc. Approaches to signal
1063-7710/02/4805- $22.00 © 20640
extraction in these media that are proposed in the book
are novel and were previously published only in journal
papers.

The presence of original scientific information and
its presentation as a tutorial make the book particularly
attractive.

The monograph consists of five chapters.
Chapter 1, “Spectrum and Cepstrum,” primarily

focuses on numerical methods of correlation, spectral,
and cepstral analysis and, especially, on the so-called
complex-cepstrum method, which is insufficiently cov-
ered in the literature. This nonlinear transformation is,
however, a very powerful tool for extracting weak mul-
tiplicative signals. An easy-to-understand description
of the procedure (and program) that calculates the argu-
ment of a function far beyond the 2π interval without
phase jumps is provided.

The chapter ends by discussing the numerical meth-
ods for the representation of random signals. Each sec-
tion of the chapter is illustrated by a ready-to-use pro-
gram written in the Mathcad 6.0 Plus software package.
Having spent a certain amount of time learning this
package, any Windows user can thus oneself check the
numerical results presented and create an application
program.

Chapter 2 is devoted to physical principles of the
forward scattering location.

The problem is actually reduced to the extraction of
a very weak signal scattered from an inhomogeneity of
the channel in the presence of an intense direct signal.
This problem differs from the classical problem of
detecting a weak signal in the presence of noise prima-
rily in that both the weak scattered useful signal and the
intense direct signal are produced by the same source.
Such known methods for suppressing strong signals as
adaptive processing and placing nulls in the directivity
pattern are therefore ineffective in this case. The
authors analyze the potentialities of the dark-field
method (a direct analogy with optics) at, however,
much smaller wave dimensions of the receiving aper-
ture than in optics.

The main algorithm for extracting a weak signal
relies on nonlinear transformations and primarily uses
the phase information contained in the received field.
An extremely representative experiment described at
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the end of Chapter 2 clearly illustrates the potentialities
of the method.

Chapter 3, which considers the possibilities of
increasing the space or time resolution that are far from
trivial, is very interesting. In particular, it shows that the
dark-field method can be effective enough if the field is
measured over a large receiving aperture. However, as
one of the authors previously wrote: “In spite of the
entirely positive and proven result of applying the dark-
field method in optics, no one has tried to create a
cyclopean acoustic antenna whose wave dimensions
were similar to those of the optical antenna.”

The authors draw the reader’s attention to the fact
that, if a weakly scattering object moves, the antenna
resolution can be increased through the synthesis of the
receiving antenna aperture, the aperture synthesis
method proposed in the book being essentially different
from the receiving-antenna aperture synthesis due to
the antenna motion applied in side-scan radar.

Chapter 4, “Phase Noise and Reverberation,” details
nonlinear filtering methods based on cepstral analysis
that are capable of effectively separating multiplica-
tively related signals. If, after taking a logarithm of the
received signal, the spectra of the logarithms of the
summands do not overlap, the multiplicatively related
signals can be effectively separated. Certainly, this is a
known fact, and a similar approach has been used pre-
viously in the time-domain processing of signals with a
random phase or with an amplitude modulation. How-
ever, the effective use of the same approach for spatial
signal processing seems, at first sight, paradoxical,
because the authors’ assertion is actually as follows.
Let a plane wave signal be received with a moving flex-
ible linear antenna. As the antenna moves, its shape
unpredictably changes, so that the signal phase distor-
tions many times greater than 2π occur in each antenna
receiver. The authors do not want to accurately measure
these distortions and compensate for them; they, how-
ever, assert that, under certain conditions and with an
appropriate signal processing, such an irregular
antenna will operate as good as a straight one. If we
recall that, in good antennas, phase distortions even on
the order of λ/32 are regarded inadmissible and design-
ACOUSTICAL PHYSICS      Vol. 48      No. 5      2002
ers try to eliminate them, the above assertion really
seems paradoxical at first sight.

Nevertheless, using the nonlinear analysis methods
described in the foregoing chapters, the authors clearly
demonstrate the possibility of phasing such strongly
curved antennas. Of course, everything has its price,
and the price is, in particular, a restricted angular cov-
erage, if there are several signal sources. It should be
noted that the method proposed by the authors has very
interesting potentialities for use not only in antennas. It
offers a completely new approach to improving resolu-
tion of distorted apertures and to tracing the trajectory
of a sound source moving in a medium whose parame-
ters cannot be measured or predicted.

Chapter 5, “Analysis of Acoustic Paths Using Max-
imal-Length Sequences,” actually illustrates all signal
extraction methods considered in the book by examples
of particular oceanic propagation tracks: stationary
(such as ATOC), nonstationary, and seismic ones and
tracks between two ships. The final section of the chap-
ter concentrates on the cepstral method for measuring
the fluctuations in the multipath signal delays.

On the whole, the book is an original work that
describes new nontrivial methods for solving complex
problems of acoustic wave propagation in inhomoge-
neous media and modern practical numerical tech-
niques serving for these purposes.

The book clearly presents the new methods from the
point of view of physics, widely resorts to various anal-
ogies, uses simple and easily understood mathematical
tools, and illustrates the material with numerous spe-
cific practical programming examples. All this makes
the book interesting for experts and post- and under-
graduate students specializing in physics, as well as for
engineers, whatever their discipline, with a background
in Fourier analysis.

It is however a pity that the size of the edition is so
small (300 copies), which has already made it a rarity.

V. D. Svet

Translated by A. Khzmalyan
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