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Abstract—The canonical profile transport model, which has been benchmarked previously for tokamaks with
a conventional aspect ratio, is applied to simulations of the spherical tokamak START. A set of Ohmic shotsis
used to modify the model so that it is appropriate for the specific conditions of the spherical tokamak plasma.
The application of the model as atool to analyze neutral beam—heated START shots alows the estimation of

the neutral beam-injection power absorbed by the plasma, Pﬁ,bBS, which is experimentally uncertain. The mod-

abs

eling shows that both Pz  and the energy confinement time increase with increasing the average density.

Finally, the modified model is used to simulate the performance of the new megaampere spherical tokamak
MAST at Culham. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, successful experiments on the
START device (aspherical tokamak with atight aspect
ratioA=R/a=1.3,R=0.2-0.25m, a=0.2-0.25m, cur-
rent I, = 0.15-0.3 MA, and magnetic field B = 0.2—
0.3T) have been performed [1-4]. The use of neutral
beam injection (NBI) allows one to increase the ion
temperature from T; ~ 0.15 keV to T; ~ T, ~ 0.3 keV.
Record values of the total beta 3; and normalized cur-
rent |,/aB have been achieved. Improvements in diag-
nostics [multichannel Thomson scattering (up to 30
chords) and multichannel charge-exchange recombina-
tion spectroscopy (20 chords)] permit one to obtain T,
and T, profiles. All these achievements allow a detailed
study of the plasma energy balance.

In this paper, we invoke the canonical profile trans-
port model (CPTM) [5-6] for the analysis of the plasma
energy balance in START. The parameters of this
semiempirical transport model have been chosen by a
comparison with the experimental datafrom arange of
conventional aspect ratio tokamaks. A wide database of
Ohmic (OH) dischargesis used to extend the CPTM to
tight aspect ratio tokamaks. Thus, the transport model
isfirst validated for OH discharges and then is used to
analyze NBI discharges. Here, the simulation provides
the solution of the inverse problem of the determination

abs

of the absorbed NBI power Pyg .

Our calculations show that, at low plasma currents
(I,<0.18 MA) and low densities n <2 x 10" m3, only
asmall fraction of the beam power Py is absorbed in

the plasma. Apparently, in this case, the main part of the
trapped hot-ion population is lost due to poor trajecto-
riesor by charge exchange with the cold neutrals before
they transfer their energy to the plasmaparticles. Asthe

current and density rise, the ratio Pa /Pyg iNcreases,

andat1,>02MA and n >4 x 10" m3 it achieves a
value of about 0.9-1.

The neoclassical ion therma diffusivity x{" can
play asignificant rolein theion energy balance at high
plasmadensities. Intight aspect ratio tokamaks, thetor-
oidal field can vary over the plasma cross section by a
factor of 6-8. As a result, the poloidal and toroidal
fields at the outward plasma edge are comparable. This

effect leads to significant corrections in x;"° [7]. Our
analysis shows that, in the collisional regime on

START, the x{"** value at the edge decreases by afactor
of 25-40 in comparison with the basic Shafranov
expression [8]. As a result, the calculated ion energy
confinement time 1 becomes comparable with the
electron one, T,

The paper is organized as follows. In Section 2, the
CPTM extension to tight aspect ratio tokamaks is
described. In Section 3, the approximate expressions

for x;"*° are derived. The validation of the model by the

simulation of OH discharges is discussed in Section 4.
The results of simulations of NBI discharges are pre-
sented in Section 5. Preliminary calculations for the
MAST spherical tokamak at Culham are presented in
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Section 6. Section 7 contains the conclusions. The ana-
Iytical estimates of hot-ion losses and the cold-neutral
density are presented in the Appendix.

2. THE TRANSPORT MODEL

We present here the basic CPTM expressionsfor the
L-mode, which we used in the calculations. The set of
transport equations consists of the equations for the
electron and ion temperatures

30 .

éa(nTe) - —d|qu+Qe,

39 (1
ém(nTi) = —divg; + Q;

and the diffusion equation for the poloida magnetic
field [5-6]. The equilibrium is obtained by solving the
Grad-Shafranov equation. We introduce the canonical
profiles of the ion and electron temperatures in
Kadomtsev'sform [9]

Teo(P)/Tie(0) = (1+p°/a0) ", )

where k = ¢, i; p is the generalized radial coordinate
(0 < p < a); a = a(gy(gs— gy is the current radius,
gis the safety factor; and g, is the value of q on the
magnetic surface that surrounds the current | equal to
afixed fraction of the total plasma current, I= sl,. We
aso put Te(p) = Ti(p) = T(P)-

We assume the following form of the heat fluxes:

G = G+ a0 +ap (k=i,e), 3)

where
Qe " = 5/2r Ty, 4)

oT
G = Ko K =X (5)
PC pcP Ty pclOT,  Tie
= Zr = —-—T0 (6)
Ok k —3 £k Xk Eop  Th kD

Here, q;°" isthe convective heat flux; q; isthe part of

the anomalous (or neoclassical) heat flux, which is pro-

portional to the temperature gradient; q,f ©isthe part of
the anomalous heat flux, which is determined by the
plasma self-organization and the tendency of the
plasma temperature profile to evolve into the canonical
profile; I, isthe particle flux; K, = =nx, = isthe*tiff-
ness’ of the canonical profile; and

2
a“ad , olkn
Zrg = —==IN— 7
Tk pap Drch ( )
The quantities zy, are dimensionless measures of the
deviations of the rea profiles from the corresponding
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canonical profiles. We propose that the particle flux I',,
isknown from the experiment and choose the following
transport coefficients:

PC

Ke = ag(UM)@/R) " ga2)

€))
X 0oy (@) (Ti(a/4)) *°N(3/R) /B = const(p),

Xe = const(p)

- (Te(a/2))"?  an ©)
= o(e%fe (g, B, v*, a/R k, 8),

£2"(q, B, v*, a/R K, 8) = 9.4(4/qe)(a/R)*°, (10)

2 2
an neo 5a'B1+k
X' = X ’ q = ’ (11)
i i cyl |pR 2
al“ =35 a =5 a,=2, s=095 (12

Here, M is the atomic mass of the main plasma compo-
nent and k and d are the plasma elongation and triangu-
larity, respectively. The transport coefficients (8)—12)
are distinguished dightly from those used for conven-
tiona tokamaks [5, 6] with the usual aspect ratio A =
R/a ~ 3. First, we complement the stiffness coefficient

Ke < (8) by the factor (3/R)', which makes this coeffi-

cient satisfy the dimensionality constraints. This factor
is not essential for conventional tokamaks but very
important for atight aspect ratio tokamak with a small

major radius R. Second, we add the factor f;" in the
expression for the anomal ous el ectron thermal diffusiv-

ity xa" (9). Thisfactor iscloseto unity for conventional

tokamaks, but it islarge for spherical tokamaks because
it includes a sharp inverse dependence on the aspect

ratio A = R/a. Note that the heat flux g2 containing the

thermal diffusivity x5 (9) is responsible for the
improvement of the energy confinement as the plasma
density increases. Expression (10) is supported by the
analysis of START discharges in the Ohmic heating
regime (see Section 4). The modified expression for gys
isdiscussed in the next section. We use here the follow-
ing units: TinkeV,BinT,aand Rinm, nin 10" m3,
Xcinm? s, and Kk, in 10" m' s!. The full neoclassical
conductivity o is used throughouit.

3. ION THERMAL DIFFUSIVITY
We consider carefully the neoclassical part of the

ion thermal diffusivity X, because it is important

under START conditions (see aso [7]). In the shots
under study, the dimensionless ion collision frequency

*

v israther large: v =1 at p/a=0.5,and v/ =10
near the center and at the edge. Thus, we can find al
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SIMULATION OF START SHOTS WITH THE CANONICAL PROFILE TRANSPORT MODEL

three neoclassical regions. banana, plateau, and Pfir-
sch—Schluter regions in different zones of the plasma
cross section. However, in tokamaks with a small
aspect ratio A = R/a < 2, the standard neoclassica

expressions for the thermal diffusivity x/'° require
revision.

First, we consider the Pfirsch—Schluter region. The
heat flux here depends on the length of the magnetic
field line along which the Pfirsch—Schluter currents are
closed. Thislength Lpgis proportional to theratio

pB
Lpg O RE.

In standard tokamaks (A = 3—4), thisratio is propor-
tional to g. However, for A= 1.5, the pitch of the helical
magnetic field line at the outer part of the torus exceeds
the helical pitch at the inner part by many times. Corre-
spondingly, the Pfirsch—Schluter currents are closed
mainly near the outer part, where the length of the mag-
netic field line between the top and bottom of the
plasmacolumnis several times shorter than in standard
tokamaks with the same plasma cross section and the
same values of the current and magnetic field. There-
fore, instead of g, which is determined by the equilib-
rium of atight torus and which is large at the edge, we
should use the quantity ¢°' in the transport coefficients.
Approximately, o' is determined as follows:

(13)

- OpBo L_A

eff eff
q (a) =g, = Oeyl- (14)
a (RB,H, A+17

Here, the index “out” stands for the outer part of the
torus. We use a parabolic approximation for g

q™ = q"(p) = qo+ (aF" - ) (pla)’,

where g, = q(0).

(15)

Thus, the expression for X in the Pfirsch—
Schluter region has the form [8]

-3/2

X' = prvis(1+16(q™)), v >(p/R) % (16)
where p; is the Larmor radius of ions and v;; is the fre-
guency of ion-ion collisions. For START, we have
Qo5 = 10-15and qf = Qos(1/5—1/6); therefore, the sub-
stitution of o°f for q decreases x| at the edge by afac-

tor of 25-36.

The trapped particles are located in the outer part of
the torus; therefore, we should also substitute g°f for q

° in the plateau and banana
regions. In the plateau region, we have x;*° O q; this

region is located in the vicinity of the point p/a = 0.5.
Therefore, the replacement of q by off actualy

decreases ;" in the plateau by afactor of 3-4. Near

in expressions for x;°
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the plasma center, where R/p > 1 and gff = q= 1, such
areplacement is not necessary.
Of course, formula (16) is approximate and should

be refined. However, for a sperical tokamak, X/ is
expected to be much less than the thermal diffusivity
given by the Shafranov expression. As a result, in the
most part of the START cross section, the heat flux

neo neo

g =-X %Willbemuchlessthaanc.

4. THE VALIDATION OF THE MODEL
BY OHMIC SHOTS

Thetransport model described in Section 2 has been
previously benchmarked for conventional aspect ratio

tokamaks at R/a ~ 2.5, Ogs ~ 4, and f5" ~ 1 [5-6]. Our

goa now istojustify thechoiceof 2" intheform (10).
We choose a set of 21 START shots in the OH regime
(nos. 32863-35517) with maximum plasmacurrentsin
therange 0.1 <1,<0.186 MA and chord-averaged den-
sitiesin therange 2.2 x 10 < n <6 x 10! m3. The
time behavior of the plasmacurrent I, density n, toroi-
dal magnetic field B, and geometrical parameters
(minor radius a, major radius R, plasma elongation k,
and triangularity d) were taken from the experiment.
The profiles of the electron temperature T,(p) and den-
sity n(p) were measured by Thomson scattering diag-
nostics one time per discharge at the moment t = tg
The value of t;gcould change from shot to shot. In cal-
culations, we kept the density profile unchanged in time
but calibrated it by the interferometry measurements of
the chord-averaged density. We also put Z.;; = 2 for al
shots. The dependence of the final results on the choice
of Z; will be discussed later.

For each shot, we generate the time-history of the
discharge up to theinstant t = t;s by means of the CPTM
and calculate the functional s (deviations)

E (Teexp_Te)

¥

ex| 2
de — E (Tep_Tze)
Ny ae

at thisinstant. The separate termsin sums (17) and (18)
correspond to the measured values of the electron tem-
perature along the major radius. Then, we introduce the
mean deviations for the chosen set of the shots,

T, 0= dTy/N, @T,0= §dT,/N,  (19)

where N = 21 is the number of shots in the chosen set.
The fitting of the CPTM is performed by choosing the

dT, = (17)

or

(18)
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Fig. 1. Average deviations dT; (open circles) and dT,
(closed squares) of the calculated electron temperature from
the experimental vs. the chord-averaged density n for the
set of 21 Ohmic START shots.

form of the anomalous factor f: and its permanent
multiplier by minimizing the functionals [dT, Cor [dT,Cl
The scatter in the experimental points in the Thomson
scattering data makes the quantities (17) and (18) (and,
consequently, [dIT, Cand [dT,0 nonequivalent. The mean
deviation [dT,describes not only the uncertainty of the
model but also the dispersion of the experimental
points; therefore, we prefer to use the mean deviation
[dT,dn the minimization procedure.

To take sawtooth oscillations into account, we
increase the el ectron heat diffusivity X, in the region

0 < p < pmix ~ ps(Q(ps) = 1)
by avalue dx,, which isalso determined by the minimi-
zation procedure. As aresult, we obtain expression (10)

for the anomalous factor fi  and the value of 3.
Simultaneously, the profiles of TJ(p) and T(p), the
energy confinement time 1, and the heat fluxesare also
found.

The values of the deviations dT, (open circles) and
dT, (closed squares) for the set of 21 Ohmic shots are
shown in Fig. 1. The mean value of dT, for this set is
approximately zero ([dT,0~ 0), but the scattering of
points is fairly large: max|dT,| ~ 20%. To clarify the
reason for such a large scatter, let us consider the
behavior of dT, in Fig. 1. It is seen that the dT, points
are scattered around the mean value of [dT,0~ 20%,
which describes the average spread of the experimental
points along the electron temperature profile. However,
the value of dT, is very sensitive to the details of the

DNESTROVSKIJ et al.

scattering in the experimental points, which determines
the large scattering in the dT, pointsin Fig. 1. The typ-
ical experimental and calculated electron temperature

profiles, To" (R) and T(R), as functions of the major
radius R for shot no. 33854 are shown in Fig. 2. In this
case, dT, = 5% and dT, = 19%. In spite of the large
spread of the experimenta points (the apparent “hol-
low” profile), the value of dT, islow due to the mutual
compensation of different terms in equation (17) for
dT,.

The calculations show a very weak dependence of
the deviations on Z . In Fig. 3, the dependence of dT,
and dT, on Z is shown for shot no. 35127. The
increase in Z . from 1 to 5 leads to a decrease in dT,
from +11% to —13% confirming our choice of Z . = 2.
The change in dT, in this case is very small.

5. THE SIMULATION OF NBI SHOTS
5.1. General Considerations

Thetotal neutral beam power Py can be represented
as asum of several terms describing the different chan-
nels of losses:

capt

Pus = PEB + PIEtB +Pys > (20)

capt _ cX abs abs _ capt
Pue = Pug+Pngs Png = (1—04)Prs s

21)
where P,ﬁB is the power carried away by the shine-
through particles (the particles that pass through the

plasma), P{y is the power related to the particles that
were captured on poor trgjectories and then leave the
plasma without energy exchange, Py is the power

related to the hot ions captured on good trajectories,
Pus isthe power that islost due to charge exchange of

abs

the captured hot ions with cold neutrals, Pyg is the

power absorbed by thermal plasma particles, and o is
the fraction of the captured power that is lost due to

charge exchange. Only the term P2 is useful for
plasma heating. Semiquantitative estimates of PEB,

Pus , the total cold-neutral density n,, and parameter
0 are presented in the Appendix. One is required to

perform massive calculations to find the value of PﬁtB

[10]. Themultiplicity of loss channelsfor the beam par-
ticles and the uncertainty of many parameters deter-
mining these losses make direct calculations of the

abs

absorbed beam power Pyg rather unreliable. There-

fore, other methods allowing us to find this power have
to be developed. One of these methodsis considered in
this section.

PLASMA PHYSICS REPORTS  Vol. 26
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Since the absorbed beam power Piy has the same

order of magnitude as the Ohmic power Py, We sup-
pose that the model for el ectron energy balance that we
verified for the OH shots is also valid for NBI shots.

The unknown values of Py are to be determined dur-

ing the simul ation using aminimization procedure very
similar to the case of Ohmic heating. Thus, the average
temperature deviations dT, and dT, described by (17)
and (18) in the case of auxiliary heating have to be min-
imized by a choice of the value of the unknown

abs

absorbed power Pyg .

5.2. The Dependence of the Absorbed Power
on Density and Current

Figure 4 shows the value of P35 for the set of 37
shots versus the plasma density at the instant t = t;s.
These shotswith very different parameterswere chosen
from the START 1996-1998 database. Closed squares
correspond to the shots with a plasma current in the
range 0.18 < 1, < 0.25 MA, and the open circles show
the shots in the range 0.165 < |, < 0.18 MA. We see
that, at low plasma densities 1 < 3 x 10! m3, the

abs

absorbed power Pyg issmall. In the range of medium

abs

plasmadensities 3.3 x 10" < 1 < 5.5 x 101 M3, Pyg
increases with the plasma density and reaches a maxi-
mumat i ~ 6 x 10" m=3. Within thisrange, one can see

the differencein Pa for high and low plasmacurrents;
the energy absorption is higher for higher plasma cur-
rents. For densities higher than 0 ~ 6 x 10 m3, the

absorbed power P32 decreases sharply.

The following effects can explain the peculiarities
of the absorbed NBI power shownin Fig. 4 (also seethe
Appendix). The shine-through fraction of the beam

PEB decreases with increasing the plasma density.

capt

Therefore, the captured power Pyg increases, which

abs

leads to an increase in the absorbed power Pyg . The
optical thickness of the plasma with respect to cold
neutral s increases as the plasmadensity rises. Thus, the
cold neutral density in the plasma core decreases expo-
nentially and the charge-exchange losses Py of cap-
tured hot particles decreases sharply. At low currents,
the deviations of hot-ion trajectories from magnetic
surfaces become large and poor-orbit losses PEtB

increase. An increase in the current leads to an
improvement of hot-ion confinement on “fat” banana

trajectories. At very high plasma densities (0 > 6 x
10" m~3), most of the beam particles are captured near
PLASMA PHYSICS REPORTS  Vol. 26

No. 7 2000

543
T,, keV
0.4r
0.3r
0.2+
0.1+
|
0 0.6
R, m

Fig. 2. The profiles of the experimental and calculated elec-
tron temperatures for shot no. 33854 at t = 38 ms. The mea-
sured points are marked by squares. dT; =—-5%, dT, = 19%.
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Fig. 3. DeviationsdT; and dT, vs. Z.¢; for the parameters of
shot no. 35127.

the plasma edge on poor trgjectories. Therefore, these

capt

particles leave the plasma instantaneously and Pyg

abs

(and, consequently, Pz’ ) decreases.

5.3. Modeling the Evolution of NBI Shots

We describe here the simulation of the evolution of
two sets of shots (A and B). Set A includes seven shots
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Fig. 4. The calculated absorbed neutral beam power PE%S

vs. the chord-averaged density n for the two sets of NBI

START shots. Closed squares correspond to the shots with
currentsin therange 0.18 < 1,, < 0.25 MA, and the open cir-

cles show the shots with currents in the range 0.165 < I, <
0.18 MA. The smoocth fitting of the points underlines the

increase in the absorbed power Pf\‘,%s with increasing the
density at i <5.5 x 10" m™.

(nos. 34034-34040) with arelatively quiet evolution of
the plasma parameters. Set B includes 13 shots
(nos. 35578-35592) with alarge decrease in the toroi-
dal magnetic field to the end of the discharge. This set
relates to the experiments with ahigh value of .. Inside
each set, all discharges were approximately similar, but
the Thomson scattering diagnostics was switched on at
different timest = tygfor different shots. Duetoirrepro-
ducibility, the spread of the plasma parameters in the
same set for different discharges attains £10% in the
plasma current and +15% in the energy content.

Thus, for simulations, we have seven (for set A) or
thirteen (for set B) slightly different experimental sce-
narios for the plasma current 1,(t), toroidal magnetic
field B(t), plasmadensity n(t), major and minor plasma
radii R(t) and a(t), elongation k(t), triangularity o(t),
and the corresponding values of the electron tempera-
ture and density profiles T(R) and n(R). Asin the pre-
vious section, we only simulate the ion and electron
temperatures, the other parameters being taken from
the experiment.

The simulation procedure is as follows. We evolve
each chosen shot separately up to the instant t = tyg,
attempting to minimize the deviation dT, at this

abs

moment by the iteration procedure changing Pyg . We
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Fig. 5. Time evolution of the several experimental and cal-
culated plasma parameters for the two sets of START shots
(A and B): (3) the total plasma current I, (squares) and tor-

oidal magneticfield B (circles), (b) the experimental central
electron temperature, (c) chord-averaged density n, (d) the

absorbed power calculated by the CPTM, and (e) the frac-
tion of the absorbed power calculated by approximate
expressions (A.3). Each point in the figure corresponds to a
particular shot. The points for sets A and B are joined by
solid and dashed lines, respectively.

finish the iterations usually when |dT,| reaches a value
of 1-3%. As a result, we obtain the value of the

abs

absorbed power P.g for the chosen shot at t = tyg

Then, we repeat the minimization procedure for the
other shots with different t;sfor both setsA and B.

The results of calculations and some experimental
data are shown in Fig. 5 by points. Solid and dashed
lines join the points corresponding to the setsA and B,
respectively. Note that each point for all of the plasma
parametersin thisfigure correspondsto some particular
PLASMA PHYSICS REPORTS  Vol. 26
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Ty, MS
40+

MAST
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Fig. 6. The energy confinement time 1 vs. chord-averaged
density n for different currents 1, in MAST (OH regime)
for (1) 1,=15MA andB=06T, (2) I,=1. MA and B =
06T,and(3)I,=05MA andB=0.3T.

shot at thetimet = tg. Thisisthe reason why the lines
connecting the different points are not smooth. How-
ever, for simplicity, we will call these lines “the evolu-
tion” of the plasma parameters. Figure 5e shows the
evolution of the parameter 1 —a., (theratio between the
absorbed and captured powers; see the Appendix),

which does not include the poor-orbit losses PﬁtB .

L et usnow comparethe plasmatime behavior in dif-
ferent sets. Set A is characterized by a quiet evolution

of I, B, n, and T0). As aresult, the cal culated behav-

ior of Pae is also quiet. The absorbed power Py is
low in the initia phase of the discharges, when the

plasma density is low. Then, Py increases and

reaches its maximum at the moment when the plasma
current and density are maximum (I, ~ 0.19 MA and
N~ 5 x 10" m3; see aso Fig. 4). At t ~ 40 ms, the

abs

absorbed power Pyg ~ 0.8 MW iscloseto the injected
beam power.

In contrast, set B is characterized by rapid time
changes of several plasma parameters. In the initia
phase of the discharge, both the plasma current and
plasma density are low. This determines the very low

abs

level of the absorbed power Pyg (on the order of tens
of kW). The evolution of thetoroidal field Bisquitedif-
ferent from set A: it decreases by afactor of two reach-
ing the very small value of B~ 0.15T at the end of the
discharge. The Larmor radiusr, of 25-keV ions at such
asmal Bisvery large (r, ~ 16 cm) and is comparable
with the plasmaradius a ~ 20-25 cm. Thisalso leadsto
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Fig. 7. (a) The energy confinement time tg and (b) central
electron temperature T, vs. the total heating power for dif-
ferent plasma densitiesin MAST with [, =1 MA and B =

0.6Tforn=(1) 6x 109 and (2) 4 x 1019 m™3.

a high value of PﬁtB As a result, the maximum

abs

absorbed power Pyg ~ 0.4 MW islow in spite of the
large current 1, ~ 0.22 MA and optimal density n ~ 5 x

10 m- (see Fig. 5d). Thelow value of Pi correlates

with alow electron temperature measured in the shots
from set B. The time behavior of the fraction of the
absorbed power 1 — o, caculated by the anaytica
expressions presented in the Appendix is shown in
Fig. 5e. It isseen that, at thetimet = 38-39 ms, theval-
uesof 1 —a, are the same for both setsA and B but the

abs

absolute values of Pyg differ by a factor of 2-2.5. It
also confirms the important role of the losses due to
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poor tragectories for set B with alow magnetic field at
the end of the discharge.

6. MODELING OF MAST DISCHARGES

The MAST tokamak typically has the following
parameters: R=0.7m,a=0.5m,B=0.6T,andk=1.8.
First, we simulate the time evolution of the Ohmic dis-
charges. We ramp up the plasmacurrentto |, = 1.5 MA
with therate dl /dt = 10 MA s™. Calculations show that
the typica current diffusion time is large (0.3-0.5 9)
and approximately equals the typical duration time of
the discharge. The central electron and ion tempera-
tures attain the values of T40) = 1.0-1.4 keV and
Ti(0)=0.5-0.6 keV and the sdf-inductance is on the
level of I; = 0.8. The monotonic profile of the current
density (evidence of the absence of the skin effect) isa
result of some favorable factors: the neoclassical resis-
tivity and relatively low temperatures at the density
n =6 x 10" m=. However, towards the end of the dis-
charge, q(0) < 1 so that sawtooth oscillations can
appear.

Next, we discuss the scalings of the plasma param-
eters. Figure 6 shows the dependence of the energy
confinement time T on the density at different currents.
At low densities, T increases with density; at high den-
sities, this dependence saturates. The higher the cur-
rent, the higher the density at which the saturation
occurs. The expected maximum g value at a maximum
current is 30-35 ms. The energy losses through elec-
trons and ions are comparable; therefore, the saturation
of the 1g(Nn) dependence in MAST is similar to that in
conventional tokamaks.

Figure 7 presentsthe dependences of Tz and T,(0) on
the total power P, in the regimes with auxiliary NBI
heating, when 60% of the deposited power P, is
absorbed by electrons and 40% is absorbed by ions. A
very weak degradation of confinement with increasing
the power is seen for these conditions. With the auxil-
iary power P,, = 5 MW, the electron temperature
increasesto T, = 3-3.5 keV.

7. CONCLUSION

In this paper, the CPTM is extended to the descrip-
tion of discharges in tight-aspect-ratio tokamaks (so-
called “spherical tokamaks'). The analysis of OH dis-
charges from START allowed us to specify the behav-
ior of the anomalous thermal diffusivity of electrons.
Asarule, in such discharges, therole of theion channel
in the thermal diffusivity is small. The analysis of NBI
START dischargesrequired usto reconsider the expres-

sions for the neoclassical ion thermal diffusivity x;'*".

As aresult, the value of x;'° at the plasma periphery

was substantially reduced in comparison with the usual
Shafranov expression. The detailed modeling of 37

DNESTROVSKIJ et al.

NBI START shots showed a low efficiency of NBI
plasma heating at low plasmadensities, h <2 x 10" m>.
At moderate dengities, 2 x 10" < n <4.5 x 10" m=, and
currents of 1, > 200 kA, the heating efficiency increases
to 80-100% and the energy confinement time Tg

increases to Tz ~ 3-3.2 ms. At the highest density, n >

abs

5 x 10" m3, the absorbed power Py decreases again
due to peripheral trapping of the beam particles. The
energy confinement times for electrons and ions (Tg.
and ) are close to each other at the moderate plasma
density, i ~ 4 x 10" m3: 1, = 15 ~ 2 ms. The value
of Tg. increases and T slightly decreases with increas-
ing the plasma density. Note that the proximity of ion
and electron temperatures at high densities, h > 3.5 x
10" m=3, makes it difficult to distinguish experimen-
tally between theion and electron energy transfer chan-
nels and determine T, and Tg;.

The smulation of shots with different currents
shows that the absorbed power increases with increas-
ing the current. It corresponds to the decrease in the
deviations of hot-ion trajectories from the magnetic
surfaces as the current increases.

The modeling of the set of shots confirms the low
value of the absorbed power during a significant phase
of the discharge. This is due to the combined effect of
the low plasmadensity, low current, and high density of
cold neutrals. The absorption becomes noticeable if the
following conditions are satisfied ssmultaneously: n >

3.5 x 10! m? and 1, > 200 KA.

The modified CPTM is then applied to preliminary
calculations of the energy balancein MAST. The main
dependences of the plasma parameters on the plasma
density in the OH regime are found. The values of the
central temperature and T1¢ are determined in the case of
auxiliary heating with a power up to 5 MW. Conven-
tiona tokamaks with a moderate aspect ratio R/a ~ 3
and the same minor radius show the same plasma tem-
perature but at amuch larger toroidal magnetic field.

It should be noted that the influence of some factors
on the discharge and their description in the model
remain uncertain. For example, the applicability of the
neoclassical conductivity to spherical tokamaksis still
unclear. A model for the anomalous ion thermal diffu-
sivity is also not completed, because this requires the
creation of a sufficiently large and reliable database for
ion temperature profiles. We hope that the new data
from MAST, which will begin operating in 2000, will
help to solve this problem.
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APPENDIX
Estimation of Hot-l1on Losses due to Charge Exchange

First, we estimate the power related to the shine-
through part of the neutral beam. We assume that the
beam particles are trapped by charge exchange and
electron ionization and neglect other atomic processes.
The e-folding length of the beam trapping is

1 _ Lo,v [

L = -, +
tr no

(A.1)

=0 ,
CX VO

where o, and g; are the charge-exchange and electron
ionization cross sections, n istheline averaged plasma
density, and v, isthe velocity of the beam particles. For
abeam energy of E, =25keV and T,= 0.2 keV, we have
O =7.5 %1020 2, v, =2.15 x 10 m/s, and [G; v [v, =
1.4 x 1072 m?; asaresult, weobtain L, = 1.13/n m (n
isin units of 10!° m~3). We designate the length of the
beam path in the plasma as L, the dimensionless “ opti-
cal” thickness of the plasmawith respect to the beam as
n = L/L, and the fraction of the shine-through particles
as 0° = exp(—n). In notations of expression (20), we
have PEB = a%P,g. For START, we have L = 1.0 m;
hence, for n = 2 (in units of 10’ m3), we obtain L, =
0.56m,n=1.8,and aS=0.16 and, for h =4, weobtain
L, =0.28 m, n = 3.6, and oS = 0.025. For red plasmas
with impurities, the values of o should become less
due to the excitation of the beam particles and the
increase in the charge-exchange and ionization cross
sections. For other beam components with energies
E,/2 and Ey/3, the values of a>are very small. Thus, for
the plasmadensities i >3 x 10! m~, most of the beam
particles are ionized or charge-exchanged in the
plasma.

Now, we estimate the role of hot-ion losses [the
value of a, in (21)] determined by charge exchange
with neutrals. The characteristic charge-exchange time
equals Ty = 1/(04VoNy) S, Where n,, is the total neutral
density. For E, = 25 keV, we have T, = 1/(1.5n,5) ms,
where n,, isthe neutral density (in units of 106 m=).

The characteristic time of energy transfer from hot
ionsto electronsis

. _ 3 T:/2
Epe ™ 12 4 1/2
8(2m) "ne A
(2m) 3lz(me) (A2)
T keV
= g3lekV) .
n(10" m ")
Here, A = 15 isthe Coulomb logarithm.
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The fraction a, of the hot-ion losses due to charge
exchangeis determined as

oo e _E
o TEOe+TCX 1+E,
192 gy (A.3)
n
Where E = '[EO /TCX = 102_.@__6_13£_?_3._)
¢ n(10~ m )

The total neutral density averaged along the plasma
torus consists of four components: n, = N, + Npg + N, +
n,, where n, is the beam neutral density, n, is the den-
sity of secondary hot neutrals, n,, is the density of cold
wall neutrals, and n, is the “halo” neutral density of
warm particles.

We first estimate the averaged beam neutral density
n,. The effective length of the beam trgjectory in the
plasmais determined by equation (A.1). For a tangen-
tial trgjectory, the average value of the beam neutral

density along the magnetic axisis equal to n, = ng(l -
1/e)L,/2TR) = ng 0.6L/(2TnR), where ng is the beam
neutral density at the input of the beam into the plasma:
Ny = Png/(EgVoS). Here, Pyg is the total beam power
and Sis the beam cross-section area. For START con-
ditions (Pyg = 0.5 MW, R=0.3m, and S=0.02 m?), we
obtain ng =3 x 10'S m™. For atight-aspect-ratio toka-
mak, we have L ~ 2./3R, so that n, = nJ/(2./3n). For
START at h =2, weobtainn =18and n, = n8/6 =
0.05 x 10'* m> and, at h = 4, we obtain n = 3.6 and
Ny = Ng /12 ~ 0.025 x 10'6 m-3.

The density of the secondary hot neutrals ny is low

as compared to the other components, and we do not
consider it further.

Next, we consider the density of cold wall neutrals,
n, In the 1D diffusion approximation, taking into
account multiple charge exchange with the plasmaions
and electron ionization, the e-folding length of relax-
ation of this density, L., has the form [11]

Vi . . .
L, = ———;, where v, istheion thermal velocity,
(3vvy) (A4)

V =vVv;+V;, VvV, = 0y,Vin, vz = LoV [h.

For T~ T,~ 0.2 keV,wehave o, =3 x 1079 n?, v, =
2x10°mfs, 0,V [E3 x10* mis? v;=0.52v,,v =
vV, + V3 = 1.5v,. From here, we obtain L. = 0.22/n m
(A isin units of 10" m>) and A = a/L. = an/0.22,
where A is the optical thickness of the plasma with
respect to cold neutrals. For h =2 and a=0.25m, we
have A = 2.28 and, for n =4, we have A = 4.56. In the
latter case, the cold neutral density inthe center isafac-
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Estimates of the densities of the different neutral components in the plasma core for n,, = 2 x 10% m= (at the edge), Pyg =
05MW, and T, = 0.25 keV

n, Ny, Ny Ny, N, 1-qa
1019 m_3 1016 m—3 1016 m—3 1016 m—3 1016 m—3 cX
2 0.05 6 0.3 6.35 0.025
4 0.025 0.6 0.15 0.78 0.28
6 0.016 0.06 0.08 0.14 0.75

tor of ten lessthan in the former. In real plasma geom-
etry, the cold neutral density in the center, n,(0), is sev-
eral times greater than that following from the solution
to the plane problem for a semi-infinite plasma.
Approximately, we can write n,(0) = gn,(a@)exp(-A),
where g = 2-3 is a geometrical factor describing the
transformation from plane geometry to the real plasma
with an elongated cross section. We set the cold neutral
density at the edge as n,(a) = 2 x 10'7 m~ [10]. For
N =2, assuming g = 3, we obtain n,(0) = 0.6 x 10'7 n3;
for n =4, we have n,(0) = 0.06 x 10'7 m,

Finally, we discuss the halo neutral density, n,. In
the 1D plane geometry and in the diffusive approxima-
tion, the equation for n,, isas follows [11]:

d’n,/dx’ = (3vva/v)n, = —(3v/v))S,,
O<x<a,

(A.5)

where §, [m~ s!] isthe source of warm neutrals due to
charge exchange of beam neutral particles with the
plasmaions. Hence, we have S, = q./V, where g, isthe
total number of charge-exchanged beam particles per
second, V is an effective volume, g = (V,/V)Ong, and

dnelS"1 = Pue/Eo
= Py MW]/E [keV] x 10%.

At the medium plasmadensity, i ~3 x 10 m3, the
source Qg is localized in a torus T, with the major
radius R and minor radius A <a, where A is the effec-
tive radius of the beam. The effective volume of this
torus is V = 2mRnt¥. The halo neutral density is only
interesting inside thistorus because, outside it, the den-
sity of the wall neutrals is much higher than the halo
neutral density. We solve (A.5) with the boundary con-
dition dn,,/dx = 0 a x = 0 and require that n,, decreases
withincreasing x. For asolution that issmooth at x = A,
we obtain

(A.6)

Ny = (SA/V;)(3vIvs) P exp((A—x)(3wvy/v ) ).

Thus, in the plasma core (inside the torus T,), for
v/iv;=3and T, ~ T, ~0.2 keV (x< A), weobtain n, =
(SA/v)(BV/vy)'2 = 3(SA/v;). For START, we have
A=0.1 mandv,/v=0.8.Thus, gyg = 1.3 x 10* st and
SA = g,V =2 x10%° m2 s, Hence, in the plasma

core at the medium plasma density, we obtain n, ~ 0.3 x
10' m=. At large plasma densities (0 > 3 x 10 m),
the neutral beam is partially damped before it reaches
the torus T,. In this case, we have to replace Pyg in

(A.6) with PﬂB = Pngexp(-d/Ly) = Pygexp(=0.2ny),
where d ~ 0.2 m is the distance between the plasma
boundary and the torus T, along the beam trgjectory
and nj, is the average plasma density outside the torus
Ta-Asaresult, weobtain n, ~ 0.3exp(—0.2n,) x 10'6 m,

To estimate the absolute value of the wall neutral
density, wefirst find the influx of cold neutrals, P,,, that
isneeded to supply the very large experimental value of
dN/dt ~ 2 x 10*' s! for shot nos. 35574-35592 (see
Section 5.3). Here, N isthe total number of particlesin
the plasma. The equation of particle balance is as fol-
lows: dN/dt = P — N/t,, where P = (1 — )P, isthe total
source of charged particles, P, isthetotal influx of neu-
trals, a is the plasma abedo with respect to cold neu-
trals, and 1, is the particle confinement time. It is natu-
ral to choose a = 0.5 and T, = 2T = 4 ms, where Tg =
2 msisareasonabl e estimate of the energy confinement
time. As aresult, we obtain P, = (dN/dt + N/1,)/(1 — 0)
and Q, = P,/S, where Q, is the specific influx of cold
neutrals. Setting N = nV, = 2.5 x 10" (wheren =5 x
10" m is the volume-averaged plasma density, V, =
0.5 m? is the plasma volume, dN/dt = 2 x 10?! s and
S=35m’), we obtain P, 0 1.5 x10*2 s' and Q, =
45%x102' m?2st,

For START, theratio V,/V, (where V. is the volume
of the vacuum chamber) is very small. As a result, the
density of neutrals near the wall is very high and the
average energy of cold neutrals at the plasma edge is
low, T(a) ~ 2 eV. Using the expressions Q,, = n,v, for
the neutral density at the plasma edge, we obtain n, =
2 x 107 m~. This is consistent with the estimates for
START in [10] but is one order of magnitude larger
than the neutral density in conventional tokamaks.

Thetable presentsthe neutral densities of each com-
ponent in the plasma core at different plasma densities.
The total neutral density n, is aso included. The last
column shows the value of 1 — a, (the fraction of the

capt

captured NBI power, Pyg ). At thelow plasmadensity,
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n =2, only 2% of Pyg
plasma density, i = 6, this fraction increases to 75%.
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capt

is absorbed. For the high
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Abstract—The possibility is demonstrated of finding vacuum equilibrium magnetic configurations with an
exactly pseudosymmetric nonparaxial boundary magnetic surfacein the vicinity of which the pseudosymmetry
condition is satisfied approximately. Equations are derived for calculating the boundary surface from a pre-
scribed particular dependence of the magnetic field strength in special magnetic flux coordinates. In calcula-
tions, magnetic coordinates serve as ordinary angular coordinates, whiletheir “magnetic” character is specified
by additional integral conditions. As an example, a“tubular” orthogonal magnetic surface is calculated anal yt-

ically. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The search for the optimum magnetic configura-
tions from the standpoint of steady-state confinement
of hot high-pressure fusion plasmasislargely based on
the analysis of the topography of the magnetic field
strength B on an equilibrium magnetic surface [1-6].
The magnetic field strength should satisfy certain nec-
essary conditions, which can be written most smply in
special magnetic flux coordinates. As an example, we
can mention the familiar Boozer [1, 2] and Mikhailov
[3] conditions under which there are no “superbanana’
losses in stellarators. The Boozer condition for quasi-
symmetric stellarators hastheform B = B(®, 8g), where
@ is the toroidal magnetic flux and 65 is the Boozer
poloidal angle coordinate. The Mikhailov condition for
pseudosymmetric stellaratorsis B = B(®, 8), where 8 is
the poloidal anglein any flux coordinates with strai ght-
ened fied lines (SFL). The Mikhailov condition isless
restrictive because the Boozer coordinates are a partic-
ular case of coordinate systems with SFL.

The general pseudosymmetry condition is repre-
sented as [5]

[BVp]VB _
BVB f M
wheref isabounded function of the flux coordinates, B
is the magnetic field vector, and p is an arbitrary mag-
netic surface label. Depending on the choice of f, we
can formulate different requirements (in addition to the
above two requirements for stellarators) for the mag-
netic field geometry, which would improve to a greater
or lesser extent plasma confinement. The requirement
f =0 (known as the isodynamic or orthogonality condi-
tion, sinceit impliesthat B = B(p) or that the magnetic
field lines are orthogonal to the B = const contourson a

magnetic surface [7, 8]) makes the configuration an
ideal geometry for confining plasmas, because the drift
surfaces of charged particles coincide with the mag-
netic surfaces. Unfortunately, this requirement, which
completely eliminates neoclassical transverse trans-
port and secondary longitudinal plasma currents, lim-
iting the maximum possible B values consistent with
equilibrium, can only be achieved in the vicinity of a
straight magnetic axis in open systems or in tokamaks
with “exotic” current distributions. The requirement
f= f(p) (known as the quasisymmetry condition for
closed confinement systems with irrational rotational
transforms, because it ensures, as in the symmetric
case, the existence of the integral of drift motion in a
certain spatial region [9, 10]) indicates atokamak-like
confinement and is characteristic of a new generation
of stellarators. Confinement systems with closed mag-
netic field lines provide awider choice: f=f(p, A); i.e,,
the function f can depend not only on the magnetic sur-
face label p but also on the magnetic field line label A
(this generalization is a consequence of the isometric
character of a magnetic confinement system [6]). The
pseudosymmetry condition implies merely that the
function f should be bounded, in which case superba-
nana drift orbits are eliminated, although the integral
of motion is absent [3].

By an appropriate choice of the special magnetic
flux coordinates, we can reduce the general condition
(1) to arestriction on the behavior of the magnetic field
strength on amagnetic surface. Thisis easily seen from
the two familiar representations of the magneticfield in
arbitrary flux coordinates[11],

2B = [VOVEO] +[VWV(] +[VpVn],

. 2
21B = JVO+FV{-vVp+V$. @
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PSEUDOSYMMETRY NEAR A MAGNETIC SURFACE

Here, we use the standard notation adopted in the liter-
ature: J(p) is the toroidal current; ®(p) is the toroidal
magnetic flux; F(p) is the external poloidal current;
W(p) is the external poloidal magnetic flux; and ¢ , N,
and v are periodic equilibrium coordinate-dependent
functions of the arbitrary angular variables 6 and {. For
simplicity, we consider vacuum (v = 0 and F = const)
magnetic fields in the absence of toroidal currents
(J = 0). We choose the special coordinates 8 and (g on
the magnetic surfaces so asto drive to zero the periodic
functions ¢ and ) (this choice corresponds to magnetic
coordinates with SFL or to Boozer coordinates). As a
result, we obtain

2B = [VOVO,] —u[VPV,],

2B = FV{g, ©)
where u(p) = -/ @' istherotational transform and the
prime denotes the derivative with respect to p. To sim-
plify the presentation, it is convenient to switch to a
new flux coordinate system:* ®, 6 = 8 — pZg and
( = (. Inthe new coordinates, the divergence and curl
of the vacuum magnetic field B expressed simulta-
neously in the two forms,

2MB = [VoVe],
21B = FV{,

are both identically zero. Taking the denominator and
numerator in (1) with the first and second representa-
tions of thefield in (4), respectively, and accounting for
the redefinition of the function f puts the pseudosym-
metry condition (1) in the form

LB = 0, (5)

“)

~ 0 0
where L 35 f 3
Since the pseudosymmetry condition (1) refersto a
magnetic surface, it is possible to optimize the mag-
netic configuration layer by layer. Actually, in order for
aplasmato be well confined in a closed magnetic sys-
tem, it is necessary to satisfy condition (1) over afairly
narrow boundary layer inside of which the loca low
transverse transport plays the role of a barrier that acts
to reduce the losses from the central plasma regions.
The possibility of such a*“layer-by-layer” optimization
is especially important for three-dimensional magnetic
confinement systems, because the isometry (orthogo-
nality and quasisymmetry) conditions [6] can be satis-
fied only asymptotically in alocal region around a cer-
tain magnetic surface in the plasma column.

However, the question arises of how to use the pseu-
dosymmetry condition (1) in the search for good con-

is the surface operator.

1 For simplicity, this coordinate system is not distinguished by an
additional index; here and below (unless otherwise stated), all
coordinates without indices refer to this specia coordinate sys-
tem.
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finement systems. It seems that the most straightfor-
ward way is to specify the magnetic field strength
B = B(6, {) so asto satisfy condition (5) and to calculate
the magnetic surface in the inverted variables r =
r(6, ¢). Thisproblemistheinverse of thefamiliar prob-
lem of unambiguously determining the magnetic field
from a prescribed closed vacuum magnetic surface
(see, eg., [12]). Here, we examine the possibility of
studying this reverse problem, in which the specia
magnetic coordinates 8 and { serve in calculations as
ordinary angular coordinates varying from 0 to 21t We
consider only vacuum magnetic configurations. Our
paper is organized as follows. In Section 2, we analyze
specific features of the description of magnetic config-
urationsin the inverted variables, in which case the for-
mulation of the boundary conditions requires separate
consideration. Taking as an example the familiar
orthogonal system with a straight magnetic axis, we
demonstrate how the reverse problem can be solved in
the paraxial approximation by using the special mag-
netic coordinates as conventional coordinates. In Sec-
tion 3, we formul ate the reverse problem of calculating
an exactly pseudosymmetric boundary magnetic sur-
face and satisfying the pseudosymmetry condition
approximately in its immediate vicinity. As an exam-
ple, in Section 4, we apply the equations derived to cal-
culate a possible periodic tubular orthogonal magnetic
surface.

2. SPECIFIC FEATURES OF THE DESCRIPTION
OF MAGNETIC CONFIGURATIONS
IN THE INVERTED VARIABLES

We are interested in three-dimensional steady-state
vacuum magnetic configurations with a zero toroidal
plasmacurrent J. In order for the plasmato be confined
asawhole, it isnecessary for there to be a closed (peri-
odic) equilibrium boundary magnetic surface. On the
other hand, we do not require the existence of magnetic
surfaces over the entire confinement region, because
the problem under discussion implies that the special
magnetic flux coordinates can be introduced only near
the boundary surface. This possibility alows us to
solve the reverse problem, i.e., to calculate the bound-
ary surface from a prescribed dependence of the mag-
netic field strength on the magnetic variables. Then, the
magnetic field in the region enclosed by the boundary
surface can be calculated by solving a direct problem
without introducing flux coordinates.

To do this, weturn to (4) to derive the inverted mag-
netic equations for Cartesian coordinatesr =r(®, 6, {).
Using the definitions of the basis vectors,

e, = 35 = fIVOVL, e = = JoVeVO,
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_or _
e; = — = /g[VoVe]
a¢ 6
el = Vo = [ezea]’ 2 _ vg = [e3e1]’ (
NG NG
s_yroleed o arrarar
€ =Vi==rs dos 55 369
we obtain the inverted analogues of (4):
_Ldr _ Frora
oMB = 5 OB = @[amae] %

We equate the field representations (7) to arrive at the
fundamental vector magnetic relation

re = Flrorel. )]

Here and below, the subscripts refer to the correspond-
ing partial derivatives. For further analysis, we need
some rel ationships between the metric tensor elements
O« = €6, which can be easily obtained by taking the
scalar product of (8) with different basis vectors:

0s=0" =g =9 =0,

1 1
O3 = = G2 = o 933 = Jo.
g g

The magnetic field strength can be found by taking the
scalar product of the two representationsin (7):

2_ F _ F
B 41t /g B 41Pgs
Equations (8) can also be represented as

1 XX + Yot

FXoYe —XoYo'
= _LXoX Yoo
FXoYo —XgYo
z; = —F(XgYo —XoYe)-

Equating the second derivatives of zfound by differenti-
ating different pairs of the set (11) yields the consistency
conditionsfor this set in the form of eliptic equations:

1ax
FaZ

®

2
B

(10)

1)

xQ)

HET %22663 9125600

69 %1169 126CDD =0

(12)
1y,

Faz°

oy
T %ﬂam 9125600

YO o

0 oy
+ G_GB;HG_G - gl2ﬁ[| =
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The same equation can a so be obtained for the z-coor-
dinate.?

In order to demonstrate an important aspect of the
solution of problems associated with magnetic config-
urations by using the inverted equations (12), we con-
sider a straight axisymmetric magnetic confinement
system. The cylindrical symmetry of the problem
alows usto seek asolution in the form x=r(®, {)coso,
y=r(®,)sn6, and z= z(®, ), in which case the metric
coefficientsare found to be g,, = 0, g, =12, and g, =

ri + i—— . In determining g,,, we used the first equa-
For?

tionin (11). Equations (12) can be transformed to
0 o 1odlor _

30 o0 T Fzacrog |

(13)
a 202+ 10 z _
GCD 0o FGZ

which coincide with the equations derived in [13, 14].
It is noteworthy that the first equation in (13) contains
the only unknown function r. An important feature of
these equations is associated with the procedure for
imposing the boundary conditions, i.e., the specifica-
tion of the boundary magnetic surface in specia mag-
netic flux coordinates. However, since these coordi-
nates still remain unknown, the procedure for imposing
the boundary conditions requires separate consider-
ation. This problem is the main subject of our study. In
contrast to the direct magnetic problem, which is based
on a single equation for the magnetic potential and in
which it isasimple matter to impose the boundary con-
ditions, the reverse magnetic problem is much more
complicated because of the larger number of equations
and the difficulties in formulating the boundary condi-
tions.

One way of choosing the boundary conditionsisto
use the paraxial approximation. Note that any closed
curve can be a magnetic field line along which a peri-
odic dependence of the magnetic field strength B, can
be specified in an arbitrary fashion. Consequently,
assuming that this curve is a magnetic axis (® = 0), we
can specify the axis itself and the magnetic field
strength along the axis in special magnetic coordinates,

2 Note that equations (12) can also be derived in a simpler way,
namely, by writing the trivial (in Cartesian coordinates) relation-
ships Ax=0, Ay =0, and Az =0 in the above special magnetic flux
coordinates with the help of the familiar formulafor transforming

N D ggIk 9 D . Analogoudly, the

ax*

inverted expressions (7) for the magnetic fields can be obtained

from the identities B = (BV)r and B = —1/2[[BV]r], while rela

the Laplace operator A =

tionship (8) can be found from the equations dx = dy = dz =
B, B, B,
%l for the magnetic field lines.
PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000
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just as in ordinary angular coordinates. For example,
for astraight magnetic axis, we havex=y =0, z= z((),
and B, = By(0). Then, equations (11) are solved by
expanding the Cartesian coordinates in powers of the
magnetic flux ® < 1 under different a priori assump-
tions regarding the symmetry and periodicity conditions
written in special magnetic coordinates. For magnetic
configurations with closed field lines (i.e., configura-
tionswith arational rotational transform p = n/m), writ-
ing the periodicity condition in the specia magnetic
coordinates (8, ¢) presents no difficulties because ¢
changes along the field lines and 8 servesto label them.
Magnetic configurations in which the magnetic field
lines do not close on themselves (i.e., configurations
with an irrational rotational transform 1) should be
described in Boozer coordinates (B, ), which arewell
suited for writing the periodicity conditions. In the
above equations, the transition from one coordinate sys-
tem to another is described by the simple relationships

0o _ 0 98_0 0
3 98, aC oz, Maey
14
02 = 9282, O = 9283"'“952 =0, (14
Om = Um + 210 + W0z = Un—H Oz
For example, in Boozer coordinates, equations (11)
become

XpXe, *
XoYe,

FLXoYo, = Xo,Yo

XpX; +
2y = l[csz Y¢yZB+

y®y95i|
—Xg,Yo |’

2 2
_ 1% Xe, t YeYe,  Xe Ve,
Fl XoYe,—Xo,Yo  XoYo,~XoYo|  (15)

z;, = —F(Xg,Yo —XaYs,)

LH [Xesxzs +

2 2
Ye.Yz, ‘u Xg, T Yo,
F| XoYe, —

X, Yo Xo Yo, — Xo Yo

and the operator L in the pseudosymmetry condition

0

(5) hastheform L =(1 + uf)aeB +faZB

Let us derive, as an example, the orthogonality

equation (f = 0) in the vicinity of a straight magnetic

axis. Intuitively, from the geometric viewpoint, we can
seek the desired solution (15) in the form

X = J®(a(lg) cosd(lg) cos(6g + a(Lg))
+b((g) SINO({g)SIN(Bg + 0 ((g))),

(16)
y = J®(b(lg)cosd(le) Sin(Bg + a(Lg))
—a(Cp)sind({g)cos(Bg + a(lg))),
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which implies that the cross sections of the magnetic
surfaces are ellipses with aratio of a/b of the semiaxes
that are rotating at a rate 6 around the magnetic axis.
The angle a reflects the fact that a magnetic field line
and an ellipse rotate at different rates. Substituting (16)
into (15) yields

Zy = Flb[aaZ cos (6,3+0()+bbZ sin (GB+0()

+5(0°-a") (o, + W)Sn2(85 + @) |

20

Zo = Fab[ (b, —aa, )sin2(6; + a)

(17)
+(b”—a")(ag, + p)cos’(Bg + )

+(b*+a%) (0, + ) —abézB},

Eab+ O(®).

The requirement for the second expression in (17) to be
periodicin 8 yields the relationship (b* + a)(a;, + 1) —
abd; =0, and formula (10) taken with @ = 0 givesthe

ZZB =

magnetic field at the axis, B, = —1-5. In the desired
order of smallness, solution (17) can be represented as

F 0] 2
z= EIabdZB—%[aachos (Bg+a)

+bb,, sin*(8g + a) (18)

+ %(bz—az)(azs +p)sin2(6, + a)}.

Expressions (16) and (18) make it possible to investi-
gate the possibility of satisfying the orthogonality con-
dition (5). Taking into account (10) and (14), we can

rewrite (5) in the form (ga, — uzgfz)eB =0.Attheaxis,
where ®@ = 0, this condition isidentically satisfied. We
present the requirements for the magnetic configuration
under which the orthogonality condition is satisfied
near the magnetic axisthrough first order in ® < 1. We
must drive to zero the coefficients in front of the sine
and cosine functions in the orthogonality condition
taken with (16) and (18). As a result, we arrive at the
relationships

2 2
6(5 = const x a'b(a—-‘_bz)i
(a"-b")
2 2 Uaals_bblsﬂ
a, _bZB —abDTQB (19)

(a ~b°)8; (a* + 62’ +b)

(& +b%)
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We simplify (19) by switching from (g to a new coor-
dinate, z, = g Iab d{g, along the magnetic axis. Let the

derivative with respect to z, be denoted by the prime.
Then, relationships (19) take the form

2 2
o' = const x Lbz,
(@’ -b?) 0
4 2,2 4 (20)
aa" _ bb" _ Czw = O
3 b
(a®-b%)

where the constants C and F are determined from the
e . , F on
periodicity COI’ldItIOI’lSJ: 0'dz, =mtand > J‘; abd{z=L

with L the period of the confinement system along the
magnetic axis. Note that, for C # 0, relationships (20)
coincide with the similar relationships derived by Lortz
and Nuhrenberg [15]. Setting C = 0 gives the familiar
orthogonality condition for open systems with a zero
rotational transform [16, 17]. Specific periodic solu-
tions to equations (20) for magnetic systems with both
zero and nonzero rotational transforms are known.

The example analyzed above revea s two important
aspects. First, from the standpoint of calculations, the
special angular magnetic coordinates introduced here
do not differ from ordinary angular coordinates. Sec-
ond, we choose an exactly pseudosymmetric magnetic
axis (® = 0) and satisfy the pseudosymmetry condition
(5) asymptoticaly in its vicinity (® < 1). In the next
section, we extend this approach to magnetic surfaces;
specifically, we calculate an exactly pseudosymmetric
magnetic surface ® = ®, and satisfy the pseudosymme-
try condition (5) asymptotically in itsvicinity (for ® —

3. PSEUDOSYMMETRY NEAR A MAGNETIC
SURFACE

In contrast to the paraxial approximation, we cannot
specify amagnetic surfaceintheformr = r (8, {) inde-
pendently of the magnetic field strength B = B(6, {) on
it. This can be seen, e.g., from thefirst field representa-
tion in (7), which, with alowance for (9), unambigu-
ously determines the magnetic field from the magnetic
surface specified in theformr =r (8, {). However, it is
a so necessary to satisfy the second field representation
in (7). Animportant point hereisthat the representation
r =r(8, {) of a magnetic surface differs fundamentally
from other possible representationsin that, if we solved
a direct prablem, then the contours of the magnetic
field strength on a magnetic surface would coincide
with the ¢ = const contours of the angular coordinate.
Since the magnetic field is not known a priori (i.e., the
magnetic coordinates remain unknown), we are trying
to perform calculations so that, in working with mag-
netic coordinates, this characteristic feature is taken

SKOVORODA

into account automatically, as is the case with ordinary
angular coordinates.

A magnetic surface closeto the surfacer =r(®,, 6, {)
can be represented as

r® = r(®y, 8, ) +r,do. 1)

The expression for r 4 can be found by taking the vec-
tor product of the fundamental magnetic relation (8)
with rg:

Ial
_ [rore] +reg_12.
FO» O

To determine the metric tensor element g,, on the mag-
netic surface ® = @, we consider the derivative

(120 = 922(T oF 1) + Goa(F o 20) = 2(T gl'p) (I (T6)
(9,0 952

Substituting (22) into the right-hand side of this iden-
tity and using the relationship r or ;g = I'gf ¢z, Which fol -
lows from the equality ¢35 — Oye = O [See (9)], we

transform (23) to
e _ ke ﬁ_
%22D4 FO2\ G2’
Fog[rofel
022933 — 953
second quadratic form of the magnetic surface[18, 19].
Consequently, the quantities g,, and rq, and, accord-
ingly, the shape of a neighboring magnetic surface rd®
are governed by the shape of the surfacer = r(® =

@, 6, ). We emphasize that this relation between the
surfacesis nonlocal in character.

The first magnetic field representation in (4) makes
it possi bleto write the derivative along amagnetic field

lineas 52 = 21./g BV, which reduces (24) to the stan-
dard magnetic differential equation [20, 21]

pydz = Kz

922 mg,, @3

The requirement that the solution to (25) be single-val-

ued imposes certain constraints on the right-hand side

of (25). The first constraint (see [20]) reduces to the

condition that the integral of the right-hand side over

the volume between the neighboring magnetic surfaces

be vanishing. For systems with closed magnetic field
lines, this condition has the form

2m2mn

”gmjg;dedz = 0.

For systems with irrational rotational transforms, con-
dition (26) should be written in Boozer coordinates

(22)

(23)

(24)

whereky; = is one of the elements of the

(25)

(26)
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according to prescriptions (14). Systems with closed
magnetic field lines should also satisfy a more severe

constraint [21]:
k23/\/@‘3dz — O
022N 02

Consequently, the specific character of magnetic coor-
dinates results in two additional integral constraints,
(26) and (27), at the magnetic surface.

The fundamental theorem in the theory of magnetic
surfaces implies that, in order for the surface to be
determined unambiguousdly (correct to itsorientation in
space), it is necessary to specify the first and second
guadratic forms [18, 19]. In other words, to determine
the surface requires knowledge of six functions of two
surface angular variables: three metric tensor ele-
ments—a,,, G,3, and gs; (the first form)—and three cur-
vature tensor elements—k,,, ky;, and k;; (the second
form).

From the magnetic equations (7) and (8), we can
find two functions for the first quadratic form defined
by (10) with (9):

(27)

g = 0,
F? (28)
O = —5—.
2 4Bl

Recall that we specify the magnetic field strength dis-
tribution B on amagnetic surface. Three of the remain-
ing four functions can be deduced from the Gauss—
Weinharten eguations, which describe how the basis

[rore]
[[rore|
dinate lines on amagnetic surface [18, 19]. Taking into
account the relationship g,; = 0, for 6 = const (i.e,,
along afield line on a magnetic surface), we obtain

vectors e, e;, and n = change along the coor-

922t U330
e, =e +e + nk,,,
% 22922 32933 %
U330 Qasg
e —-e + + Nkaa, 29
< 22922 32933 33 (29)
k k
nz = —82—23—83 S
O Oas
Anaogously, for { = const, we have
0220 O22¢
64 = 66— —e,—= +nk
20 22922 32933 2
g g )
€ = e22;2;2 e3-2—33—e NKys, (29')
k k
Ne = —&, 22_e3 23
2 O33
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The consistency conditions for (29) and (29) yield
three familiar equations (the Gauss Egregium Theorem
and the Peterson—Mainardi—Kodacci eguations), which
relate the elements of the metric and curvature tensors
[18, 19]:

1
KpoKas — k§3 = 003K = —E(gzzzz + O3300)

1@22{ + 330 9339 + 92269330 | 922093377
4 Dgzz Oas 02 Oas (30)
g g g g
Kooz — Zszikzz 2;36 Koz = Kpze — ﬁkzs 2;21 Kas,
9 9 g g
Kysg + ﬁkzz—ﬁ 23 = k33e_ﬁkz3 2;36 Kas,

where K isthe total (Gaussian) curvature.

Hence, equations (28) and (30) constitute the set of
five equationsfor the six functions entering thefirst and
second quadratic forms for a magnetic surface. These
equations should be supplemented with the integral
conditions (26) and (27). A certain freedom in choosing
the last (sixth) function reflects the circumstance that
the magnetic surface cannot be unambiguously deter-
mined from the distribution of the magnetic field
strength. We can use this freedom to obtain pseudosym-
metry near a magnetic surface.

On the surface ® = @, the pseudosymmetry condi-
tion (5) can be satisfied by appropriately choosing the
dependence of the magnetic field strength B in the sec-
ond eguation in (28), in which case no new additional
equations appear. The requirement that the pseudosym-
metry condition (5) be satisfied through first order in
do < 1 gives

(|:933)q> =0,
which can also be written as

(1)

~ 1
L(rerze) + égsszfqa = 0. (32)

In deriving these formulas, we took into account rela-
tionship (10). The scalar product to which the operator

L isapplied can be represented as

k33 933"'9_12("1 o),

33
J» O ©3)

refee = —

raz[rerz]

022033 — 953
second quadratic form of a magnetic surface [18, 19].
Expression (33) was derived by differentiating (8) with
respect to  and by taking the vector and scalar products

whereks; = isone of the elements of the
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of the resulting relation with r, and rg, respectively.
Now, we can write condition (31) in the final form:

o [9ss Kos 9,0 - F
L 933 _ B 284U & f 34
H<33 9 O30 o Oz ZD 29331 ® (34)

We can see that all of the quantities in (34) are deter-
mined exclusively by the shape of the magnetic surface
O = @,. Consequently, supplementing equations (28)
and (30) with equation (34) provides a closed set of
equations for calculating a pseudosymmetric magnetic
surface ® = @, and for satisfying the pseudosymmetry
condition approximately in its vicinity.

For orthogona magnetic systems (f = 0), condition
(34) takes the simplest form:
U337

%33 9_22[19

Note that the quasisymmetry condition (34) for mag-
netic systemswith an unclosed field line geometry con-
tains the shear of the magnetic field lines. As we have
aready mentioned, the periodicity condition for mag-
netic systems with irrational rotational transforms
necessitates the transition to Boozer coordinates
according to prescriptions (14). In Boozer coordinates,
the quasisymmetry condition (5) with f = f(d) reduces

to B = B(®, 65 — @ (g). The condition for the

= 0. (35)

magnetic field strength to be periodic in 65 and g gives

L +f”f = % , where N and M are integers. The topol-
ogy of the membranes 6; = const and {z = const can
always be chosen so that N = O; therefore, for f = -1/,
we arrive at the Boozer quasisymmetry condition B =
B(®, 6g). Thus, to cal cul ate a quasi symmetric magnetic
surface and to achieve quasisymmetry initsvicinity, we
must specify in advance not only the magnetic field
strength but also the rotational transform p and shear
Mo On this surface.

The equations derived should be supplemented with
the condition for the magnetic field to befinite (i.e., the
condition that there be no current-carrying windings)
inside a closed magnetic surface. To derive this condi-
tion, we turn to the L aplace equation AL = 0, which fol-
lows from the second magnetic field representation in
(4), and to the requirement that the curl of the vacuum
magnetic field be zero inside a closed magnetic surface.
The main integral Green’s formula [22] enables us to
write

ﬁsznvﬁds—ﬁﬁnvzd& 2, = 0, (36)
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where R =r —r, and the zero subscript indicates an
arbitrary point with the coordinates (8,, {,) on the sur-

face. We introduce the unit vector | = R and take into

IR|
account the relationshipsnV{ =0 and Vﬁ = —% to
R
rewrite (36) as
ﬁZI [lel,]dBA = 21L,. (37)

As aresult of the mapping of the surface Sonto a unit
sphere, we have | || [l¢l,] and ﬁ'l [lgl,1dBdC = 2m,
which finally lead to the condition

ﬁ@/lélf—(lelz)zdedz = 21, (38)
or
FF@-Tolelc = (1ol )"dBdC = 0. (38)

Calculating a pseudosymmetric surface with irratio-
nal |, we naturally obtain an equilibrium magnetic sur-
face. Calculating an isometric surface with rational p
(corresponding to closed magnetic field lines), we
again immediately arrive at an equilibrium magnetic

surface with f%l = congt, which is a consequence of

(5). A pseudosymmetric surface with rational u should
be calculated under the additional assumption that the

magnetic surface is equilibrium; i.e., f%l = const.

Note that, in solving the above closed set of equa-
tions (26)—28), (30), (34), and (38) for the functions
determining the first and second quadratic forms, we
used the special magnetic coordinates as ordinary
angular coordinates. Various a priori conditions for the
solutionsto be symmetric, periodic, finite, etc., are for-
mulated in magnetic coordinates. The integral condi-
tions (26), (27), and (38) ensure that the angular coor-
dinates on a surface are magnetic in character.

4. TUBULAR ORTHOGONAL MAGNETIC
SURFACE

As the simplest example of how to implement the
approach described in Section 3, we calculate atubular
orthogonal surface with a zero rotational transform
(u =0) in Boozer coordinates 6 = 85 and { = (. By the
tubular surface, we mean a magnetic surface of a mag-
netic field that is periodic aong the Z-axis. The trans-
verse coordinates x and y of atubular surface are peri-
odic functions of 6 and .
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The orthogonality condition written in the form of

_g F of
(28), 055 = B0

the new coordinate w defined as

alows us to switch from { to

{ = ZEHJ'B(w)doo. (39)
In the new coordinates, we have g;; = 1 and g,; = 0,
which substantially simplifies relationships (29), (30),
and (35). The curvature tensor elementsk,,, ky;, and ks,
and the metric tensor element g,, are determined from
the following equations, which do not explicitly con-

tain the magnetic field strength:
k22 k33 _Dkzs D2 — (/\/g_ZZ)wm = K
S99 Do 92
ka0 _ ke

= F2H —ka(Joz)o
oz Clet T

O22Kaze = («/g_zzkzs)w,

Kss
U/ant

Since we are interested in tubular magnetic surfaces
for which the curvature in the transverse direction is
much larger than the curvature in the longitudinal
direction, we consider the approximation K,,/g,, > ki
and neglect the second term on the right-hand side of
the second equation in (40). Below, we will specify the
range of validity of this approximation and analyze its
close relation to the paraxia approximation.

It is straightforward to show that one of the possible
solutionsto equations (40) is

(40)

= 0.

Uy = fi(w)sin®® + f3(0) cos’d,

fifoff o

frf,—f.f,
k33 1127
fl_fz

(41)

where the prime denotes the derivative with respect to
w and f, and f, are positive periodic functions that
depend only on the argument w and satisfy the equation

f i) = f,f;. (42)

Without going into the details of the derivation of
equations (41) and (42), note only that we sought tubu-
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lar surfaces with convex cross sections (corresponding
to a positive transverse element of the curvature tensor,
ky, > 0); we also adopted the simplest angular depen-
dence of the positive definite function g,, in order to
ensure the existence of two symmetry planes: 6 =0 and
0 = /2. The exprons obtained are valid in the

s Uis P
approximation Df 0 f,f, <1.

Knowing the first and second quadratic forms
described by the tensor elements in (28) and (41), we
can calculate the magnetic surface r = r(6, ). To do
this, we can employ, e.g., the linear equations (29) and
transform them to the new coordinates:

€ = ezg;m +nky,
€3, = NKag, (43)
N, = —€—= — 3Ky

22

Taking into account that, in (43), 8 = const, we intro-
duce the new variable Q,

dQ _ kza

dw ~ @

and the new vector € = e,/,/g,, in order to simplify
equations (43) to

(44)

&q = N,
€0 = EN, 45)

Ng = — €, —¢e;,

where € = ky; /g2, /k,; < 1. To zero order in €, the gen-
eral solutionto (45) is

n = C;snQ + C,cosQ,

g = —C,cosQ + C,sinQ, (46)
e; = C,,

where C, , ; are constant vectors. Using (41) and (44),

_ f .
wefind Q = arctan D—ltaneg, so that solution (46) can

L,
be rewritten as
f,sinB f,cosB
n==Cc, +C, ,
o )
e2 = —leZCOSG+C2flS|ne,
e; = Cs.
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From the conditions

Oz = €68 = 1, O = €6 =0,
(48)

2. 2 2 2
O, = 6,6, = f;sn“0+ f;cos6,

wecanseethat C, , ; aretriply orthogonal unit vectors,
which indicates that they are the basis vectors of the
Cartesian coordinate system. To zero order in g, from
(47) we obtain the position vector r of the magnetic sur-
face in Cartesian coordinates (X, y, 2): r = (f,cos6,
f,sinB, w). Treating the terms with € in (45) as small
perturbations, we can obtain the position vector r satis-
fying conditions (48) to first order in €:

r= Elflcose; f,sing; w+%'[flf'l'doo
(49)

—%flf‘lcosze—%fzf'ZsjnZeEr

The expressions derived do not explicitly contain
the magnetic field strength, which appears explicitly
only in the integral conditions (26), (27), and (38). We
consider condition (27), which takes the following
form in the coordinates introduced in this section:

dw = 0.

372 (50)

f 23
02 B(w)
Using solution (41), we can reduce (50) to

f
010
de2D

P
sz%os 0+ sin eDfZDD
For periodic functionsf, ,, equality (51) should hold at
any 0; this is indeed possible if the magnetic field
strength obeys the functional dependence

0. (51)

oo
WEE g
f2
where an arbitrary function w of the argument f,/f,
should be of fixed sign. We can easily verify that con-
dition (26) holds for the magnetic field strength in the
form (52). The function w is found from condition

B = const (52)

(38). Introducing the function Ww) =
0 w/ifs O , .
oL — ~-0dw, we can reduce (38) to a linear
0 [/ f,
integral equation of thefirst kind [23]:
0 27T
J’ J’ K(0, g, 6, ) W(w)dwdd = f(wy, 6y), (53)
—o0 0
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where K = .Jlgl7—(lol,)* is the kemnel, f =
“ [, @Kdwd, and the angular brackets stand for

averaging over the magnetic field period. Equations
(42) and (53) can be solved only numerically.

Analyticaly, the tubular surface approximation is
closely related to the paraxia approximation. Note, in
particular, that, for C = 0, condition (42) and the orthog-
onality conditionin (20) areidentical. Formally, to pass
over from the tubular surface approximation to the
paraxia approximation, we must adopt r9® in (21) as
the prescribed coordinates of the magnetic axis. This
indicatesthat, in the example at hand, we must set x4 =
y4® = 0, thereby determining the function w = f,/f, in
(52), so that B = const/(f, f,).

5. CONCLUSION

Our analysis shows that it is possible in principle to
find avacuum equilibrium magnetic configuration with
an exactly pseudosymmetric nonparaxial boundary
magnetic surface in the vicinity of which the pseudo-
symmetry condition is satisfied approximately. To do
this, the special magnetic flux coordinates can be used
as ordinary angular coordinates on a magnetic surface;
the magnetic character of the flux coordinates is given
by the additional integral constraints (26), (27), and
(38). In this case, al a priori conditions for the solu-
tions to be pseudosymmetric, symmetric, periodic,
finite, etc., should be formulated in magnetic coordi-
nates.

The calculation of a nonparaxial vacuum boundary
magnetic surface with prescribed properties is the first
step in calculating the equilibrium and stability of the
plasmainside the boundary surface. This calculation is
especially important for searching for closed compact
systems with strongly rippled magnetic fields, such as
DRAKON [24]. Present-day numerical schemes [25]
are practically inapplicable to such systems because of
the very large number of spatial magnetic-field har-
monics.

In order to improve the global plasma confinement
in adevice by creating an edge barrier (i.e., aboundary
region with low transverse transport), it is necessary to
satisfy one of the most restrictive versions of the pseu-
dosymmetry condition (e.g., the orthogonality, quasi-
symmetry, or isometry condition) at the boundary sur-
face, while the pseudosymmetry condition, which is
less constrained by itself, can be satisfied over the
entire region where the charged particles are confined.
Therefore, it seems worthwhile to search for “mixed”
configurations that are, e.g., pseudosymmetric over the
entire plasma column with a quasisymmetric edge
region. Whether it is possible to achieve pseudosymme-
try over the entire plasma column by enforcing quasi-
symmetry near the plasma boundary remains an open
guestion.
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Abstract—The nonlinear dynamics of magnetoacoustic and Alfvén MHD perturbationsin structurally unstable
magnetic configurations with two null lines (X-lines) is studied both analytically and numerically. It is shown
that these perturbations cause the electric current to evolve nonlinearly in such a manner that a structurally
unstable configuration of the magnetic field transformsinto a structurally stable configuration. Such atransfor-
mation is forbidden in ideal magnetohydrodynamics but can occur in the process of magnetic field line recon-
nection. The final magnetic configuration to which the system evolvesis shown to contain no separatrices con-
necting the null lines. © 2000 MAIK “ Nauka/| nterperiodica” .

1. INTRODUCTION

In space plasmas, magnetic fields play a governing
role in the formation of structures that are bursty in
character. Such phenomena are often attributed to rapid
dissipation of the magnetic energy in highly conducting
plasmas. The magnetic reconnection, which is usually
regarded as the primary dissipation mechanism, occurs
mainly near the magnetic field lines in the vicinity of
which the current sheets (i.e., thin regions with high
current densities) form.

Magnetic reconnection generally occursin converg-
ing plasma flows in which two different field lines
become so close to one another that the finite plasma
conductivity comes into play and may cause them to
reconnect, thereby changing both the local and global
structures of the magnetic field.

It should be noted that, even when the magnetic
reconnection occurs inside relatively small spatial
regions, the related changes in the magnetic field topol-
ogy can substantially affect the evolution and dynamics
of the entire system. Magnetic reconnection has been
studied in detail in many papers aimed at investigating
various aspects of thisimportant physical phenomenon
(see [1-3] and the literature cited therein).

The magnetic reconnection problem is closely
related to the problem of the structural stability of vec-
tor fields. The mathematical aspects of the latter prob-
lem were discussed by Arnold [4], who defined a struc-
turally stable dynamic system as a system whose state
remains topologically equivalent to the initial (unper-
turbed) state for any sufficiently small perturbation of
the vector field. Since the magnetic field topology
changes during both spontaneous and induced mag-

netic reconnection, it is natural to expect that the mag-
netic field should evolve from a structurally unstable
into structurally stable configuration. Note that, in this
case, the phenomenon under analysis is more compli-
cated because, during magnetic reconnection in a
highly conducting plasma, we deal with the nonlinear
interaction between two vector fields: the magnetic
field and thefield of the plasmavelocities. This circum-
stance significantly complicates the problem in com-
parison with the case of one vector field.

The simplest example of a structuraly unstable
solenoidal vector field is a magnetic field with athird-
order null line. Such a magnetic configuration can be
described by the vector potentia A, = Ay(X, Y)e, such
that

B
Ag(x y) = 3—S°2<x3—3xy2), (1)

where B, is the magnetic field at the boundary of a
region with a characteristic dimension s.

The magnetic configuration described by the vector
potential (1) is structurally unstable because the critical
point (x = 0, y = 0) of the vector field B = 0A, x e, is
degenerate. This stems from the fact that the eigenval-
ues of the dynamic system x = B linearized in the
vicinity of zero are equal to zero. Small perturbations of
the magnetic field described by the vector potential (1)
cause the degenerate singular point to bifurcate or dis-
appear, in which case the perturbed magnetic field can

1063-780X/00/2607-0560$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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be expressed in terms of the perturbed vector potential
Ao = 22(3=3xy) + BXC+yyF + By + X+ 1y, (2)
3s

wherethe parametersf3, y, 0, €, and p are assumed to be
small. Bifurcationsin similar configurations with vary-
ing parameters were thoroughly discussed in a mono-
graph by Poston and Stewart [5].

By choosing the appropriate parameters, one can
make the magnetic configuration (2) physically stable
but structurally unstable (in the MHD description, this
is equivalent to choosing the condition AA, = 0 for a
plasmawith a uniform density and temperature). Con-
sequently, this configuration is suitable for analyzing
magnetic reconnection in structurally unstable systems.
Note that the classical problem of the tearing instability
of an infinite current sheet [6] appliesto configurations
that are both physically and structurally unstable. In
order to analyzethe structural instability, weinvestigate
magnetic configurations that are physicaly stable
against resistive modes. In formulating the problem, we
assume that the magnetic field topology changes under
the action of the perturbations excited at the boundary
of the region under consideration. In other words, we
consider the regime of driven magnetic reconnection.

Our work is a continuation of papers [7-9], which
initiated the studies on magnetic reconnection in struc-
turally unstable magnetic configurations. The evolution
of a third-order magnetic null line in the presence of
magnetoacoustic perturbations was analyzed by Bul-
anov et al. [7, 8], who showed that, depending on the
form of theinitial magnetic configuration and the type
of symmetry of the initially perturbed magnetic field,
the seed magnetic perturbations result in the formation
of either a current-carrying region bounded by mag-
netic separatrices or current sheets and shock waves
localized at the separatrices. The problem of global
redistribution of the electric current carried by magne-
toacoustic and Alfvén modes in a magnetic configura-
tion with two null lines was studied in [9].

Our main purpose here is to investigate the forma-
tion of current sheets in two-dimensional (2D) mag-
netic configurations with two null lines of the X-type
(in particular, in configurations with zero net electric
current) both analytically and numerically under the
boundary conditions describing the excitation of azi-
muthally asymmetric nonlinear magnetoacoustic and
Alfvén waves. We consider a structurally unstable con-
figuration in which the X-lines are connected by a sep-
aratrix (the X—X separatrix). Note that such a configu-
ration can be described by the vector potentia (2)
adjusted in a desired fashion by the proper choice of
parameters. We expect that the variations in the mag-
netic topology that are either associated with a special
choice of the initial magnetic configuration or induced
by magnetoacoustic perturbations, which force the
electric current to accumulate in local regions near the
X-lines, will change the positions of the magnetic sep-
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aratrices and cause a redistribution of the electric cur-
rent driven by Alfvén perturbations. As was shown in
[10, 11], the current driven by Alfvén perturbations
flows along the separatrices in their vicinities. Conse-
guently, in numerical experiments, we can expect aglo-
bal redistribution of the electric current over the entire
computation region.

We will solve the problemsin the 2D approximation
in which al of the desired functions depend only on
time and the two spatial coordinates, x and vy, but all
three components of the plasma vel ocity and magnetic
field are nonzero. It is well known that, in the linear
approximation, the Alfvén and magnetoacoustic modes
inacold plasmain a 2D magnetic field become decou-
pled, so that we can study the current sheets associated
with both types of modes separately. However, in three-
dimensional (3D) configurations, finite-amplitude
Alfvén and magnetoacoustic modes will interact non-
linearity. Solving the problem in the 3D formulation is
the first step in providing a better insight into a more
complicated 3D magnetic reconnection, in which case
the Alfvén and magnetoacousti c modes remain coupled
in the linear approximation [11-13]. In particular, the
X—-X separatrix is a 2D analogue of the limiting mag-
netic field line (which is a'so known as a separator) in
Sweet’s model of the magnetic configuration of a solar
active region [14, 15]. We emphasize that a magnetic
configuration with a limiting magnetic field line con-
necting two null pointsis structurally unstable. Hence,
the phenomenon of global redistribution of the electric
current may be of interest from the standpoint of the
theory of solar flares.

2. MAGNETIC FIELD STRUCTURE

We assume that, in a magnetic configuration with
two null lines, the magnetic field at the initial instant is
z-independent. Such afield can be described by the vec-
tor potential A, = Ay(X, Y)e, having a single z-compo-
nent Ay(X, y):

A(x.Y) = 30 =3xy") +eux, 3)

where g = B,/s* and €, isasmall parameter. In the con-
figuration defined by the vector potentia (3) withe,g> 0,
the separatrix connects two saddle X-lines with the

coordinates x = 0 and y = *,/€,g. The configuration

with such a separatrix (referred to as an X—X separa-
trix) isstructurally unstable (see Fig. 1a). A structurally
stable configuration like that illustrated in Fig. 1b is
described by the vector potential

A% Y) = 20C-3xy) rextey, @)

where €, is a small parameter. In this configuration,
there is no separatrix between two saddle paints.



562

BULANOV et al.

—~
o8]
N

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

-1.0

(b)

1.0

0.8

0.6 &

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

!

s

e
1

e

|

-1.0 -0.8 —0.6 0.4 -0.2

0 02 04 06 038

—

.0
X

Fig. 1. Contours of the z-component of the vector potential for magnetic configurations with two X-lines: (a) structurally unstable
configuration with the X—X separatrix and (b) structurally stable configuration.

3. BASIC EQUATIONS AND BOUNDARY
CONDITIONS

We solved the set of MHD equations numerically in
asguare computation region (-1 <x<1,-1 <y<1). At
the initial instant, the plasma in the magnetic field
described by the vector potential (1) is assumed to be
immobile. The coordinates, time, plasma density,
plasma velocity, plasma temperature, and magnetic

field are expressed in terms of the dimensionless vari-
ables

v@amy”t T B
2’

gs

r gst
é! ll

(4T1p,)°

where p, and T, are the initial density and temperature,
sisthe dimension of the computation region, g is pro-

P
Po’
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portional to the characteristic quantity 9°B;/0x0x,, and
B, = g&’ is the magnetic field magnitude at the bound-

ary. The dimensionless MHD equations can be written
as[9]

%+ 0evy) = 0, ©)

%’t—u+(vDD)vD __B Dp—%DAAA— (B2, (7)
a

il +(vpb)v = _1-(BDD)B||’ ®)

LT, (vom)TE+ pOv,

y — 105t
] ” )
= kAT+?m[(AA)2+(DBu)2]v
p = pT, (10)

6A

— +(VDD)A = V,AA, (1D

(%l“L(VDD)BH = (BoO)v)— BV, +VnABy, (12)

where the operator [ is

0 0
axex+ayey (13)

and the plasma vel ocity has the form

V=vptv g = v,etvetve,. (14)

The magnetic field B is characterized by three compo-
nents:

B:O_Ae 0A

oy * 0x

where (e,, e,, e,) are unit vectors of Cartesian coordi-
nates. The adiabatic index is set to be

C, _ 5
c, 3 (16)
The dimensionless parameter (3 (the ratio of the plasma
pressure to the magnetic field pressure at the boundary)
is defined as

=o€ * Bje,, (15)

y:

~ _ 8mp, _ 8mp,
B = - 2.4

B  d’s

(17)

where p, istheinitial plasma pressure. The dimension-
less magnetic diffusivity (the inverse Lundqvist num-
ber) hasthe form

2
~ _ C

2 1/2
_ _C (4T11P)
M 4nov,s

4110933

, (18)
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and the dimensionless thermal conductivity is
Kk _ k(4mpy)™

VaSPo  gs’p,

where v, = B,/ /4Tp, istheAlfvén velocity. The Péclet

number Pe = k/(c,p,V,) can be assumed to be congtant.
The eectric current density can be expressed as

k =

=~ P (19)

0B
220 _apD
% AAS
When imposing the boundary conditions, we
assumed that the perturbation isweak and that its effect
at the boundary can be described in the linear approxi-
mation (see above).
A magnetoacoustic wave excited at the boundaries
of the computation region, x = £1 and y = %1, is mod-
eled by the vector potential

AX Y, 1) = Ayx y) +sinef (t—1/r +1),  (21)
where Ay(X, y) is defined by (3) and (r, @) are conven-

tional polar coordinates.

A gradual rise of the electric current can be modeled
by choosing the function f(€) in the form

j:DxB=E%%”, (20)

D—E(E 1)%E for £>1,

f(€) = (22)
[D for &<1,
where the dimensionless electric field E isspecified as
12
(gs)

The excitation of Alfvén waves is modeled by the
following boundary conditions for the z-component of
the magnetic field:

B,(x=%1,y,t) = £B;min(1, t/ty,). (24)

This time dependence can aso be used to describe the
gradual switching-on of an external magnetic field on
the characteristic time scale tg,. In simulations, the
amplitude B, of the z-component of the magnetic field
was set to be 0.1. The boundary conditions for the
remaining quantities were imposed in accordance with
MHD equations. At the boundary regions through
which the plasma enters the calculation domain, we
specified the plasma density and pressure: p = 1 and
p = 1. At the remaining boundary regions, the boundary
conditions assumed a free plasma outflow out of the
calculation domain.

All numerical results presented below were
obtained for the magnetic diffusivity v,, = 0.006 and a

pressure corresponding to f& 0.012. The dimension-
less thermal conduct|V|ty and dimensionless electric

field were chosen to be k = 0.01 and E = 0.03. We
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imposed two types of boundary conditionson theinitial 4, RESULTS OF MHD MODELING

configuration of the vector potential. In the first case, : o

we uged the boundary condl?ti ons (21) for magnetoa. 41 Magngtlc Eeconnecthnrllr_lra St’(luclzi[ul_r_ally Unstable
coustic perturbations, assuming that at theinitial instant onfiguration with Two Null Lines

no Alfvén waves were excited; i.e., we set B, =0 in the The simulations were carried out for the initial vector
boundary condition (24). In the second case, we potential (1) withe, #0.Attheinitia instant, the relevant
assumed that only Alfvén modes described by the magnetic configuration is structurally unstable.
boundary conditions (24) perturbations were excited Figure 2 shows the results of numerical modeling of
andset E =0in(21). the evolution of a magnetoacoustic perturbation: (a) the
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Fig. 2. Magnetoacoustic perturbationsin a configuration with the X—X separatrix: (a) the contours of the z-component of the vector
potential, (b) the velocity field v = v,e, + vye,, (C) the plasmadensity distribution, and (d) the distribution of the z-component of
the electric current density at thetimet = 10.
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P6

ity
T

-1.0-1.0

-1.0-1.0

Fig. 2.

contours of the z-component of the vector potential,
(b) the velocity field v = v,e, + Vvie,, (C) the plasma
density distribution, and (d) the electric current density
distribution. These results were obtained at thetimet =
10 (recall that the time is expressed in units of Alfvén
time). From Fig. 2a, we can see that the separatrix
between the two null points disappears and two anti-
symmetric current sheets form in the vicinity of the X-
lines. The structurally unstable configuration becomes
structurally stable, because magnetoacoustic perturba-
No. 7
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tions break the symmetry of theinitial magnetic config-
urations. The density perturbations are localized in the
vicinity of the separatrices.

Figure 3illustrates the numerical resultsfor the case
when only an Alfvén waveis excited at the boundary of
the computation region. In this case, in the 2D approx-
imation, the magnetic field topology does not change.

Figure 3 shows (a) the contours of the z-component
of the vector potential, (b) the velocity field, (c) the
contours of the z-component of the velocity, (d) the
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Fig. 3. (a) Contours of the z-component of the vector potential, (b) the velocity field, (c) the contours of the z-component of the
velocity, (d) the plasmadensity distribution, and the distributions of the (€) transverse and (f) longitudinal components of the electric

current density at thetimet = 10 for Alfvén perturbations (24).

plasma density distribution, and the distributions of the
(e) transverse and (f) longitudinal components of the
electric current density. These results were obtained at
thetimet = 10 for an Alfvén perturbation excited at the
boundaries x = £1. By the “transverse” and “longitudi-
nal” components of the electric current density we
mean the poloidal component of the projection j of the
current density onto the xy plane and the z-component
of the electric current density.

The bulk of the transverse current flowsin the vicin-
ity of the separatrix that connects two null lines of the
X-type. Recall that the topology of the initial magnetic
field does not change; this circumstance characterizes
exclusively Alfvén-type perturbations.

From Fig. 3e, we can aso see that the nonlinear
Alfvén wave generates the z-component of the electric
current, which is dipole in nature near the separatrices.
2000
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4.2 Evolution of the Plasma Density, Plasma Pressure,
and Electric Current Density

In Figs. 2 and 3, we illustrate the plasma state in a
magnetic field in the vicinity of magnetic separatrices
inthe quasi-steady stage (at t = 10). It isalso very inter-
esting to investigate how the plasma parameters evolve
in the current sheet. In Fig. 4, we plot time evolutions
of the plasma density, plasma pressure, and el ectric cur-
rent density in a configuration with two magnetic null
lines connected by the X—X separatrix. All of the
2000

PLASMA PHYSICS REPORTS Vol. 26 No. 7

parameters are computed at the point at which the elec-
tric current density in the current sheet is the highest;
the numerals next to the curves show the maximum val-
ues of the parameters. Figure 4a correspondsto the case
inFig. 2, i.e., to the perturbations of the initial equilib-
rium state by magnetoacoustic waves excited at the
boundary of the computation region. During the time
interval 0 <t < 5.6, the plasma density is seen to be
unperturbed. After thetimet = 5.6, the physical plasma
parameters decrease only dightly.
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(e)

Fig. 3. (Contd.)

Figure 4b refers to the case in Fig. 3, when the cur-
rent sheet forms as a result of the excitation of an
Alfvén wave. In this scenario, the plasma density
remains essentially unchanged and, after a transient
process, the system reaches a thermodynamically equi-
librium state.

In order to compare the above magnetic configura-
tions with two X-lines and one X-line, we carried out
MHD simulations of plasmadynamicsin thevicinity of
an isolated X-line. Note that this problem has been dis-
cussed in detail in many papers (see, e.g., [1, 10, 11]).

Here, we are interested in the temporal evolution of the
plasma and magnetic field.

We consider an initial magnetic field defined by the
vector potential

2 2
X~y
2
The related magnetic configuration has a hyperbolic

null line of the X-type, which is the intersection of the
two separatrix surfaces (see Fig. 5). We describe the

Ag(%,y) = (25)

PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000
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magnetic configuration by the dimensionless parame-
ters normalized as follows:

p T P v (41ipg) B r
P’ To' PoTo hl * hI” I’
" (26)
th CE(411p,)
(4mpo)”> h?1?
PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000

wherethelast expression characterizesthe electric field
magnitude.

The z-component of the electric current is carried by
amagnetoacoustic wave that is excited at the boundary
of the computation region and propagates toward its
center. At the boundaries (x=1,-1<y<1) and (-1 <
x< 1,y = 1), the component |, is expressed through the
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z-component of the vector potential as

A Y, 1) = Ag(xy) +sinef(t+Inr),  (27)
wherer = J/X°+ y2 and @ are ordinary polar coordi-
nates and the function f(¢) is defined by (22).

As in the case of modeling a system with two X-
lines, we imposed conventional gas-dynamic boundary
conditions on the plasma density and plasma pressure:
at the boundary regions through which the plasma
enters the calculation domain, weset p=1and p = 1,
and at the remaining boundary regions (where the

plasma freely flows out of the domain) the derivatives
of the plasma density and plasma pressure along the
characteristics were set to be equal to zero.

As in the case of numerical modeling described
above, the magnetic diffusivity was equal to v, =

0.006 and the plasma pressure corresponded to f% =
0.012. The dimensionless thermal conductivity and
dimensionless electric field were again chosen to be

k =0.01 and E = 0.03. We treated only the boundary
conditions (27) with B, = 0in (24), which refer to mag-
PLASMA PHYSICS REPORTS  Vol. 26

No. 7 2000
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Fig. 8. Timeevolutions of (1) the plasmadensity, (2) plasma
pressure, and (3) electric current density in amagnetic con-
figuration with one magnetic null line. At each instant, all of
the quantities are taken at the point at which the component
iz isthe highest. The maximum values of the parameters are

shown by numerals.

netoacoustic perturbations. The boundary conditions
corresponding to the excitation of an Alfvén wave at the
boundary of the computation region were analyzed in
detail in [11].

Figure 6 presents the results of simulation of amag-
netoacoustic perturbation in configuration (27): (a) the
contours of the z-component of the vector potential and
(b) the electric current density distributionatt = 1inthe
linear stage. The antisymmetric magnetoacoustic per-
turbations illustrated in Fig. 6b are seen to converge.

Figure 7 displays simulation results obtained with
boundary conditions analogous to those in Fig. 6: (a)
the contours of the z-component of the vector potential,
(b) the velocity field v, = v,e, + vie,, (C) the plasma
density distribution, and (d) the electric current density
distribution. These results were computed at the time
t = 10. In thevicinity of anull line, one can observe the
formation of a current sheet, which is similar to that
studied in [1, 10, 11]. From Fig. 7d, we can see that, in
the nonlinear stage, the magnetoacoustic perturbation
breaks the symmetry of the initial magnetic configura-
tion and a current sheet formsin which the current does
not reverse direction. To make the picture moreillustra-
tive, in Fig. 7d, the electric current is plotted with the
opposite sign, because the plasma flows toward the
half-plane where the perturbation amplitude is nega-
tive.

Figure 8 shows time evolutions of the plasma den-
sity, plasma pressure, and electric current density in a
configuration with one magnetic null line, all computed
at the point at which the electric current density in the
sheet isthe highest. The maximum values of the param-
eters are also plotted.

We can see that, by the time t = 10, the system has
already reached a thermodynamically equilibrium
state.
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5. CONCLUSION

We have studied the transformation of structurally
unstable magnetic configurations into structurally sta-
ble configurations. In particular, we have considered
the transformation of configurationsinwhich thefinite-
amplitude net plasma electric current driven by the per-
turbations excited at the boundary of the computation
region is equal to zero. We have shown that, although
transformations to magnetic configurations that are not
topologically equivalent to theinitial configurationsare
forbidden in ideal magnetohydrodynamics, they can
nonethel ess occur during magnetic reconnection.

Analyzing astructurally unstable magnetic configu-
ration with the X—X separatrix, we have revealed that
the final configuration has no separatrices between two
null lines and is far less symmetric in comparison with
the initial configuration. The plasma parameters and
magnetic field evolve in afairly complicated manner. A
very interesting result isthat the plasmadensity falls off
on a time scale of about several Alfvén times. A
decrease in the density can be explained by the fact
(which was established in [16]) that, in the vicinity of a
current sheet, the plasma density behaves as /22

A nonlinear Alfvén wave givesrise to the formation
of both poloidal current sheets along the separatrices
and dipole toroidal current sheets. An investigation of
the evolution of dipole magnetoacoustic perturbations
near the magnetic X-line demonstrates the breakdown
of symmetry in the nonlinear stage when the magnetic
configuration isdisplaced by afinite distance and acur-
rent sheet forms in which the current does not reverse
direction.
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Abstract—A brief review is given of papers on the RF production of a plasmawhose electrons are heated due
to the parametric turbulence driven by an alternating el ectric pump field and maintain the discharge by ionizing
the working gas atoms. Results are summarized from studies of low-frequency parametric turbulence, specifi-
cally, ion-acoustic plasma turbulence in a magnetic field, ion-cyclotron turbulence associated with the excita-
tion of ion Bernstein modes, and lower hybrid turbulence in a plasmawith ions of one or two species. The tur-
bulence level and the rate of turbulent heating of the electrons and ions are presented, and the results of model-
ing of these phenomena are described. Attention is focused on experimentsin which low-frequency parametric
turbulence may be observed. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Electron beam propagation through a plasma is
accompanied by the excitation of space charge waves
and electricfields, i.e., by the onset of the beam—plasma
instability, which was discovered as early as 1949 by
A.l. Akhiezer, YaB. Fainberg, D. Bohm, and E. Gross.
An electron beam propagating through a neutral gas
ionizes neutral particles and, when the electron density
reaches a certain critical level, triggers the beam—
plasma instability, which in turn gives rise to fluctuat-
ing fields and heating of the plasma electrons. In this
stage, the gas is ionized by electrons that acquire
energy in the interaction with the fluctuating turbulent
fields. The discharges of this type, which were discov-
ered in 1959-1960 by YaB. Fainberg and his col-
leagues, are called beam—plasma discharges (BPD) and
have various applications (see, e.g., [1, 2]).

A plasmain amagnetic field and an alternating el ec-
tric field with asufficiently large amplitude is subject to
numerous parametric instabilities. If an alternating
electric field is switched on at thetimet = 0 and if its
component in the magnetic field direction is suffi-
ciently strong, then the energy gained by the electrons
accelerated in such a field is high enough to ionize a
neutral gas and thus give rise to an electron avalanche
(the transverse electron velocity is assumed to be low,
which happens when the magnetic field is not too
weak). If the pump field frequency is low, then, as the
plasma density increases, the pump field is weakened
because of the high plasma permittivity and the screen-
ing of the longitudinal electric field. As a result, the
avalanche mechanism ceases to produce plasma even
when the plasma density is very low, in which case,
however, a parametric instability may occur, giving rise
to fluctuating electric fields and turbulent heating of the

T Deceased.

plasma electrons, which continue to ionize the neutral
gas. Discharges of this type are naturally called para-
metric turbulence—sustained discharges.

A plasmain amagnetic field is subject to numerous
types of low-frequency oscillations. Many of these can
be excited by an external pump field. The frequencies
of these oscillations depend on the plasma density.
Higher density plasmas are characterized by the onset
of parametric instabilities on different oscillation
branches, thereby resembling the so-called “relay-race
of oscillation branches’ (see, e.g., [3]).

In helicon sources, in which the plasmais created by
low-frequency electromagnetic waves—whistlers (or
helicons), whose frequencies are in the range between
the electron-cyclotron and ion-cyclotron frequency—
ion-acoustic and/or lower hybrid parametric instabili-
ties can develop and drive the plasma into turbulent
motion (see, e.g., [4]). The excitation of Alfvén waves
with frequencies below the ion-cyclotron frequency
(observed in experiments in the Uragan-3M torsatron
[5]) can be accompanied by the parametric excitation of
“kinetic” Alfvén modes, electron-acoustic modes, and
ion-cyclotron (Bernstein) modes. The development of
fast magnetoacoustic waves with frequencies above the
ion-cyclotron frequency can also be accompanied by
the onset of parametric instabilities on the branches
corresponding to these modes and on the lower hybrid
branch of oscillations. Parametric phenomena could
also be observed in the Uragan-3M [5] and Uragan-3
[6] stellarators in experiments on creating low-temper-
ature plasmas by whistlers in order to clean metal sur-
faces of the vacuum chamber, stellarator coils, and RF
antennas, as well as in the TEXTOR [7, 8], TORE
SUPRA [9], and other tokamaks in experiments on RF
plasma production by fast magnetoacoustic waves with
W ~ W with the purpose of cleaning surfaces.

1063-780X/00/2607-0575$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Here, we briefly review the theory and particle-in-
cell (PIC) modeling of ion-acoustic, ion-cyclotron, and
lower hybrid parametric instabilities; the turbulence
driven by these instabilities; and the related turbulent
heating of plasma electrons and ions.

2. ION-ACOUSTIC KINETIC PARAMETRIC
TURBULENCE OF A PLASMA
IN A MAGNETIC FIELD

If an elliptically polarized low-frequency (wy < wy, <
W) Wave propagates in a plasma and if the electron
oscillatory velocity uy = ¢(E,1/B,) in this wave is

higher than the ion-acoustic speed v, = ,/T./m;, then
the resonant interaction among the electrons moving
aong the externa magnetic field B, with a velocity v;,
equal to the phase velocity v = (0 — poy)/(k — pPKp)
(wherep=0,+1,£2,...) of aplasmawavedriven by the
beatings of the pump wave and ion-acoustic oscilla
tions gives rise to an ion-acoustic instability with the
growth ratey = y,—y - Y,. Here, y, = oYps with y, the
electron contribution to the growth rate (p isthe number
of the beat mode); v; is the damping rate caused by the
interaction of unmagnetized ions with ion-acoustic
waves,; Y, is the rate of collisional damping due to ion
viscosity; wye IS the ion (electron) gyrofrequency;
w; = kv istheion-acoustic frequency; E, and w, arethe
amplitude and frequency of the electric field of the
pump wave; and k, is the longitudinal wavenumber. If
Y =Ye >V, ,, whichisvalid for T, > T, and if the ion
temperature is not too low, then, in the case of an ellip-
tically polarized pump wave such that E,, > E,, and

k,| Eox

W, (V)
>k, 0=2k, 02—, (1
o Vs u

O

the main contribution to the growth rate comesfrom the
p = 1 beat mode, so that the maximum growth rate can
be estimated as[10]
= 0.05. /0y - 2)
For short-wavelength ion-acoustic waves, this esti-
mate is valid at w,, > w, provided that kp, > 1,
kop; = 1, and kpp <€ 1 and aso under the conditions
21y> Wy and KVre < W Here, py = Vo /0y, are the
gyroradii of the electrons (a = €) and ions (a = i) with
the thermal velocities vy = /To/M, and pp = Vye/Wpe
is the screening length. Under all of the above condi-
tions, the magnetic field has a negligible impact on the
ion motion over the time during which the ion-acoustic
waves arise but strongly affects the electron motion. In
the case of a uniform pump field (ky, = 0), the expres-
sions for y, were derived in [11, 12] and, in [10, 13],
they were generaized to the case k, # 0.

AKHIEZER et al.

The saturation of the ion-acoustic instability can be
attributed to the induced scattering by ions [14-17].
Since the growth rate under consideration is high
(y> wy), we can neglect the magnetic field effects in
calculating the nonlinear damping rate yy, caused by
induced scattering by ions. Equating vy, to the linear
growth rate (2), we can estimate the intensity of theion-

acoustic waves, W = J’dkv\/(k) with W(k) =
¢ /21tv2), as[10, 18]

W - O.OS-LeV_s/\/ WeeWqi

NTe TO T, U 0

, 3

where the numerical factor a depends on the angular
distribution of the spectral intensity in the plane orthog-
onal to the magnetic field (for an isotropic distribution,
we have a = 1/8).

Using estimate (3) and the generalized quasilinear
kinetic equation for the averaged electron distribution
function (specificaly, the kinetic equation generalized
to the case of finite electron displacements az =

(C/oBy)(K;Eay + KZE5, )2 > 1 inthe pump field [19]),
we arrive at the following expression for the rate of tur-
bulent heating of the electrons, 1/t, = |[dInT/dt| [10]:

1 25X 107000 Te

T H T Wy Ti )
With the help of the energy balance relation
ke dT n,T
V=5 Wo Ong—5 2 = ==, )
h
pe
00,2)8000

where k, = 5 is the helicon wavenumber, ki, is
WeeKo)C

the projection of the helicon wave vector onto the mag-
netic field direction, w, is the helicon frequency, and

Wo= [B-P/16TT = (1/2)(Meno U3 )(Wee/ ) (gy/ko) is the
helicon energy density, we can write the effective
damping rate of the heliconsin the form [10]

Te Y VTe
yeZT[GT TONTH ©
This relation allows us to estimate the distance over
which the helicons are damped along the magnetic field
as Iturb ~ wce/ kﬂveff-

Formulas (2)—«5) provide a comparison with the
results of experiments with helicon sources described
in[20, 21], which present data on the parameters of the
sources and helicons.

Typica parameter values of a helicon source are as
follows: the working gas is argon at a pressure of
15 mtorr, the plasmaradiusis 2.5 cm, the source length
is 160 cm, the longitudinal magnetic field is 800 G, the
PLASMA PHYSICS REPORTS  Vol. 26
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antenna device of length 15 cm excites modes with the
azimuthal numbers m = 0 and %1, the generator fre-
quency is wy, = 1.7 x 10® s’!, the input power is P =
1-2 kW, and the plasma density is about ~10'3 cm,
The central plasmatemperatureincreasesalong thedis-
charge axis (the z-axis) from 3 eV in the antennaregion
(|z] £ 7 cm) to the maximum value (4.5 eV) at adistance
Az = 15 cm from the antenna edge and, farther out, it
decreases monotonically down to 2 eV at a distance
Az =80 cm from the antenna. The amplitude of the hel-
icon magnetic field is maximum near the antenna,

|B, | =7 G, and decreases gradually along the discharge
axisin such away that |B,|=4 G at Az=15cm and

|B, | =3 G at Az=45cm. A helicon resembles a stand-
ing wave, which is a superposition of different modes,
the m = —1 mode amplitude being the maximum. The
typical vaues of the wavenumbers are k, ~ 1L, ~
0.3 cmr! and ky, ~ 1.6 cm!. In this case, the amplitudes
of the components of the helicon electric field are E,, =
Eox=24V/cm, Eyy = Ey, ~ 6 V/cm, and Ej, ~ 0.03 V/cm,
which indicates that the elliptic polarization of a heli-
con is highly pronounced.

Since, under these conditions, the transverse veloc-
ity of a helicon, u, = c(Ex/By) ~ 3 x 10° cm/s, is one
order of magnitude higher than the ion-acoustic speed
vs=3.1 X 10° cm/s (T, = 4 V), ashort-wavelength ion-
acoustic parametric instability can arise with the
parameters w, ~ 0.7, ~ 1.2 x 108 s7!, k. ~ w/Vg ~
400 cmr!, k, ~ 1.8wy/uy ~ 50 cmr!, and ky ~ 0.6 cmr .
Unfortunately, the data on the ion temperature T; were
not given in [20, 21]. If we assumethat T./T; = 20 (i.e.,
T, = 2200 K), thenweobtainy; =3 x 10° s, y, = 1.6 x
10°st andy,=23x10°s!, sothaty=y.— Yy, -V, =
1.8 x 10%s7L.

At adistance of 25 cm from the antenna and farther
out, the electron temperature does not exceed 3 eV and
the ion-acoustic turbulence is suppressed by intense
Landau damping by ions. The electron temperature
reaches its maximum value T, = 4.5 €V at a distance
Az =15 cm from the antenna edge. This is the region
where both the rate at which Ar atoms are ionized and
the emission intensity of Art atoms arethe highest. The
ions from the region Az > 0 propagate toward the
antenna at the ion-acoustic speed (the working gas is
admitted at Az ~ 40 cm). The energy acquired by the
ions in transit (At ~ Az/v, ~ 5 x 107 s) through the
region where the ionization rate is the highest (Az ~
15 cm) isAt;/T, ~ At/1,, where T, = m/(2mgvg) = 103 s
is the time scale on which the energy is exchanged
between the electronsand ionsand vy = 3.8 x 107 s7!is
the electron—on (e-) collision frequency at T, = 4 eV.
Thisindicatesthat T./AT,; ~ 20; thus, in order of magni-
tude, we have AT; = T,, which agrees with the above
assumption T,/T, = 20. In calculating T; asafunction of
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T, with allowancefor theincrement in T; dueto e—i col-
lisions and energy losses due to charge exchange, Chen
[22] found that, at T, = 4 eV, the electron to ion temper-
atureratio is T,/T; = 17, which is also close to the esti-
mate adopted here. Hence, under the experimental con-
ditions of [20, 21], the ion-acoustic turbulence can
occur only in the region near the antenna, Az < 20 cm.

Using estimates (3)—(5) for the energy W of theion-
acoustic waves, the heating rate 1/1,, and the frequency
Vs, We obtain (for T, = 4 eV) WingTg ~ 0.8, Vg ~ 4 %
103 s, and |y, ~ Wee/KoVeis ~ 20 cm. The last estimate
agrees with the measurement results of [20, 21]. The
effective collision frequency is one order of magnitude
higher than the frequency of binary collisions (for
T.=4 eV, the length scale for the collisional damping
of aheliconislyy ~ We/KVe ~ 2 M).

The proposed turbulent mechanism for heating the
electrons and sustaining ahelicon dischargeis also sup-
ported by the analysis performed by Chen [21], who
found that the electron temperature is a decreasing
function of z because of the collisiona electron heat
transfer along the magnetic field. Chen's calculations
showed that the T(2) profiles obtained with and without
allowance for the collisional absorption of a helicon
essentially coincide with one another and with the
experimental profiles. This indicates that the heat is
transferred from the “ hot” region (near the origin of the
z-coordinate), where the electron temperature is the
highest, along the z-axis via classical heat conduction.
Theregion Az< 20 cm near the antennais characterized
by turbulent electron heating. Using estimate (5), we
find that the helicon power absorbed in this region is
P~ (n,Te/t)Tr2AZ ~ 1, which agrees with the experi-
mental data of [20, 21].

If the pump field frequency wy, is below the lower

hybrid frequency ./w.w,, then long-wavelength
(kpLe < 1) ion-acoustic waves can be excited whose

frequency and growth rate are equal in order of magni-
tude to

wOkvy, (7

Y E_—“/l_T\]f(aE)zle_z1 10.433(ag), ®)
ws 2

where z, = (0 — )/ /2K — Kp|Vre = —1/4/2. In this
case, the frequency and growth rate should be deter-
mined from the dispersion relation in the form of an
infinite-order determinant, which cannot be solved by
equating its diagonal elementsto zero (asisdonein the
range kp_ . > 1) and requires a numerical treatment.

When w, £ /W,Ww., Which is typical of experi-
ments on the RF production of low-temperature plas-
mas in the Uragan-3M [5] and Uragan-3 [6] stellara
tors, the TEXTOR tokamak [7, 8], and the TORE
SUPRA tokamak with superconducting windings [9],
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we may expect the onset of lower hybrid parametric
instabilities.

3. ION-CYCLOTRON PARAMETRIC
INSTABILITY

If the pump frequency is on the order of the ion-
cyclotron frequency (wy, ~ ), then ion-cyclotron
waves (ion Bernstein modes) can be excited parametri-
caly. The situation in which the relative oscillatory
velocity uy of the electrons with respect to the ionsis
below the ion thermal velocity (u< vy;) ischaracterized
by the coherent excitation of short-wavelength (k-p; > 1,
where p,; isthe ion gyroradius) cyclotron waves under
the resonance conditions wy” — w" = Nw,, where W™
and wf" are the frequencies of the ion-cyclotron modes
and N is an integer. In this case, the resonant particles
affect the dispersion of unstable waves only dlightly if

Zo = |0 + muwyl/ /2K Vre > 1 0r Jzo| < 1 and zg =

| — S0 + May |/ 2Ky > 1 (M=0, £1, ...), so that
we can speak of ahydrodynamic instability. If the mag-
netic field—aligned velocity of the resonant electrons,
which is equal to the phase velocity (W™ + muy)/k; of
the beat wave, is on the order of their thermal velocity
(|ze| ~ 1) but |z| > 1, then the resonant electrons can
give rise to ion-cyclotron waves under the condition
o = (N/2)wy, where the integers N are even. (Different
possible mechanisms for the parametric excitation of
hydrodynamic [23] and kinetic [24] ion-cyclotron
instabilities were examined by Kitsenko et al.)

WelngT
0.2+~
0.1 Ji
AL
VIV
0 20 40 60

Fig. 1. Time evolutions of the energy density of the electric
field of ion-cyclotron waves and electron-acoustic modes.
Curve 1 illustrates the theoretical level of oscillations esti-
mated from equation (11) for the pump frequency wy, =
1.2w and the relative oscillatory velocity u = 0.9v+;(0) of
the electrons with respect to ions at (/e = 0.25and m; =

100m.
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In the range kp,; > 1, the frequencies w™ and
growth rates of the ion-cyclotron parametric instabili-
tiesat T, ~ T; have the form [24]

(n) _ ow 1
W = nwg +dw, = : )
NWe . /21kyp,
v 501
Wi Kpui’ (10)

Theseinstabilities are saturated in the highly nonlin-
ear stage, in which the nonlinear broadening of cyclo-
tron resonances becomes important and the growth rate
vanishes when the oscillation level is equal to [19, 25]

W o uof |
T DD/TiD (T.OTy).
In this case, the rates at which the longitudinal electron
temperature T, and the transverse ion temperature T;
grow are equal in order of magnitude to [19]

1 _dInT uof
T dt “C,0%

PIC simulations of this instability confirmed that
these estimates are valid for plasmas with a single ion
species [26-28] (see Figs. 1, 2) and with two ion spe-
cies [29]. The frequency spectra of the largest—ampli-
tude spatia Fourier harmonics analyzed on atime scale
including the time interval over which the waves
become strongly nonlinear were found to be consistent
with the spectra evaluated using linear theory by solv-
ing the dispersion relation (in the form of an infinite-
order determinant) with allowance for the deformation

(11)

(12)

~

Ty

N W R L O

Fig. 2. Time evolutions of (1) the longitudinal electron tem-
perature T, transverse ion temperatures, (2) Ty; and (3) Ty;,
and (4) longitudinal ion temperature T; for the same param-
etersasin Fig. 1. Curve 5 illustrates the theoretical evolu-
tions T,g(t) and Tr;(t) traced using equation (12).
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|d(k,00)|
4

6
w/wci

5

Fig. 3. Frequency spectrum of the most unstable mode for
Wy = 1.2(1)Ci, kDpLi =1, k”le = 0.05, u = 0.9VT|(0),

Wpe/Wee = 0.25, and my = 100m,

of the spectrum shape by the pump field. Figure 3
shows the frequency spectrum of the fastest growing
mode (kop; = 1 and kp; = 0.05) over the interval wgt =
60, and Fig. 4 presents the frequencies (Fig. 4a) and
growth rates (Fig. 4b) obtained by solving the linear
dispersion relation. The solutionsto the dispersion rela-
tionin Fig. 4acorrespond to the spectral peaksinFig. 3.

The development of the parametric instability is
accompanied by the onset of dynamic chaosin the par-
ticle motion and in the evolution of the self-consistent
field. Figure 5 shows the maximum Lyapunov expo-
nential index as a function of the initial longitudinal
electron velocity normalized to theinitial electron ther-
mal speed. The Lyapunov exponential index isequal in
order of magnitude to the linear growth rate. Figure 6
illustrates the autocorrel ation function for the self-con-
sistent field. We can see that the decorrelation time is

w/w,

ci

(@)

f—
1.5 2.0 2.5

0 I
05 1.0

|
3.0
koPri
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about several periods of the pump field (or severa
inverse growth rates).

The development of dynamic chaos is also evi-
denced by the fact that the phase volume is not con-
served astime elapses. Figure 7 illustrates the time evo-
lution of a volume element in the electron phase plane
(z v)). Attheinitia instant t = 0, the volume element is
aunit circlein the coordinate plane (z/p;, v;/v;). At the
time wyt = 20, the circle is displaced to the right by the
distances Az = 4p; and v =0.1v, adong the corre-
sponding axes and its shape is distorted. At the time
wyt= 40 (when nonlinear effects are more pro-
nounced), the circle becomes very narrow and resem-
bles a boomerang. At the time w4t = 60, the circle
evolvesinto two closely spaced, long, thin filaments. At
the time w,t = 100, the filaments become thinner and
break up into several parts, some of which experience a
complicated motion. Numerical modeling shows that,
in the range u/v+;(0) < 0.9, the wave intensity and heat-
ing rate decrease sharply with u, in accordance with
(12) and (12).

Based on the investigations described above, Bese-
din et al. [30] simulated the particle and energy balance
in experiments on the RF production and heating of
plasmas in the Uragan-3M torsatron. Those experi-
ments were carried out with an unshielded loop
antenna, which created both the longitudinal field
required for RF breakdown and the generation of aslow
(electrostatic) oscillation branch in the stage of excita-
tion of electromagnetic waves in the plasma and the
transverse field required for the generation of an elec-
tromagnetic Alfvén wave. The excitation of waves
under the conditions wy,/w,; = 0.8 and B, = 0.45 T (the
absorbed power being Py < 200 kW) made it possible

to produce a plasmawith the density n, =2 x 102 cm
and to carry out measurements in a decaying plasma

y/(’o('i
0.10

(b)

0.08
0.06
0.04

0.02

0
0.5 3.0

koPri

1.0 15 20 25

Fig. 4. Solution to the linear dispersion relation for the same parameters asin Fig. 3: (&) oscillation frequency and (b) growth rate.

PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000



580

0,0,

0.04

0.03

0.02
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10
Vii/Vr(0)

Fig. 5. Maximum Lyapunov exponential index vs. theinitial
longitudinal electron velocity for the same parametersasin
Fig. 3.
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E(t + 1) x EQ)EX(HD

1.0
0.5
oL
-0.5 | | | | |
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vi/v
0.88
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0.44
0

Fig. 6. Autocorrelation function for the electric field of
unstable waves for the same parameters asin Fig. 3.

Te

t =40 wy}

510
Z/py,;

Fig. 7. Time evolution of avolume element in the electron phase plane (z, v,). At t = 0, the volume element is a unit circle in the

coordinate plane (z/py, V,/VT)-
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(aefter the RF pulse was switched off). The linear
absorption mechanisms (collisional and collisionless
cyclotron damping) failed to explain the heating of the
ion plasma component (hydrogen). Using the model of
an inhomogeneous plasma cylinder and a redistic
model of the antenna, Besedin et al. [31] calculated the
distribution of the electromagnetic field generated by
the antenna in order to determine the turbulent heating
rate for plasma electrons and ions, 1/t in (12), assum-
ing the current J, in the antennais prescribed. However,
this plasmamodel accounts solely for theradial plasma
inhomogeneity and may thus lead to significant errors
in determining the field distribution in the local Alfvén
resonance region, where the plasma density and mag-
netic field can be highly nonuniform in three dimen-
sions. Consequently, the power deposition profile cal-
culated in [31] can yield only order-of-magnitude esti-
mates. The turbulent heating rate 1/t,,, which turns out
to beequal to 3 x 10* s! in themain plasma(r/r, < 0.8),
increases sharply to 2.5 x 10° s~! at the plasma bound-
ary r = r, (wherer is the plasmaradius) and, in aten-
uous plasma outside the antenna, it becomes as high as
3 x10° s7!. The antenna current J, was adjusted to
achieve the best agreement between the calculated and
experimentally measured fractions of the plasma-
deposited RF power, taking into account the turbulent
absorption of RF power by the ions and electrons and
the electron Cherenkov absorption. In addition, the
flow of aneutral gas admitted into the working volume
of the plasma (the neutral pressure) was assumed to be
prescribed and account was taken of such processes as
neutral gasionization, inelastic electron—electron colli-
sions, neoclassical diffusion and neoclassical heat
conduction (which are important in the main plasma,
r/ro < 0.8), and anomalous diffusion and anomalous
heat conduction (which are important in the plasma
edge region, r/r, 2 0.8).

The results of this modeling can be summarized as
follows:

() the mechanisms for both ion heating (the central
ion temperature is close to the experimentally mea
sured temperature) and the generation of hot ions,
which accumulate in the edge region, are established,;

(i) the calculated central electron temperature T(0)
and the calculated electron temperature profile Tq(r)
agree well with those measured in experiments;

(iii) the calculated electron density profile ngr)
coincides with the experimental profile;

(iv) in accordance with the experiment [5], the
ambipolar field calculated from the condition that the
electron and ion fluxes are equal to each other is posi-
tive at the plasma edge;

(v) the calculated neutral density coincides with the
measured one (see also [32]).

The agreement between the results from this trans-
port model for Uragan-3M and the experimental data
PLASMA PHYSICS REPORTS  Vol. 26
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allows us to conclude that the model is capable of qual-
itatively (and even quantitatively) describing the real
situation, in particular, the mechanism for plasma heat-
ing.

In the ion-cyclotron frequency range, parametric
phenomenawere observed in straight systems [33-37];
in the toroidal ATC device (with azero rotational trans-
form) [38-41]; in the ASDEX [42, 43], TEXTOR
[44, 45], JET [46], JT-60 [47], and D-I11D [48] toka-
maks; and in the Uragan-3M torsatron [49, 50].

4. LOWER HYBRID PARAMETRIC INSTABILITY

A sufficiently strong pump wave (vq; < U < Vqp)
with a frequency close to the lower hybrid frequency

Wh = Wy(1 + Whe/wie) ™ (0 ~ W) can give rise to
electrostatic hydrodynamic waves (w > ko). In the
absence of the pump field, the frequencies of these
waves are equal to

w(k) = wn(1+a)"?, g = (M/m)(ki/K). (13)

Intherangeq > 1, for w, = nw(k), the growth rate has
the form

_ [l

/
yDymax - %Jﬁ(aE)D . (14)

Intherangeq < 1, for wy, = hwy,, we have

/3
Y DY = 5590(2) @ (15)
In the case of small displacements, az ~ (ku)/wy, << 1,
the wave frequency is described by formula (13) and
the growth rateis equal to

Y Oy = 1/2(0122) "0, @ = q/(1+)% (16)

In both rangesq > 1 and q < 1, expression (16) coin-
cideswith (14) and (15) taken in the limit ag < 1.

If g~ 1, then, for ag = 1, the wave frequency differs
from the frequency (13) because of the presence of the
pump field. However, in order of magnitude, the wave
frequency remains equal to (13), so that we have

W, Jw(k) Dy, Oy Oku (g O1). (17)

The above expressions for the growth rate in the ranges
g>landqg<1 (foraz ~ 1) andintherangeq~ 1 (for
a: < 1) werederived in[11, 51, 52]. Formula (14) was
obtained earlier by Aliev et al. [53], and formula (15)
was obtained by Porkolab [54] inthelimit ag < 1. The
dispersion relation for parametrically unstable lower
hybrid waves was analyzed numerically in a recent
paper by Baitin and Ivanov [55].

We can expect that, when the lower hybrid paramet-
ric instability saturates, the nonlinear termsin the equa-
tions of motion and the electron continuity equation
will become comparable in order of magnitude to the
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linear terms. Then, we can use estimates (17) to obtain

that, in the range q ~ 1, the electric field amplitude E~

of the lower hybrid waves, the electron oscillatory
velocity v, the€electron displacement &, the deviation

n. of the electron density from its equilibrium value,

and the energy density W of the lower hybrid waves are
egual in order of magnitude to

E™ O(u/c)B,, (18)
v O(c/B3)|E x By Ou, (19)
k& 01 (5 Ova/oy), (20)
|n;|/nO Doy Wee, 21

w F0 |, wed
NoTe E\/ e Eﬂ- * oo_% (22

The rates at which the longitudinal electron tempera-
ture and transverse ion temperature grow under the
action of stochastic turbulent oscillations can be esti-
mated as

dTI:lI [|(A)(2:I miu2 dT”e &);ml Uz_u_
dt w, 20 dt W, 2 vy

Estimates (18)—23) for the lower hybrid beam
instability of a plasma with a transverse current were
derived in [56-63] under the condition w, < wy,. In
those papers, one can also find analogous estimates
obtained at u < v and T; > T, for the el ectron-acoustic
instability, which develops under the same conditions
and is closely related to the lower hybrid instability. In
order to describe the electron-acoustic instability, we
can use the adiabatic approximation and assume that
the velocity u is constant, i.e., that it does not change
during the instability. The frequency w(k), growth rate
v(k), and wave vector k of this instability are equal in
order of magnitude to those in relationship (17) for the
lower hybrid parametric instability. We can therefore
expect [11] that the electron-acoustic instability will
possess the same nonlinear properties as those
described by estimates (18)—(23) for the lower hybrid
beam instability in a plasma with a transverse current.

The nonlinear damping rate, which, according to the
theory of weak turbulence, lowers the growth rate, is
proportional to [k x k' |z2 . In other words, unstable
waves that are saturated at the level described by esti-
mates (18)—(22) are essentially three-dimensional: the
inequality [k x k'|Z # 0 holds only for k # 0 and k, # 0,
while the growing waves are those with k, # 0. Model-
ing of these instabilities for the case of two-dimen-
sional waveswith (k, # 0, k, = 0, k, # 0) showed that the
instabilities saturate from a trapping of the electronsin

(23)
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the electric field of the waves at a level significantly
above that described by (18).

Kitsenko et al. [64] modeled the lower hybrid insta
bility in a plasma containing two ion species with
masses m; and m,. The frequency and growth rate of the
lower hybrid parametric instability occurring in such a
plasmain therange u> vy (i = 1, 2) have the form

wo How(k) Oy Oku Doy, Kk <
where

mJ/m;, (24)

12
+ o ml
wm— Oy - (25)

o+ wpe/ wceD

Two-dimensional PIC simulations of this instability in
the ranges wy, > w, and wy, < wy, (for k, = 0 and cof,e <

02, ) [64] showed the excitation of waves with frequen-

cies and wavenumbers described by (24). The devel op-
ment of the lower hybrid instability is accompanied by
effective heating of the ions of both species. The insta-
bility saturates when the ion thermal velocity becomes
comparable with the relative velocity of the ions of one
species with respect to the ions of another species,
v+ ~ U, in which case the ion motion becomes highly
nonlinear. The nonlinear termsin the equations of elec-

tron motion can be neglected when w;, < %, . Inreal-
ity, itislikely that the lower hybrid parametric instabil-
ity also occursin therange u < vy;, in which decay pro-
cesses involving ion-cyclotron waves are possible in
principle. In this case, the turbulent heating rate is
lower and the established temperature is governed by
heat losses, as is the case with other heating mecha-
nisms.

If the pump frequency is on the order of the ion-
cyclotron frequency, w, ~ W, then, in a plasma with
two ion species, ion-cyclotron waves can be excited
parametrically. Kasilov et al. [65] carried out PIC sim-

ulations of thisinstability (at @, /0y =5, Whe/Wee <1,
m, = 2my, Ny, = Ny, M, = 100m,) in the case of two-
dimensional inhomogeneous unstable waves and suffi-
ciently strong (u/v+,(0) = 8.2, 4.1, and 3.2) pump fields
and under the ion-on hybrid resonance condition
Wy = W, Where

5 12

Etoclwp2+wczoo Dl

w; = O
0 wpl+wp2 D

(26)

Kasilov et al. inferred the excitation of long-wave-
length (k,p,; <1) wavesand found that theion temper-
ature increased significantly (by a factor of 20.5, and
2.5, respectively). For u/v+,(0) = 2.1, the ion tempera-
ture was found to increase by 10% (Fig. 8). The most
unstable modes are those with k,p; ~ kp; < 0.1. In
accordance with linear theory, the frequency spectra
PLASMA PHYSICS REPORTS  Vol. 26
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Fig. 8. Time evolutions of thetransverse temperatures of the
ions of two species, (Tix, Tyy) and (Tay, Ty), at Wy = ;=
0.140,, for different pump field amplitudes: curves 14 cor-
respond to u/vT;(0) = 8.2, curves 5-8 correspond to u/v1;(0) =
4.1, and curves 9-12 correspond to u/v(0) = 3.1. The
remaining parameters are m, = 2m, Ny; = Ny, T;(0) = T,(0),

oo,zJl /oogl =25, and m; = 100m.

[d ()] of the most unstable modes (with k,p; = 0.05 and
k, = 0) are peaked at the frequencies w = Wy + Ny,
(n=1, 2, and 3). Thereisaso apeak corresponding to
the lower hybrid resonance frequency (wp; + W, )"
(with alowance for the corrections introduced by ther-
mal dispersion). Presumably, this peak reflects the adi-
abatic excitation of a beam instability in the nonlinear
regime. The instability under consideration also is not
affected by the electron nonlinearity. The instability
saturation can be attributed to ion heating: as the ion
temperature rises, the effect of the heated ions on the
dispersion of ion—ion hybrid waves may become strong
enough to destroy the parametric resonance w(k) = wy,
for the mode with the wave vector k, so that this mode
becomes stable.

The transverse ion temperatures T, and T, are
approximately the same, while the temperature of the
light ions is somewhat lower than the temperature of
the heavy ions. The time evolutions of the temperatures
Ty yand T,, , are oscillatory with frequencies 2w, and
2w, respectively. The oscillatory nature of the evolu-
tions stemsfrom the fact that, in the nonlinear stage, the
ion distribution functions become asymmetric because
of the acceleration of the ions that are in the tails of the
distribution functions. In this stage, the ions obey a
double-humped v, distribution (with two slight peaks).
In thelater stage, theion distribution function broadens
and resembles a Maxwellian function. In this stage,
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short-wavelength waves are damped and only waves
with the longest wavelengths (kp;, = 0.05) persist. A
similar effect of redistributing oscillations from the
short-wavelength to long-wavelength spectral range
during the lower hybrid parametric instability in a
plasmawith oneion specieswas pointed out by Musher
et al. [66]. In the nonlinear stage, these oscillations
form streams in the space of the wavenumbers; the
wave vectors corresponding to the streams are gov-
erned by Landau damping. Shapiro et al. [67] showed
that, in a plasma with two ion species, the parametric
excitation of lower hybrid waves can also give rise to
the formation of nonlinear coherent structures (soli-
tons).

5. CONCLUSION

The above analysis allows us to draw the following
conclusions:

(i) Discharges sustained by low-frequency paramet-
ric turbulence have found widespread use in laboratory
experiments, plasma technology, and fusion devices.

(i) Low-frequency parametric turbulence often
appearsto be well developed, so that the results of tur-
bulence studies described above can be used only for
estimates.

(iii) PIC simulations of the low-frequency paramet-
ric turbulence reveal ed important turbulence properties
that are difficult to investigate experimentally. In a
number of cases, one- and two-dimensiona simula-
tionsfail to reveal the qualitative features of turbulence;
i.e., afull three-dimensional analysisis required.

(iv) Since the published experimental results on
low-frequency parametric turbulence are insufficient to
make a definitive comparison with analytical and
numerica calculations, it becomes desirable to obtain
further experimental data and to carry out the relevant
two- and three-dimensional simulations.
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Abstract—The possibility is studied of the formation of ordered dust-grain structures in a low-temperature
thermal plasma consisting of electrons, ions, and micron-sized charged dust grains. The range of the required
values of the coupling parameter I defining the degree to which the plasmais nonideal is calculated using the
results of diagnostic measurements carried out in a plasma consisting of combustion products of propanein air
with grains of different materials. The results obtained show that the most favorable conditions for the forma-
tion of strongly correlated grain structures (for both positively and negatively charged grains) take place at the
maximum grain number density and a plasmatemperature close to the minimum flame temperature (~1600 K).
In this case, the optimum grain radii liein the range 4-10 um and the maximum value of the parameter I' isless
than 200. Since the calculated values of I give an upper estimate, liquidlike ordered structures are most likely
toformin athermal plasma. Based on the results of the analysis, it is stated that an increase in the parameter I
and, accordingly, the formation of plasma-crystal structuresin athermal plasma can only occur for positively
charged grains. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, thermal dusty plasmas have
attracted considerable interest in connection with both
their practical importance as a working medium in a
number of engineering areas (such as energetics, rocket
engineering, and film depositing) and fundamental
research in the physics of nonideal plasmas. Recently,
the phenomenon of self-organization of charged grains
in alow-temperature plasma, which leads to the forma-
tion of ordered structures [1-3], has been revealed. The
study of these structures has shown that they exhibit a
number of unique properties, which makes it possible
to use them as model systems in studying the funda
mental properties of solids. A strong dependence of the
grain structures on the parameters of the bulk plasma
enables one to study phase transitions in a dusty
plasma, whereas the short relaxation time of these
structures to equilibrium, as well as the short-time
response to external perturbations, alows the dynami-
cal and structural properties of plasmas to be studied.

Traditionally, the models of a one-component
plasma or a plasma with a screened (Debye) potential
have been used to describe the interaction between the
grains. (The latter model is aso known as a Yukawa
model.) In these models, classica quasineutral
unbounded plasmas are considered for which the criti-
cal (corresponding to phase transitions) values of the
Coulomb coupling parameter

2 2
Z2e
(T,

y = ey

are calculated numerically. Here, e is the elementary
charge; Z, is the grain charge number; M= (41m,/3)~'2
isthe intergrain distance; and T, and n, are the temper-
ature and number density of grains, respectively.

In the one-component model, the plasma is treated
as an idealized ion system against a uniform neutraliz-
ing background, so that the system as awhole is elec-
trically neutral. In this case, the interaction between
grainsis described by the Coulomb potential U(r) and,
for y higher than y = 171 [4], a three-dimensional
ordered structureisformed. For low yvaues (y < 4), the
plasmaisin the gaseous state.

In the Debye mode, it is assumed that the grain
charge is screened by a charged background, which
leads to the Debye-Hickel interaction potential. With
allowance for the screening, whose effect is determined
by the relation k = [B[/ry (where ry is the screening
radius), the relevant coupling parameter

M = yexp(=Citlrp) 2

isintroduced. The short-range order in such asystemis
established for I' > 1 [5]. Hence, the plasma thermody-
namics and, accordingly, phase-transition conditionsin
the Debye model are described by two parameters,
namely, y and K.

In this paper, we consider the possihility of the for-
mation of an ordered grain structure in alow-tempera
ture thermal plasma consisting of electrons, ions, and
micron-sized dust grains. To determine the value of I
in such a plasma, we use the results of diagnostic mea-
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surements carried out in combustion-product plasma
flows with cerium dioxide (CeO,) and aluminum oxide
(A1,0;) grains.

The charge composition of a therma plasma
depends substantially on the easily ionized alkali-metal
(usually, Naor K) impurities, which are always present
in the dust-grain material. The alkali-metal atom den-
sity n,, the gastemperature T = T, and the work func-
tion W, of the thermal electrons emitted from the grain
surface determine the electrophysical properties of the
thermal plasma and significantly affect the magnitude
and sign of the grain charge. Asthe plasmatemperature
rises, both the electron emission from the grain surface
and the degree of ionization of alkali-metal atoms
increase, which can change the magnitude and sign of
the grain charge. In turn, the alkali-metal atom density
depends on the material, number density, and size of
the dispersed-phase grains. Therefore, in order to deter-
mine the parameters of the thermal dusty plasma at
which the nonideality parameter I' is maximum, it is
necessary to solve a self-consistent problem using both
the reference and experimental data on the emission
and chemical properties of the grain material.

2. DUST-GRAIN CHARGING IN A THERMAL
PLASMA

In the genera case, the equilibrium potential of a
dust grain embedded in athermal plasmais established
as a result of the balance between the electron-ion
recombination on the grain surface and the thermoe-
mission (electron) current from its surface:

|e+|te+z|i =O, (3)

where . isthethermal electronflux and |, and |; arethe
electron and ion fluxes that arrive from the surrounding
plasma and are absorbed by the grain.

The charge eZ, of a spherical particle of radius
R < rpisrelated toits surface potential ¢ with respect
to the plasmapotential (whichisassumed to be zero) by
the equation ¢ = eZ,/R. The plasma-particle flux onto
the surface of anisolated dust grain dependson thesign
of the grain charge with respect to the absorbed elec-
trons (ions). In the orbit mation limited (OML) model,
in the absence of an external electric field, thisflux can
be represented as [6, 7]

)
Ly = Zegy€Neg)(BTT /M) “RE(L + €] Zey 0/ T), 4a
Zgiyds<0;

)

leiy = Zegy€Ne)(8TIT/ me(i))mRZexp(—e|Ze(i)¢s|/T),
Zg;)ds>0, (4b)

where R is the grain radius, ny;, is the electron (ion)
density, my; is the electron (ion) mass, and Z;, is the
charge number of the plasmaelectrons (ions). The elec-
tron (ion) velocity isassumed to satisfy the Maxwellian
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distribution with the temperature T. The electron (ion)
density ng;, is assumed to satisfy the plasma neutrality
condition: (N.— Zyn,) = N;.

Note that the OML model isvalid for acollisionless
plasmawith sufficiently small grains,

R<rp<l,

where| isthe electron (ion) mean free path.

For a thermal plasma at temperatures of ~2000 K
and atmospheric pressure, the mean free path of elec-
trons with respect to collisions with neutras is
~100 pm, whereas that of ions is two orders of magni-
tude lower. Here, we only usethe OML model because,
under the conditions in question, the error in calculat-
ing the ion fluxes does not play a decisive role.

The thermal electron flux from the charged-grain
surface is described by [8]

le = (4TRT)’meexp(-W,/T)/h°, Z,<0; (5a)

lie = (4TRT) my(1 + ed o/ T) exp(—(W,, + ed)/T)/h’,
z,>0. (5b)

The thermoelectronic work function W,, of various
materials usualy ranges from 1 to 5 eV. If the system
under study consists of only dust grains and electrons
emitted by them (n. = n,Z,), then the grain charge
Z,20 can be found from the balance between the
fluxes of electrons emitted and absorbed by the grain
(assuming that the emitted and absorbed electrons have
the same temperature):

ne = 2(2nTmy/h%) 2 exp(=(W,, + ed.)/T),

Ne=n,Z,.

(6)

Equation (6) is similar to the Richardson—-Deshman
equation. Figure 1 illustrates the dependence of the

Zp

104

103

10?
1 2 3 4 5
W, eV

Fig. 1. Dependence of the grain charge Z,, on the work func-
tion W, at atemperature of T = 2000 K.
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charge number Z, on the work function Wi for grains
of radius R= 1 pum at various densities n, and atemper-
ature of T = 2000 K, which is typical of combustion-
product plasmas. It is easily seen that the positive grain
charges are relatively low: Z, < 4000 R [um]. There-
fore, the presence of easily ionized alkali-metal atoms
in such a plasma results in an additional electron flux
onto the grain, and the grain charge can even change its
sign because the therma velocity of plasma ions is
much less than the electron velocity.

3. INFLUENCE OF ALKALI-METAL IMPURITIES
ON THE GRAIN CHARGE

Two processes govern the electron density in an
equilibrium thermal plasma. Thefirst processis associ-
ated with thermoelectronic emission and electron
attachment to the grain surface, and the second one is
associated with ionization and recombination pro-
cesses in the gaseous phase. For most gases, atom and
molecule ionization energies are higher than 10 &V,
hence, at temperatures below 3000 K, the charged-
component density depends on the content of easily
ionized impurities in the heated gas.

As was mentioned above, dust grains are the main
source of easily ionized impuritiesin athermal plasma
The akali-metal atom density and, accordingly, the
electron and ion densitiesin the bulk plasmadepend on
the size, number density, and material of the dust
grains. Hence, to choose the optimum conditions (the
size, number density, and temperature of grains) such
that the coupling parameter " is maximum, we should
examine how the charge of the grains depends on their
radius R, number density n,, and temperature T taking
into account the content of the alkali-metal impurity in
the grain material. For grains of a given material, the
density of alkali-metal atoms emitted from the grain
surface may depend, in two limiting cases, either onthe
grain surface area or the grain volume and thus can be
related to n, in the following two ways:

n, = cRan, (7a)

n. = kR’n,, (7b)
where n, is the alkali-metal atom density and ¢ and k
are certain constants that can be obtained from experi-
mental measurements carried out at one or several tem-
peratures in a plasma containing grains of the material
under study.

The well-known methods for measuring the grain
size and number density, as well as the alkali-metal
atom density, are described in detail in [9-12].

In the case of a plasma without dust grains but with
an admixture of alkali atoms [13], the electron and ion

densities, ny and n* (inthiscase, ny = n*), can be

SAMARIAN et al.

found from the Saha equation for a gas with a known
temperature and density:
i (AT, T

nyn* = Znag_aD 7

Fopdm,  ®)

where |, isthe ionization energy of an atom.

To determine the electron n, and ion n;, densities at
the same akali-metal atom density n, in a dusty
plasma, when the dust grains are the only source of eas-
ily ionized atoms, the Saha equation should be comple-
mented by the quasineutrality condition

Ne = Ni+n,Z,. 9)

Inthis case, the densities of electronsand ions arriv-
ing at the surface of a positively or negatively charged
grain are determined by the relations

(10a)

(10b)

For positively charged grains, the charge Z, can be
found from expressions (6) and (10) with no regard for
the ion flux onto the grain surface because the thermal
velocity of plasmaions is much less than the electron
velocity. To determine the maximum negative charge Z,
(for Z, <0, I = 0; i.e., the thermoel ectronic emission
can be neglected), we can write the balance equation
(3) intheform

exp(—€|dd/TIne = ni(m/m) (1 +elod/T). (11)

Thisallowsusto perform amore general analysisof the
maximum value of the coupling parameter I' without
invoking additional unknown data on the grain mate-
rial.

4. ANALY SIS OF THE PARAMETERS OF A DUST
STRUCTURE IN A COMBUSTION-PRODUCT
PLASMA

All of the above equations are rather genera and
independent of the method for producing a thermal
plasma. Here, we restrict ourselves to the analysis of a
plasma consisting of the products of combustion of pro-
panein air at pressures near atmospheric pressure. It is
this plasma in which liquidlike plasma-dust structures
have been revealed for thefirst time[3]. Thetemperature
range typical of propane—air flames is 1600-2000 K.
When determining the coupling parameter I in the
plasma of combustion products, we take into account
the limitation on the maximum grain number density:

np<ny” [em™] = 8x 107/(MR” [um?]).  (12)

PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000
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This condition was obtained experimentally for
grains of various materials from measurements of the
limiting optical depth 1 for grains at which flame inhi-
bition (quenching) occurs. The dependence of the max-

imum number density ngm on the grain radius R is
shown in Fig. 2. The restriction on the maximum grain
radius (R< Ri™ = 20 um) is determined by the dynamic
viscosity and velocity of the propane—air flow, i.e., its
ability to drag the grain in the Earth’s gravity field.

Let us examine the conditions for the formation of
ordered structures by using the results of measurements
carried out in aplasmawith CeO, grains when the con-
tent of akali-metal impurities is relatively low. The
results of observations of the formation of CeO,
ordered structures in a plasma of combustion products
at temperatures of 1700-1800 K are presented in
[14, 15]. The mean diameter of grains was 1.5-2 pm,
thetypical distance between grainswas [ 15-50 pm
(which corresponded to n, = 10°~10" cm™), and the
electron density was n, = (5-8) x 10° cm=3. The main
contribution to the el ectron and ion densities came from
the akali-metal impurities—sodium (I, = 5.12 eV) and
potassium (I, = 4.34 €V), which had nearly the same
densities. However, by virtue of the lower ionization
energy of potassium, its ion density in the gaseous
phase was one order of magnitude higher.

Figure 2 shows the dependence n,(R) for two types
of the functional dependence of the density of emitted
alkali-metal atoms on the grain parameters [relations
(7a) and (7b)] in the case of the limiting grain number

density ngm . Curves are drawn for different values of

the coefficients c = (3.4-5.4) x 1013 cm? and k = ¢/R* =
(3.4-5.4) x 10" cm obtained from the experimental
measurements[16]. Here, R* = 1 pmisthe mean radius
of CeO, grains for which the test measurements of n,,
and n, were performed.

The above intervals of the c and k values were deter-
mined taking into account the contribution from exper-
imental errorsin determining the grain radius R, optical
depth of the grain layer T ~ R, and potassium atom
density n,. The grain charge Z, was determined from
expressions (6) and (10) and the reference data on the
CeO, electronic work function: W, = 2.6 eV [17]. The
results of calculations of the parameter I for various
radii, number densities, and temperatures of grains are
presented in Figs. 3 and 4.

The analysis of the temperature dependence of the
parameter I for different particle radii and number den-
sities shows that, for both cases corresponding to rela-
tions (7a) and (7b), the value of I is maximum for the
maximum grain number density; in this case, func-
tional dependence (7a) for the density of the emitted
akali-metal atoms gives the maximum values of the
parameter I that belong to the temperature range under
consideration (see Fig. 3). Thelower values of the cou-
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and akali-metal atom density n, (solid curve) asfunctions of

the particle radius R for the limiting grain number density for
the cases corresponding to relations (7a) and (7b) and differ-
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Fig. 4. Dependence of the parameter ' on the radius R for
varioustemperatures T in the case of apositivegrain charge;
solid curves correspond to relation (7a), and dashed-and-
dotted curves correspond to (7b).

pling parameter in the case corresponding to relation
(7b) are explained by the higher impurity emission and,
accordingly, a greater electron flux onto the grain sur-
face, which decreases both the grain charge and the
Debye radius (Fig. 5).

2.00
1.75
1.50

1.25

1.00
T=1600 K

075 T=1600K

0.50

0.25 —md = 200

Fig. 5. Ratio D, = rp/(41ny/3)~'"* of the Debyeradiusto the
intergrain distance as a function of radius R for different
temperatures; solid curves correspond to relation (7a), and
dashed-and-dotted curves correspond to (7b).
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The nonmonotonic character of the dependences
I(T) and ' (R) isgoverned by two competing processes:
the charging of particles due to thermoelectronic emis-
sion and the screening of grains by the electron and ion
components that are formed due to the ionization of
alkali-metal atoms. As the electronic work function
increases, the parameter I' decreases. For W, > 3.2—
3.4 eV, in the temperature range 1600-2200 K and the
alkali-metal atom density range under study (see
Fig. 2), the grains are no longer charged positively.

L et us determine the coupling parameter for a ther-
mal plasma with negatively charged dust grains. We
assume that the densities of ionized atoms n, and elec-
trons n, remain the same (Fig. 2). To obtain the upper
estimate for the parameter I, we neglect the thermo-
electronic emission; in this case, the grain charge is
determined from (11). The results of calculations of the
parameter I for the limiting grain number density nIlm
(Fig. 3) in the case corresponding to relation (7a) are
shownin Fig. 6.

In the case corresponding to relation (7b) (asin the
case of a positive particle charge), the parameter I
decreases with decreasing the grain number density

lim

(ny< ny ). Thisis because the screening length of the
grain charge decreases as the densities of plasma elec-
trons and ions increase, whereas the charge Z, itself
depends weakly on n} . It iseasily seen that, for aneg-
atively charged grain (at W, > 3.2-3.4 €V), the cou-

-
60
T=1600 K

50}
401
20l =1700 K
20F T=1800 K
10F

[T = 1600 K

P, e T= 1700 K

0 5 10" 15 20 25

R, pm

Fig. 6. Dependence of the parameter I on the radius R for
different temperatures T in the case of a negative particle

charge; solid curves correspond to ng = 3 x 10'° cm 3, and

dashed-and-dotted curves correspond to ng=3 x 10!} cm.
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pling parameter " reduces by a factor of more than 3.
Furthermore, the tenfold increase in the electron den-
sity n, (which correspondsto a 100-fold increasein the
alkali-metal atom density n,) decreasesthe parameter I
by almost one order of magnitude (Fig. 6).

Assuming that, on heating, all potassium compounds
evaporate from the grain material and decomposein the
plasma, the alkali-metal atom density in the plasmavol-
ume (~10'>-10"3 cm?) corresponds to the specific mass
concentration of alkalineimpuritiesin the grain material
on the order of 10#-10-°. This value is typica of the
alkaline-metal impurity concentration for grains of var-
ious materialsif they are not specially purified.

5. CONCLUSION

An analysis of the numerical results shows that the
most favorable conditions for the formation of strongly
correlated grain structures (for both positively and neg-
atively charged grains) take place at the maximum
grain number density and a plasmatemperature closeto
the minimum flame temperature (~1600 K). The opti-
mum particle radii liein the range 4-10 um (Figs. 4, 6),
and the maximum value of the coupling parameter I' is
less than 200. Since the obtained values of I give an
upper estimate, liquidlike structures are most likely to
form in athermal plasma, in contrast to crystal struc-
tures observed in gas dischargesin which the parameter
I attains avalue of 10°-10%.

This result agrees with the available experimental
data on dust-grain structures in a thermal plasma.
Indeed, when studying an ensemble of dust grainsin a
combustion-product plasma flow, it was found that the
maximum value of the parameter I' was 40-50 and the
liquidlike structures were formed at grain number den-
sities of n, > 10° cm™ and plasma temperatures less
than 1900 K [14, 15]. The formation of a cloud of dust
grains was observed in a thermal plasma produced by
exploding a metal wire in air, the parameter I' being
estimated as ~100 [18]. In the plasma of the combus-
tion products of propellants, in the boundary sheath of
the condensation region, where liquidlike plasma—
dusty structures were observed, the value of the param-
eter I varied from 3to 40 [19].

Based on the above analysis, we can state that, in a
dust-grain system in athermal plasma, the parameter I
canonly beincreased for positively charged grainswith
aminimal content of easily ionized impurities. In the
limiting case of perfectly pure grains, we obtain a
plasma consisting of grains and electrons emitted by
them; it isthis plasmain which a Coulomb plasmacrys-
tal can be formed.
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Abstract—A stable regime of the amplification of aslow plasmawave in a plasmawaveguide during the injec-
tion of a high-current relativistic electron beam is obtained. For an input-signal frequency of 9.1 GHz, there
exists arange of plasma densities in which the spectrum of the output microwave radiation liesin a 0.5-GHz-
wide band. For a 40-kW input power at a frequency of 9.1 GHz, the maximum output power is 8 MW. It is
shown experimentally for the first time that the beam—plasma amplifier can operate at frequencies of 9.1 GHz
and 12.9 GHz. The range of plasma densities in which the regime of amplification is observed agrees with the
results of calculations based on linear theory. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A cylindrical coaxia plasmawaveguide, whose cen-
tral electrode is a column of magnetized plasmawith a
sharp boundary, is a slow-wave electrodynamic struc-
ture. In such awaveguide, there exist slow (with a phase
velocity lower than the speed of light) eigenmodes
whose electric field has a nonzero longitudinal compo-
nent (E-modes). The maximum phase velacity of these
modes increases with increasing the plasma density nj,
and approaches the speed of light as n, —= . Hence,
when an electron beam is injected into the plasma
waveguide, the Cherenkov synchronism between the
beam and a waveguide eigenmode can occur if the
plasma density exceeds a certain threshold value. The-
oretical research on the mechanism for the excitation of
the eigenmodes of acoaxia plasmawaveguide by arel-
ativistic electron beam (REB) has been carried out
since the 1970s (see review [1]).

Note that, initialy, the interaction of a nonrelativis-
tic electron beam with a plasma was studied both theo-
retically and experimentally. These studies can be
divided into two groups. In the first group, the plasma
was used to change the configuration of the electric
field in vacuum microwave sources in order to improve
their parameters. This made it possible to increase the
efficiency of such sources and to create high-power
microwave amplifiers and noise masers with a fre-
quency tuning of +30% and a rather high efficiency
(~40%) [2, 3]. On the other hand, such use of the
plasma could not significantly broaden the frequency
tuning range. In the second group of investigations, the
microwave power was generated through the coupling
between a nonrelativistic electron beam and slow
modes of a plasma waveguide. This showed promise
for creating microwave devices capable of tuning the
operating frequency over a wide range. However, such
devices have not been created because it is impossible
to provide an efficient output of such a broadband
microwave radiation from the plasma.

It isimportant to note that the radial structure of the
field of slow waves in a coaxial plasma waveguide is
similar to the structure of the TEM mode of a coaxial
metal waveguide with asimilar geometry if their phase
velocities are close to the speed of light (v,,/c = 0.8).
This circumstance significantly simplified the problem
of the output of microwave power from the plasma
waveguide and showed promise for the use of REBsfor
the generation and amplification of electromagnetic
waves in beam—plasma systems.

The first successful experiment on microwave gen-
eration with the use of an REB exciting eigenmodes of
a plasma waveguide was carried out in 1982 [4]. The
experiment confirmed the main theoretical predictions
about the mechanism for the beam—plasma coupling
and showed that it is possible to attain a high (about
10%) efficiency of generation. The experiment also
demonstrated the main features of a Cherenkov plasma
maser (CPM): a broad frequency band (~40%) and the
possibility of tuning the generated frequency over a
wide range. As the plasma density varied from its
threshold value n, = 1 x 10" cm™ to n, = 8 x 10" cm?,
the generated frequency varied from 10 to 20 GHz.

In subsequent experiments on the generation of
microwave radiation in arelativistic beam—plasma sys-
tem, the accuracy of the measurements of the absolute
power and emission spectrum was increased and the
parameters of the beam, plasma, and output facility
were optimized [5-7]. The theory, in turn, developed
nonlinear time-dependent models best suiting the
experimental conditions [8, 9]. At present, a good
agreement has been achieved between the theory and
the experiment. It is shown that a CPM generates a
broad emission spectrum with a relative width no less
than 20% and that the central generated frequency can
be varied sevenfold by varying the plasma density in
the plasma waveguide. Attempts to make the emission
spectrum width comparable with that of vacuum rela
tivistic oscillators (~3%) have been unsuccessful.
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In order to narrow the CPM emission spectrum, it
was proposed that the signal from an external source be
fed to the CPM. In this case, the beam—plasma system
can operate either in the amplification or generation
mode, but the central radiation frequency in both
modesis governed by the frequency of theinput signal.

Thefirst successful experiment on the amplification
of microwave signals in a beam—plasma system [10]
demonstrated the possibility of amplifying an external
signa at plasma densities within a relatively narrow
interval near the threshold density. However, the ampli-
fication regime was insufficiently stable and was
accompanied by spontaneous generation at frequencies
other than the frequency of the input signal.

An efficient method for suppressing spontaneous
generation is the use of a large-volume microwave
absorber. For thisreason, it is of interest to study exper-
imentally the amplification of plasmawaves by an REB
in asystem partialy filled with a microwave absorber.
Thisisthe aim of the present paper.

2. EXPERIMENTAL LAYOUT

A schematic of the device is shown in Fig. 1. An
annular plasma column (7) with a mean radius of
7.5 mm and thickness of 1 mm isimmersed in a uni-
form longitudinal magnetic field B= 1.6 T in acylindri-
cal metal waveguide (2) of radius 22 mm. The plasma
is produced in a hot-cathode discharge in xenon. The
cathode potential is600V, the discharge current isup to
100 A, and the xenon pressure is 3.5 x 10 torr. The
parameters of an REB (3) propagating along the
waveguide axisare thefollowing: the electron energy is
550 keV, the current is 1.5 kA, the pulse duration is
150 ns, the mean beam radiusis 10 mm, and the beam-
wall thickness is 1 mm. A microwave converter (4) is
mounted at the entrance to the plasma waveguide. The
converter excites a TEM mode, which is transformed
into the fast and slow modes of the plasma waveguide.
The dow plasmamode isamplified by the REB, is con-
verted into a TEM mode of the output metal coaxia
waveguide, and is emitted by alarge-cross-section out-
put coaxial horn (5). The length of the beam—plasma
interaction is equal to 29 cm. The system design allows
the ingtallation of an annular microwave absorber (6)
with an outer radius of 22 mm, inner radiusof 11.5 mm,
and length of 14 cm. The absorber is placed at a dis-
tance of 3 cm from the conical collector of the REB at
the exit from the system. The microwave-power
absorption coefficient was 20 dB for the TEM modein
a coaxial waveguide with an inner radius of 5 mm and
outer radius of 22 mm and was equal to 50 dB for the
TMg; mode in a hollow waveguide of radius 22 mm.
Measurements were carried out at a frequency of
9.1 GHz.

Asasource of input microwave signal's, we used one
of two pulsed magnetrons. The first magnetron had a
frequency of f, = 12.9 GHz, pulse duration of 2 us, and
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Fig. 1. Schematic of the plasmarel ativistic microwave ampli-
fier: (1) plasma, (2) metal waveguide, (3) REB, (4) entrance
of the amplifier, (5) coaxia conica emitting horn, and
(6) microwave absorber.

power of P,, = 75 kW. The corresponding parameters of
the second magnetron were 9.1 GHz, 20 us, and 40 kW,
respectively.

The output microwave power and radiation spec-
trum were recorded by two detectors placed in a 23 x
10 mm? receiver waveguide. Thefirst detector (abroad-
band receiver) measured the total microwave power
entering the receiver waveguide. At theinput of the sec-
ond detector (a narrowband receiver), one of two nar-
rowband microwave filters (with a passband Af =
0.29 GHz for f, = 12.9 GHz or Af = 0.51 GHz for f, =
9.1 GHz) tuned to the magnetron frequency was
installed. Both receivers had nearly the same power
sensitivity. For thisreason, when the radiation spectrum
at the receiver entrance was narrower than the passband
of the microwave filter, the narrowband-to-broadband
signal ratio was equal to unity. When the radiation
spectrum at the receiver entrance was broader than the
passband of the microwave filter, this ratio was lower.
Hence, it was possibleto estimate the width of the spec-
trum of output microwave radiation.

To carry out absolute measurements of the output
microwave power, we used a broadband wide-aperture
microwave calorimeter [11]. The calorimeter measured
the total energy of the output microwave pulse, and the
envelope of the microwave pulse was recorded by the
detector. This alowed us to determine the output
microwave powe.

3. EXPERIMENTAL RESULTS

Figure 2a shows the output energy of spontaneous
microwave radiation on the plasma density (crosses) in
the absence of an absorber. It is seen from the figure
that self-excitation occursif n,>4 x 10> cm=. When an
external 40-kW microwave signal at a frequency of
f, = 9.1 GHzisfed to theinput of the beam-plasmasys-
tem, the density range in which the generation is
observed expands toward lower plasma densities. The
corresponding experimental data are shown by circles
in Fig. 2a. Hence, there exists arange of plasma densi-
ties, 2.5 x 10'2 < n, <4 x 10'2 cm3, in which the output
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Fig. 2. (a) The output microwave radiation energy measured
by the calorimeter as a function of the plasma density and
(b) the ratio between the power measured by the narrow-
band and broadband receivers vs. the plasma density at t =
75 nsafter applying the voltage pulseto thediodein the case
when a40-kW signal at afrequency of 9.1 GHz isfed to the
entrance of the system (circles) and without an input signal
(crosses); the microwave absorber is absent.

signal is detected only if the input signal is fed; this
may be interpreted as signal amplification. The output
power in this operation mode attains 60 MW.

As was mentioned above, in order to estimate the
width of the emission spectrum, the output radiation
was measured by two (broadband and narrowband)
microwave receivers that had the same sensitivity. Fig-
ure 2b shows the ratio between the powers detected by
the narrowband and broadband receivers as a function
of the plasma density. This ratio was calculated at the
time t = 75 ns after applying the voltage pulse to the
diode. The circles correspond to the presence of a sig-
nal at the entrance to the beam—plasma system. It is
seen from the figure that the power ratio is no higher
than 0.3; this means that only about 35% of the radia-
tion power fallsinto the sensitivity band of the narrow-
band receiver.

The data presented in Fig. 2 allow us to conclude
that, at n, > 4 x 10'> cm™, the beam—plasma system
under study operates in the regime of spontaneous gen-
eration. At 2.5 x 10" < n, <4 x 10'> cm, it operatesin
a mixed mode. In the regime of spontaneous genera-
tion, the output signal is unaffected by the input signal
and, in most of the pulses, the ratio between the signals
from the narrowband and broadband receivers is no
higher than 0.05. In the mixed mode, a substantial

PONOMAREYV et al.

0,]
1.0 (a)
0.8+ °
0.6F o ° *

[ ] [ ]
0.4+ ° °

° r'xJ ’0 [ ) .X X x

0.2} o« %

x X
Ol o keexd sl Lt it 1 1 111111

P[P (b)
1.0+ e 3
0.8 * o °° o
0.6
0.4
0.2 °

°

Ol —o—koood ke skl L ke x> —xIx 11 L L LLI
1 10 100
My, 102 ¢m™3

Fig. 3. (&) The output microwave radiation energy measured
by the calorimeter as a function of the plasma density and
(b) the ratio between the power measured by the narrow-
band and broadband receivers vs. the plasma density at t =
75 nsafter applying the voltage pulseto thediodein the case
when a40-kW signal at afrequency of 9.1 GHz isfed to the
entrance of the system (circles) and without an input signal
(crosses); the microwave absorber is present.

(about 35%) fraction of the emission power lieswithin
a 0.5-GHz-wide band and the output signal is detected
only in the presence of the input signal.

To suppress spontaneous generation, we used a
large-volume microwave absorber (Fig. 1, position 6).
Figure 3a shows the output radiation energy as afunc-
tion of the plasma density in the absence (crosses) and
presence (circles) of a 40-kW input signal at a fre-
guency of f,=9.1 GHz. Itisseen from Fig. 3athat, with
an absorber, the energy of spontaneous emission gener-
ated in the range of plasma densities2 x 10'? < n, <

1.7 x 10'3 cm3 is lower by afactor more than 15 than
without an absorber. At the sametime, the energy of the
amplified signal decreases only by afactor of 5, which
is evidence of the positive effect of the absorber. Fig-
ure 3a demonstrates that, in the range of plasma densi-
ties3 x10'2<n, <3 x 10" cm, theamplified radiation
dominates over the spontaneous emission. In this case,
the maximum power of the amplified signal is 8 MW,
whereas the maximum power of spontaneous emission
is1MW.

Figure 3b shows the ratio between the signals from
the narrowband and broadband receivers in the pres-
ence of an absorber at t = 75 ns after applying the volt-
age pulse to the diode. It is seen that, in the range of
PLASMA PHYSICS REPORTS  Vol. 26
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plasmadensities3 x 10'? < n, < 1.2 x 10'* cm~, the out-
put signa from the beam—plasma system always lies
within the sensitivity band of the narrowband receiver
(the power ratio is close to unity). This property funda-
mentally distinguishes this system from the above sys-
tem without an absorber as well as from the system
described in [10]. Note that the value of P;/P was mea-
sured accurate to within 15%. That is why, for some
shotsin Fig. 3b, we have P;/P > 1.

Figure 4a shows the waveforms of the signals from
the broadband (/) and narrowband (2) receivers and the
voltage pulse at the diode (3) for aplasmadensity of 5 x
10'?2 cm. As was noted above, the receivers have the
same sensitivity; consequently, the fact that the first
waveform isidentical to the second one shows that the
spectrum of the output radiation lies within the pass-
band of the narrowband microwave filter throughout the
entire voltage pulse. We note that, for 9 x 10" < n, <
1.5 x 10" cm~3, spontaneous generation occurs by the
end of the voltage pulse and the spectrum of the output
radiation broadens. Thisisillustrated by Fig. 4b, which
corresponds to a plasma density of 10'3 cm™. It is seen
that, during a time of ~80 ns from the beginning of the
voltage pulse, the signals from the narrowband and
broadband receivers are identical; later, they show a
different behavior. This indicates that the radiation
spectrum is wider than the passband of the microwave
filter.

Figure 5 shows the theoretical frequency depen-
dence of the linear single-pass wave-power amplifica-
tion coefficient for different plasma densities. (The
plotsin Figs. 5 and 6¢ were cal culated with the help of
anumerical code developed by M. A. Krasil’nikov.) It
followsfrom Fig. 5that it ispossible, first, to realize the
amplification regime (within afrequency band of about
40%) for a given plasma density and, second, to tune
the amplified frequency from 8 £ 1.5 to 35 + 4 GHz by
varying the plasma density from 8 x 102 to 7 x
1013 cm. To verify these theoretical predictions, we
carried out experiments on the amplification of asignal
at afrequency of 12.9 GHz. A 75-kW signal wasfed to
the input of the beam—plasma system with amicrowave
absorber. Figure 6a shows the output radiation energy
as a function of the plasma density in the absence
(crosses) and presence (circles) of theinput signal. Itis
seen from Fig. 6athat, in the range of plasma densities
10" < ny < 1.6 x 10" cm™, spontaneous generation is
absent but there is an amplified signal with a power of
upto4 MW. Figure 6b (similar to Figs. 2b and 3b) illus-
trates the ratio between the signals from the narrow-
band and broadband receiversat t = 75 ns after applying
thevoltage pulseto the diode. A comparison of Figs. 3b
and 6b shows that the operation of the system at afre-
guency of f, = 12.9 GHz isless stable and the P; /P ratio
lies within the range 0.2-0.9 for the plasma density in
the range 10'* < n, < 3 x 10" cm~. Nevertheless, we
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Fig. 4. Waveforms of the signalsfrom (1) the broadband and
(2) narrowband receivers and (3) the voltage pulse at the

diode for fy = 9.1 GHz, P;, = 40 kW, and n, = (8) 5 x 10'?
and (b) 10'3 cm™3; the microwave absorber is present.
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Fig. 5. Frequency dependences of the single-pass wave-
power amplification coefficient calculated using linear the-
ory for the parameters of the beam-plasma system pre-
sented in Section 2 at the plasma densities of n, = (1) 8 x
10'2,(2)2 x 1013, () 4 x 10'3, (4) 5.5 x 10'3, and (5) 7 x
1013 em3,

can conclude that the amplification also takes place at a
frequency of 12.9 GHz.

Figure 6¢ shows the theoretical dependence of the
linear single-pass wave-power amplification coefficient
on the plasma density for two input-signal frequencies:
9.1 GHz (curve 1) and 12.9 GHz (curve 2). A compari-
son of Figs. 3b, 6b, and 6¢ shows that the experimental
results are in good agreement with the results of theo-
retical calculations. For both signal frequencies, the
experimentally observed ranges of plasma densitiesin
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0,7 which the system operates as an amplifier arein agree-
1.0 @) ment with theoretical predictions. However, the theo-
retical and experimental threshold values of the density
0.8 ° o at which the system passes over to the amplification
0.6 « regime are different. This discrepancy can be explained
0.4l % by the inaccuracy of the measurements of the absolute
' 05 . X values of the plasmadensity. We a so note that it makes
0.2+ O no sense to compare the experimental and calcul ated
0 L e i values of the amplification coefficient, because the
PP presence of the microwave absorber in the system was
Al (b) ignored in calculations. It also follows from Fig. 6¢
101 . that, according to the theory, there exists a range of
0.8} e ° plasma densities in which the amplification can take
0.6- H place for both frequencies of the input signal. In the
' . ° experiment, at a plasma density of n, = 1.2 x 10" cmr,
0.4r e oo the beam-plasma system amplified the signa at fre-
0.2+ ° o quencies of both 9.1 and 12.9 GHz.
0 oo—loblols ¢ lm-0cl i L L 111 Itisalso of interest to compare the experimental and
., theoretical dependences of the parameters of the ampli-
K, 10 (© fication regime on the energy of REB electrons.
251 P According to the theory, for a given frequency of the
20}k A input signal, the electron energy at which the amplifica-
D tion occurs increases with increasing the plasma den-
15+ L sity. Figure 7 shows the waveforms of the signals from
10+ ;or the broadband (/) and narrowband (2) receivers and the
5 o voltage pulse at the diode (3). Thefigure correspondsto
i A aplasmadensity of n,=3 x 10'2 cm~ and an input-sig-
01 BE— '1'0 EE— Ii(l)o nal frequency of f, = 9.1 GHz. It is seen from the figure

1012 em-3 that the amplification coefficient is maximum at the
p?

Fig. 6. (a) The output microwave radiation energy measured
by the calorimeter as a function of the plasma density and
(b) the ratio between the power measured by the narrow-
band and broadband receivers vs. the plasma density at t =
75 nsafter applying the voltage pulseto thediodein the case
when a 75-kW signal at a frequency of 12.9 GHz isfed to
the entrance of the system (circles) and without an input sig-
nal (crosses); the microwave absorber is present. (c) Depen-
dence of the linear single-pass wave-power amplification
coefficient on the plasma density a f, = (1) 9.1 and

(2) 12.9 GHz.
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Fig. 7. Waveforms of the signalsfrom (1) the broadband and
(2) narrowband receivers and (3) the voltage pulse at the

diode for fy = 9.1 GHz, P = 40kW, and ny = 3 x 1012 cm ™,
the microwave absorber is present.
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leading and trailing edges of the voltage pul se when the
energy of the REB electrons is lower than the maxi-
mum energy. As the plasma density increases, the max-
imum value of the amplification coefficient shiftsto the
top of the voltage pulse, where the energy of REB elec-
trons is maximum (Fig. 4a).

Itisseen from Fig. 7 that, although the system oper-
ates in the amplification regime, the ratio between the
signals from the narrowband and broadband receivers
is below unity at the leading edge of the voltage pulse.
It looks as if the spectrum of the output radiation is
broader than 0.5 MHz. However, we believe that this
effect may be attributed to an insufficiently fast
response of the narrowband receiver, which cannot
trace fast signals lasting several nanoseconds. The
Q-factor of the microwave filter of the narrowband
receiver ison the order of 20; consequently, the charac-
teristicrisetime of thesignal ist,= Q/f,=2 ns.InFig. 7,
the rise time of the first signal from the broadband
receiver is ~5 ns, which is comparable with t,. If the
signal duration is much longer than 2 ns (as, eg., in
Fig. 4), then the narrowband receiver correctly repro-
duces the signal shape.

4. CONCLUSION

(i) A stableregime of amplification of aslow plasma
wave in a beam—plasma system has been obtained for
thefirst time. For a9.1-GHz input signal, there exists a

PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000
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range of plasma densities in which the spectrum of the
output microwave radiation lies in a 0.5-GHz-wide
band throughout the entire voltage pulse at the diode.
The output power of the amplified signal attains8 MW,
and the power amplification coefficient is on the order
of 200. The experimentally measured range of plasma
densitiesin which the amplification of a9.1-GHz signal
takes place agrees well with the results of calculations
using linear theory.

(if) It has been shown experimentally for the first
time that the beam—plasma amplifier can operate at fre-
guencies of 9.1 and 12.9 GHz. The range of plasma
densities in which the amplification is observed agrees
with the theoretical results. Moreover, the experiment
confirms the theoretical prediction that there is avalue
of the plasma density at which the beam—plasma sys-
tem can amplify signals at both frequencies.

(iii) Theinfluence of the energy of REB electronson
the amplification band has been observed experimen-
tally. Theresults obtained agree with theoretical predic-
tions.
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Abstract—Results are presented on the devel opment and experimental study of areflex triode with anew type
of virtual cathode. Inthisdevice, adischarge excited along aferroelectric surfaceis used asasource of electrons
and loop antennas are used for emitting radiation. Generation of broadband radio pulses with a central fre-
guency of ~300 MHz and power of ~80 W is achieved. © 2000 MAIK “ Nauka/Interperiodica” .

Reflex triodes (RT), proposed in 1978 by Kapet-
anakus et al. [1], are now one of the main types of
superpowerful microwave oscillators with a virtua
cathode (VC). The current state of the devel opment and
study of RTs is presented in reviews [2—4]. The main
features of present-day RTsare asfollows: the use of an
explosive-emission cathode, generation of radiation at
frequencies of ~3 GHz in agigawatt power range, horn-
type microwave output, and single-pul se operation.

I'n connection with anumber of engineering applica-
tions, the problem of designing an RT microwave oscil-
lator with different output characteristics, specifically, a
moderate-power repetitive microwave oscillator oper-
ating at ahigh repetition rate, arises. Clearly, it israther
difficult from an engineering standpoint to achieve such
operation conditions in the relativistic range of the
cathode—anode voltages (200 kV and higher). At the
same time, there exist compact pulsed voltage sources
generating voltage pulses with an amplitude of up
tolOkV at a repetition rate of up to 1 kHz and higher
(see, e.g., [5]).

However, at such voltages at avacuum diode, explo-
sive emission is hardly possible because of the high
threshold with respect to the electric field. At voltages
of about 1 kV, such emission is certainly impossiblein
diodes with a several-millimeter-wide gap. We note
that the high threshold with respect to the applied volt-
age is due to the fact that, in this scheme, explosive
emission is uncontrollable because the same voltage
pulse creates an explosive plasma and accelerates
plasma electrons.

Hence, it is necessary to search for other types of
cathodes that either have alow threshold or do not have
oneat all.

Thus, in [6, 7], thermoemission microwave oscilla-
tors with aVC are described. However, the currentsin
those devices were not high enough to form a proper
V C and generation was achieved dueto the reflection of

electrons from a magnetic mirror. Therefore, it seems
that the cathode must have emission characteristics
comparable to those of explosive-emission cathodes.

In [8], a scheme of extracting electrons and ions
from a plasma produced in an electric explosion was
proposed in which explosive emission could be con-
trolled and had no threshold.

The basic concept of scheme [8] is that the plasma
is produced and charged particles are extracted in two
different voltage pulses. It is also proposed to usetriple
“metal—diel ectric—vacuum” points as electric-field con-
centrators instead of the cathode micropoints that are
traditionally used in schemes based on explosive emis-
sion from metallic cathodes.

It iswell known that atriple point (especialy in the
case of adielectric with ahigh permittivity) strengthens
the electric field in its vicinity. This field results in an
intense autoelectronic emission from the metal edge
near the triple point, which leads to an electric explo-
sion of the metal edge. The electric explosion, in turn,
can initiate a discharge along the dielectric surface [9].

Therefore, according to the above scheme, the emit-
ter should consist of two electrodes separated by an
insulator. A controlling-voltage pulse applied to the
electrodes initiates an electric explosion at the edge of
one of the electrodes (cathode) and, then, a discharge
along the dielectric surface. The surface-discharge
plasma short-circuits the interel ectrode gap and shunts
the controlling voltage. Then, by applying a voltage
pulse of a certain polarity and amplitude to an addi-
tional extraction electrode, it is possibleto obtain either
an electron beam or a positive-ion beam with the
required particle energy.

Based on this concept, acompact high-current emit-
ter was designed in [8]. This emitter not only has
parameters competing with the well-known explosive-
emission emitters but also possesses new functiona
capabilities, such as controllability, the absence of a
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U,
N Ucontr

Fig. 1. Design of the RT: (1) insulator, (2) high-voltage el ec-
trode for controlling the surface discharge, (3) ferroelectric
pellet, (4) grounded electrode, (5) anode grid, (6) electron
collector, (7) vacuum chamber, (8) loop antenna, and
(9) pump flange.

threshold, and the possibility of producing positive-ion
beams. In this paper, we describe an RT with such an
emitter operating at diode voltages in the range
0.2-10kV.

It iseasy to show that the generation frequency of an
RT with adiode-gap width equal, e.g., to 5 mm, would
lie in the range 150-1000 MHz. Evidently, if the
antenna system of an RT operating in this frequency
range were made according to a conventiona
waveguide-horn scheme, then it would be rather cum-
bersome.

Specifically for VC-based generators, we also elab-
orated anew output system in which the RT radiationis
emitted with the help of loop antennas placed between
the cathode and the reflector (collector) and serving
also as return-current circuits.

This kind of RT aso differs substantially from the
known RTsin terms of the principle of generation. Let
us consider thisin more detail. First of all, we note that
RTs[1-4] are based on electric-dipole microwave gen-
eration; in this case, the generation occurs due to oscil-
lations of the electric dipoleVC-VC image at the cath-
ode. It is clear that, in order to increase the generation
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Fig. 2. Synchronized waveforms: (a) voltage pulse at the
electrodes of the surface discharge and (b) discharge-current
pulse.

power, it is necessary that the maximum possible frac-
tion of the electron flux is reflected from the VC back
to the injection site (i.e., to the cathode). Thereby, a
maximum charge in the electric dipole can be achieved
by providing the condition 1/;;,,, — o, where | is the
RT diode current and I, is the limiting current for
the region bounded by the anode and the collector; i.e.,
the region where the VC is formed. For this reason, in
the known RTs, the volume of thisregionisfairly large.

In our RT, the wires of the return-current circuit are
loop antennas emitting microwaves through magnetic-
dipole emission. Therefore, in order to ensure the max-
imum power and maximum efficiency, one must try to
attain the complete modulation of the current injected
from the diode through the anode grid into the cavity
bounded by the anode and the collector. Then, in order
to obtain the maximum emission power at a given sup-
ply power, it is necessary that the condition I/, = 2
holds, which can be easily achieved by varying the dis-
tance between the anode grid and the collector.

Note that this output system has additional advan-
tages: it is compact; the geometry of the entire antenna
system can be promptly rearranged to suit the operating
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Fig. 3. Generated radio pulse: (a) waveform of thecurrentin
the loop antennas and (b) Fourier transform of the current
pulse in the loop antennas.

conditions of the RT and the required directional dia-
gram; and the emission power P can be increased
according to the known value of R O (L./A)?, where R
is the wave impedance and L, is the effective length of
the loop antenna [10]. Furthermore, loop antennas can
be used in phased arrays with RTs by catenating the
wires of two neighboring RTs in the form of ordinary
HF transformers (e.g., Tedatransformers).

Based on the above considerations, we designed and
created an RT whose schemeisshownin Fig. 1. The RT
vacuum chamber is a hollow stainless-steel cylinder
with an inner diameter of 50 mm and length of 70 mm.
On the top, the chamber is hermetically covered by an
insulator, in which three electrodes are mounted. One
of the electrodes is connected to a grid anode, the sec-
ond electrode holds a ferroelectric pellet, and the third
is grounded. The grid anode is made from a tantalum
wire 0.1 mm in diameter and has a geometrical trans-
mittance of about 80%. The ferroelectric pellet is made
from lead zirconate-titanate (TsTS-19) and is 3 mm
thick and 15 mm in diameter and has a hole 2 mm in
diameter; the ferroelectric permittivity is€ = 1060. The
emitting area of the ferroelectric source of electronsis
S =30 mm?, and the interelectrode gap of the surface
dischargeis 1.5 mm. The anode position with respect to
the emitter can be varied. A movabl e collector—ametal
disk 40 mm in diameter—is installed on the bottom of

BULYCHEV et al.

the chamber. The vacuum chamber is connected to the
pumping system through holes in the chamber bottom.
The collector is in electric contact with the chamber.
Since the chamber should be at the collector potentia
when recording signals, the chamber is insulated from
the grounded body of the pump on which it is mounted.
The residual gas pressure in the chamber is no higher
than 3 x 107 torr.

Asareturn-current circuit and, at the sametime, the
radiation-output facility, we used four symmetrically
positioned loop antennas made from a copper wire
1 mm in diameter with a length of L = 40 cm. Cali-
brated 5-Q resistors connected in the circuit of each
loop measured the antenna currents.

Toignite adischarge along the generator surface, we
used a specially designed high-voltage pulsed genera-
tor. Figure 2a shows the waveform of the voltage pulse
U, () With an amplitude of ~2.5 kV applied to the
discharge gap. Figure 2b presents the waveform of the
surface-discharge current |,(t); the waveform is syn-
chronized with the voltage pulse. A constant accel erat-
ing voltage of 0.2—2 kV was applied to the grid anode.

Figure 3a shows a typical waveform of the antenna
current 1,,(t); the signal was taken from calibrated
resistors and processed with an HF filter cutting off the
frequencies below 100 MHz. The waveform was
obtained for an emitter—anode gap of 5 mm and an
accelerating voltage of 1 kV. Figure 3b presents the
Fourier spectrum of thissignal. It is seen that the ampli-
tude is maximum at afrequency of =300 MHz, whereas
numerical estimates for the frequency of electron oscil-
lations in the emitter—VC potentia well yield
320 MHz. The FWHM of the central emission peak is
no less than 60 MHz. At an accelerating voltage of
2 kV, the emission frequency was higher than that in
Fig. 3 by afactor of 1.4. Thus, there is a good agree-
ment between the expected and observed frequencies,
which proves the generation mechanism based on the
modulation of theinjected current by an oscillatingVC.

The peak emission power was estimated by the for-
mulas presented in [10] for loop antennas whose length
is comparable with the emission wavelength. This esti-
mate yieldsthe peak emission power at alevel of ~80W.

The pulse duration under various operating condi-
tions was no higher than 100 ns. Such a short duration
may be explained as follows: the magnetic pressure of
the discharge current expels the plasma onto the anode
grid; as a result, the cathode—anode gap of the RT is
shunted and the generation of the el ectron beam termi-
nates. To prolong the generation, in future experiments,
it will be reasonable to employ electron sources based
on an incompl ete slipping discharge (see [11]).

So far, the RT has been mainly tested in arepetitive
mode at a repetition rate of 1 Hz. In experiments in
which the emitter operated at arepetition rate of 50 Hz,
it has also demonstrated stable operation during several
half-hour series [12]. We plan to carry out special
resource tests of the RT at arepetition rate of 50 Hz.
PLASMA PHYSICS REPORTS  Vol. 26
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Abstract—Thomson scattering spectra from a plasma created through ionization of a gas consisting of multi-
electron atoms by alaser pulse with an intensity of about 10'® W/cm? or higher and with a duration Timp < 100fs
are studied theoretically with allowance for electron groups with different temperatures. © 2000 MAIK

“ Nauka/Interperiodica” .

The electron component of aplasmaproduced inthe
interaction of an ultrashort intense laser pul se with mat-
ter is studied experimentally using various diagnostic
techniques such as spectroscopic and spectrometric
methods (seeg, e.g., [1-3]) and the methods based on the
scattering of laser light by a plasma (see, e.g., [4-6]).
One of the main parameters measured by these diag-
nostics is the electron temperature of a laser-produced
plasma. Theoretical investigations of electron heating
during ionization are, as a rule, based on a classica
paper by Corcum et al. [ 7]. Although experimental tem-
peratures measured by the above diagnostic techniques
are comparable in order of magnitude, they differ from
theoretical predictions [7] and, even when recorded
under similar experimental conditions, may differ from
each other by several times (seeg, e.g., [1, 2, 4, 5)]).

This discrepancy may be explained by the fact that
the diagnostic data are processed without allowance
for the following important features of a plasma pro-
duced in the interaction of an ultrashort intense laser
pulse with matter (see [8] for details). First, the elec-
tron gas produced during the ionization of multielec-
tron atoms by an intense laser field consists of several
electron groups, differing in their temperatures on a
fairly long time scale. Second, the electron velocity
distribution function f,(v) also remains anisotropic for
along time; moreover, the anisotropy of f(v) is asso-
ciated with the fact that the velocity distribution of the
electrons in each group is anisotropic because, during
gas ionization, the electrons are gected from each
atomic level preferentialy in the direction of the laser
field (see, e.g., [9]). The anisotropy of the distribution
function of the electrons produced during ionization of
matter by an intense field of a harmonic electromag-
netic wave was also pointed out by Bychenkov and
Tikhonchuk [10].

The main features of Thomson scattering can be
understood by considering the spectral distribution of
the correlation function (correlator) of the el ectron den-

sity fluctuations, [6N§ [d.k» Which characterizes the

scattering by electron density perturbations with the
wave vector k and frequency w (see [11], p. 346). In
CGS units, the correlator can be written as (cf. [11],
p. 333)

BN, |

2
M\ [ vB(- kv,
€

= 2T

)]

+2n68( 03 (w—kv,)dv,.
kaf Jov, s
Here, dg(w, k) = E ZO‘MI o kv d’v
S0, k) = 4"e Isz {(avv Ve, £, k) = 1 +

0 (w, k) + 6&((;), k), f(v,) isthe electron distribution

function, fim(vi) is the distribution function of the

ions of speciesa, n, = J'fe (ved?v.isthetotal electron

density, n; = Zq f % w)dy; = Z“ n " is the total

ion density, m, and e are the mass and charge of an
electron, and M, and g, are the mass and charge of an
ion of species a. The wave vector of the electron den-
sity perturbations k is related to the wave vectors of
the incident and scattered light (k; and kg) in a usual
manner: k = k; — kg

In accordance with the investigations of Delone and
Krainov [9], we can expect that the vel ocity distribution
of the electrons that are gjected from the same energy
level of the gas atoms during ionization is described by
an anisotropic Maxwellian function. According to [1],
the groups of electronsthat are gjected from atomic lev-
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elswith different ionization potential s are characterized
by different temperatures. Thetime scales on which the
temperatures of different electron groups are equalized
by electron—-electron (e—€) collisions and the time
scales on which the velocity distributions of different
electron groups become isotropic due to electron—on
(e-) collisions differ from each other and may be very
long. This enables us to describe the total electron
velocity distribution as the sum of anisotropic Max-
wellian velocity distribution functions of the electrons
in different groups:

32
fu(v) = 0 z
zterd £ [T, xTn oz o
x exp ] eV +V_2+£DD
pEkzDr Ty TniH

where Z is the degree of pI asmaionization. The anisot-
ropy of the total electron distribution is associated with
gas ionization by a high-power laser pulse, which
passes along the z-axis and whose electric field vector
isin the xy plane (in particular, this may be an ellipti-
cally polarized laser pulse). Using spectra (1) to deter-
mine the parameters of the electron distribution func-
tion, we must treat the range of relatively high frequen-
cies, w > [k|vy, where v4; is the characteristic ion
thermal velocity (see [11], pp. 348, 349). In this way,
we can investigate the electron distribution function
fo(ve) @assuming that the contribution of the ion compo-
nent to the spectral distribution of the correlator of the

electron density fluctuations BNZ[), is relatively
small only when the characteristic electron thermal
velocity Vv, is much higher than vy;. In a plasma cre-
ated by an intense femtosecond laser pulse transmitted
through agas at arelatively low pressure, the condition
Ve = Vq; holds because of the difference in both the
electron and ion masses and the characteristic tempera-
turesT,and T;. Infact, in aplasmawith arelatively low
density, the efficiency of collisional ion heating in the
laser field islow, since the relative velocity of electrons
with respect to ions is high. After the passage of the
pulse, ion heating via heat exchange with the electrons
is aso inefficient because of the large difference
between the ion and electron masses. That T, is lower
than T, is evidenced, in particular, by the experiments
of [4]. In the frequency range w > |k|vy, theion com-

) =n"3(vy),
in  which case we bhave Jdg(wk) =
4ne2nu“/(M w). Substltutlng the distribution

funct| on (2) into the expression for d&,(w, k) yields (see
[11], p. 74)

ponent can be assumed to be cold, fiEh

4ne Ne w [ M [
og (W, k -J. m= }
o= 7 zTn(e kRt iy
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where J,(x) = xexp(-X/2) [, exp(t”/2)dt. Onthe other

hand, inserting (2) into (1) and integrating the resulting
expression, we obtain

21,
BN, = 27 08w K)
b = 70 s(oo, 9

3
. e 3)

Z«/ n(9 ) DZIkI To(6, ¢)0

where
T.(6, =Tnxsinzecos2

(6, 9) , ¢ @

.2 .2 2
+T,,8n6sin"¢ + T, ,cos ©

and the angles 6 and ¢ determine the direction of the
wave vector k with respect to the x-, y-, and z-axes. k =
k(sinBcos ¢, sinBsind, cosH).

Note that, for an isotropic electron distribution
(Thx=Thy =T, ) and when the temperatures of all of
the electron groups are the same (and are equal to T),

we obtain from (3) the following familiar expression
for the spectral distribution of the correlator of the elec-

tron density fluctuations, (3 Ng [k

2 _ 21N, | m,
DNL i = k| A 2mT
2
4 2 [O
1- Z e, N
N My’
5
1_24119(,nim']Jr 4ame? ne[ _a.0 eD} )
C Mew® KT E||<|
U m(,o D
O 2|k| TD

The asymptotics of this expression were investigated
analytically in [11] (pp. 348, 349). It follows from (5)
that the temperature T determined from the experimen-

tally observed function [3 Ng [« IS independent of the
direction of k.

Thesituationisradically different when the electron
distribution function is anisotropic. We assume that a
high-power laser pulseis linearly polarized so that the
electric field E is directed along the x-axis. Starting
from the instant at which the first electron group
appears (this group consists of the electrons ejected
from the highest energy level of gas atoms), the elec-
tron temperatures T, , = T, , are low in comparison
with T, , onatime scale t shorter than the characteristic
time 1y, , of collisions between the electrons of the first
group and ions. Conseguently, according to (4), we
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have T,(6, ) = T, ,sin’Bcos*, so that the mean elec-
tron temperature T, which is determined from

Ie) N,f [, depends strongly on the angles 6 and ¢:

TO sin26c052¢. (6)

As time elapses, e-i collisions give rise to isotropiza-
tion of the distribution functions of different electron
groups. On atime scale T that is longer than the time
Tq,; Of collisions between the electrons from the jth
group and ionsbut is shorter than thetime 1 ; ., of col-
lisions between the electrons from the [j + 1]th group

and ions, the expression for [3 Ns [« hasthe form

21N, M| 1 + 3¢.|?

BN, = == =227 0%
et ZIK| N 211g(w, k)
D n1w D

X[
zﬂ D2|k|TD

D My0y ED
b5 2|k|*T (6, ¢)DD

+Z,/ n(e o

For T> Ty, We take into account the fact that the e—e
and e collision times are comparable in order of mag-
nitude, in which case the last expression for 3 NZ [, ,
can be simplified to

BN,y = J2mg 1 + 3|
ok ZIK g, k)
) B o mw’ 0O
O™ a ™
arg D 2lk/*orgo
VA
U DD
+ 2 JE mew 05
A +1./Tn(e ) D 2|k *T (8, )00
where
2 [0 2
g(w k) = 1- z41Te N 4T[e Ne
Mo Kz
d 0 | Me D}
XO=—=|1-J,
qu[ “Okly TrgH
H
+ 1-3,02 | }
nzlﬂTn(e P T
and EFQ— 1 =1 Tn isthe mean temperature of the

el ectronsfrom thefirst j groups. Inthelimits® — 0 or
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¢ — 192, we can seethat, in contrast to (6), the exper-
imentally measured temperature approaches [T[Irather
than zero.

In the case of a high-power laser pulse with circular
polarization, we have T, , = T, y, S0 that the electron
temperature recorded in experiments does not depend
on the position of the polarization plane (i.e., on the

angle ¢):
T.(6,0) = Tnyysinze + Tn,zcosze.

Note that the theory presented makes it possible to
describe anisotropy-related effects in investigating ion
acoustic waves because, for T, > T,, the phase velocity
of these waves satisfiesthe condition v, > v+; (see[11],
p. 79).

Thus, we have shown that, in applying the Thom-
son scattering technique to the analysis of a plasma
created through ionization of a gas by a short intense
laser pulse, it is necessary to take into account the fea-
tures of the electron velocity distribution function.
Thus, at an instant at which the plasmais probed, the
electron distribution function may be highly anisotro-
pic, moderately anisotropic, or fully isotropic, depend-
ing on the stage of the progressive isotropization and
thermalization of different electron groups. Asaresult,
the temperature measurements may incompletely
reflect the contributions of electron groups with aniso-
tropic velocity distributions to the total electron tem-
perature because of the relatively strong dependence
(6) of the mean electron temperature on the angles.
This circumstance may be one of the reasons for the
discrepancy between the experimental results of [3]
and [5]: the contribution of the high-temperature elec-
tron group was not captured by the temperature mea-
surements carried out in [5]. Note also that Chen et al.
[6] pointed out the difficulty in approximating the
experimental Thomson scattering spectra by the theo-
retical spectra under the assumptions that there are no
electron groups with different temperatures in a
plasma and the plasma electrons obey an isotropic
velocity Maxwellian distribution.
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Abstract—The charge density per unit length, the longitudinal component of the electric field, and the electron
density behind the front of a fast ionization wave initiated by a nanosecond negative voltage pulse in air, N,
and H, in the 1- to 24-torr pressure range are reconstructed from the experimental data. It is shown that the elec-
tron density behind the wave front depends weakly on the sort of gas used and, at relatively high pressures
(8-24torr), is (2-3) x 10'2 cm. The energy deposited in the internal degrees of freedom is analyzed. It is
shown that, for al gases used, most of the deposited energy (40-60%) is spent on the excitation of the electron
degrees of freedom. The fraction of the energy deposited in the high-energy degrees of freedom (ionization and
dissociation) monotonically decreases with increasing the pressure, whereas the fraction of the energy spent
on the excitation of the low-energy degrees of freedom (rotational and vibrational) monotonically increases.

© 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, considerabl e attention has been paid
to fast ionization waves (FIWSs). This type of gas dis-
charge allows the production of a substantial (tens of
liters) amount of a highly ionized nonequilibrium
plasmain atime of tens of nanoseconds [1-3]. Such a
discharge can be used to pump gas lasersand lamps[4],
initiate plasmochemical processes [5], and create fast-
operating switches [6].

From the standpoint of applications, the most
important discharge characteristics are the distribution
of the discharge energy over the degrees of freedom of
the gas and the possibility of creating the conditionsfor
selective excitation of certain energy levels.

However, until recently, information on both the
spatiotemporal dynamics of the energy deposited in the
FIW and the energy distribution over the degrees of
freedom was very poor. One of the few papers in this
fieldis[7], inwhich it was shown that the gasisionized
and the electron degrees of freedom are excited mainly
behind the FIW front in arelatively weak (300-500 Td)
electric field. In [8], the energy spent on the excitation
of the electron degrees of freedom and the absolute
radiation yield in the range of 200300 nm were ana-
lyzed and it was shown that the energy distributionin a
glow discharge differs markedly from that in an FIW.

In this paper, we study the development of a nega-
tive-polarity FIW and analyze how the fractions of the
energy deposited in different degrees of freedom
depend on the sort of gas used (N,, air, or H,) and the
total pressure.

2. EXPERIMENT

The experimental deviceisdescribed in detail in[9].
The ionization wave was excited in a molybdenum-
glasstube 17.5 mmininner diameter, 21.5 mm in outer
diameter, and 600 mm long. The discharge tube was
surrounded by a cylindrical metal shield 60 mm in
inner diameter. Voltage pulses with an amplitude of
13.5 kV, ahalf-height duration of 25 ns, and a leading-
edge duration of 3 nswere applied from ahigh-voltage
generator at a 40-Hz repetition rate. The dynamics of
the excess charge along the discharge tube (starting
from the cathode toward the anode over the distance
L =450 mm) was measured each 3 mm by a calibrated
capacitive detector. Signals from the detector were
recorded by an S9-4A oscillograph. The data from a
capacitive detector for air under conditions similar to
the conditions of this paper are presented and discussed
indetail in[9].

Figure 1 showsthe dynamics of the signalsfrom the
detector for N, pressures of 4, 8, and 16 torr and for H,
pressures of 8, 16, and 24 torr. The signals are pre-
sented by the contour lines in the plane “time elapsed
from the instant when the pul se was applied to the el ec-
trode”—the distance from the electrode.” The signals
are recalculated with the use of a known capacitance
per unit length of the discharge device and are pre-
sented in units of the charge per unit length, nC/cm.
From Fig. 1, it is seen that the FIW starts with a delay
T4 relative to the arrival of the high-voltage pulse at the
cathode. Another specific feature of the propagation of
anegative-polarity ionization wave is the presence of a
precursor (the region shown by a dashed line)—an ion-
ization wave with a relatively small amplitude that

1063-780X/00/2607-0606$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Fig. 1. Signals from the capacitive detector (in nC/cm) for N, at pressures of (a) 4, (b) 8, and (c) 16 torr and for H, at pressures of
(d) 8, (e) 12, (f) 16, and (g) 24 torr. The distance between contour linesis 1 nC/cm.

devel ops against the background of ahigh voltage drop
near the cathode at alow cathode current [10, 11]. The
structure of the ionization wave near the cathode,
where a positive uncompensated charge accumulates
during the propagation of the precursor, is rather com-
plicated [12].

The delay time of the FIW start in H, and N, was
determined with the use of a capacitive detector located
PLASMA PHYSICS REPORTS  Vol. 26
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above the high-voltage electrode end. As the pressure
increased from 1 to 16 torr, the delay time decreased
from 12 to 6 ns for nitrogen and from 26 to 6 ns for
hydrogen. The delay timein hydrogen could be approx-
imated with a good accuracy by the expression 14 [ns] =
160/(p[torr]). Thus, in hydrogen, at a pressure of less
than 8 torr, the delay time of the FIW start attained the
half-width of the high-voltage pulse; thus, the decrease
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Fig. 1. (Contd.)

inthe pressure resulted in adecreasein the pulse ampli-
tude on the high-voltage electrode at the instant when
the FIW started.

Figure 2 presentsthe vel ocity of the FIW front prop-
agation as a function of pressure for the cross section
located 20 cm from the cathode. The FIW front vel ocity
at a distance of 5-40 cm from the cathode was calcu-
lated for the point at the front that corresponded to the
half-height of the signa from the capacitive detector

under the assumption of constant acceleration of the
wavefront. Note that the sharp decrease in the propaga-
tion velocity of the wave in hydrogen at pressures less
than 8 torr correlates with the increase in the delay time
of the FIW start. Actually, at a pressure of 7 torr, the
delay time is close to the duration of the high-voltage
pulse. Several nanoseconds after the FIW starts, the
electrode voltage begins to decrease. Therefore, the
decreasein the wave vel ocity v; (p) at low pressures can
PLASMA PHYSICS REPORTS  Vol. 26
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be related to the increase in the delay time of the wave
Start.

A substantial difference of the capacitive-detector
signals for air and N, from those for H, is a smaller
decay of the amplitude and faster approach of the signal
toitsmaximum value. Thetime needed for the signal to
reach its maximum is substantially longer in H, than in
air and N,, which can be explained by the smaller ion-
ization cross section for H,.

3. RECONSTRUCTION OF THE CHARGE
DENSITY PER UNIT LENGTH

In[9], it was shown that the dynamics of the charge
per unit length q(x, t) can be found by solving the equa-
tion

+00

Vep(Xp 1) = Iq(x, t) f,(x—x,)dx, (1)

where X is the spatial coordinate along the discharge
axis, X, isthe detector location, tistime, V., (X, t) isthe
current magnitude of the signal from the capacitive
detector, and f,(x) is the spatial function of the capaci-
tive-detector sensitivity. The method for determining
the spatial function of the capacitive-detector sensitiv-
ity isdescribed in detail in [9].

Equation (1), which is a Fredholm equation of the
first kind, relates to the ill-posed problems. Therefore,
this equation can be solved only with the use of a priori
restrictions on the function q(x, t) [13].

The experimental error in determining the detector
signal as a function of time did not exceed £5% in the
narrow (several nanoseconds) front region and +3%
over most of the signal. At the front, the error was due
to the amplitude—frequency characteristics of the detec-
tor and, in the rest of the signal, it was due to the ran-
dom scatter in the data. Such an error allowed a series
of different charge distributions q(x, t) that satisfacto-
rily described the same experimental data.

To solve equation (1), we used a standard method in
which g(x, t) was presented as a function with a certain
number of inflection points (points in which the second
derivative of q(X, t)}; = .onse Changesitssign) [13]. In con-
trast to [9], we assumed that there were no oscillations
at the front of the charge distribution.

It follows from this assumption that g(x, t) has no
more than one point of inflection at the wave front. The
position of this point on the front depends on the shape
of the initial signal. The lower the noise of the initia
experimental data, the more accurately this position can
be determined. Analysis of the tested distributions
shows that, for the 3-5% measurement error on the
wave front, the position of the inflection point can be
determined accurate to the front width. Therefore, we
further assume that the inflection point always coin-
cides with the beginning of the charge front (point x,).
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Fig. 2. FIW front velocity v; calculated for the point corre-
sponding to the half-height of the signal from the capacitive
detector in (7) air, (2) nitrogen, and (3) hydrogen.

For g(x, t), we chose a nonpositive function, which
is convex downward with respect to the argument x in
the interval [x;, x|, i.e., from the cathode boundary of
the region in which the reconstruction is performed to
the zero-charge point (for x > x,, we aways have
g(x, t) = 0). Note that point x; was fixed (x; was inde-
pendent of time, whereas x, changed with time). With
the given set of functions, a bounded and integrable
sensitivity function f,(x), and a single-valued integral
operator (in our case, these conditions hold), the prob-
lem becomeswell posed [13] and reducesto finding the
minimum of the following functional with respect to
g(x, t) and x,(t) on this set of functions at any instant:

F(qv X2(t)) |t = const

Xo(t)

Vexp(Xps 1) = I f o(X—=Xp)q(X, t)dx

Xy

(@3]

t = const

From (2), itisseen that m(;n F = d(x,) isafunction of X,.

Thus, it is necessary first to find the position x, of the
charge front (i.e., the minimum of the function ®(x,))
and then, for the known x,, solve (1) and obtain the
sought distribution g(x, t). For each instant, the problem
of finding the minimum of ®(x,) was solved by the
bisection method. For each fixed x,, the minimum of
functional (2) was sought with the use of a standard
code described in [13].

Near the cathode, the reconstruction accuracy was
low, because the a priori condition of convexity of the
distribution of the charge per unit length along the dis-
charge tube was violated there. This violation was
related to the complex structure of the wave near the
cathode. Therefore, the reconstruction was performed
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in the region that began at the distance x, =5 cm from
the cathode (at a distance on the order of half-width of
the sensitivity function, Af ~ 5 c¢cm, the contribution
from the charge located on the cathode can be
neglected). Near the low-voltage electrode, the data
were lost because the measurement region was limited
along the discharge tube. In this case, the contribution
from the charges located outside the region within
which the capacitive detector could be moved limitsthe
reconstruction accuracy at the ends of this region. For
these reasons, in this study, we did not consider the
regions of width Af near the electrodes.

We compared the experimental detector signals
V(X 1) with the convolution of the reconstructed
charge density with the sensitivity function, V(x, t) =

5:’: f (X — X,)q(x, t)dx. Within the experimental error,
(x, t) and V,, (X, t) coincided.

Xp

4. RECONSTRUCTION OF THE ELECTRIC FIELD

From the reconstructed charge density per unit
length of the discharge chamber, we reconstructed the
longitudinal component of the electric field. The field
was calculated under the assumption that the excess
charge was accumulated near the glass surface. This
assumption seems more reasonable for the region
behind the FIW front because, after the onset of the
FIW, the reconstructed charge density per unit length
near the high-voltage electrode is close to the charge
density per unit length on the electrode surface.

For the FIW propagating in H,, we estimated the
maximum width of the region (near the surface of the
discharge tube) in which the discharge is accumul ated.
For this purpose, we measured the charge density per
unit length on the cathode (x = —Af) and near the cath-
ode (x = +Af) in the discharge tube. Knowing the differ-
ence in the charge density per unit length on the cath-
ode and at x = +Af, we could find the maximum differ-
ence in the capacitance per unit length oC_ (1) at
x = +Af and on the cathode

0Ca(f) = (a(-Af, 1) —q(+Af, ))/UH).  (3)

The difference in the capacitance per unit length
which is defined by (3) allows us to evaluate the mini-
mum distancer ., from the axis of the discharge tube at
which the charge is accumulated. By using the well-
known formula for the capacitance of the capacitors
connected in parallel, we obtain

r
In—<
_6Cmax I min

Co(Co—Crm) 2Ty
where C, is the capacitance per unit length of the dis-

charge device above the electrode, €, is the dielectric
constant, and r, istheinner radius of the discharge tube.

ANIKIN et al.

Forr_. ., weobtain

0 —21T€06Cmax 0
Fo P (Co—C a0

rmin -

Estimates show that, at a distance of 10—15 cm from
the front of an FIW propagating in H,, the excess
charge is accumulated at the distancer, — r,,;, <2 mm
from the glass surface.

When approaching the front, the radial distribution
of the charge seemsto become more uniform. However,
since the charge per unit length changes relatively
slowly behind the front, we will assume the charge to
be mainly located near the glass surface.

To find the field in the discharge tube, we numeri-
cally solved Poisson’s equation taking into account the
real geometry of the discharge device. We also assumed
the distribution of the electric field to be axialy sym-
metric [9] and quasi-steady (the latter is always valid
for high pressures; for low pressures, it isvalid up to the
back front, which moves with a velocity close to the
speed of light). The preliminary calculations showed
that, if the charge distribution behind the FIW front var-
ies dlightly along the x-axis, the longitudinal compo-
nent of the field varies insignificantly in the radial
direction and the radial component is mainly concen-
trated near the glass surface. This alows us to consider
the problem in the one-dimensional approximation.

Under the above assumptions, the longitudinal com-
ponent of the electric field can be represented in the
form (further, we always use the notation E= E,)

+00

E(x,t) = J'q(s, t)Eo(x—9s)ds,

where E((X) isthe electric field on the symmetry axis of
a uniformly charged ring with the radius equal to the
inner radius of the tube and with the unit electric
charge.

Figure 3 presentsthe distribution of the FIW electric
field at a 16-torr pressure for the gases under study. It
should be noted that the assumption about the accumu-
lation of the excess charge near the glass surfaceisvio-
lated at the FIW front, so that the obtained value can
only be the low estimate for the electric field. At the
same time, the method used in this paper for recon-
structing the electric field allows a sufficiently good
accuracy of determining the field in the region behind
the FIW where the field isweak. Since it is this region
that mainly contributesto the gasexcitation [7], it isthe
most important for the analysis of the energy deposited
in different degrees of freedom.
PLASMA PHYSICS REPORTS  Vol. 26
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Fig. 3. Electric field (in kV/cm) as afunction of timet and the distance x from the cathode for apressure of 16 torr in (&) air, (b) N,

and (c) H,. The distance between contour linesis 200 V/cm.

5. ACCUMULATION OF ELECTRONS.
CORRELATION WITH THE ELECTRIC-FIELD
DYNAMICS

Using the data on the dynamics of the charge per
unit length, we can calculate the current along the dis-

charge gap:

I (1) = dﬁt [ats Das @)
0

PLASMA PHYSICS REPORTS Vol. 26 No. 7 2000

Theelectric field calculated above allows usto estimate
the time during which the plasma space charge is neu-
tralized:

1. = 1 = jx = JX
: 4nE  4TSE’

where g is the plasma conductivity and Sis the cross-
section area of the discharge tube. Starting with the
point of the maximum of E(t), the characteristic time of
the onset of the FIW substantially exceedsthe time dur-




Fig. 4. Electron density (in 10'> cm~3) asafunction of time
t and the distance x from the cathode for apressure of 16 torr
in (a) air, (b) N,, and (c) H,. The distance between contour

linesis2 x 10! cm.

ing which the space charge is neutralized (t, < 0.1 ns
for al pressures and gases used). This estimate con-
firms the validity of the assumption about the accumu-
lation of the excess charge near the glasswall of thedis-
charge tube.

ANIKIN et al.

By using the known longitudinal electric-field com-
ponent E(X, t) and the data on the drift velocity v4(E/p)
[14] and assuming the electron density to be constant
over theradius, we obtain the expression describing the
dynamics of the electron density behind the FIW front:

- J X —_ ‘JX
(% 1) evy evyS ©)

Assuming the transport collision frequency to be fixed,
the drift-velocity data from [14] were extrapolated to
the region E/p > 330 V/(cm torr). This assumption
insignificantly affects the results of this work, because
the main excitation of internal degrees of freedom of
the gas occurs in substantially weaker fields of E/p <
200 V/(cm torr).

The electron density was cal culated in the parameter
ranges

J.(x, 1) <0,
O.7mtinE(x, t) <E(xt) <0, (6)
t<thao

wheret, .. istheinstant thewave arrives at the last mea-
surement point. The last limitation is due to the fact that
the procedure of the current calculation is invalid for
t >t The limitations on the values of J(x, t) and
E(x, t) are related to the increase in the error in deter-
mining the current and electric field near the zero val-
ues, aswell asthe electric field near its peak value.

Figure 4 shows the dynamics of the electron density
in an FIW in air, N,, and H, a a 16-torr pressure. In
nitrogen (Fig. 4b) and hydrogen (Fig. 4c), the nonzero
density is recorded after 5 ns, which correlates well
with the delay time of the wave start (Figs. 1c, 1d, 1f).
In air, we did not measure the parameters above the
electrode; in this case, the point t = 0 corresponded to
the beginning of the voltage growth in the plasma at the
distance x = Af from the high-voltage el ectrode.

In air and nitrogen, the maximum value of the elec-
tron density decays no more than one and a half times
asthe FIW travelsfrom 10 to 30 cm, whereasin hydro-
gen the maximum electron density decays three times
at the same distance. The increase in the electron den-
sity with timeis substantially sharper in air and N, than
in hydrogen. The irregular behavior of ngt) on large
time scales seemsto result from theincreasein the error
in determining n, on the back front due to the sharp
decrease in the current and electric field.

Now, we will analyze the behavior of the field and
electron density in the fixed section of the discharge
tube. The values of E(t) and ny(t) at a 20-cm distance
from the cathode are presented in Fig. 5.

Although the proposed method for determining the
electric field at the wave front (at the point where E(t)
is maximum) gives only the lower estimate, the
obtained values of the reduced electric field can attain
1 kV/(cm torr) in nitrogen and air. This value exceeds
PLASMA PHYSICS REPORTS  Vol. 26
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the threshold for the emergence of runaway electrons.
The duration of the field peak does not exceed 5 ns;
then, the electric field decreases to tens or hundreds of
V/(cm torr), which corresponds to the intensive excita-
tion of the internal degrees of freedom of the gas. The
electric field behind the wave front increases and the
reduced electric field decreases with increasing the
pressure. The observed behavior of the electric field is
in good agreement with the previous papers[7, 9].

In agreement with [7], the gas ionization occurs
mainly behind the front of an FIW (i.e.,, behind the
region where the electric field is maximum). The time
needed for the electron density to reach its maximum
value somewhat increases with increasing the pressure.
It ismost clearly seen in hydrogen, where thistime var-
ies from 5 to 10 ns as the pressure varies from 6 to
24 torr. The maximum value of n, first increases with
increasing the pressure (in a range of 1-2 torr for N,
and air and 67 torr for hydrogen) and then remains
almost unchanged (at alevel of ~(2-3) x 10'2 cm3). In
this case, the maximum density and the largest rate of
itsgrowth at thefront are attained in air (Fig. 4a), which
is explained by a greater ionization coefficient than in
pure N, or H,. The FIW propagation in hydrogen is
characterized by the slowest increase in the electron
density (Fig. 4c) and awider forward front of the wave.

To check the self-consistency of the approach devel-
oped, we calculated the first Townsend ionization coef-
ficient a(E, p) from the available experimental data. A
comparison of the data obtained with data available in
the literature allows an independent verification of the
reconstructed values of n, and E/p.

The balance equation for the electron density
including ionization and drift has the form

on, N oV 4 Ne
ot 0X
from which we obtain the Townsend coefficient

1 d 0 dlnjvy|O
ot = g G20l

We average the obtained ionization coefficient
a(x, t) and electric field E(x, t) over the region behind
the wave front where the electric field is slowly varying
along x (Fig. 3) and transform the obtained depen-
dences [d (t)[] and [E(t)[] into the dependence of a/p on
the reduced field E/p. Figure 6 presents, as an example,
the calculated ionization coefficient for N, asafunction
of the reduced field. Within a wide range of E/p, the
data are in good agreement with the well-known data
[1]. The scatter in the data at the lowest pressures can
be related to the experimental noise, whereas the devi-
ations at the highest pressures can be due to possible
step ionization at low values of E/p. On the whole, the
good agreement of the ionization coefficient with the
data of other authors confirms the self-consistency of

= ledrlne’ (7)
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Fig. 5. Electron density (symbols) and electric field (lines)
in an FIW as functions of time for (a) air at pressures of
(1) 1, (2) 4,and (3) 16torr; (b) N, at pressuresof (1) 1, (2) 4,
and (3) 16 torr; and (c) H, at pressures of (1) 6, (2) 8, and
(3) 24 torr.

the problem and the accuracy of the reconstruction of
the field and electron density behind the wave front.

Note that, within this approach, we have to neglect
the effects related to the nonlocal character of the elec-
tron energy distribution function (EEDF) near the FIW
front. As was mentioned in [7, 15], these effects can
significantly change the ionization rate constant. At the
same time, the drift electron velocity behind the FIW
front almost always corresponds to the local value of
the electric field. A more detailed anaysis of these
effects will be presented in our subsequent papers.
Here, we only emphasize that the comparison with the
published data on a is rather qualitative, although it is
very important from a methodical standpoint.

6. ENERGY DEPOSITED IN THE INTERNAL
DEGREES OF FREEDOM OF A GAS

Knowing the electric field and the electron density
at a fixed point x, we can calculate the energy W,(x)
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Fig. 6. Reduced Townsend ionization coefficient a/p as a
function of thereduced field E/p for N, at pressuresof (/) 1,
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Fig. 7. Specific deposited energy per pulse (averaged over
thelength of the dischargetube) in (a) air, (b) N,, and (c) H..
Open circles show the measured deposited energy, and
closed circles show the deposited energy calculated by for-
mula (9).

deposited in different degrees of freedom during the
pulse of duration T

T

o, i [l
W, (x) = Nzgksjj’ne(x, t)k; (E(x, t)/p)%dt, 9)
i 0
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where Ae} and k} (E/p) arethe energy loss and the rate

constant of the excitation of the jth component of theith
degree of freedom and N is the concentration of the

excited component. The excitation constants k} (E/p)

were calculated in [16-18] with the use of an EEDF
obtained in the two-term approximation to the Boltz-
mann eguation.

Since the electric field was calculated within the
interval [0; Tr] and the electron density in the interval

[0; tyaxl, Where t,,,, < T[see (6)], the vaue of n, was
extrapolated to the interval [t,,,; T] @ Ne = Ne(ty,,) =

const. Such an extrapolation could systematically
underestimate the value of the deposited energy, espe-
cially the fraction of energy spent on the excitation of
the low-energy degrees of freedom. As the pressure
increases, this effect becomes less important due to the
increasein t,,.. The estimates show that, for the pres-
sure corresponding to the maximum FIW velocity,
N«(Tp) exceeds ny(t,,.,) by no more than 30%. In addi-

tion, t.,,, corresponds to the decrease in J(t), and most
of the deposited energy corresponds to the maximum
current. Thus, the extrapolation of afixed value of ng(t)
totheregiont >t ,, should not substantially changethe
energy distribution.

The ratio of deposited energy W to the total energy
of the initial pulse is presented in Fig. 7 for different
pressures. The deposited energy is determined from the
current-shunt data as the difference between the ener-
gies of the pulse incident on the discharge gap and the
reflected pulse. This method is described in more detail
in[2]. The same figure showsthetotal deposited energy
averaged over the reconstruction interval (Af, L — Af)
and calculated by the formula

L —Af

Yo [ Wiood,
Af

L—2Af 2

W =

(10)

where V, isthe volume of the discharge tube. It is seen
that, accurate to within 3% of the energy of the incident

pulse, both methods for determining W give the same
result.

In N, and air, the total deposited energy as a func-
tion of pressure has a maximum near the maximum
FIW velocity; this is in qualitative agreement with
[19, 20]. In hydrogen, the total deposited energy
increases with the pressure. In H,, the dependence of
the delay time of the FIW start on the pressure is more
sharp: 14 variesfrom 26 nsfor p = 6 torr to 6 nsfor p =
24 torr, whereasin nitrogen, Ty =12 nsfor p=1torr and
T4=6 nsfor p =16 torr. Asaresult, when the hydrogen
pressure increases from 6 to 24 torr, the duration of the
current pulse increases from approximately 20 to 90%
of the duration of the current pulse in the supplying
PLASMA PHYSICS REPORTS  Vol. 26
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cable. Such a sharp increase in the current duration
results in a monotonic growth of the deposited energy.

The fractions of the energy deposited in different
degrees of freedom and calculated by the relations sim-
ilar to (10) are shown in Fig. 8. Here, the 100% value

correspondsto the total energy W deposited in the gas.
Both the fraction and the absolute value of the energy
deposited in the low-energy degrees of freedom (vibra-
tional and rotational) monotonically increase with
increasing the pressure (Fig. 8). A fraction (up to 8%)
of the total deposited energy is spent on the excitation
of therotational degreesof freedominH,; inair andN,,
this excitation is almost absent.

It is clearly seen that the excitation of the electron
degrees of freedom isthe dominant channel of the elec-
tron energy loss (40-60% of the total deposited energy)
for al pressures and gases used. The energy spent on
hydrogen dissociation is aways larger than that spent
onionization. In air, the fractions of the energy spent on
dissociation and ionization become comparable a a
pressure of p ~ 1 torr. At the sametime, in nitrogen, the
curves showing the energy spent on dissociation and
ionization as functions of the pressure intersect in the
region where the FIW propagation velocity has a max-
imum with respect to the pressure. In hydrogen, similar

W, %
6o} @

,.o/'/_‘\.
40+
20 -E é
0
il //'(\b)-
401

> m0<«4< @O0
N OV AW ho~

20+
0
60+ ©
mi ‘T.\I\'
201 ;t; i i
1 1 ]
0 5 10 15 20 25

p, torr

Fig. 8. The fractions of the energy (per pulse) deposited in
the internal degrees of freedom [(1, 5) ionization, (2, 6)
excitation of the electron terms, (3) dissociation, (4) excita-
tion of the vibrational levels, and (7) excitation of the rota-
tional levels] for (a) air [curves (1)—(4) correspond to N, and
curves (5) and (6) correspond to O], (b) nitrogen, and (c)
hydrogen.
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curves are expected to intersect at lower pressures (p <
6 torr). Note also that the fractions of the energy spent
on dissociation and ionization are comparable; there-
fore, the degrees of dissociation and ionization in the
FIW are of the same order.

The fraction of energy spent on ionization during
the discharge does not exceed 35% of the total depos-
ited energy for all pressures and gases used and
decreases monotonically with pressure. We note that,
for al gases, the absol ute value of this energy asafunc-
tion of pressure reaches its maximum in the pressure
range corresponding to the maximum FIW velocity.

7. CONCLUSION

It is shown that the maximum electron density
behind the FIW front depends weakly on the pressure
and sort of gas used. In the parameter range corre-
sponding to the gas pressures that are optimum for
wave propagation, we have n,~ (2-3) x 102 cm=3for all
gases used.

The obtained values of n, correlate with the ioniza-
tion coefficient in the given gas. Thus, thelowest values
of the electron density are obtained for hydrogen and
nitrogen, and the maximum ones are obtained for air,
where the presence of O, leads to an appreciable
increase in the ionization rate in a high electric field as
compared to pure nitrogen.

A weak dependence on the sort of gas is aso
observed for the reduced electric field behind the FIW
front, where the rate of gas excitation is maximum. In
this region, the characteristic value of the reduced field
isintherange of 200-500 Td. In the pressure range cor-
responding to the optimum conditions for the devel op-
ment of an FIW in hydrogen, this value is somewhat
smaller than in nitrogen or air. An analysis showed that,
in al of the regimes of the FIW propagation, most of
the energy at the wave front is spent on gas ionization
and production of runaway electrons. A sharp increase
in the electron density from the background values
ahead of the wave front to n, ~ 10'! cm™ at the front in
atime of 3-5 ns (for E/N on the order of several kTd)
leads to an increase in the plasma conductivity and a
substantial decreasein the electric field. Further ioniza-
tion and excitation of the gas proceedsin asubstantially
weaker field behind the FIW front; the energy distribu-
tion over different degrees of freedom in the gas is
determined by the processes occurring just in this
region.

We have shown that, for all gases used, the main
channel of the electron energy loss in an FIW is the
excitation of the electron degrees of freedom (40-60%
of the deposited energy). The energy spent on ioniza-
tion is somewhat less (from 10 to 35%) and decreases
monotonically with increasing the gas pressure. At the
same time, the energy deposited in the vibrational and
rotational degrees of freedom of H, molecules
increases with increasing the pressure.
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Abstract—A three-dimensional radiative gas-dynamic model is applied to calculating the parameters of a con-
tinuous optical discharge in crossed Llaser beams in air at atmospheric press@e2000 MAIK
“Nauka/Interperiodica”.

1. INTRODUCTION 2. MODEL

We consider a COD excited by crossed®, laser
gams in an air flow at atmospheric pressure (Fig. 1)
der the following model assumptions [2, 3]: the flow

For a continuous optical discharge (COD) to b
implemented in practice, it is necessary to ensure t
conditions under which a stable COD may existin a g subsonic and laminar, the plasma is in equilibrium,

flow. The experimental data on the parameter rangel, reraction of laser light and the interaction between
which a COD can occur in a focus€@, laser beam in ¢ |aser beams are both negligible, and the laser beams
an air flow are presented by Generadtwal. [1], who  are Gaussian in shape. We determine the COD parame-
showed that the discharge is stable in parallel and p&srs by solving the following set of three-dimensional
pendicular (with respect to the laser beam) gas flowguations consisting of the continuity equation, the
and is unstable in a gas flowing toward the beam. As tNavier—Stokes equation, the energy balance equation,
gas flow velocity increases, the COD contracts and e equation for selective radiation transport in the mul-
displaced toward the beam waist. According to [2, 3jigroup diffusion approximation, and the transport
the conditions for a stable discharge to occur in a gaguation for laser light along the optical axes in the
flow can be determined theoretically. Numerical sim€0metrical-optics approximation:

lations carried out by Surzhikov and Chentsov [2] on vV dQpV) = 0,

the basis of the radiative gas-dynamic model allowed

them to determine the domain in the laser power—longi- p(V V)V

tudinal flow velocity variables in which the discharge 2 .

may exist; this domain agrees well with the experimen- = —V%J 3NV D/E +2VINnS) +(po—p)9,

tal data of [1]. In [3], we applied an analogous approach
to simulate a three-dimensional COD in a transverse pV [C,VT = VOAVT) + Q, — Qg
gas flow under conditions corresponding to the experi- P
ments of [1]. The excitation of localized microwave 1 0_ _
discharges by crossed electromagnetic beams in th% EETXKVU‘D = Xd(Uk=Uip), k=12 ... Ny,
Earth’'s atmosphere was studied in [4, 5].
Ni
Our aim here is to apply the physical model devel-. _
oped in [2] to calculate the parameters of a Cow'th Qr= ZCXk(Ukp_U") and
excited in the intersection region©0, laser beams in k=1
air at atmospheric pressure as functions of the gas flow = 0. 0° 0O
velocity and the ratio between the laser powers. Our Q= H Ll expi> -;yDexpB_IudZ]
0 |
Zy

study is related to the practical implementation of a anl 0 R, O

COD and is motivated by the following factors: the

possibility of exciting the discharge in a desired spatial uP, O X+ (z- zl)%] o’ O
region by unfocused laser beams, the possibility of rais- + —— €XpL3 > DeXpE)—IudyD.
ing the total laser power in the intersection region of the TR, O R b o Yo U

electromagne_tlt_:_beams using lasers of Ilmlte'd powerlﬁere,V(VX: u,V, = v, V,=w) is the mean mass veloc-
and the possibility of exciting more stable discharges is the d viyti 1 of the or re fr 10° Pa:
with simultaneous remote control of their shapes ang P S the deviation ot the pressure Trqm= a,
dimensions. T is the temperature  is the deformation rate tensor;

1063-780X/00/2600617 $20.00 © 2000 MAIK “Nauka/Interperiodica”
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u=w=20, dpvidy =0, p =0,
0T/o0y = 0, dU,/dy = 0.

That the boundary conditions play only a minor role
upstream of the exit boundary was confirmed by
numerical simulations carried out with different values
ofy,.

2.2. Solution Technique

We solved the above set of equations numerically
using the SIMPLE finite-difference scheme [6] on a
nonuniform grid of25 x 55 x 55 cells along the:-, y-,
and z-axes, respectively; the grid was made finer (by
reducing the grid size to about 0.1 mm) in the zones
where the COD parameters changed abruptly, thereby
making it possible to resolve the steepest front (from
the side of the incident flow) of the discharge on spatial
intervals as short as 8-10 grid siz&posteriorianal-

Fig. 1. Schematic of a COD in crossed laser beams in a gas YSis revealed that the grid parameters affected the final
flow. numerical results only slightly.

P, Cp, N, A, andu are the density, heat capacity, viscos- 3. RESULTS
ity, thermal conductivity, and the absorption coefficient
of the laser light, respectively;, U,, andU,, are the

) .. _kp ho
group values of the absorption coefficient and of t
densities of plasma and blackbody emissions avera
over each of thél, spectral intervals; is the speed of

We calculated the parameters of a COD in crossed

rizontal and vertical laser beams with the same
metry (the beam radii were 0.3 cm in the cross sec-
sy =Y, andz = z, of the computation region, the

. . ! focal points were at 3 cm on the related axes, and the
!'ght; Po |s_the density .Of the cold gagi0, 0,9, =-0) yaist F;adii wereR, = 0.045 cm) and with the same
is the gravity acceleratioR, ; andP,, are the powers of power P, = P, = 2.5 kW) in a horizontal flow of a

the laser beams of rad(2) andR,(y); and &y, 2 are  «)g” (T, = 300 K) gas (air) with the velocity, = 0.5

Cartesian coordinates. The optical axes of the lasgty 6 m/s (Fig. 1). The boundary coordinates of the
beams are assumed to be parallel taztfandy-axes. computation reg'lion' Werg, = 2 cm.y, = -2 cm,y, =

3cm,z, =0, andz, =5 cm. For comparison, we also
2.1. Boundary Conditions present the results obtained for discharges excited by a

. . ... single horizontal laser beam or a single vertical beam of
In Cartesian coordinates, the boundary condltlorb%wer 5 kW. The thermal-physics, transport, and opti-

on the faces of the computation region in the form of g (N, = 10) parameters of air at atmospheric pressure

rectangular parallelepipedx= {0; X;}, ¥ = {Yo; Vi}, A ; u
7 |2, 7,)—are as follows. At the entrance<(y,) and were specified in accordance with the data from [7-9].

i : ical results show that the high-tempera-
side facesx = x,, z= {Z; z}), the cold gas flow along . _©Our numerica ; Vv that . ;
they-axis is uniform, the flow velocity being, and no ture core of a COD is localized in the intersection

th | radiation fl ter th i . region of the laser beams (Fig. 2). The overall flow pat-
frc()er:]mtﬁergutlgicllzr'] uxes enter the computation regiqen agrees qualitatively with the results obtained in

[2, 3]. The cold gas is observed to flow at a slower rate
u=0,v=V,w=0,T=T, U+ (2/3x,)0U,/on =0, inside the discharge front, where the pressure is ele-
vated and the gas flows around the high-temperature
Bre preferentially in a laminar fashion, without giving
rise to vortex structures. For the burning regimes under
analysis V¥, = 0.5 m/s andP,_ = 5 kW), the buoyancy
u=0, dv/ax = ow/dx = 0, force has an insignificant effect on the COD parameters.
This result can be attributed to the small discharge
op/ox = 0, dT/ox =0, 0U,/ox = 0. dimensions (the characteristic velocity associated with

The lengthy =y, of the computation region is choserthe buoyancy force per square centimet®fis »/2gl =

such that the pressure changes insignificantly and thd m/s) and the significant rate at which the gas is
flow is essentially one-dimensional at the exit boundccelerated as it traverses the discharge front from the
ary: side of the incident flow [10]. Even for a COD in an air

where the derivative is taken along the outer normal
the face. At the facg = 0, we impose the symmetry
conditions

PLASMA PHYSICS REPORTS  Vol. 26 No. 7 2000
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Fig. 2. Fragment of the temperature distribution (the tem-

perature increment between adjacent isotherms is 3 kK) in
thex = 0 plane in the case of a COD in crossed laser beams
atVg = (a) 6 and (b) 0.5 m/s. The dashed curves correspond

Fig. 3. Fragment of the temperature distribution (the tem-
perature increment between adjacent isotherms is 3 kK) in
thex = 0 plane in the case of a COD excited by (a) a hori-

to the boundaries of the laser beams. zontal and (b) vertical laser beanVgt= 6 m/s.

flow with the velocityV, = 0.5 m/s, the horizontal com- cant effect on the thermal parameters of a COR) &t
ponent of the flow velocity inside the core increaseskW.
sharply toV,,= 7.5 m/s, thereby neutralizing the effect T
of the buoyancy force. The gas-dynamic model of a Ir:leﬂtempelratgtre Sli}rlkzugonllnt}]he_C?hD depends
slowly burning COD [10] yields the estimak&, = oh the Tlow velocily. FOW, =5 mis, the Isotherms are
) _ _ ~ teardrop-shaped in the intersection region of the beams;

APol2pmVy = 6.2 m/s. Two-dimensional simulations outside the intersection region, the isotherms are ellip-
carried out by Riaer and Surzhikov [11] also revealedic in shape and are stretched along the horizontal beam
that the vortex flow driven by the buoyancy force in &ig. 2). The core of the discharge in crossed beams is
cylindrical chamber with closed ends has an insignifsignificantly smaller than that of the discharge excited

PLASMA PHYSICS REPORTS
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by one laser beam in a longitudinal or transverse gsisigle 2.5-kW laser beam in a longitudinal or trans-
flow (Fig. 3). The fraction of the total laser power disverse gas flow with a velocity of 0.5 m/s.

sipated in the discharge plasma is 1.3 kW, the fractions
of the absorbed power of the vertical and horizontal
beams being 0.4 and 0.9 kW, respectively. The dis- 4. CONCLUSION

charge excited by a single laser beam in a longitudinal Our three-dimensional simulations have revealed
or transverse gas flow absorbs 4.1 or 2 kW of the lagee possibility of both obtaining a stable COD in
power, respectively. According to the experimental dataossed laser beams and controlling the shape of the
[1], the point ¥/, = 6 m/s,P_ = 2.5 kW) in the plane of discharge and its dimensions by varying the flow veloc-
the flow velocity—laser power variables lies below th#y, the power of the lasers, and the direction of laser
domain where the COD can exist in a longitudinal deeams.

transverse gas flow; consequently, the vertical laser

beam appears to fix the discharge core in space and sta-
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1. INTRODUCTION We determine the COD parameters by solving the
Theoretical investigations of a continuous opticdP!!OWing set of equations consisting of the continuity

discharge (COD) in a focus€tD, laser beam using the equation, the Navier-Stokes equation, the energy bal-
radiative gas-dynamic model equations [1—4] revealﬁdéce equation, the equation for the selective radiation

the picture of discharge burning and the features of tH&"SPOrt in the multigroup diffusion approximation,
mtepactlon of an ext(grnal coldggas flow with the disS d the transport equation for laser light in the geomet-

charge. On the basis of the gas-dynamic mechanism, ﬂ?@l optics approximation:
authors of [5, 6] succeeded in explaining the difference

between the experimentally observed velocity at which Fa(rpv) + a—z(pu) =0,
the COD front moves toward the laser source and the
conventional velocity of the discharge propagation in a ov . ov[_ ap 200.,.0v 2nv

slowly burning regime. In [7, 8], we calculated the P 3y "Y3207 ~3r Trar0Nar0™ 2

parameters of a COD in a focuseQ, laser beam in air

at atmospheric pressure as functions of both the rotation Pu_ dv[] 2 (lorv . ouj

rate of the longitudinal (along the laser beam axis) gas NPT [ Dar 625} [ CF ar _ZD}

flow [7] and the velocity of the transverse gas flow [8].

Numerical investigations of a COD in an external gas du 9 _9p, ,030u

flow somewhat overshadowed the problem of a free DS/— 37 3200340

convective flow in a discharge excited in a gravitational

field. Razer and Surzhikov [9] presented the results u, v

from calculations of the parameters of a COD excited by ; ar[ EBr azD}

a 6-kWCO, laser beam focused into the geometric cen-

ter of a cylindrical chamber with closed ends. They 2 florv _ dug

showed that, for certain ratios between the radius of the az[ g3+ 62‘3} +(Po—P)Y,

chamber and its height, vortex flows may form inside

the discharge, which, however, have an insignificant

impact on the discharge parameters. pC E/QI + u%-I—ZE = %aa? %}B
Here, based on the physical model developed by

Surzhikov and Chentsov [4], we calculate the parame- 90T

ters of a COD in a vertical focus€®, laser beam per- + 3z0" 50 +QL— Qg

pendicular to the Earth’s surface in air at atmospheric

pressure in the Earth’s gravitational field, determine the 10qr 0Uy . a1l 0Ug
discharge parameters as functions of the laser power,rar[j3 ar 0 G_EB__ Xi(Uk=Uyp),
and reveal the peculiarities of the discharge instability X« X
at near-threshold laser powers. k=12..,N,
Ny
| 2. MOQEL Qg= z cXk(Uyp—Uy),
We consider a COD excited by a focused, laser et

beam in air at atmospheric pressure (Fig. 1), assuming

that the discharge plasma is in equilibrium, the gas flow _ HuP,

is subsonic and laminar, the refraction of laser light is Q= —exp[-)—%exp[-)—]‘udzj
negligible, and the laser beam is Gaussian in shape.

1063-780X/00/2600621 $20.00 © 2000 MAIK “Nauka/Interperiodica”
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z densities of plasma and blackbody emissions, averaged
over each of thé&l, spectral intervals; is the speed of
) . light; and P, and R (2 are the laser power and the
radius of the laser beam.

2.1. Boundary Conditions

|

|

1

|

: The boundary conditions at the rectangular contour
! around the computation region (Fig. 1) are as follows.
; The inflow and outflow of a cold gas at atmospheric
|

1

|

1

|

1

|

|

o

pressure are normal to the lower (horizontal) and side
boundaries, through which no thermal radiation fluxes
enter the computation region from the outside:

z=0, O0<r<RO __ Voo
O<Z<L’ r:REp pO! T 1

é T =Ty, Ug+(2/3x)oU/on =0,

where V; is the velocity component tangent to the
P, boundary and/on is the derivative along the outward-
facing normal to the boundary.

Fig. 1. Schematic of the computation region fora coD in At the axisr = 0, we impose the symmetry condi-
the Earth’s gravitational field. tions

O<z<L, r=20;: odulor =0, v =0,
op/or = 0, dT/or =0, dUJor = 0.

\0 The conditions at the upper boundary correspond to a
\.9 one-dimensional gas flow:
z=1, 0<r<R: 0dpu/loz=0, v =0,

p=1p, 0T/0z=0, 0UJoz =0.

2.2. Solution Technique

As in [6-8], we solved the above set of equations in
physical variables numerically using the SIMPLE
max finite-difference scheme [10] under conditions corre-
sponding to air at atmospheric pressure; the data on
thermal-physics, transport, and optids} € 10) prop-

| erties were taken from [11-13].
2.5 3.0

r, cm

3. COMPUTATION RESULTS
Fig. 2.1sotherms (the temperature increment between adja- ; ;
cent contours is 2 kK) and gas streamlins, ( = 0.41 g/s) We calculated the parameters of a COD in a vertical

ina COD aP, = 3 kW. The dashed curve corresponds to the laser beam in the Earth’s gravitational field as functions
laser beam boundary. of the laser poweR_ = 2.4, 3, and 5 kW) &f, =300 K
andp, = 10° Pa. The radius of the laser beam was 0.3 cm,
the focal point was at 3 cm, and the waist radius was
Here,v andu are the projections of the velocity vecto0.045 cm. The sizes of the computation region were
onto ther- andzaxes;T is the temperaturey is the chosen based on numerical experiments so as to ensure
pressurep, C,, n, A, andp are the density, heat capacitya weak effect of the boundary conditions on the COD
at a constant pressure, viscosity, thermal conductiviggarameters.
and the absorption coefficient of the laser light, respec- According to our simulation results (Fig. 2), the
tively; p, is the density of the cold gag(0, 0,d,=—9)  high-temperature core of the COD is localized in the
is the gravitational acceleratiogy, Uy, andU,, are the focal region and is shifted toward the laser beam. We
group values of the absorption coefficient and of thean see steep thermal and gas-dynamic fronts (from the

PLASMA PHYSICS REPORTS  Vol. 26 No. 7 2000
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T, k p, Pa
25r 0.8
0.6
201
0.4
15+ 0.2
0
10r 0.2
~0.4
5 -
-0.6
0 1 0.8
0 1 0

7
Z,cm

Fig. 3. Distributions of the temperature, velocity, and pressure along the COD-axis at different laser powers. The dashed curves cor-
respond to the unstable regime.

side of the incident laser light) and trailing edges of thessentially unchanged and the rate at which the gas is
discharge core (Fig. 3). Ahead of the thermal frongccelerated by the buoyancy force is lower. Farther
there is a gas halo, which is heated by the thermal flalong the discharge axis, the change in the discharge
from the core due to heat transfer. In a COD in an extgrarameters is governed by the reverse gas motion from
nal axial gas flow, no halo appears, because the indut¢ke discharge region where the laser power is dissipated
convective cooling dominates over the heating due toward the trailing edge, which is elongated due to con-
heat transfer [1-4]. The buoyancy force acts to initiatection and in which the gas is slowly cooled mainly
an upward stream of the heated gas, thereby giving rige heat transfer.

to the formation of a complicated gas-dynamic flow For lower laser powers, the discharge is shorter in
structure consisting of two toroidal vortices rotating imhe axial direction, the core temperature is lower, and a
opposite directions. The gas that permanently enters #maller fraction of laser energy is dissipated in the dis-
halo from the outside (because of the continuity of treharge plasmaP(| = 4, 1.6, and 0.9 kW fdP_ = 5, 3,
flow) is heated, expands in the radial direction, and id 2.4 kW, respectively), but the pressure gradient (the
accelerated by the buoyancy force (Figs. 2, 3). As in te&cessive pressure) at the thermal front and the velocity
case of an external axial gas flow [6], the gas is decekwhich the gas flows through the front are both higher
erated by increasing the positive pressure gradient agHig. 3). Inside the core, the pressure and mass velocity
traverses the front of the discharge core. In the regipn remain almost unchanged. At the trailing edge, the
behind the front (where the pressure falls off sharplyjegative pressure gradient, which ensures that the
the gas is rapidly accelerated and expands. Inside #@me amount of gas flows from the laser power depo-
discharge core, the pressure is depressed and remaitien region toward the trailing part of the discharge

PLASMA PHYSICS REPORTS  Vol. 26 No. 7 2000
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Fig. 4. Maximum temperature and the fraction of the laser
power dissipated in the discharge plasma as functions of the
laser power. The solid curves illustrate the results of calcu-
lations based on the model of a spherical COD [15].

Fig. 5.1sotherms (the temperature increment between adja-
cent contours is 2 kK) and gas streamlirigg,( = 0.32 g/s)

in a COD atP_ = 3 kW in the unstable regime. The dashed
curve corresponds to the laser beam boundary.

(pu = const), also does not change. The front of the camsponding to the high-temperature branch of the
and its trailing edge propagate toward each other: atlependencg&,(P,). To obtain solutions describing both
laser power of 2.4 kW, they come together in the beamranches of (P,), it is necessary to specify, instead of
waist cross sectiom = 4 cm. This laser power is thethe laser powelP,, the fractiorP, of laser power dissi-
lowest (threshold) power above which the iteration presated in the discharge plasma, which is uniquely
cedure converges to a nontrivial solution. All of the dise|ated taT,, (a similar approach was applied in [16] to
charges simulated iteratively at a power of 2.3 kW and oy frequency inductive transformer-type discharge
lower were observed to inevitably terminate. The COMynd in [17], to a spherical and a cylindrically symmet-
puted threshold turned out to be 0.4 kW higher than thal microwave discharge). This conclusion is justified
obtained by Raer and Silant'ev [14], who solved they,y the simulation results illustrated in Fig. 4. The

equations for a COD in an immobile gas numericallysrameters of a discharge in the unstable regitne (
by the relaxation method with allowance for the refra¢ o5 |\ atP, = 3 kW: see Figs. 3, 5) are consistent

tion of laser light. with the qualitative predictions obtained in [15].

That the discharge has a threshold in terms of the To estimate the effect of the buoyancy force, we
laser power is confirmed by our simulations, which alsgimulated a COD foP, = 3 kW, taking the gravita-
provide evidence for two different steady regimes illugional acceleration to be overstated by a factor of 5. We
trated in Fig. 4 by two (low-temperature and high-tempnd no qualitative changes in the overall pattern of
perature) branches of the dependefigeP,) of the the gas flow and gas heating. Quantitatively, the pres-
maximum temperature on the laser power. These chagire gradients at the front of the discharge and at its
acteristic features of discharges in electromagnetigiling edge are larger and, in the discharge core, the
fields were revealed by Rer [15] on the basis of the negative pressure is less depressed and the gas flow
model of a spherical COD. However, in performingelocity is higher, the sizes of the region in which the
two-dimensional simulations, Rzer and Silant'ev [14] |aser power is dissipated being unchanged.
found that, no matter how the discharge was seeded by
the plasma, it ultimately terminated or reached the
same steady regime. In that paper, the existence of two
different model solutions for the same values of the
external parameters was attributed to imperfections j
the analytic model. In actuality, the model simulation
of [14] captured only one regime because the soluti ; S . i
with a low temperature is unstable against fluctuatiof2th's gravitational field as functions of the laser
(iterative approximations) of the temperature in thBOWer.
course of a run. Consequently, in iterations, the numer- We have shown that the buoyancy force gives rise to
ical solution always converged to a steady solution cdhe formation of a vortex structure of the discharge. The

4. CONCLUSION

We have calculated the parameters a COD in a
cused vertical (perpendicular to the Earth’s surface)
O, laser beam in air at atmospheric pressure in the
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amount of gas flowing through the discharge is inde8.
pendent of the laser power and is governed by the pres-
sure at the discharge front. 0.

Inside the core of a COD, the pressure is depressed.

At the trailing edge of the core, the pressure gradient is
negative and is weakly sensitive to the laser power.

The dimensions of a COD are governed by the laser
power and are independent of the gravitational acceler-

ation. At the near-threshold laser power, the front of tHel.

discharge and its trailing edge are brought together.
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Abstract—It is shown that a curved magnetic field can be used to separate ions in a multicomponent plasma.
Without selective ion preheating, the separation over one cycle is inefficient: the separated ion fractions will
only be enriched with ions of the corresponding isotopes. Selective ion cyclotron resonance heating makes it
possible to achieve essentially a complete separation of theions. © 2000 MAIK “ Nauka/Interperiodica” .

At present, plasma methods for processing various
kinds of waste (in particular, radioactive waste) in order
to extract the most harmful components are widely dis-
cussed. For this purpose, it is possible to employ the
phenomenon of particle drift in curved magnetic fields.
This phenomenon underlies some of the proposed
schemes for direct conversion of plasmathermal energy
into electrical energy [1] and for isotope separation by
selective ion-cyclotron resonance (ICR) heating [2].

These schemes make use of the fact that the drift
velocity of acharged particlein acurved magnetic field
depends on the particle energy,

Vo = =5(2¢,+€n),

eBR
where B is the magnetic induction, R is the radius of
curvature of the magnetic field lines, g, and ¢, are the
thermal ion energies in the directions parallel and per-
pendicular to the magnetic field, cis the speed of light
in vacuum, and e is the electron charge. In such afield,
charged particles with different energies are separated
out automatically: when they travel adistance Asaong
the magnetic field, they are displaced in the direction of
the binormal to the magnetic field lines (in the z-direc-
tion) by different distances Az = V As/v, depending
on their longitudinal and transverse energies, €, and €.

Note that particles with the same energy but with
different masses also experience different displace-
ments because v, 0 nT'2 so that, even in an isothermal
multicomponent plasma in which all of the ions have
the same mean energy, a curved magnetic field can be
used to separate ions by mass. This method appears to
be efficient only for separating different chemical ele-
ments, but is unlikely to be used to separate i sotopes of
the same eement, because the difference in mass
between the isotopesis too small.

The ions of different elements should be separated
in a system with a curved magnetic field, and the sepa-
rated ions should be collected at platesthat areinstalled
at the end of the system and have finite dimensions

along the z-axis (see figure). Asin [1, 2], the charge
separation in the plasma can be eliminated by heated
cathodes; it is convenient to arrange them at the oppo-
site end of the system.

An accurate calculation of the fraction of ions that
are extracted from the plasma requires a knowledge of
the ion distribution over thermal velocities and the ini-
tial spatial distribution f(e, X, z,), where ¥ is the pitch
angle. In this case, the distribution over €, x, and z
(where z; isthe coordinate at the exit from the system)
depends on the ion mass: f(g, X, z, — AzZ(E, X, m)) where

VyRAB  ——cAB2cos’ + sin’)

V) = JeEME eB cosy . We
assume that the magnetic field lines are arcs of circles
with the lengths As = RAB.

Under the assumptions that the ion distribution over
thermal velocitiesis Maxwellian and that the ion distri-
bution over the coordinate z, at the entrance to the sys-
tem is Gaussian with a characteristic dimension a,

f(z) = —ex 0 qujD,we can find the fraction of
% P OCR00

Az =

General scheme for ion separation by a curved magnetic
field in a multicomponent plasma: (1) plasma source,
(2) heated cathodes, and (3) absorbing plates. Solid curves
illustrate the magnetic field lines.
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ions of species a that are deposited on a plate occupy-
ingtheinterval |, < z< 1,:

T2 0 Ez,u
_4 : 2 2 g2
N, = n'!)’d)(sm)(-!)'dww exp( W)E-[ d€ exp(=<°),

20032)( + sinzx !

where &, 5.4 = Bl,Z - pi’“Ae—cosx W
2T 1 .
Pi.a= |——,and w , isthecyclotron frequency of
' mawi,u '

theions of speciesa.

In the s mplest system under discussion, the displace-
ment along the z-axisis determined by the magnetic field
line curvature and isequa in order of magnitudeto p,AB.
The displacement can beincreased by imposing ahelical
magnetic field, in which case, however, the separation is
also far from being complete. Clearly, the degree of sep-
aration can be increased by passing the working mixture
through the system severa times.

An essentially complete separation over one cycle
can be achieved via selective ion preheating, asis usu-
ally done in ICR-based isotope separators [3]. If it is
necessary to separate out the groups of chemical ele-
ments that differ in mass (e.g., actinides and lan-
thanides), then the ions of the elements of one group
should be ICR heated in a nonuniform magnetic field.
The energy of the cyclotron gyration of the ions that
have crossed the ICR heating zone increases by an
amount equal to

- TT El:?[‘L(A)l
Ag = 2miB:BOD v

where L isthe spatial scale on which the magnetic field
decreases and E is the left-polarized electric field (i.e.,
the electric field that rotatesin the same direction asthe
ions). For L = 10> cm, m = 10%> au., B = 1 kG, and
€ =1 eV, the RFfield required to heat theionsto 10? eV
isrelatively weak: E=1V/cm.

Since the magnetic field in the heating system is
weakened, the transverse energy gained by theionsin
the ICR heating zone is partially converted into their

longitudinal energy, cosx = +/AB/B, where AB is the
drop in the magnetic field across the system.

A separator based on the preheating of one of the
ion species should satisfy the following two main
requirements. First, hot ions should be separated out
from the cold ions; i.e., they should be displaced along
the z-axis by adistance larger than the initial transverse
dimension |, of the plasma stream. Second, hot ions
passing through the stream of cold ions should not be
cooled via Coulomb collisions.

The first requirement can be represented as

az = v B2,
Vi
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which is equivalent to the condition
> e eyl .
€>¢ Ao cosX - (1)

Here, the transverse dimension of the plasma streamis
assumed to be several times larger than theion Larmor
radius p;, in terms of the initial temperature: |, = a,p;,.
The primed quantitiesrefer to hot ions. Condition (1) is
satisfied, provided that the ions are heated to 10> eV
(see above) and that a; = 10 and AB = 3.

Now, we turn to the second requirement—the con-

dition for the plasma to be collisionless. Let N be the
total number of particles that enter the system per unit

>— - For
V@, P;
example, for N = 10! particle/s, which is equivalent to a
current of 10? A, the plasmadensity isn=3 x 10"3 cmr™.
ForR=3 x10>cmand € = 10%>eV, thetimeT, = l,/Vy,
required for hot ions to drift through the stream of cold
ionsis T, =3 x 10* s. The collision frequency can be

n

=10°s!

3x10'e’*?

(where the plasma density is in units of cm and the
energy is in eV). We can readily see that, with the
parameter values adopted above, the second require-
ment is also satisfied.

This requirement can be written as the condition

time, so that the plasma density isn= =

estimated from the formula v; =

2
_sNRm w;
>10°—5—. 2)
a, €

\5/2
€

Here, the energy isagain in units of eV and the remain-
ing quantities are expressed in electrostatic units. Con-
ditions (1) and (2) imply that the higher the energy €',
the more complete the separation.

Our estimates show that the method proposed here
for ion separation can be implemented with the cur-
rently available experimental equipment.
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Abstract—Analytic expressions for pair electron—grain and ion—grain radial distribution functions are derived
under the assumption of a short-range binary interaction between mobile particles and an immobile charged
grain, which istreated as a point particle. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, dusty plasmas have been actively
studied both experimentally and theoretically [1-6].
The problem of ion and electron distributions around a
dust grain is important for an adequate description of
the properties of dusty plasmas. In some cases, theoret-
ical approaches to studying ordinary plasmas fail to
describe dusty plasmas [7-9]. To explain the experi-
mentally observed evolution of micron-size dust grains
into ordered structures requires knowledge of the law
of electrostatic interaction between thegrains. It isalso
important to understand the role played by the interac-
tion between the grains and a buffer gas, because, in
experiments, the degree of gasionization is usualy no
higher than 102. For example, the attracting forces
between the grains can be explained in terms of the
screening effect, which occurs when the molecules of a
buffer gas flow freely around the grains[4].

Here, based on the solution to a dynamic problem
and using the binary interaction approximation, we
derive the pair correlation function of a mobile plasma
particle and an immobile charged grain, which is
treated below as apoint particle. This approach isjusti-
fied either when two particles are so close to one
another that the effect of the remaining particles on
their dynamics can be neglected or when the charge of
one of the particlesisvery large (asin the case of dusty
plasmas).

2. DEBYE APPROXIMATION
FOR A PAIR CORRELATION FUNCTION

We consider a fully ionized plasma consisting of
ions with mass M and positive charge ze and electrons
with mass mand charge —e. Let the plasmaalso contain
an immobile point particle of charge Z,e > 0 sur-
rounded by a spherically symmetric, charged cloud of
ions and electrons. The plasma density in the cloud
depends only on the distance r from the point charge.
Poisson’s equation for the mean electric potential ¢(r)
of the point charge has the form

A = 4me[Zo0(r) + ZN;i(r) —Ne(r)] . (1

The radial distribution of the particles of species a
around the immobile point charge is usually described
by a Boltzmann distribution function [7],

Na(r) = Naoexp(_zaeq)/Ta)a (2)

where N,, isthevolume-averaged particledensity; T, is
the temperature; ¢ is the mean electrostatic potential
around the immobile point charge; and z, = -1 and zfor
the electrons and ions, respectively. In the weak inter-
action approximation, z.ep/T, < 1, we can expand the
exponential function in (2) in a series, in which case
Poisson’s equation (1) has a solution in the form of the
Yukawa potential:

Z
o(r) = ZLexp(-rr), 3

where the Debye radius rp = (4nzaz§e2NaO/T 12

defines the screening length for the Coulomb field of
the immobile point charge [7]. In the case of potential
(3), the correlation function g, i.e., the function
describing the correlation between mobile particles of
species a and immobile particles of species b with
charge Z,e, hasthe form [7-9]

2.Z,€" ry
Oan(r) = —%GXD(—WD) = —exp(-r/rp), 4)

wherer,, = zZZ,€*/T isthe classical radius of interaction
(the Landau length). Expression (4) is valid under the
conditions that the pair correlations be weak and that
the three-particle correlations be insignificant in com-
parison with the pair correlations:

gabc< gab- (5)

Linearizing the exponentia functionsin (2) and (4)
also yields a physically meaningful potential of the
interaction between particles on short radial scales on
which conditions (5) fail to hold. Moreover, keeping
terms of the second order and higher in the expansion
is physically meaningless (see [9] for details).

gab < 11
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3. ELECTRON-GRAIN CORRELATION
FUNCTION IN THE BINARY BALLISTIC
APPROXIMATION

Inanideal plasma, the characteristic particle-energy
and particle-momentum relaxation lengths are much

longer than the mean distance N;"° between the parti-

cles. Consequently, in the |mmed|a1e vicinity of an
immobile point charge, we can neglect the forces
exerted by the remaining plasma particles. In a suffi-
ciently small vicinity of an immobile point charge, the
trajectories of the particles and their density are
described by the equations of motion in a central field.

With allowance for electron interaction only with an
immobile grain, which is treated as a point particle of
charge Z,e, we obtain the radial distribution of the elec-
tron density around the grain. Let the absolute value of
the velocity of all the electrons be the same (V) and let
the mean electron density be Ng,. The flux of the elec-
trons with impact parametersintherange (p, p + Ap) is
equal to 21pAPMN,V,. We consider a spherical layer
bounded by spheres of radii r and r + Ar around the
immobile point particle; the volume of the layer is
equal to 41r?Ar. The radia electron velocity in the
spherical layer depends only on the radius of the layer
and is determined from the solution to the Kepler prob-
lem[10]:

0 272> o2
V, = Vol + =% -8 ®)
O mVgr r 0

Each electron that enters the spherical layer passes
through it twice and stays inside the layer during the
time At = 2Ar/V,. The dectron density ANg(r, p, Ap)
provided in the spherical layer by the flux Ng,V,, of elec-
trons with impact parametersin the range (p, p + Ap) is
governed by the number of electronsthat enter the layer
per unit time, the time required for the electrons to
traversethe layer, and the layer volume: ANg(r, p, Ap) =
NeoVopAp/r2V,. We integrate AN(r, p, Ap) over al pos-
sibleimpact parametersintherange 0 < p < p,,.x, Where
Puax IS determined by the condition V, = 0, to obtain

N
N(r, Vo) = r—

Prmex Z 2 ZD—JJZ 0 27 2D1/2(7)
e
J-plj--'- 2 p_ZD dp = Neolj--" . .
mVor r°0 u mVOrD

This distribution also determines the pair correlation
function for electrons with velocity V,,. If, at large dis-
tances from the immabile point particle, the electrons
obey a Maxwellian velocity distribution with tempera-
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ture T, then we must average (7) over the velocities. As
aresult, we obtain

Ng(r, T)

2N 7 22 &2
eoj-%( £o€ [ e¥dx = NeOIDZO

Ze g (8
rT U OrT O

Theintegral 1(x) in (8) is expressed through an incom-
plete Gamma function and has the following asymptot-
ics: 1(X) =1 +xforx< 1 and I(X) = ,/x for x> 1. Since
the Landau length in a collision between an electron

and the immobile point particle is equal to r,, = Z,e/T,
the pair correlation function can be written as
Oap(r) = Jryfr=1 for r<r,,
&)

W

Oa(r) = r for r>r,.
4. ION-GRAIN CORRELATION FUNCTION

The density of the ions having the same velocity V,
can be evaluated in an anal ogous manner:

/12
0 277,60 2776
Ni(r, Vo) = Njo - - o0 . for r>=—=,
O MViO MV2
ZzZ e’
N;(r,V,) = 0, for 0
MVZ

If the ions obey a Maxwellian velocity distribution,
then their density can be expressed as

2 1/2
zZ.€ _
O D < dx

Ny(r, T) = 2o I%

(10)

_ DZZOeD
= No®PE—7 0

The domain of integration in (10) is determined from
the condition for the expression under the square root to
be positive. For a pair ion—grain correlation function,
we have

_ DZZO
Gealr) = XP— H-

1=-exp __D_l

The problem of a collision event between two
mobile particlesis equivalent to the problem of scatter-
ing in the central field, in which case the mass of a par-
ticle should be replaced with the reduced mass of two
particles [10]. Thereby, the correlation functions
derived above can be used to calculate the correlations
between mabile particles.
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The electron and ion density distributions around
the immabile point grain, (9) and (10), and the pair cor-
relation functions all have the Debye asymptotics on
spatial scalesthat are longer than the radius of interac-
tion, r,, = ZZ,€/T (the Landau length), and shorter than
the Debyeradius. On spatial scales of about the Landau
length and shorter, the asymptotics differ radically
from the Debye asymptotics. being functions of dis-
tance, the correlations between oppositely charged par-
ticles obey the square-root law g, =r,,/r rather than the

law gy, = (/1) in (4).

5. THE CASE OF A DUSTY PLASMA

The results obtained are of interest from the stand-
point of dusty plasmas. Dust grains usually acquire a
negative charge, which may be very large: Z, ~ -10°
[1, 2]. In adusty plasma with intense electron thermal
emission, the grains may acquire a positive charge. In
both cases, the region where the ion—grain correlations
are strong can substantially affect the plasma parame-
ters. However, the approach applied in some papers to
describing the processes in dusty plasmas by using the
Boltzmann distribution for mobile particles around the
grainsis unjustified.

Analyzing experiments with positively charged dust
grains [3], Nefedov et al. [5] derived corrections to the
Debye interaction potential by retaining third-order
terms in the expansion of the exponential function in
the Boltzmann distribution (2). Although the authors of
[5] considered the potentia of the interaction between
the grains, such an approach can only be used to deter-
mine the mean potential around asingle grain.

The corrections to the Debye interaction potential
that were obtained in [5] are, as noted above, physically
meaningless and even fail to give a correct answer to
the question of whether the realistic screening potential
is higher or lower than the Debye screening potential.
The surface potential obtained in [5] is lower than the
Debye potential; this corresponds to a screening stron-
ger than the Debye screening. However, formulas (8)
and (9), which were derived with allowance for particle
dynamics around a grain, imply that the grain charge
should be screened to alesser extent than in the case of
Debye screening. Additionally, higher order correc-
tions may turn out to be of no less importance than the
third-order corrections.

The screening potential derived in [5] merely
describes the repulsion of the grains. To explain the
experimentally observed formation of dust crystalline
structures and dust clouds requires that there be a
potential that acts to attract the grains on long spatial
scales and repulse them on short scales (which should,
however, be larger than the Debye radius). A more sys-
tematic approach isto solve the problem of the interac-
tion between two grains, each surrounded by an elec-
tron cloud (i.e., to take into account the polarization of
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the surrounding electron clouds in the interaction
between the grains).

Tkachev and Yakovlenko [6] described a dusty
plasma by numerically solving Poisson’s equation with
a Boltzmann e ectron density distribution. They calcu-
lated the structures of a “Debye atom” (a positively
charged grain surrounded by an electron cloud) and a
“Debye quasi-molecule.” Thisterminology wasused in
[6], but it seems worthwhile to use the term “Boltz-
mann” (rather than “Debye’). Recal that the Debye
approximation, which is based on the linearization of
the exponentia function in the Boltzmann distribution,
provides physically meaningful asymptotics on short
spatial scales too. Explaining the experiments of [3],
Tkachev and Yakovlenko arrived at the conclusion that
the dust grains experienced exclusively attracting
forces due to excessive screening and polarization of
the electron clouds around the grains. Note that, in a
series of papers on modeling the processes of the
extraction of ions from a collisionless plasma during
laser isotope separation (see the literature cited in [6]),
collisional models (such as the hydrodynamic model
and the model with the Boltzmann density distribution)
were applied without any justification. The method for
modeling a collisionless plasmain the problem of laser
i sotope separation was considered in more detail in my
recent paper [11].

In the experiments of [3], the distribution functions
of the electrons incident onto the grain surface and the
thermal-emission electrons differ greatly from one
another. That iswhy the electron distributions around a
point charged grain, which were derived in this paper,
may differ substantially from the real distributions.
Clearly, our results are applicable to finite-size dust
grains only when the distribution functions of the parti-
cles incident onto the grain surface and the particles
emitted by the grain are the same. If these distribution
functions are very different, then the results obtained
here for a point charged grain should be refined.
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New Textbook on Plasma Electr odynamics:
A. F. Aleksandrov and A. A. Rukhadze,
Course on Electrodynamics of Plasmalike Media
(Mosk. Gos. Univ., M oscow, 1999)

The textbook is written by prominent physicists and
acknowledged experts in plasma electrodynamics. One
of the authors (A.A. Rukhadze) belongs to a remark-
able group of physicists who founded this field of sci-
ence. The book is written in a dynamic, visual, and
physically clear language. The principal points and
most important problems are clearly highlighted with-
out going into unnecessary technical details, which
favorably distinguishes this textbook from others. We
believe that this book will help students and experts
working in the fields of plasma physics, electronics,
and physics of solid plasmas. The book reads easily and
with pleasure. It is evident that the authors greatly
enjoy this fundamental and very complicated (but, at
the sametime, very important for modern technol ogical
applications) field of science. Theoretical consider-
ations carried out at a high scientific level [however,
without significant mathematics, a bias toward method-
ology, or atendency for “rigorous’ (often only at first
sight) proofs or populist oversimplification] are appro-
priately supplemented and illustrated by estimates,
numerical results, and quoted experimental data.

In our opinion, an obvious advantage of the book is
that it presents problemswith solutions on each subject.
This assists not only in better understanding the sub-
jects but also in the transfer of skillsin this area. Since
the problems are not “academic” in essence but are
related to the new issues of present-day science and
technology (as an example, we can mention free-elec-
tron lasers, whose history does not amount to even two
decades), they evoke a positive response from the
reader.

For future editions, we would like to suggest that the
authors should supplement the list of the recommended
literature with reviews and monographs recently pub-
lished in Russian and English.

Also, we would like to make the following com-
ments:

1. In our opinion, the difference between the prob-
lem formulations by A.A. Vlasov (1938) and L.D. Lan-
dau (1946) is covered insufficiently. Vlasov solved an
eigenvalue prablem (i.e., a Cauchy problem), and it
would be amistake if he obtained damped solutions. In
contrast, Landau solved an initial problem, i.e., the
problem on the relaxation of an initial perturbation. In
such a problem, the damping or growth of the perturba-
tions (e.g., the beam—plasma instability discovered by
Ya. B. Fainberg, A.l. Akhiezer, and D. Bohm and
E. Gross) is quite natural.

2. It is worthwhile to include the treatment of non-
equilibrium distributions of waves and particles (see
papers by V.E. Zakharov, B.B. Kadomtsev, V.I. Petvi-
ashvili, R.Z. Sagdeev, E.A. Kuznetsov, S.S. Moiseev,
V.M. Kontorovich, A.V. Kats, V.I. Karas', V.E. Novi-
kov, etc.).

Finally, note that the book of these remarkable
authorsis excellent and can be recommended to awide
circle of readers.

Ya. B. Fainberg, Academician
of the National Academy
of Sciences of Ukraine

V. |.Karas, Professor

1063-780X/00/2607-0632$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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