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Abstract—Light-emitting diode structures operating at room temperature were obtained based on a
p-AlGaAsSh/n-InGaAsSh/n-AlGaAsSh heterostructure with high Al content in the boundary layers formed on
ap-GaSh(100) substrate. This structure ensures athreefold increase in the output radiant power and the external
quantum yield (~1%) as compared to the known INAsSb/INASSbP heterostructure grown on an InAs substrate.
A considerableincreasein the pulsed output radiant power is explained by amore effective confinement of non-
equilibrium charge carriersin the active region and by adecreasein the nonradiative recombination level, which
is achieved by creating an isoperiodic structure. © 2001 MAIK “ Nauka/Interperiodica” .

Introduction. At present, semiconductor radiation
sources are used in applied spectroscopy as the ele-
ments of sensors determining the presence of some gas-
eous pollutants in the atmosphere. Strong fundamental
absorption bands of several gases that are of consider-
able practical interest, such as methane CH,, carbon
dioxide CO,, carbon monoxide CO, and some others,
fall within the middle IR range (3.0-5.0 um). Consid-
erable progress in detecting these gases was provided
by the results of investigations performed at the loffe
Physicotechnical Institute (St. Petersburg), whichledto
the creation and development of light-emitting diodes
(LEDs) based on multicomponent heterostructures of
the INAsSbP/INASSh/INASSHP type operating at room
temperature in the 3-5 um wavelength interval [1-4].

The next step, which consisted in increasing the effi-
ciency of LED structures of this type, was made in a
joint study undertaken by researchers from the loffe
Physicotechnical Institute and Lancaster University [5].
The gain in the LED efficiency was provided by
increasing the purity of materia in the active region,
which was achieved by doping this region with atoms
of rare-earth elements. The resulting LEDs were char-
acterized by a room-temperature pulsed output radiant
power exceeding 1 mW.

General disadvantages of the INAsSbP/INAsSb LED
structures are as follows: (i) the structure of semicon-
ductor layers is nonisoperiodic with that of InAs sub-
strates; (ii) the barrier height is insufficient for the
effective confinement of nonequilibrium charge carri-
ersintheactiveregions, (iii) the structures exhibit arel-
atively large absorption; and (iv) the system is charac-
terized by a considerable impact recombination level
related to the spin-orbit-split band. Practical applica

tion of the known LED structures of thistypeislimited
by an insufficient output power (~1 mW in the pulse
mode and ~80 uW in the continuous mode). Taking all
these factors into account, we concentrated on the
search for new approaches to the creation of high-effi-
ciency LEDs based on new semiconductor materials.

Below, we propose for the first time a new approach
to obtaining high-efficiency radiation sources operat-
ing in the 3.0-5.0 um interval. The new LEDs are
based on a double-junction heterostructure of the
AlGaAsSb/INnGaAsSh/AIGaAsSh type grown on a
GaSbh substrate. The main aim of the investigations in
this direction is to provide for an increase in the quan-
tum efficiency and output radiant power by at |east one
order of magnitude as compared to the known LED
structures (based on InAs solid solutions) operating in
the same spectral interval. Being the first step in the
indicated direction, this study continues our previous
investigations devoted to the creation and characteriza-
tion of LEDs operating in the IR spectral range.

Experimental. The proposed LED heterostruc-
ture, grown by liquid phase epitaxy (LPE) on a
p-GaSb(100) substrate, consists of afour epitaxial lay-
ers.  p-AlGaAsSh/n-InGaAsSh/n-AlGaAsSh/n-GaSh.
The composition of the narrow-bandgap layer corre-
sponds to the middle of the aforementioned spectral
interval. The p-GaSb substrate was not intentionally
doped and possessed an equilibrium hole concentration
of (1-2) x 10% cm3. The wide-bandgap layers of then-
and p-type were grown so that the concentration of Al
would exceed that of Ga; the p-type layer was not inten-
tionally doped; the electron conductivity of the n-type
layer was achieved at the expense of doping with Te.
The wide-bandgap layers had a thickness of 1.5 um.
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Fig. 1. Typical room-temperature emission spectra of LED
9602 measured for various currents | = 200 (1), 300 (2),
500 (3), 700 (4), and 1000 mA (5).
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Fig. 2. The plot of room-temperature output radiant power
versus current for LED 9602.
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The 1.5- to 2-um-thick narrow-bandgap layer of
INg 934G80 0662\ S0.8350p 17 1N the active region was also
not intentionally doped and had a free electron concen-
tration of about 10'® cm=3. The n-GaSb contact layer
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was strongly doped with Te. A distinctive feature of the
proposed structure is that it is isoperiodic with the
GaSh substrate. The measured rel ative | attice mismatch
Aa/a falls within the measurement accuracy limits
(2 x 10%). A increasein the concentration of Al leadsto
a greater energy separation of the bands, which pro-
vides for the better confinement of nonequilibrium
charge carriersin the active region of the structure.

The sampl e heterostructure was placed into a paral-
lelepiped LED case with parabolic reflector. The square
p—njunction area had asize of 0.5 x 0.5 mm; the paral-
lelepiped height was 0.1 mm. The output radiation was
emitted predominantly through the parallelepiped side
facesin the direction of reflector. The emission spectra
were measured upon applying a 20-us current pulse
with an off-duty factor of 49. The dispersive element
was a monochromator with a liquid nitrogen cooled
InSb photodetector placed at the output slit. The radiant
power was measured using a standard Nova instrument
equipped with a 2A-SH thermocouple sensor. The sam-
ple LED structures were characterized by the spectral
and output power characteristics measured using vari-
ous currents at room temperature.

Results. A typical emission spectrum containsasin-
gle band (Fig. 1) with awavelength at maximum equal
to 3.7-3.8 um. Thelongwave side of the emission band
exhibits a feature at A = 4.27 pm corresponding to the
absorption band of CO, present in air. The full width at
half maximum (FWHM) of the emission band is
30-35 meV, which is 1.5-2 times smaller as compared
to the typical room-temperature FWHM values of usual
LEDs. It adso should be noted that the shortwave side of
the emission band is steeper than the longwave side.
The shape of the emission band isvirtually independent
of the current.

The integral pulsed radiant power P, determined by
the main emission band, exhibits a superlinear increase
with the current | (Fig. 2). If the P versus | relationship
is described by the formula P ~ I", the exponent n
decreases with increasing current: fromn = 3 for | =
150 mA ton= 1.2 for | = 2500 mA. The pulsed output
power (equal to the average power measured by the
Nova instrument multiplied by the off-duty factor) is
3.2 mW for the pulsed current with an amplitude of
1A, a pulse width of 20 us, and an off-duty factor
of 49. This value correspond to an external quantum
emission yield of 1%.

Discussion. As follows from the experimental data
presented above, the energy corresponding to the max-
imum of the emission spectrum for al LEDs is
20-30 meV greater than the room-temperature gap
width of the narrow-bandgap material. Therefore, the
interband recombination of charge carriersin the LED
structures under consideration dominates over the
impurity and interface recombination mechanisms. The
sloping longwave wing of the emission band isindica-
tive of the presence of atail of the density of statesin
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the bandgap. However, the presence of these states does
not affect the position of the band maximum.

A considerabl e difference between the energy corre-
sponding to maximum of the emission band and the gap
width is explained by alarge equilibrium concentration
of electrons in the active region. However, the experi-
mental emission band halfwidth is smaller than the
value corresponding to this large carrier concentration,
provided that the shortwave radiation absorption in the
active region proper isignored. This absorption can be
related to the fact that the radiation emitted in the direc-
tion of the parabolic reflector travels through a distance
of about several dozen microns in the active region.
During this, the shortwave radiation is absorbed due to
the interband transitions and then partly reirradiated.
The reirradiation favors the superlinear increase in the
emission intensity with the current. The main factor
responsible for the superlinear growth of the emission
intensity at small currents (<0.5 A) is probably the
occupation of deep levels. For the currents above 0.5 A
(>200 A/cm?), the deep levels are dmost completely
occupied. The interval from 0.5 to 2.5 A is character-
ized by a high external quantum yield (close to 1%).
Theincrease in the LED efficiency is certainly favored
by a good confinement of the nonequilibrium charge
carriers (holes) in the active region, which is provided
by a high Al content in the boundary layers.

The superlinear variation of the radiant power with
the current at large values (>1 A) is probably indicative
of the absence of anonradiative CHHS Auger recombi-
nation, whereby one hole passes into the spin-orbit-
split subband of the valence band and another hole
passes into the conduction band. This processisrelated
to alarge concentration of Sb (exceeding that of Ga),
because Sh increases the spin-orbit-splitting energy in
the active region.

Thus, theresults of investigation of anew LED hetero-
structure of the p-AlGaAsSh/n-InGaAsSh/n-AlGaAsSh
type with a high Al content in the boundary layers
grown on a p-GaSh(100) substrate shows evidence of
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good prospects for the creation and development of
high-efficiency LED structures on GaSb substrates pos-
sessing narrow emission bandsin the 3.4—4.4 pm wave-
length interval. The high efficiency of the new LEDsis
due to agood matching of the lattice constants between
different layers, a considerable barrier height favoring
effective confinement of the nonequilibrium charge
carriersin the active region, and alow level of the non-
radiative Auger recombination (decreased at the
expense of increasing spin-orbit-splitting energy in
material of the active region). A prototype LED struc-
ture of the proposed type showed considerable advan-
tages over the InAsSb/INASSbP system. The new struc-
ture provides for at least a threefold gain in the pulsed
radiant power and external quantum yield as compared
to usual devices of the InAsSb/INASShP type grown on
InAs substrates. This result opens principally new
possibilities in constructing LEDs operating in the
3.4-4.4 um wavelength interval.
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Abstract—Thin films of magnetically soft nanocrystalline aloys of the Fe-Zr-N system with a high
(1.6-1.8 T) saturation induction and avery low (record) coercive force (4—6 A/m) were obtained by magnetron
sputtering followed by thermal treatment of the deposit. Direct magnetooptical observation of the domain
motion revealed a high homogeneity of the film material and showed that remagnetization in the materia pro-
ceeds by mechanism of the domain boundary displacement. © 2001 MAIK “ Nauka/Interperiodica” .

At present, considerable effort is devoted to the
development and investigation of magnetically soft
materials with a high saturation induction B, which are
employed, in particular, in the high-density magnetic
recording devices. Since the maximum saturation
induction value (B;= 2.2 T) wasreached in bcciron, the
most promising materials for these applications are
offered by a-Fe based aloys. A small coerciveforce H,
of the magnetic material must be provided by its low
magnetic anisotropy and zero magnetostriction A,. This
can be achieved by forming a nanocrystalline structure
(with agrain size on the order of 10 nm), composed of
various structural and/or phase components possessing
magnetostrictions of the opposite sense [1, 2]. The
desired nanocrystalline structure can be formed by
annealing thin-film alloys obtained in the initial amor-
phous state [3].

Previoudly [4], we developed the general principles
of doping for magnetically soft alloys, which provide
for the obtaining of materials possessing a combination
of excellent magnetic properties in a broad frequency
range with high wear resistance. This is achieved by
forming a specia heterophase structure comprising a
magnetic matrix with dispersed particles of most thermo-
dynamically stable and hard interstitial phases such as
carbides, nitrides, and oxides of group I11-V metals[5].

Below, we report on the results of investigation of a
series of thin-film alloys of the Fe—Zr—N system which,
owing to the alloying principles employed, must
exhibit maximum possible values of the saturation
induction together with a high level of thermally stable
magnetically soft material properties. Obtained in the
form of thin films, these alloys must initially possess an
amorphous structure.

The samples of thin-film alloys of the Fe-Zr—N sys-
tem with variable nitrogen content were obtained by
magnetron sputtering of a target with the composition
Fe—8 at. % (12.4 wt %) Zr in an Ar + N, atmosphere

as described in [6]. The content of N, in the gas phase
was varied from 2.5 to 20% rel ative to the total working
gas pressure (0.66 Pa) in the sputtering chamber. The
alloys (see table) were obtained in the form of 0.2- to
5-um-thick films deposited onto glass substrates. After
deposition, the samples were annealed for 1 h at 400 or
550°C under dynamic vacuum conditions (residual
pressure about 1 mPa).

The annealed samples were studied by methods of
electron-probe microanaysis (EPMA) [6] and X-ray
diffraction. The X-ray diffraction measurements were
performed using carbonyl iron as the reference. The
amorphous structure formation was judged by the pres-
ence of ahalo in the diffraction patterns. Since the only
intense lines in the X-ray diffraction patterns were the
{110} reflections due a bce iron phase, the crystal lat-
tice periods were compared using the values cal culated
for this single line with an error of ~0.0005 nm.

The static magnetic properties of the samples were
studied with the aid of avibrating magnetometer, using
the magnetic fields with a strength of up to 1.2 MA/m
perpendicular to the film surface. The quasistatic mag-
netization curves in weak fields (H = 0.8-160 A/m)
were measured by the induction method in a low-fre-
quency (f = 80 Hz) aternating magnetic field. Direct
observations of the domain structure, domain bound-
aries, and their displacements were performed using a
magnetooptical micromagnetometer [7] capable of
determining the local magnetic properties on the sam-
ple surface with alateral resolution of 0.2 um. We have
measured the magnetooptical equatorial Kerr (MEK)
effect expressed as & = (I —1)/1,, where | and |, are the
intensities of light reflected from magnetized and non-
magnetized sample surface. Sincethe d valueis propor-
tional to the sample magnetization, the &(H) curve rep-
resents essentially the local magnetization of the
probed surface area expressed in relative units.
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The structure (by X-ray diffraction data) and magnetic properties of thin-film Fe-Zr-N alloys
Nitrogen content . . : .
Alloy dlm r?;rrggﬁ?trgﬁg Sample state Structure inlérsé[rt:\(:eer}np%g?ﬂst Pg?lr%cg:‘ ? rl%%c;e isr?élaﬁlgr? gse%%rﬁ']\ﬁ f'eAI?m
% ' reference, nm line, deg B, T c
1 25 Initia bce 0.0038 0.05 - -
2 5 Initial bce 0.0037 0.15 - -
3 75 Initial bce 0.0037 0.38 - -
4 10 Initial bcc + amorph. 0.0058 261 - 70 — 1000*
Anneal 400°C | bce + amorph. 0.0037 2.03 1.8 5-105*
Anneal 550°C | bce + amorph. 0.0019 1.52 - 135 — 1000*
5 15 Initial Amorph. - - >500
Anneal 400°C | bcc + amorph. 0.0032 2.38 16 4-6
Anneal 550°C | bcc + amorph. 0.0014 1.67 - 4-50*
6 20 Initial Amorph. - - >1000
Anneal 400°C | bcc + amorph. 0.0042 2.20 2.0 8
Anneal 550°C | bcc + amorph. 0.0020 1.40 - 96

* Values obtained for films with various thicknesses.

Theresults of the EPMA measurements showed that
theratio of metal componentsin thefilmiscloseto that
in the sputtered target. For afilm sputtered in argon, the
atomic ratio of iron and zirconium was Fe/Zr = 92.5/7/5
(seetable, aloy 1); the Fe/Zr ratiosin the samples sput-
tered in an atmosphere containing 10 and 15% N, were
92.4/7.6 (alloy 4) and 91.2/8.8 (alloy 5), respectively.

According to the X-ray diffraction data, alloys 1-3
(see table) in the initial (as-deposited) state contain a
single bcc crystal phase representing an o-Fe based
solid solution with alattice period 1.3% greater as com-
pared to that in the pure referenceiron sample. Thissig-
nificant increase is probably due to a considerable sat-
uration of the solid solution with nitrogen and zirco-
nium (equilibrium solubilities of N and Zr in a-Fe are
0.4 and 0.1 at. %, respectively [7]).

The increase in width of the X-ray diffraction lines
of a-Fe observed in the alloys with increasing nitrogen
content (see table) is known to be indicative of a
decrease in the a-Fe grain size and an increase in the
number of structural defects. Asseen from thetable, the
o-Fe lattice period in al aloys is the same, which
impliesthat equal amounts of elementsare dissolvedin
the solid solutions. Taking this into account, we may
suggest that the excess nitrogen present in alloys 2 and
3 is bound to additional defects formed in these alloy
structures.

The X-ray datafor aloy 4 characterized by ahigher
nitrogen content show the formation of two phases,
crystalline (bcc a-Fe) and amorphous. The lattice
period of a-Fe in aloy 4 is considerably greater as
compared to that in alloys 1-3, where the amorphous
phase is absent. The increase in the lattice period of
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alloy 4 is most likely due to a more pronounced
decrease in the velocity of motion and the rate of anni-
hilation for defects formed during the alloy film depo-
sition. The greater width of refl ections observed for the
bce a-Fe phasein aloy 4 as compared to that in alloys
1-3 is evidence of a decrease in the grain size and an
increase in the level of stresses in the a-Fe crystal lat-
tice. A further increase in the nitrogen concentration in
the samples (alloys 5 and 6) leads to their complete
amorphization during deposition.

Theannealing of alloys5 and 6 at 400°C leadsto the
formation of a bcc crysta phase (see table). The
amount of this phase (estimated using the diffraction
line intensity) in alloys 4-6 increases when the anneal -
ing temperature grows to 550°C. Thermal stability of
the amorphous phase increases with the concentration
of nitrogen in the alloy. The a-Fe bcc crystal lattice
period in al alloys decreases with increasing annealing
temperature (see table), which is indicative of a
decrease in the concentration of dissolved elements.
Thisisaccompanied by a decrease in the concentration
of defectsin the a-Fe phase (manifested in decreasing
stress level, increasing grain size, etc.), which is shown
by adecrease in the X-ray refection broadening.

Theratio of widths of the {110} and {220} diffrac-
tion lines of the a-Fe phasein alloys4 and 5 annealed
at 550°C is approximately equal to the ratio of secants
of their 8 angles, which impliesthat the line broadening
isentirely due to asmall size of the coherent scattering
domains [8]. Estimates of the grain size in these aloys
yield 8-10 nm.

The results of magnetic measurements showed that
al aloys in the initia (as-deposited) and annealed
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Fig. 1. Magnetization curvesfor aloy 5 (annealed at 400°C)
measured by a compensation method in the region of
(8) weak fields and (b) saturation.
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Fig. 2. Theplotsof (a) magnetooptical equatorial Kerr effect
versus coordinate x for aloy 5 (annealed at 400°C) mea-
sured at various applied field strengths H = 5.4 (1), 5.5 (2),
5.7(3),6(4), 7.5(5), and 10A/m (6) and (b) domain bound-
ary oscillation amplitude A on the sample surface versus
external magnetic field strength H.

statesare ferromagnetic. Thefilms possess a perpendic-
ular magnetic anisotropy, as evidenced by a nonzero
magnetization at H — 0. This anisotropy is appar-
ently due to mechanical stressesin the film, which can
be related either to the film-substrate interaction or to a
columnar morphology of crystallitesformed inthefilm
during deposition and annealing. In the absence of the
perpendicular anisotropy, the magnetization curve
measured in a perpendicular field allows the saturation
induction B, to be determined using the formula B, =
MoHs, Where H, is the saturation field strength. In some
cases, the anisotropy can be taken into account by intro-
ducing a correction for the anisotropic field strength.
The Byalues presented in the table were calculated
with an alowance for this correction.

The annealing improves the magnetically soft mate-
rial properties (see table). The best soft magnetic prop-
erties were obtained for a sample of aloy 5 annealed at
400°C. Figure 1 shows a plot of the signal U (propor-
tional to the sample magnetization) versusthe magnetic
field strength. Asis seen, the signal intensity isalinear
function of the field strength for H below =80 A/m
(downto=6 A/m). Extrapolation of the linear U(H) plot
to intersection with the H-axis givesavaue (H.,) inter-
preted as a coercive force of the domain boundaries: it
is the displacement of these boundaries that accounts
for the sample magnetization. Grounds for this inter-
pretation are provided by the results of the magnetoop-
tica measurements of the displacement of domain
boundaries, Bloch lines, and Bloch pointsin the quasis-
tationary magnetic field. The measurements were per-
formed in model samples representing single-crys-
talline iron filaments possessing a perfect crystal struc-
ture[9, 10].

The behavior of magnetization in some thin-film
samples, which was studied as a function of the field
strength in the region of weak fields, showed that the
magnetization of these alloys proceeds predominantly
by displacement of the domain boundaries. The coer-
cive force of these alloysis determined by the coercive
force of the domain boundaries. The results of the mag-
netooptical measurements confirmed that the sample
magnetization is related to the displacement of domain
boundaries. Figure 2a presents a family of MEK pro-
files along the coordinate x measured along the sample
surface in the direction perpendicular to the domain
boundary. The Kerr effect is related to the domain
boundary oscillations in the externa aternating mag-
netic field. A decrease in the applied field strength leads
to adecrease in amplitude of the domain boundary oscil-
lations and, accordingly, in the size of the region where
the MEK effect has a nonzero magnitude (Fig. 2a).

Figure 2b shows a plot of the amplitude of the
domain boundary oscillations on the surface versus the
field strength for a sample of aloy 5. The amplitude is
determined by the size of the region where the MEK
effect magnitudeisnonzero. Thefield strength at which
the domain boundary ceases to move is equal to the
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coercive force of the domain boundary. Investigation of
the magnetic topography of thisalloy showed that there
are three linear domain boundaries parallel to the long
side of the sample, which divide the sample into four
approximately equal domains. During the sample
remagnetization in the applied magnetic field, the
behavior of each domain boundary is the same along
the whole length, which is evidence that the sasmple is
highly homogeneous.

Thus, there isagood correlation between the values
of the coercive force obtained from the bulk magnetiza-
tion measurements and those estimated using the direct
magnetooptical observations of the surface magnetiza-
tion process. The coercive force values determined by
two methods are approximately equal. It is concluded
that remagnetization of the films proceeds by mecha-
nism of the grain boundary displacement.
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Abstract—A model of the electron structure of a nanoobject comprising a stack of lead phthal ocyanine (PbPc)
molecules with stacking faultsis proposed. The results of the molecular orbital (MO) calculation indicate that
a 0.6e charge is transferred from Pb atom to the Pc macrocycle ring and show that the nanostructure can be
considered as a metal-filled nanotube. The proposed model provides for the first time a quantitative interpreta-
tion of the electric switching effect previously observed in PbPc films. © 2001 MAIK “ Nauka/Interperiodica” .

Metallophthal ocyanines (MC5NgH; 5, Where M is
ametal) constitute a well-studied [1] class of organic
substances, which are close analogs of biologically sig-
nificant porphyrins [2]. Nanostructures composed of
lead phthalocyanine (PbPc) molecules, which may
form in thin films of this compound, are interesting
objects for the study of charge transfer in low-dimen-
sional systems[3].

The PbPc molecule (Fig. 1a) represents a ring mac-
rocycle stabilized by four peripheral benzenerings. The
central Pb atom, coordinated to nitrogen atoms of the
macrocycle, does not lie (unlike the central atoms in
other metallophthalocyanines) in the ring plane, but
occurs at a distance of about 0.1 nm from this plane.
The PbPc molecules exhibit a funnel shape and may
crystallize in a monoclinic phase [4], with the elemen-
tary part of this structure comprising a stack of such
molecules (Fig. 1b). Separate lead atoms occurring on
the axis of this stack are spaced by a distance of a =
0.373 nm, which isonly dlightly greater than the inter-
atomic distance (0.348 nm) in the bulk metal lead. This

atomic chain serves a conducting channel (quantum
wire) that accounts for the metal-type conductivity of
PbPc [5].

It was experimentally established [6, 7] that poly-
crystalline PbPc films with a thickness of =0.6 um
exhibit the switching effect, whereby the electric con-
ductivity increases by almost eight ordersin magnitude
when the applied electric field strength reaches a criti-
cal value of =4 x 10* V/cm. Until now, this phenome-
non was not given any quantitative interpretation.

We have theoretically studied the process of charge
transfer (electric current) in a nanostructure of PbPc
molecules placed between two identical metal elec-
trodes (Fig. 2). Below, we propose amodel of the elec-
tron structure of this system in which the electric
switching effect is explained by migration of astacking
fault in the stack of PbPc molecules.

There are two limiting cases for the process of the
charge transfer through the model nanostructure. If the
resistance of the wire—electrode contact is markedly
greater than the resistance quantum 2€%h (which corre-

b =0.205nm

a=0.373nm

Fig. 1. Schematic diagrams showing (@) the structure of a lead phthalocyanine molecule (2R = 0.4 nm is the conducting channel
diameter) and (b) a nanostructure of stacked PbPc molecules. Hydrogen atoms are not depicted.
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sponds to ahigh potential barrier at the boundary and a
weak binding of the nanostructure to electrode), the
charge transfer proceeds in the regime of the Coulomb
blockade [8] or the resonance tunneling [9]. Thisis a
two-stage process: in thefirst stage, a certain resonance
statein the nanostructureis excited; in the second stage,
this state exhibits a decay to yield a nonzero average
current through the nanostructure for a nonzero poten-
tial difference between electrodes. We will consider
another limiting case of the charge transfer—the so-
called ballistic regime, in which the wire—electrode
contact resistance is negligibly small.

The results of calculations of the PbPc molecular
structure using asemiempirical molecular orbital (MO)
method [10] (MOPAC 7.0 program package;, PM3
parametrization) showed a considerable (—0.6e, where
e is the electron charge modulus) charge transfer from
Pb atom to the Pc macrocycle ring. The stack of PbPc
molecules under consideration has a conducting chan-
nel radius of R= 0.2 nm (Fig. 1) and is similar to the
previously studied carbon nanotube filled with an alkali
metal [11]. The estimates analogous to those made
in[11] showed that a system with this radius exhibits
(in the approximation of noninteracting electrons) a
single discrete level (miniband) of transverse electron
motion inside the nanotube.

Since the stack of PbPc molecules is a one-dimen-
sional quantum system, we may calcul ate the dc conduc-
tivity o of thismodel using the Landauer formulafor the
single-channel conductivity at zero temperature [12]:

T(Er)

_2¢°
129 kQ’ (1

o = FT(EF) =

where T(Eg) isthe transmission coefficient of the stack
for electrons with a kinetic energy equal to the Fermi
energy Er.

Let us consider a model nanostructure with asingle
stacking fault (Fig. 2a). The stacking fault is a cavity
between two macrocycle rings of PbPc molecules,
which contains no Pb atom. This defect has alength d
determined by the nanostructure period a and the thick-
ness b of the PbPc molecule. Taking into account the
lead ion (Pb?*) radius equal to 0.126 nm[13], thelength
of the stacking faultisd =a + 2b — 2 x 0.126 nm =
0.531 nm.

In order to calculate the coefficient T(E) of the
electron transmission through the nanostructure, let us
determine the height of the potential barrier U, created
by the stacking fault. We will assume that the positive
charge is uniformly distributed in the cross section
inside the nanotube (conducting channel) in the regions
far from the stacking fault. According to the results of
our quantum-chemical calculations, the linear density
of the negative charge on the surface of the channel is
X =-0.6e/a < 0. This charge distribution correspondsto
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Fig. 2. Schematic diagrams showing a stack of PbPc mole-
cules between two identical metal electrodes: (a) model
with a stacking fault (“off” state); (b) model without defect
(“on” state). U(2) is the potential energy of a conduction
electron in the system.

a parabolic dependence of the electrostatic potential ¢
on the distance r from the nanotube axis [14]:

X_ 1’ 0
¢ = m[h—z—lm 2

where g, isthe dielectric constant and R is the nanotube
radius. According to formula (2), the potential at the
point on the nanotube axis far from the stacking fault is
¢, = 0.6e/41185a2 = 2.32 V; since the nanotube asawhole
is electrically neutral, the potential outside the channel
isd(r=R)=0.

Since there are no electrons in the equilibrium state
at the site of the stacking fault (cavity), the potential ¢
a the cavity center is assumed to be zero. Thus, the
electron potential energy U(2) varies along the nano-
tube axis from —ed, (at a point far from the stacking
fault) to zero inside the defect cavity (Fig. 2). There-
fore, the conduction electrons meet a barrier with a
height of U, = e}, at the site of the stacking fault.

The Fermi energy of a one-dimensional electron
system with a single miniband of transverse motion at
zero temperature is[15]

Ee =

: ©)

where n is the one-dimensional electron concentration,
m is the longitudinal effective mass of a conduction
electron inside the nanotube, and # = h/2mtis the Planck
constant. The atom of lead has four valence electrons,
two of which occupy thefirst Brillouin zone (see [15]).
In the second Brillouin zone, there are on average
1.4 electrons per Pb atom because 0.6 electron charge
per atom are transferred to the nanotube surface. Thus,
the one-dimensional €lectron concentration in the nan-
otubeisn=1.4/a=3.75x 10° m™. For m> 0.6m, (my is
the rest mass of free electron), we obtain Ex < U, .

8m
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We will approximate a stacking fault in the stack of
PbPc molecules by a rectangular potential barrier with
awidth of d = 0.531 nm and aheight Uy = 2.32 eV. For
the rectangular barrier, the transmission coefficient
T(E) for an electron with the kinetic energy E < U,
is[16]

ACK;
(K2 + k2> sinh?(k,d) + 4K2K2

wherek, =A71./2mE and k, =#7,/2m(U,—E) . If the
nanotube (i.e., the stack of PbPc molecules) contains no
stacking faults, the potential ¢ is constant along the
axis, the conduction electrons meet no potential barri-
ers, and T(Ep) = 1.

The only free parameter in the proposed model is
the effective mass m of conduction electrons. For m =
5.7my,, Egs. (3) and (4) indicate that a transition from
the state with a singe stacking fault to the state without
defects (Fig. 2) increases the transmission coefficient
T(Eg) from 1078 to 1. This change is what accounts for
an increase in the el ectric conductivity of PbPc by eight
orders of magnitude reported in [6]. The large value of
the effective electron mass is consistent with the
notions about the conduction-electron-induced polar-
ization of the phthalocyanine macrocycle ring, which
may result in a one-dimensional quantum polaron for-
mation [17]. Since the Fermi energy in our caseis Eg =
232 meV, while the measurements reported in [6, 7]
were performed at room temperature (corresponding to
athermal energy of =26 meV), the estimates provided
by formula (1) remain essentialy valid.

The results of our quantum-chemical MO calcula
tions for PbPc molecules, which agree both with the
estimates obtained by other researchers [6, 7] and with
the experimental data[18], show that the barrier for the
Pb?* ion tunneling through the macrocycle ring of PoPc
amounts to 2 eV, which corresponds to the critical field
strength for the electrostatic switching effect [6, 7]. At
a potential difference of 2 V between the electrodes,
Pb?* ions readily pass through the phthal ocyanine ring.
Thisisequivaent to the defect migration in the stack of
PbPc molecules. When the stacking fault reaches the
opposite electrode and disappears, the coefficient of
electron transmission through the structure increasesin
ajumplike manner by eight orders of magnitude.

T(E) =

(4)
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Abstract—Wereport on thefirst results of the experimental verification of atheoretical one-dimensional model
describing the recombination instability of current in gold-compensated germanium in a two-parametric space.
The experiment revealed various regimes of the system functioning in the voltage—emission parameter space,
the formation of subdomains, and the order—disorder transitions viaintermittency or by anonstandard evolution

scenario. © 2001 MAIK “ Nauka/Interperiodica” .

This study was devoted to experimental verification
of the one-dimensional theoretical model of Oshio and
Yahata[1, 2] developed for agold-doped n-Ge, accord-
ing to which the recombination instability in the semi-
conductor exposed to a strong electric field leads to the
current instability development and gives rise to the
current oscillations. The model alows for the forma-
tion of ahigh-field domain in the system and takes into
account both temporal and spatial evolution of this
domain related to variation of the applied voltage V and
the electron emission coefficient B (i.e., in the voltage—
emission space of parameters). Depending on a partic-
ular region in this two-parametric space, the system
exhibits three various regimes of functioning (ohmic,
guenched, and transit-time modes), features the forma-
tion of subdomains, and exhibits some other new prop-
erties not observed in typical nonlinear systems. The
same properties can be manifested in a nonlinear
regimein the Gunn effect (having very important appli-
cations in semiconductor devices) [3, 4], since the ini-
tial model equations are very much alike.

The recombination instability of current was origi-
nally reported by Stafeev [5], Konstantinov et al. [6, 7],
Bonch-Bruevich [8], Karpovaand Kalashnikov [9] and
studied in sufficient detail in a typical linear system,
represented by the cold-compensated n-Ge, in the
16-35 K temperature interval. A number of papers
were devoted to the study of this instability in other
materials doped with Ni and Mn [9-14].

We have observed for the first time the recombina-
tion instability of currentin p-Ge(Au) at 77 K and thor-
oughly studied the one-dimensional theoretical model
proposed in [1, 2] in awide region of the two-paramet-
ric space (V, B). The experiments were conducted at
77 K using avoltage-controlled pulsed regime with the
pulse duration of up to 500 ps. Based on the measured
current—voltage (I1-V) characteristics and time series of
the current oscillations, we constructed the correspond-

ing phase portraits, bifurcation diagrams, and power
spectra. Data on the time series of the current oscilla-
tions were fed into a computer upon digitization with
an analog-to-digital (ADC) converter operated at a
sampling frequency of up to 200 MHz. The automated
experimental setup allowed the control parameters to
be smoothly varied in a wide region of the two-para-
metric space. The emission coefficient was varied by
exposure of the sample to a 100-W incandescent lamp
and/or by the nonequilibrium charge carrier injection
via contacts.

The samples were prepared using p-Ge doped with
antimony and compensated with gold. The material had
a deep-level impurity concentration of 2 x 10% cm,
acarrier mobility of 7 x 10° cm?/(V s), and aresistivity
of 2.8 x 10° Q cm at 77 K. The samples were cut in the
form of rectangular bars with a length of 3-8 mm and
a 1-mm? cross section. A good injection of nonequilib-
rium carriers was provided by the indium—galium
(In-0.5% Ga) and tin—antimony (Sn—7% Sb) contacts
deposited onto opposite edges of the samples.

Depending on the emission coefficient, the |-V
curves exhibited ohmic or superlinear initial regions,
followed either by the current saturation or by the
N-shape behavior with current oscillations of large
amplitude and the current pulse modulation coefficient
of up to 90%. An increase in the applied voltage led
either to a sharp growth in the current or to the S-shape
current-voltage characteristic. Figure 1 shows atypical
|-V curve observed for alight-induced nonequilibrium
carrier production. The current oscillations observed in
the sample can be explained according to theory and
experiment [6-14] by the periodic appearance, motion,
and degradation of a high-electric-field domain at the
contact. Investigation of the field strength distribution
along the sample showed that in p-Ge(Au), in contrast
to n-Ge(Au), the high-field domain is always formed at
the anode and moves toward the cathode. The electric

1063-7850/01/2703-0183%$21.00 © 2001 MAIK “Nauka/ Interperiodica’



184

LA
0.3

0.1

0 30 60 90

150 180
Uuv

120

Fig. 1. Current—voltage characteristic of ap-Ge(Au) sample
measured at 77 K.

field strength at the anode reached up to 2.8 kV/cm,
while the mean field strength in the sample was
300 V/cm.

Figure 2 shows the time series of current oscilla-
tions, phase portraits, and power spectra measured at a
preset illumination level and various applied voltages
(significant from the standpoint of comparison with the
theoretical model) The situation depicted in Fig. 2(1)
corresponds alarge emission coefficient 3, whereby the
appearing domain cannot retain its shape, ceases to
grow, and vanishes before reaching the cathode.
According to the model [1], the residual domain starts
growing again and the cycle is repeated. This high-fre-
guency modeisreferred to as“quenched” (although, in
our opinion, the term “pulsating” would be more ade-
quate to the real situation observed).

The transition from gquenched to transit-time mode
proceeded, depending on the control parameters, by
two pathways. The first is via intermittency, whereby
the amplitude of small quenched-mode oscillations
either (i) slowly increases to be followed by a sudden
appearance of a peak with large amplitude or
(ii) decreases and the oscillations become less regular,
while the peaks of large amplitude arise more fre-
guently. The laminar phase of intermittency was repre-
sented by the quenched-mode oscillations, while the
turbulent outbursts represented the transit-time oscilla-
tion mode. On the second pathway, realized for certain
values of the parameters, the system exhibited a jump-
like change in the spatial wave structure as depicted in
Fig. 2(2). Note that the transverse Hall probes situated
near the middle of the sample at a distance of 3 mm
from both the cathode and anode detected no
guenched-mode oscillations, while any peak of large
amplitude (corresponding to a turbulent outburst)
appeared synchronously with the current oscillations.

As the applied voltage was increased, the traveling
domain grew to asize that was sufficiently large to pro-
vide for the domain survival until reaching the cathode.
In this case, the system featured an oscillatory behavior
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with a frequency determined by the time required for
the domain to travel from anode to cathode as depicted
in Fig. 2(3). In the theoretical model [1], this situation
is referred to as the transit-time mode of the traveling
domains. In addition, the model stipulates the appear-
ance of subdomains provided that the system parame-
ters are selected appropriately. Figure 2(4-6) illustrates
the cases when one, two, three, and more subdomains
appear in the system. The frequency of appearance of
fundamental domains decreases and the gaps between
these domains are filled with subdomains, which is
accompanied by an increase in noise component inten-
sity. We have registered the cases when the number of
subdomains in a sample exhibited a change, while the
system parameters during the measurement were main-
tained constant, as depicted in Fig. 2(6).

The further increase in the applied voltage resulted
in ajumplike transition leading to self-organization in
the system, whereby the sample again displayed a one-
domain behavior as depicted in Fig. 2(7). The main
peak of the newly appearing one-domain mode always
had a frequency exceeding that of the preceding one-
domain mode. This was related to an increase in the
domain velocity, which was due to the carrier drift
velocity growing with the applied voltage. For a given
level of illumination intensity, we have observed three
sequential order—disorder transitionsin the entire range
of applied voltages (up to the S-switching point).

For intermediate values of the parameters in the
parametric space region studied, the system exhibited
chaotic states corresponding to intermittency, probably,
due to the interaction of various oscillation modes. The
formation of subdomains and the corresponding oscil-
lations with the relative periods 2, 3, 4, 6, and 8 do not
obey the known standard scenarios for transition to
achaotic state (such as the Feigenbaum period dou-
bling [15]) and cannot be explained in terms of the cor-
responding universal operators and constants typical of
the usua deterministic chaos. However, when the sys-
tem left the chaotic state and passed to self-organiza-
tion, it was possible to observe a reverse cascade of
period-doubling bifurcations using a very fine adjust-
ment of the system parameters within a certain region
of the parametric space.

The so-called “ohmic” model regime [1] could be
experimentally observed in two cases: first, for a very
high rate of nonequilibrium charge carrier production
by illumination or injection and, second, when the elec-
tric field strength (at a given rate of the nonequilibrium
charge carrier production) was insufficient to ensure
that the trapping on deep levels would prevail over the
emission process. An analysis of the experimental data
indicated that a preset regime of the system functioning
(e.g., in atwo-domain mode) can be maintained within
arather large region of the parametric space, provided
that both the illumination intensity and the applied
electric field strength are increased simultaneously.
Immediately before the S-switching (catastrophe point)

No. 3 2001
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Fig. 2. The patterns of current oscillations in a p-Ge(Au) sample and the corresponding power spectra and phase portraits (first to
third columns, respectively) measured for various values of the applied voltage (V): (1) 16; (2) 20; (3) 98; (4) 105; (5) 120; (6) 140;

(7) 142.

the sample exhibited disordered domain formation,
which resembled the intermittency phenomena
observed in usual determinate systems. The lifetime
and number of domainsin the system prior to switching
are hardly controllable and extremely sensitive to

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3

changes in both the electric field strength and the emis-
sion coefficient.

In conclusion, it should be noted that the experimen-
tal datafor p-Ge(Au) presented above completely con-
firm the theoretical model developed by Oshio and

2001
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Yahata [1]. We observed three regimes of the system
functioning, corresponding to the ohmic, quenched,
and transit-time modes of the current oscillation. It was
established that the system features one, two, and more
subdomain states and exhibits severa order—disorder
transitions, which proceed via intermittency or by a
nonstandard scenario of transition to chaos.
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Abstract—The results of experimentsindicate that the mechanical activation of amaterial leadsto an increase
in the total exoelectron emission current and in the number of emission peaks excited by heating the activated

sample. © 2001 MAIK “ Nauka/lnterperiodica” .

In recent years, the mechanochemica treatments
(including mechanical activation) of materials find
increasing application as a method of modification of
their properties [1, 2]. Here, directed modification of
the properties is possible only provided that optimum
regimes and durations of the mechanical activation pro-
cess are selected [3].

However, selecting the optimum regimes is compli-
cated by difficulties in estimating the degree of activa-
tion of agiven material. Asisknown [4, 5], the mechan-
ical activation (MA) of amaterial results from accumu-
lation of various defects in the material structure.
Boldyrev [5] emphasized the importance of studying
defects in mechanically activated materials because “it
is the defect formation, rather than dispersion and the
related appearance of new surfaces, that isthe main fac-
tor accounting for a change in the reactivity of solids’
[upon the mechanical activation]. Presently, the
MA-induced defects are studied by a number of meth-
ods. In particular, disorders in the crystal lattice are
determined by X-ray diffraction. The other widely used
techniquesinclude IR, RF, NMR, EPR, and M dssbauer
spectroscopies [5]. Unfortunately, application of these
methods is frequently restricted by the complexity of
the instrumentation employed.

The purpose of this study was to assess the possibil-
ity of estimating the degree of mechanical activation
using the exoelectron emission technique. To this end,
we have studied the influence of MA on the parameters
of thermostimulated exoel ectron emission.

Experimental part. The experiments were per-
formed with activated charcoa (AC) of the FAS-2 type
prepared from furfurol. This choice is explained by the
fact that the effects of MA upon the adsorption proper-
ties and microporous structure of AC are thoroughly
studied [6].

The MA processing of AC samples was effected in
a planetary-centrifuge activator of the FGO-2U type
with steel balls (ShKh-15 grade stainless steel; ball
diameter, 8 mm). The specific energy deposition in the
MA process was ~5 kW/m?3. The activator is designed

so that the drum with amateria isimmersed into flow-
ing water with a temperature maintained by a thermo-
stat at 10°C. For comparison, we studied both on the
activated charcoa samples and the same charcoa
crushed manually in an aagate mortar; the latter sasmple
was considered as initial (nonactivated). The exoemis-
sion measurements were performed on tablets pressed
from the initial and activated charcoal powders.

The thermostimul ated exoel ectron emission (T SEE)
was measured by a conventional method, with the elec-
trons detected by a channeltron (KEU) operating in the
single pulse count mode. The AC samplesin the form
of tablets with a diameter of 10 mm and a thickness of
2 mm were preactivated by exposure to a corona-dis-
charge plasma in air. The curves of the TSEE current
versus sample temperature (TSEE spectra or “glow
curves’) were measured in a vacuum of 10~ Torr at a
constant sample heating rate of 10 K/min.

Results. The results of investigation of the TSEE
from the initial and activated (MA-processed for
10 min) AC samples are presented in the figure. As
seen, the TSEE spectrum of anonactivated FAS-2 sam-
ple exhibits a single emission peak at 215°C with a

N, puls/s
60l
45t
301
2
157 A
100 200 300 400 500
T,°C

Typical spectra of the thermostimulated exoelectron emis-
sion from a charcoal of the FAS-2 type measured in the
(2) initial state and (2) mechanically activated state.
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small rise beginning at 100°C. The glow curve of the
MA-processed sampleis more complicated: the peak at
215°C is complemented by a greater peak at 260°C and
two smaller peaks at 375 and 385°C. Note a sharp
increase both in the peak amplitude and in the total
emission current.

Asis known [7], the number of peaks in the TSEE
glow curve corresponds to the number of various types
of the electron emission centers (i.e., of the defect
types), the peak amplitude being proportional to therel-
ative concentration of the corresponding centers
(defects). Therefore, a comparison of the curves
depicted in the figure clearly demonstrates that MA
leads to an increase in the concentration of defects
present in the initial state and to the appearance of
defects of a new type.

It should be noted that previousinvestigations of the
effect of MA on the properties of FAS-2 [6] showed
that a 10-min processing results in a stable change in
the adsorption properties, which is related to modifica
tion of the existing defect structure and the formation of
additional adsorption centers (leading, in particular, to
aincrease in the water vapor adsorption at low relative
pressures). Therefore, the results of our TSEE measure-
ments are completely consistent with the data obtained
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previously [6] by the adsorption and X-ray diffraction
techniques.

Thus, the experimental data obtained indicate that
the TSEE method can be very useful and informativein
evaluating the degree of mechanical activation of a
solid and determining the optimum activation regimes.
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Abstr act—The polymorphous modifications of niobium pentoxide used in the synthesis of alkali metal niobate
powders and ceramics markedly affect the properties of thefinal products. It is demonstrated that the transition
of Nb,Og from two-phase to single-phase state upon athermal treatment resultsin ashift of the phase equilibria
in the Nb,Os-based solid solutions, which acquire amore perfect crystal structure and exhibit an extremal vari-
ation of their electrical properties. These results should be taken into account in the synthesis and devel opment
of new ferroelectric piezoceramics for practical applications. © 2001 MAIK “ Nauka/Interperiodica” .

Ferroelectric piezoceramics (FPCs) based on alkali
metal niobates possess a unique combination of physi-
cal properties, which accounts for their wide use in
guantum electronics, electrooptics, microwave piezo-
technology, etc. [1]. The base component for these
materials is niobium pentoxide Nb,O5;. Commercial
Nb,O:; always has a multiphase structure, with the
dominating component representing the o, modifica-
tion. Neither the percentage phase composition nor
the parameters of coexisting phases are restricted by
the existing State Standard for niobium pentoxide, so
that these characteristics of Nb,Os; vary from one
batch to another even for the material obtained from
the same source. This instability of the crystalline
structure of Nb,Os certainly affects the final proper-
ties of FPCs and reduces their reproducibility in the
case of large-scale production.

With aview to establishing arelationship between
the properties of niobate-based FPCs and the poly-
morphous state of Nb,O5, we have studied the sam-
ples of three commercial batches of this compound, as
well as the powdered solid solutions of alkali metal
niobates and ceramics synthesized using Nb,O5 from
these batches.

The three batches of Nb,O; (commercia
“NBO-PT” grade) selected for these experiments
were characterized (according to the results of our
X-ray diffraction measurements) by the n phase con-
tent reaching 65% (batch 47), 80% (batch 70), and
85% (batch 48) relative to the main a, phase.!

1 Theratio of then and 01 phase concentrations was estimated by

the ratio of intensities of the corresponding strong (110) X-ray
diffraction reflections for the coexisting modifications

(1110n/1 1104,)-

The original experimental data on the X-ray diffrac-
tion determination of the phase composition of initial
(non-heat-treated) Nb,O5 samples are presented in the
table. These data show a good agreement with the | at-
tice parametersreported for o ;- and n-Nb,Os [2]. Tak-
ing into account that the o, modification is stable in
the 1000—1400°C temperature interval, we may sug-
gest that n phase represents a low-temperature modi-
fication of Nb,Os.

In order to exclude the effect of the n-Nb,Os phase
on the properties of FPCs, we annealed the samples of
all batches at various temperatures T, in the interval
from 950 to 1250°C. It was found that an increase in
T, led to a decrease in the content of n phase until its
complete vanishing upon the annealing at 1120°C
(batch 70), 1150°C (batch 48), and 1170°C (batch 47).
Heat-treated above 1180°C, the samples of all three
Nb,O5 batches studied contain only the o, modifica-
tion (Fig. 1). This “purification” of Nb,Os from the n
phase is accompanied by increasing perfection of the
main (a,) phase, as evidenced by narrowing of the
corresponding diffraction lines.

We also studied by X-ray diffraction the synthe-
sized powders and ceramics of the solid solution (SS)
system (Na, _,Li,)NbO; with x = 0.1 (SS-1) and 0.13
(SS-2) obtained upon firing the samples prepared
using all Nb,Os batches. It was found that the param-
eters, volumes, and deformations of the unit cells in
these structures remained virtually the same (devia-
tions from the initial values did not exceed 1.5%).
However, considerable changes were observed for the
characteristics determining the phase equilibria in
solid solutions and their crystal structure perfection.
This was manifested by decrease in the relative con-
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Fig. 1. Effect of the annealing temperature T, on the crystal structure and microstructure of Nb,Og and related solid solutions:
(1.1-1.3) percentage content of n-Nb,Og phase in Nb,O5 batches 70, 47, and 48, respectively; (2, 3) X-ray diffraction reflection
halfwidth byy, for SS-1 powder (synthesized from Nb,Os batch 47) and SS-2 powder (b. 48), respectively; (4—6) microdeformations
Ad/dyy, of SS-1 powder (b. 47), SS-1 powder (b. 48), and SS-2 powder (b. 48), respectively; (7) percentage content i of the Rh phase
in SS-2; (8-11) grain size D in SS-2 powder (b. 70), Nb,Og batch 70, SS-2 ceramics (b. 47), and SS-2 ceramics (b. 47).
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X-ray diffraction data for Nb,O5 samples from three commercial batches measured before thermal treatment (original data)

Unit cell parameters
Symmetry of o1 P P
Batch and n phases o, modification n modification
a A b, A c, A B a A b, A c, A B
47 Monoclinic 2111 3.809 19.35 119°58' 28.58 3.817 17.52 119°48'
48 Monoclinic 21.06 3.806 19.32 119°42' 28.55 3.820 17.47 124°42'
70 Monoclinic 21.29 3.828 19.46 120°43' 28.65 3.821 17.44 124°13'

tent pu of one of the phases2 coexisting in SS-2, in the
integral width b,,, of the (222) diffraction reflection,
and in the level of microdeformations (Ad/d),,, . The
anomalous behavior of these characteristics observed
far from the a; + n — a; phase transition in Nb,Og
is probably related to the onset of instability of the n
phase (Fig. 1).

Another fact to be noted is the extremal growth of

the average grain size (D) observed for the samples of
ceramics in the region of annealing temperatures T,
(Fig. 1). This observation can be explained as follows.
An increase in T, leads to a sharp grain coarsening in
Nb,Og and, accordingly, in the synthesized ceramic
powders. Occurring far from the phase transition, this
process leads to a decrease in activity of the synthe-
sized powder with respect to the recrystallization on

sintering. Asaresult, the D valuein the ceramicstends

to decrease. In contrast, maximum D valuesat T,inthe
vicinity of the phase transition in Nb,Og are apparently
related, by analogy with the Hedval effect (increased
reactivity of solids during or upon polymorphoustrans-
formations), to an intensification of the diffusion pro-
cesses related to a high mobility of the crystal lattice
components in the course of its reconstruction. Addi-
tiona evidencefor thisinterpretation isprovided by the
fact that the samples treated at T, in the vicinity of the
phase transition in Nb,Og are characterized by mini-
mum values of the temperature of the rapid densifica
tion onset in SS powders during sintering and the opti-
mum sintering temperatures T, of the solid solutions.

This behavior of the structural and microstructural
characteristics of (Na _,Li,))NbO; solid solutions
determines the nonmonotonic variation of their dielec-

2 According to the phase diagram of the (Nay _,Li,)NbO; solid
solution system, SS-2 comprises a mixture of the rhombohedral
(Rh) and orthorhombic (R) phases [3]. Since the multiplets
belonging to these phasesin the X-ray diffraction pattern strongly
overlap and cannot be unambiguously resolved, the percentage

content of Rh was evaluated as | = (I?lhl/ >l ﬁh:GR) x 100%,

where I§1h1 is the integral intensity of the (211) reflection of the

Rh phase and 2 | Eh:GR isthe total integral intensity of the mul-

tiplet with N=h2 + k% + 12 = 6.

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3

tric, piezoelectric, and mechanical properties (Fig. 2),
which exhibit extrema in the vicinity of the polymor-
phous phase transition temperature in Nb,Os. Figure 2
shows the pattern of changesin the dielectric permittiv-
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Fig. 2. Effect of the Nb,Og annealing temperature T, on the
electrical and mechanical properties of synthesized solid
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ity before (e/e,) and after (ag3 [e,) electric polarization,
the electromechanical coupling coefficient (K), the
piezoelectric modulus (d;;), piezoelectric sensitivity
(gs1), mechanical quality factor (Q,,), the velocity of

sound (Vg, V5), and the Young modulus (Y5, ). This

pattern resembles variation of the same parameters
observed in the vicinity of the concentration ferroelec-
tricferroelectric (morphotropic) transitions. The only
difference is that the response of niobate ceramicsto a
structural rearrangement is observed essentially in the
“second generation,” since the phase transition took
place in theinitial reagent.

Thus, we have demonstrated that the polymorphous
phase state of Nb20; significantly influences the char-
acteristics of alkali metal niobate solid solution pow-
ders and determines the extremal variation of the prop-
erties of synthesized ceramics, which must be taken

TECHNICAL PHYSICS LETTERS  Vol. 27

KUZNETSOVA et al.

into account in development of the Nb-containing fer-
roelectric piezoceramics.
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Abstract—It is shown that the broadening of a cyclotron resonance line in a two-dimensional (2D) electron
system relative to the inverse scattering time of electronsis connected with the radiative damping accompany-
ing the cyclotron motion of electrons. Using the radiative damping concept, asimple and physically informative
formula describing the cyclotron resonance curve shape in a 2D electron system was obtained. © 2001 MAIK

“Nauka/Interperiodica” .

It is known that the cyclotron resonance in a two-
dimensional (2D) electron system has some specific
features that distinguish this effect from the corre-
sponding bulk resonance in semiconductors. In partic-
ular, the width of the cyclotron resonance linein a 2D
system may be several times larger than the inverse
scattering time of electronsin the 2D system; the reso-
nance amplitude becomes saturated when the inverse
scattering time decreases [1]. It is aso known that, for
a low-intensity cyclotron resonance (so-called small-
signa approximation), the variation in the transmit-
tance of the electromagnetic wave passing through
a 2D electron system is proportional to the real part of
the high-frequency ohmic conductance of the 2D sys-
tem [2, 3]. In the latter case, the width of the cyclotron
resonance line coincides with the inverse scattering
time of electronsin the 2D system.

A correct and rather simple theoretical description
of the shape of the cyclotron resonancelinein a2D sys-
tem for an arbitrary signal level can be obtained from
the solution of the Maxwell equations with boundary
conditions accounting for the response of the 2D sys-
tem [4]. However, this solution does not reveal physical
reasons of the line broadening and the saturation of the
cyclotron resonance line intensity in a 2D system at
large signal levels.

In this letter, we demonstrate that the aforemen-
tioned specific features of the cyclotron resonancein a
2D electron system are caused by the radiative damping
accompanying the cyclotron motion of electrons. Using
the radiative damping concept, a simple and physically
transparent formula is derived for description of the
shape of the cyclotron resonancelinein a 2D system.

Let a 2D electron system occur at the interface of
two media with permittivities €, and €,. The constant
magnetic field B, is directed from medium 1 to

medium 2. Consider a linearly polarized electromag-
netic wave normally incident from medium 1 onto the
surface of the 2D electron system. To alleviate the con-
sideration, we decompose the linearly polarized wave
into two partial waves with left- and right-hand circular
polarizations. Solving the Maxwell equations with
boundary conditions on the interface of media 1 and 2,
which account for the response of a magnetoactive 2D
electron system, we obtain the following equations for
the complex transmission coefficients t, and t_ of the
left-hand and right-hand circularly polarized waves,
respectively [4]:

EV 2,/e,
t, = E = : 1)
* gt /et o,

where E¥) and EY" are the amplitudes of electric fields

of incident and transmitted partial waves with the left-
and right-hand circular polarization;

_ €N, 1
T omtVv-i(WF @)

are the complex conductances of the 2D electron sys-
tem for electric fields of theleft- and right-hand circular
polarizations, respectively; w is the circular frequency
of the wave; w. = |e|By/m* is the cyclotron frequency;
and e, m*, N, and v = 1/1 are the electron charge and
effective mass, the surface electron concentration, and
the inverse scattering time of electrons, respectively.

The total power transmission coefficient for a lin-
early polarized wave is determined by the formula

T=(T,+T)/2,
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where
_ 1 [ez 2
T, = 5 £l|ti| )

Note that asimilar formuladerived in[4] ismissing the

multiplier ,/e,/€, . Asaresult, the final expression for

T derived in that paper contains a wrong coefficient.
Correct expressions for T, are asfollows:

__Afee Vi (0F )’
D (e fe) (@Fw) vy

)

where

,, = 4 e’N,
T mr (e + )

is essentially the radiative damping of the free cyclo-
tron motion of electronsin the 2D system [5].

In experiments, one usually measures the relative
variation of the transmission coefficient,

é_-l_— = 1_M
T T(Xo)’

where parameters X and X, are two different values of
either the external magnetic field or the electron con-
centration in the 2D system. The shape of the resonance
curve for coefficient AT/T isindependent of the chosen
type of these parameters. For definiteness, we will use
thefollowing expression for therelative variation of the
transmission coefficient:

T T(N,=0)
Evidently, T(Ng = 0) = T.(Ng = 0) = 4,/e,8,/(,[e, +
AJ€2). Therefore, we obtain

AT _ ;TN +T (N
T 2T(Ng = 0)

For a sufficiently large quality factor of the cyclotron
resonance, which correspondsto v, y, < w, we obtain
from (2) that T_(No)/T_(N; = 0) = 1. Then, we may
write

AT 1
T 2[1

T.(N,)
" T(Ng = 0)]
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Substituting explicit expressions for T,(N,) and
T,.(N;=0), we abtain
AT _ 1 2v +y,

T 2" wrw)’+(v+y)

©)

According to formula (3), the cyclotron resonance in
the 2D system is described by a Lorentzian line profile
with the resonance amplitude

ATh

_1 2v+ty,
DT Dmax - 2yr

(v+y)?

The full width of the resonance curve at half maximum
(FWHM) isAw = 2(v + ;). Thus, the width of the res-
onance curve is finite even in the absence of electron
scattering in the 2D system. The presence of radiative
damping broadens the resonance curve. At the same
time, the radiative damping plays the role of a parame-
ter accounting for the coupling between an external
electromagnetic wave and electrons in the 2D system
because, according to formula (4), the amplitude of the
cyclotron resonance is proportional to y,. Atv — 0,
the height of the resonance line saturates on a level of
(AT/T) pax = 0.5.

The small-signal approximation corresponds to low
values of the coupling parameter y, < v. Inthiscase, the
width of the resonance curve is only determined by the
inverse scattering time of electrons in the 2D system,
Aw = 2v.
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Abstract—In order to provide for the stable operation of active elements, it isimportant to select an optimum
width of the interval of the electric field strengths corresponding to negative values of the differential conduc-
tivity. The effects of both the internal factors and the applied magnetic field on thisinterval width were theoret-
ically studied for n-Ge. The optimum intervals of the electric and magnetic field strengths were determined,
which provide for most reliable operation of the active elements. © 2001 MAIK “ Nauka/Interperiodica” .

Animportant condition for a stable operation of the
active elements working in the regime of negative dif-
ferential conductivity (NDC) is the constant width of
the electric field strengths featuring this regime. An
increasein thewidth of thisinterval, of course provided
that a sufficiently sharp dependence of the charge car-
rier mobility and/or concentration on the field strength
is retained, would increase the reliability of system
operation. Therefore, it is an important task to revea
and study the internal and external factors affecting the
above interval width. We have studied this problem for
n-Ge under the conditions of NDC related to nonlinear
carrier concentration in the system.

Asiswell known, the nonlinear charge carrier con-
centration in n-Ge doped with gold or copper isrelated
to the tunneling capture of hot electrons by negatively
charged metal ions. The electron capture coefficient is
conventionally calculated in terms of the capture prob-
ability originally determined by Bonch-Bruevich [1].
However, Abakumov et al. [2] showed that, to be cap-
tured by this mechanism, electrons must decrease their
energy upon tunneling by emitting phonons. An allow-
ance for this circumstance leads to additional factor in
the Bonch-Bruevich electron capture cross section [2]:

020
o(W) Dexp D—7DW, D
where Wisthe kinetic energy that hasto belost by elec-
tron to be captured and T, isthe characteristic tunneling
time.

With this additional factor taken into account in var-
ious approximations[2—4], it was demonstrated that the
Bonch-Bruevich model is quite adequate in relatively
weak fields; as the electric field strength increases, the
o(W) factor given by Eqg. (1) becomes substantial. Here,
guestions naturally arise as to whether this factor

affectsthe interval of the electric field strengths featur-
ing NDC, how to account for this influence, and what
the possible effect of external magneticfieldsis. Below,
we report on the results of our theoretical study of these
guestions for n-Ge in crossed electric and magnetic
fields within the framework of the quasielastic electron
scattering approximation.

The free electron concentration in the system is
described by a conventional relationship [5] using a
nonequilibrium distribution function

4
folX) = AspELFH €20, @)

where(=0and¢=¢, = 1- t_%_s for aweak eectric
field;(=1and§=¢,=1+ t;zs for a strong electric

field; t and s are the exponentsin the electron mean free
path dependence on the momentum and energy, respec-
tively;

T - - 2 2
I =1gx 2, | =1lox?, GEEEE(E’ ”EEITCE’
_ koT _(2mc?k,T)
E0= ’\/é ~ 12! O= eI ]
e(lolo) 0

and A is the normalization coefficient.

The numerical calculations were performed by the
saddle-point method for & = 1, but the results are qual-
itatively valid for & # 1 as well. Consideration of this
case covers a rather broad spectrum of real scattering
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mechanisms|[6] and markedly simplifiesthe analysis of
results.

According to the results of calculations, n O A7,
where

Da D—3/2
g 3 z 1135
A=A Eh 5,Gexp[j—?,D/DZ/ H/ +ﬂ_ 0
n‘g ab g
Fot 5 3)
_2mze’ _ 21
T ehvy Yo = KT,

z is the charge of repulsing center (expressed in the
units of electron charge), € isthe dielectric permittivity,
v isthe thermal velocity, and

Tt O
=~ ey *enB @ rv0”F @
O O
EQD
As can be seen, the el ectron concentration decreases

L . - D DAD 0
with increasing electric field strength o QOD > OD

and reaches a minimum at

DO( D — 20¥0
L 4
mlnl 3G/0 ( )
In this case, the factor described by Eq. (1) dominates
4
andy, > % .

Comparing Eg. (4) to the analogous value for the
L
conditionswhen the factor (1) can beignored (y, < % )

and taking into account that y > 1 for the case under
consideration, we obtain

0o g
ZDminl 2 <1. 5
o0 ol ©)
ZEImin2 EQD

The estimate refersto T ~ 20 K and employs the rela-
. . T
tionshi ~— [3].

PYo~ 7 (3l
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Summarizing the obtained results, we may conclude
the following:

(i) Equation (3) shows that the electron tunneling
capture factor given by Eq. (1) dominatesin the case of
strong electric and weak magnetic fields;

(if) The Bonch-Bruevich approximation is valid in
the case of weak electric and strong magnetic fields;

(iii) Factor (1) decreases the electric field strength
corresponding to minimum of the free electron concen-
tration;

(iv) Taking into account that the NDC sign changes
to opposite at the electric field strength corresponding
to minimum of the free electron concentration, we may
ascertain that operation under the conditions of weak

¢ 12

DE <Moo

o0 O
where the term proportional to y, can be ignored,
increases reliability of the active elements. However, if
the field dependence of the carrier mobility compen-
sates for a decrease in the free electron concentration,
the NDC is retained in the interval of field strengths

electric and strong magnetic fields

E . m'g”
where the term with y, dominates E 5.0

which isfavored by weak magnetic fields).
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Abstract—Dataon the structure and transport properties of thinY —-Ba—Cu-O (Y BCO) high-temperature super-
conductor films obtained by magnetron sputtering of a stoichiometric target in a system with a 90° off-axis
geometry are reported. It is shown that the films prepared under these conditions are free of copper-rich sec-
ondary phases and are characterized by the surface roughness height below 10 nm. The films possess a perfect

structure and exhibit

high superconducting properties:

c-axis misorientation in microblocks

FWHM(005)YBCO = 0.4-0.5°; zero-resistance temperature T, = 89 K critical (pinning) current density j, =
1.5-2 MA/cm? (77 K). © 2001 MAIK “ Nauka/Interperiodica’ .

It was demonstrated [1-4] that thin films of high-
temperature superconductors of the Y-Ba-Cu-O
(YBCO) system possessing best transport properties
(zero-resistance temperature T., > 90 K; critical current
density j. > 2 MA/cm? at 77 K; microwave surface
resistance R, < 1.0 mQ at 77 K and 10 GHz) are
obtained provided that the deposit is strongly (up to
100%) enriched with copper and yttrium. These condi-
tions favor the formation of a heterogeneous system
comprising a film of the stoichiometric 1-2-3 phase
with distributed particles of CuO and Y ,0; secondary
phases. The secondary-phase CuO particles are charac-
terized by a hemispherical shape, a characteristic size
of 0.5 um, and a concentration of 10 cm. Unfortu-
nately, the presence of these CuO particles presents a
serious problem from the standpoint of obtaining
deviceswith multilayer structures. In addition, the CuO
particles significantly contribute to the microwave
losses [5] and, hence, detrimentally affect the parame-
ters of microwave devices.

The YBCO films with compositions corresponding
to stoichiometric integral cation ratio (1-2—3) contain
no secondary-phase particles but exhibit somewhat
lower transport properties (T, < 88 K; j. < 2 MA/cm?
at 77 K; Ry, >2mQ). Thiseffect is observed irrespective
of the method used for the YBCO film fabrication
(laser, magnetron, electron-beam sputtering, metalor-
ganic chemical vapor deposition). It was suggested that
deterioration of the transport properties of stoichiomet-
ricYBCO filmsisrelated to a cation disorder in the unit
cell (Ba-Y substitution [1] and the formation of Cu
vacancies [4]).

Therefore, the problem of growing single-phase
Y BCO films possessing high electric parametersis till
of considerable importance. Below, we present data on
the synthesis and properties of thin YBCO films con-
taining no copper-rich secondary phases.

Previoudly [6-9], we have thoroughly studied pro-
cesses responsible for the cation composition of YBCO
filmsgrowninsituin aninverted cylindrica magnetron
sputtering (ICMS) system [6-9]. The mass transfer in
the target volume, selective reevaporation, and prefer-
ential desorption of YBCO components from the sub-
strate and surrounding parts of the working unit result
in that the films obtained in the ICMS system are
enriched with copper and yttrium (within the range of
compositions corresponding to the atomic ratios
Cu/Ba=2-3.5and Cu/Y = 2.64).

In order to exclude the factors hindering reproduc-
tion of the target composition in the YBCO film
(deposit), we have designed and constructed a specia
magnetron sputtering system with a 90° off-axis geom-
etry based on a planar magnetron configuration analo-
gous to that described in [10]. This design allows the
sputtering process to be performed using sufficiently
thin targets, thusimproving the heat transfer conditions
and excluding mass transfer in the target volume. In
addition, the target—substrate space of the modified sys-
tem contains no structural parts that might accumulate
the sputtered material and become the secondary
sources of YBCO components.

Figure 1 shows a schematic diagram of the magne-
tron sputtering system used in thiswork. We employed a
disk target with the stoichiometricY Ba,Cu;O, composi-
tion (KIB-1 grade, State Standard TU 48-0531-390-88;
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Fig. 1. A schematic diagram of the magnetron sputtering
system with a90° off-axis geometry: (1) cathode magnetron
unit; (2) target; (3) target erosion zone; (4) magnetic induc-
tion lines; (5) substrate; (6) quartz shield; (7) In—-Ga eutec-
tic; (8) substrate heater.

diameter, 60mm; thickness, 3 mm) manufactured on
the GIREDMET Experimental Plant (Pyshma). The
erosion zone diameter on the target surfaceis ~25 mm.
The sputtered material deposited onto substrates heated
by contact with an In-Gaeutectic. A distinguishing fea-
ture of the system design isthe quartz shield 6 blocking
the fluxes of YBCO components reevaporated from
peripheral parts of the heater. The shield was main-
tained at a temperature 200-250°C below that of the
substrate.

The YBCO films studied in this work were grown
insitu under the following conditions: NdGaO; sub-
strates, 10 x 10 mm?; substrate temperature, 680°C;
working gas (Ar : O, 1: 1 mixture) pressure, 20 Pa; tar-
get voltage, 155 V; discharge current, 400 mA. After
termination of the deposition cycle, the working cham-
ber was filled with oxygen at a pressure of 1 atm. The
deposition rate was ~120 nm/h; the sample film thick-
ness was ~100 nm. We have prepared and studied a
series of five samples, which were characterized with
respect to their surface morphology, microstructure,
and the electrical and magnetic properties.

The film surface relief was studied with an atomic
force microscope (AFM) of the Solver-P4 type
(NT-MDT Company, Zelenograd, Russia) operating in
a contact mode. Figure 2a shows the AFM image of a
typical surface relief, clearly illustrating a microblock
structure (with a block size of ~0.5 um). Characteristic
of the YBCO films. The arrow marker indicates an
a-oriented YBCO domain, a small number of which is
usually present inY BCO films grown on NdGaO; sub-
strates [11]. It is important to note that no any inclu-
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sions of copper-rich secondary phases are observed in
the image. According to the AFM data, the film surface
roughness height is <10 nm. For comparison, Fig. 2b
shows the image of an'YBCO film prepared previously
in the ICMS system [12], which reveals hemispherical
particles of a secondary CuO phase with an average
size of ~0.2 um.

The microstructure of YBCO films was analyzed on
a DRON-4 diffractometer using CuK, radiation. The
instrument was equipped with a GP-3 goniometer
attachment modified for the study of single crystal lay-
ers. The c-axis misorientation in mosaic microblocks
was characterized by the FWHM(005)YBCO vaue
representing the full width at half maximum of the
rocking curve of the (005)YBCO reflection. In all sam-
ples, the FWHM(005)YBCO vaues fell within
0.39°-0.47°, which corresponds to high-quality YBCO
films.

The temperatures corresponding to the onset (T, )
and end (T,,) of the superconducting transition, as well
as the parameter y (the ratio of sample resistances at
300 and 100 K) for the YBCO films were determined
from the temperature dependence of the sample resis-
tance measured by a compensation method at a dc cur-
rent of 100 pA. The sample temperature was measured
to within £0.5 K by a temperature sensor of the
TPK 20.1type. The T, value was determined at a point
where the electric field strength was equal to 1 pV/cm.
In high-quality YBCO films, the value of y characteriz-
ing the quality of the intergranular contacts [13] should
vary within 2.7-3.0. All the YBCO films in the series
studied had T.,, = 91K, T, =89 K, andy=2.7.

The magnetic properties of YBCO films were stud-
ied using amethod described in [14]. According to this
technique, the magnetic induction distribution in asam-
ple upon switching off the external field was measured
with a scanning InSh-based Hall transducer. The pin-
ning current j, was cal culated using the maximum mag-
netic induction value within the framework of the criti-
cal state model [15]. In the series of samples studied,
thej, values varied within 1.5-2.0 MA/cm? at 77 K (for
one of the samples, we obtained j, = 2.0 x 10" A/cm? at
4.2 K).

Based on the results described above, we can make
the following conclusions. The magnetron sputtering
system with a90° off-axis geometry apparently ensures
a sufficiently precise coincidence of the film and target
compositions, which implies that sputtering of a sto-
ichiometric YBCO target leads to the growth of YBCO
films with the stoichiometric 1-2—3 integral cation
ratio. These YBCO films contain no inclusions of cop-
per-rich secondary phases. The electrical parameters of
the YBCO films obtained in our experiments (T, ., =

91K, T, =89K;y=27;j,=15-2.0 MA/cm? at 77 K
and j, = 2.0 x 10’ A/cm? at 4.2 K) are higher than the

values reported by other researchers for the stoichio-
metricY BCO films. We may suggest that the growth of
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Fig. 2. AFM images of the surface of YBCO filmsgrownin
amagnetron sputtering system (&) with a90° off-axis geom-
etry (arrow indicates an a-oriented YBCO domain) and
(b) with inverted cylindrical geometry [12].

YBCO films under conditions realized in the system
employed is characterized by inhibited processes of the
cation disordering. We are planning experiments with
targets of variable composition, which would allow us
to study the effect of cation composition on the proper-
ties of YBCO films and elucidate the mechanisms of
this influence. The YBCO films obtained using this
magnetron sputtering technology can be used for creat-
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ing high-quality microwave devices and multilayer film
structures for high-T, magnetometers.
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The Effect of Oxygen Precipitates
on the Recombination Characteristics of Silicon
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Abstract—The recombination characteristics of silicon single crystals containing oxygen precipitates were
studied. It is demonstrated that the reverse-bias current—voltage characteristics can be improved by annealing
the samples at 950°C. © 2001 MAIK “ Nauka/Interperiodica” .

One of the numerous technologies employed in
modern microel ectronicsisbased on theinternal getter-
ing process[1, 2], according to which the Czochral ski-
grown single-crystal silicon wafersare annealed at high
temperatures. The annealing results in the appearance
of oxygen precipitates, which is accompanied by the
formation of dislocation loops. The dislocation loops
produce internal stresses and serve as the effective
sinks for some technological impurities (e.g., Fe, Mn,
Cu) strongly affecting the charge carrier lifetime—an
important characteristic of the material. The purpose of
this study was to evaluate the effect of oxygen precipi-
tates on the recombination characteristics of silicon.
We have studied the Czochralski-grown single-crystal
silicon wafers (KEF grade, 8 Q cm) with aninitial oxy-
gen content of 1.4 x 10 cm3. The intertitial oxygen
concentration was determined by measuring the IR
absorption intensity at 1106 cm™.

In order to determine the effect of oxygen precipi-
tates on the recombination characteristics of silicon, the
single-crystal samples were annealed at T = 950°C for
varioustimesup to 30 h. Asaresult of thethermal treat-
ment, the samples are featuring oxygen precipitation
that can be monitored by measuring a decrease in the
interstitial oxygen concentration at the expense of the
precipitate formation. The silicon wafers annealed for
various times, as well as theinitial material, were used
to prepare the Schottky diodes. These diodes were
characterized by method of thermostimulated capaci-
tance (TSC) spectroscopy.

The TSC spectrawere measured using the following
procedure. First, a direct-bias voltage (0.5V) was
applied to the sample and it was cooled down to 77 K
inliquid nitrogen. Then a 3-V reverse bias was applied
and the sample was heated at a constant rate to room
temperature. Figure 1 shows the TSC spectra obtained
by processing the experimental data using the method
described in [3]. The spectra revea the presence of
deep trapping centers, which were characterized by the
activation energies, concentrations, and electron trap-
ping cross sections. These data are summarized in the

table. The initia (unannealed) silicon samples con-
tained trapping centers of the vacancy—oxygen E, —
0.18 eV) and vacancy—phosphorus (E.— 0.44 eV) com-
plex type. The thermal treatment (annealing) leadsto a
decrease in concentration of the vacancy—oxygen com-
plexes. This result can be related to the fact that these
complexes are involved in the oxygen precipitation.
The vacancy—phosphorus complexes completely van-
ish upon annealing. Apparently, this complex may
either decompose or transform into acomplex of differ-
ent type. The annealed samples exhibit deep trapping
centers of anew type occurring at the middle of thefor-
bidden band (E; = 0.55 eV). These centers are probably
related to the oxygen precipitates, which is confirmed
by arelatively high value of the trapping coefficient.

Parameters of deep centersin silicon before and after annealing
for 15 h at 950°C

T K E, eV C,cm3s N;, cm™3
Before annealing
93 0.18 1.5x 1010 9.5 x 104
121 0.21 6.9 x 1012 5.6 x 1014
137 0.23 25x 1012 1.1 x 10%°
153 0.25 1.1x 10712 1.9 x 10%°
178 0.30 1.4x 10712 3.3x10%
199 0.40 56x 1011 45x 10
217 0.44 56x 101 6.5 x 10%°
After annedling
96 0.18 6.7x 1011 5.1 x 1014
153 0.19 9.0x 1071 5.2 x 101°
173 0.30 2.8x 10712 2.4 x 10
196 0.40 84 x 101 4.4 x 1015
216 0.55 2.9x 1079 4.6 x 1014
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Fig. 1. TSC spectra of silicon samples (1) before and
(2, 3) after annealing at 950°C for (2) 5 hand (3) 10 h.
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Figure 2 shows the reverse-bias current-voltage
characteristics measured for the initial and annealed
samples. The thermal treatment resulted in a decrease
of thereverse saturation current. Thisresult isrelated to
adecrease in concentration of the deep levels affecting
the recombination characteristics of silicon.

We have also studied the reverse-bias current—volt-
age characteristics of Schottky diodes preliminarily
treated at 1100°C. These samples are characterized by
an increase of the reverse saturation current, which is
apparently related to the fact that the annealing at
1100°C leads to the formation of stacking faults in the
crystal volume. These defects could be observed on
cleaved samples pretreated with a selective Sirtle

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3
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Fig. 2. Reverse-bias current-voltage characteristics of
Schottky diodes (1) before and (2—6) after annealing at
950°C for (2) 5, (3) 10, (4) 15, (5) 20, and (6) 30 h.

etchant and examined in a microscope. No such defects
were observed in the samples treated at 950°C.
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Abstract—It is shown that the period of low-frequency relaxation processes involved in the local reorientation
of moleculesin a plane-oriented nematic liquid crystal is determined both by relaxation of aweakly deformed
director upon switching off the applied field and by redistribution of the voltage drop between the bulk and the
near-electrode region (electric double layer). The maximum deformation of the director takes place in the sur-
face layer with athickness equal to the Debye screening length. © 2001 MAIK “ Nauka/Interperiodica” .

Aswas originally demonstrated in [1], the onset of
the low-frequency dispersion of €' and €" in a plane-ori-
ented nematic liquid crystal (LC) is due to a loca
change in the orientation of molecules under the action
of an externa electric field. It was suggested that the
change in the orientation of molecules in the surface
layer isdetermined by redistribution of the electric field
strength between the bulk and the electric double layer
aswell asinside the electric double layer.

However, it isstill unclear what is the mechanism of
the local reorientation of molecules and how the relax-
ation time T depends on the parameters of the substance
and the measuring cell. It was expected that most
important information concerning the mechanism of
the Fréedericksz surface dynamic effect could be
obtained by studying dependence of the t value on the
sample thickness d and on the probing signal ampli-
tude. This dependence was analyzed using the data
obtained previously [1, 2] and the new experimental
results. The experimental methods were the same as
those described in [1, 2].

As seen from the experimental data summarized in
the table, dependence of the relaxation time on the sam-
ple thickness in the interval of d = 3-22 um obeys the
relationship T ~ d2. Asiis known [3], the same law is
obtained from theoretical analysis of the process of LC
director reorientation upon switching off the applied
field. In this case, the relaxation to the initial state is
controlled by the balance of elastic and viscous
moments

d’e _ de
— =V (@)

K
2

where K, is the Frank elastic modulus, © is the angle
of the director orientation relative to the substrate sur-

face, and yisthe viscosity. A solution to Eqg. (1) hasthe

form of a series of harmonics

o yd®
K (20 + 1)%

where n is the harmonic order.

Asseen from Eq. (2), aminimum changein the con-
figuration corresponds to the zero-order harmonic
(n=0). The values of T, listed in the table refer to a
mixed LC of the RKS 1282 type (y = 0.012 P; K,, =

1.1 x 10% N). As seen the T and 1, vaues are quite
comparable (taking into account that most simplerela-
tionships were chosen for this analysis) and virtualy
coincide for d = 3.3 um. The fact that T and T, values
are of the same order in magnitude indicates that |ocal
changes of the orientation of molecules are determined
by a frequency corresponding to the least deformed
director configuration for the whole sample. A defor-
mation at this frequency takes place in the very first
stage of the process of reorientation and can be called
the deformation precursor. The hypothesis that the

(2

T,

Parameters of the low-frequency relaxation processes
involved in thelocal variation of the orientation of molecules
in amixed LC of the RKS 1282 type (probing signal ampli-
tude, 0.5V; temperature, 294 K; Hc is the critical magnetic
field strength for the Fréedericksz effect)

d, pm H/Hc T, ms Tg, MS W, um
33 0 14 12 0.25
7.2 0 17 5.7 0.32
7.2 0.1 15 0.31

12 0 101 15.8 0.26
12 0.17 81 0.18
22 0 172 53.2 0.20
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relaxation time t for the local Fréedericksz effect is
determined by the time of director relaxation upon
switching off the applied field is confirmed by the fact
that T isindependent of the probing signal amplitude [2].

We have also studied the near-electrode relaxation
processes in the samples exposed to a magnetic field
with a strength H at which the LC director exhibits sig-
nificant deviations from planar orientation. In this case,
we also observed the relaxation processes correspond-
ing to the local Fréedericksz effect. As seen from the
table, the 1 value decreases upon application of the
magnetic field. In a sufficiently strong magnetic field,
the director configuration deviates from strictly planar.
Therefore, relatively small changes in the parameters
indicate that T, isweakly dependent on theinitial direc-
tor configuration; this conclusion is aso confirmed by
the data reported in [1].

The model proposed above does not take into
account an important experimental fact, according to
which T is proportional to the sample resistivity p [1].
Aswas noted in [1], the relationship T ~ p isrelated to
the process of the electric field (or voltage drop) redis-
tribution in the sample. Therefore, the t value (albeit
till determined by the relaxation of weakly deformed
director) must correspond to the time of the field redis-
tribution in the near-electrode region. The higher the
sample conductivity, the smaller the field redistribution
time, and the higher the harmonic order in formula (2)
corresponding to the period of local changesin the ori-
entation of molecules.

A typical temperature variation of T isillustrated in
the figure by data for aliquid crystal of the 8TsB type.
As seen, T (as well as most of the other parameters) is
characterized by a certain activation energy signifi-
cantly depending on the type of the mesophase sur-
rounding the sample. It isimportant to note that alocal
reorientation of molecules may also proceed in an iso-
tropic phase featuring no bulk orientation ordering.
Evidently, an isotropic phase (even in a surface region)
may exhibit an insignificant order in the orientation of
molecules. This fact also confirms the proposed mech-
anism of relaxation of aweakly oriented director.

Until now, the mechanism of the local Fréedericksz
effect was analyzed in terms of the relaxation time Tt.
However, for the general pattern, it is also of impor-
tance to know the factors determining the thickness W
of the subsurface region where the most pronounced
change in the orientation of molecules takes place. As
seen from the table, W (in contrast to 1) is almost inde-
pendent of the thickness d. This implies that the W
value depends on the bulk properties of theliquid crys-
tal studied. Since W is a characteristic of the electric
double layer, it is natural to compare this value to the
Debye screening length given by the formula

r€0€oKT 12
ru=0r , 3
|:| ezni |:| ( )

where g is the dielectric permittivity for a planar ori-
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The plot of relaxation time T versus inverse temperature for
an 8TsB liquid crystal sample with a thickness of 18 um.
Arrows indicate the temperatures of phase transitions.

entation, €, is the permittivity of vacuum, kisthe Bolt-
zZmann constant, e is the electron charge, and n; is the
ion concentration. For a 5TsB liquid crystal studied
previoudy (T=294K; e;=5.2; n,=2.3x 102 m3) [1],
the Debye screening length is Wy = 0.18 pum, which is
almost equal to W=0.21 um.

Thus, an ac voltage with an amplitude below the
threshold value applied to plane-oriented nematic lig-
uid crystal givesriseto local changesin the orientation
of molecules in a near-electrode layer with a thickness
equal to the Debye screening length. The frequency of
these local changes (oscillations) is determined by one
of the harmonics of relaxation of the weakly deformed
director, which corresponds to the characteristic time of
the field redistribution between the bulk and near-elec-
trode regions of the sample.
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Abstract—The barrier capacitance of a sharp p—n junction in a variband semiconductor with coordinate-inde-
pendent bandgap gradient and electron affinity was calculated. It is shown that the square inverse barrier capac-
itanceisalinear function of the applied voltage and that the cutoff voltage may significantly exceed the contact
potential difference. © 2001 MAIK “ Nauka/Interperiodica” .

Variband structures based on semiconductor solid
solutions (primarily, of the A'"BY type) are widely used
in semiconductor electronics, for example, in high-effi-
ciency solar energy converters, selective and wideband
photodetectors, tunable lasers with low threshold cur-
rent, etc. [1, 2]. In recent years, growing attention of
researchers has been devoted to Si—Ge variband hetero-
junctions, which are promising structures for creating
fast- response integrated circuits [3]. In view of the
increasing use of variband heterojunctions, it isimpor-
tant to develop new methods for determining the
parameters of these structures and justify the applica-
bility of techniques, such as the capacitance-voltage
measurements, conventionally used for the character-
ization of homoband p—n structures.

The results of the capacitance-voltage (C-V) mea
surementsfor p—n junctionsformed in avariband semi-
conductor are usualy interpreted (see, eg., [4, 5])
using relationships originally derived for the homoband
p— junctions [6]. This approach can be justified when
the variband region is situated inside a space charge
region, inwhichtheelectric field strengthiszero [7]. In
the general case, the correct description must take into
account a possible effect of the variband region
(extending outside the space charge region and giving
rise to an electric field in the quasineutral base regions
[8, 9]) on the C-V characteristics of the variband p—n
structures. Thus, calculation of the charging capacity of
asharp p—n junction created in a variband semiconduc-
tor presents an important task.

A spatial distribution of the electrostatic potential ¢
in the space charge region (—d,, < x < d,)) of asharp p—n
junction built into a variband semiconductor is
described within the framework of a model of com-
pletely depleted contact layer:

o __e
T2 = e N80 N0, @)

where € is the dielectric permittivity of the variband
semiconductor, which will be assumed independent of
the coordinate; g, is the dielectric constant; N, and Ny
are the acceptor and donor concentrations in the p and
n regions of the structure, respectively; 6 is the unit
function (6(z) =0forz< 0, 6(z) = 1 for z= 0).

In order to formulate the boundary conditions for
Eq. (1), we will take into account that the Fermi level
position Ex inthe p and n regions of avariband p—n struc-
ture is determined by the following relationships [8]:

Er = —edp—E,—X +&,, 2

Er = —ep—X+&n ©)

where isthe electron affinity; E, isthe forbidden band
width; and &, and & , are the chemical potentials of elec-
trons and holes in the p and n regions of the variband
structure, respectively. In the case of a homogeneous
doping, &, and &, in the quasineutral regions are inde-
pendent of the coordinate. This implies that the Fermi
level isparallel to edges of the energy bands of majority
carriers [8-10]. In this case, Egs. (2) and (3) readily
yield expressions for the electric field strength in the
base regions of the variband p—n structure and, in par-
ticular, the conditions on the boundaries of the space
charge region:

do o _ldx

dx x=—d, - edx x=-d, (4)
do| - _Lrdx, 9B
a; x=d, erX * dXD x:dp. (5)

In what follows, wewill restrict the consideration to
the case of a variband semiconductor with E,(x) and
X(X) described by linear functions of the coordinate.
Introducing the notation

edx’ edx’
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taking ¢ = 0 for x =0, and using Egs. (1), (4), and (5)

we obtain
_ _eNg reNgd,
000 = 2eg, 2 Ueeg, B%( ©)
a -d,s<x<0,
_ eNg 2 _eNod,
$(x) = 550 Oegy +G+B%( (8)
a O0s<x<d,.

The total voltage drop ¢(-d,) — ¢(-d,) across the
p—njunctionisasum of the source voltage U (U <O for
reverse bias) and the contact potential difference U..
The contact potential difference is equal to the differ-
ence of the thermoelectron work functions per unit
charge at the boundaries of the space charge region:

U = Ug+adpy + B(dyg + dp), 9)
where U = (KT/€) In(N,Ny/ nizo); N, istheintrinsic car-

rier concentration at X = 0; and dy, dyo arethed,, d, val-
uesfor U = 0. Using Egs. (7)—(9), we obtain

U,—U = U,+U,
_ &Ny 2, eN, » (10)
 2eg, nt 2¢¢, dp + ady + B(dy + dy).

where U, = ¢(-d,) and U, = —¢(d,) are the voltage
drops across the parts of the space charge region situ-
ated in the p and n regions, respectively.

Using the condition of continuity for the electric
field strength at x = O, we obtain arelationship between
thicknesses d, and d, of the space charge layers:

€€o
d,Ng = d,N, + = O (11)
Asisseen from thisrelationship, the space chargesq,, =
eNyd, and g, = eNd, in the regions adjacent to ametal-
lurgical boundary of the p—n junction are not equal (in
contrast to the case of a homoband structure) in abso-
lute values; electroneutrality of the whole system is
provided by space chargeslocalized at the contacts[9].

Expressions (10) and (11) yield

EE 2eN
- J——SSO(U +Uo-U)-a-B|. (12
EE 2eN
- J———seo(u *Us-U)-B[ @)
where
o _NaNg _E&(a+pB)’, o’
N_Na+Nd’ U”‘ze[ N, +NJ' (14)
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Using Egs. (9), (12), and (13), we obtain the following
expression for the contact potential difference of a
variband p—n junction:

2

eK°N
Uc = UcO_ZUD"' €€,
(15
2eN eK ND
+ K/\/ BJco ot 2ee,

where K = (egy/e)[(a + B)/N, + B/Ng].

It follows from Egs. (12)—(15) that the effect of
internal electric fields (arising in the quasineutral base
regions as a result of the spatial inhomogeneity of E,
and ) on the size of the space charge regions determin-
ing the “geometric” capacitance of the p—n structure
depends on the orientation of these fields. When the
vectors of theinternal electric fields are directed toward
the metallurgical boundary (which takes place for a +
B <0inthepregion and for B < 0in then region), the
space charge region expands in both parts of the p—n
structure because the magjority charge carriers are
pushed by the field out of the base regions.

In the opposite case (i.e, for a + B > 0inthep
regionand for > 0inthenregion), thed, and d, values
decrease because the internal electric fields counteract
the spatial redistribution of charge carriers. Apparently,
the case when the signs of a + 3 and [3 are opposite cor-
responds to antiphase modulation of the space charge
region dimensions in the p and n parts of the base,
whereby the space charge region decreases on one side
of the metallurgical boundary of the p—n junction and
increases on the other side of this boundary.

Once the dependence of the d, and d, values on the
applied voltage is known, we may calculate the capac-
itance per unit areafor the p—n junction considered as a
combination of capacitances of the space charge layers
in the p and n regions connected in series:

l_dU du,
C dq, dlqpl

Taking into account Egs. (7), (8), and (10), this expres-
sion can be rewritten as

1 _d,+d

(16)

C €€, eN

+PB)+ B (17)

which shows that the capacitance of the variband struc-
ture contains, in addition to the usual “geometric”
terms, the contributions dueto internal electric fieldsin
the base regions. Substituting expressions (12) and (13)
into Eg. (17), we obtain a formula for the capacitance
of asharp p—n junction in avariband semiconductor:

C = [
egg,N

=(U, +UD—U)} (18)
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Notethat, in aparticular case of a =3 =0, thisformula
converts into a well-known expression for the capaci-
tance of a homoband p—n junction [6].

Formula (18) shows that the square inverse barrier
capacitance of asharp variband p—njunctionisalinear
function of the applied voltage. The dope of this depen-
dence is determined by the same expression as that
fora sharp p—n junction with homogeneous base
regions[6]. Onthe other hand, thereisanimportant dif-
ference between the cases of sharp homo- and variband
p— junctions: the presence of internal electric fieldsin
the quasineutral base regions leads to a decrease in the
barrier capacitance of the p—n junction, which is mani-
fested by a decrease in the cutoff voltage on the C-V
characteristic.

Taking into account that the term U, depends on the
Eq and X gradients as described by expressions (14), we
may conclude that the cutoff voltage significantly
exceeds the contact potential difference when the vari-
ation of Eg and x within the Debye screening length is
markedly greater than KT (i.e., when the E; and & gradi-
ents are sufficiently large). Taking for example € = 10,
N, =Ny =10 cm=3, and a = 3 = 10? eV/cm, we obtain
U;=14x10°V,whilea =3 =5 x 10* eV/cm yields
Uy = 0.35V. Apparently, the relative excess of the cut-
off voltage over the contact potential difference for the
given N,, Ny, a, and 3 valuesis more significantly man-
ifested for asmaller bandgap width at the metallurgical
boundary of the p—n junction.

In conclusion, it should be noted that the above
expression for the barrier capacitance of avariband p—n
junctionindicates a principal possibility to usethe C-V
characteristic for determining the electron affinity gra-
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dient—an important parameter of variband semicon-
ductors which, in contrast to the bandgap width gradi-
ent, cannot be determined from the results of lumines-
cent or photoelectric measurements [11].
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Abstract—Elementary events of correlated electron tunneling from very small regions of ahollow metal emit-
ter were detected. The most significant microscopic and macroscopic parameters favoring the appearance of
multiparticle tunneling effects are considered. © 2001 MAIK “ Nauka/Interperiodica” .

Previously, we have performed a correct systematic
investigation of the field electron emission (FEE) in
order to determine the distribution of elementary emis-
sion events with respect to multiplicity, that is, the FEE
statistics [1, 2]. It was established with high precision
(99.9%) that the FEE process in tungsten and niobium
exhibits a one-electron character in the temperature
interval from 4.2 to 300 K.

In recent years, considerable attention in the emis-
sion electronics and the physics of tunneling phenom-
ena has been drawn to the problem of “point” emission
sources [3, 4]. Therefore, obtaining new data on the
correlation effects in FEE by direct experimental tech-
nigques is one of the most urgent tasks. In this context,
we have performed a series of experimentsto study the
FEE statistics with an allowance for the dimensional
effects.

In these experiments, the FEE statistics was gained
from separate areas of the emitter surface with linear
dimensionson the order of 25 A, which ismuch smaller
as compared to the previous studies, where the mini-
mum size was 100 A. The FEE projector magnification
and the size of the emitter surface area studied were
determined by measuring the distance between (112)
and (121) faces on the anode, which corresponds to the
point tip radius. The FEE measurements were per-
formed as described elsewhere [2, 5] using tungsten
and niobium point emitters prepared by electrochemi-
cal etching.

Processing and analysis of the experimental data
showed the presence of time- and space-correlated
groups of electrons tunneling into vacuum from the
metal emitter surface. The multiparticle emission
events were observed for an atomically clean cathode
surface, the state of which was monitored using a cath-
ode-luminescent glass situated on the anode. An elec-
tron beam emitted from (110) and (122) faces and their
environment passed through a probing hole. The elec-
tron flux density (measured with a semiconductor
detector) was varied from 100 to 3000 electrons per
second. The measurements were carried out in a tem-

perature range from 4.2 to 300 K at aresidual gas pres-
sure not exceeding 5 x 10~ Pa. The detection method
employed was sufficiently sensitive to reveal the groups
including two, three, and four electrons.

Figure 1ashows atypical spectrum of multielectron
emission statisticsfor aniobium at T =300 K measured
with an electron flux of 1400 s? using a diaphragm
with a diameter of 25 um. The relative fractions of a
two-electron flux was 0.04, and that of the free-electron
flux was 0.7 x 103 (which more than one order of mag-
nitude greater than the Poisson superposition fre-
guency). The sample temperature variation did not sig-
nificantly modify the FEE statistics: the spectrum shape
remained generaly the same even when niobium
passed to the superconducting state (T = 4.2 K). Thisis
probably explained by the coherent length for niobium
(4 x 10 cm) being large as compared to the probed
areasize.

The results of control experiments using a dia-
phragm with a diameter of 200 pm were similar to
those reported previously [1, 2]. Figure 1b shows atyp-
ical spectrum of the FEE statistics measured under
these conditions, in which the second peak intensity
corresponds (within the experimental error) to the Pois-
son superposition frequency. The shapes of the curves
presented in Figs. 1laand 1b are significantly different:
the second peak in Fig. 1b hasthe form of a“step” typ-
ical of superpositions in a stationary regime, while the
second peak in Fig. lahasanearly Gaussian shape. The
difference can be explained by the fact that the correla-
tion timefor agroup of two electronsis shorter than the
working pulse duration in the spectrometer tract. The
intensity of multiparticle emission drops (as arule, by
the geometric law) with increasing multiplicity of the
elementary event.

For correct interpretation of the experimental
results, it should be borne in mind that a fourfold
decrease in the diaphragm diameter leads to a 16-fold
decrease in the area studied, whereas the FEE current
density increases 16 times under the same parameters
of signal detection. Therefore, we must take into
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Fig. 1. The experimental spectra of FEE statistics in niobium measured using diaphragms with a diameter of (a) 25 pm and

(b) 200 pm.

account both the dimensional effects and the phenom-
ena depending on the FEE current density [5, 6]. For
example, afourfold decreasein the diaphragm diameter
must increase the probability of observing the corre-
lated emission effects in cooperative processes with a
guadratic dependence on the current by two orders of
magnitude. However, no such dependence on the cur-
rent density was observed in our experiments. It should
be noted that these results do not contradict the data
reported in [7] where the FEE statistics was studied for
much greater current densities and the time resolution
was decreased in inverse proportion to the growing cur-
rent density.

In considering the dimensional effects, it is neces-
sary to take into account that the electron flux passing
through a small hole (such as that used in our experi-
ments) loses a considerable fraction of electrons emit-
ted from the probed area with large initial tangential
velocities. On the contrary, the relative fraction of elec-
trons emitted with large tangential velocitiesfrom adja-
cent areas increases, which may lead to an optimum
relationship between the area size and correlation
length. This conclusion may be of special importance
for our experiments, wherethe areasize probed (25 A) is
approximately equal to the scattering circle diameter [8].

TECHNICAL PHYSICS LETTERS  Vol. 27

Thus, the hypothesis concerning manifestations of
the coherent properties during thefield electron emission
is still working. A more consistent interpretation of the
experimental data requires additional investigations.
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Abstract—The parameters of clusterization for neon, argon, krypton, and xenon were calculated based on a
thermodynamic analysis of the corresponding P-V diagrams. The calculated clusterization parameters agree
well with experimental values of the evaporation heat. © 2001 MAIK “ Nauka/Interperiodica” .

Introduction. In recent years, considerable atten-
tion of researchers has been paid to the process of clus-
ter formation [1, 2]. The main task of determining the
energy of atomsin acluster isusually solved by method
of molecular dynamics [3]. Previoudly [4], we derived
an equation of state for areal gaswith an allowance for
the clusterization process. Using this equation of state,
it is possible to calculate the clusterization parameters
for real gases proceeding from analysis of the experi-
mental phase diagrams.

In this paper, the clusterization parameters for neon,
argon, krypton, and xenon are calculated based on a
thermodynamic analysis of the corresponding experi-
mental isothermal P-V diagrams. In contrast to the
approach used in [4], we will also take into account the
entropy factor and a relationship between the cluster
surface energy and the interparticle interaction energy
established in [5].

Principal computational formulas. Let us con-
sider alattice model of a gas featuring the cluster for-
mation process. The system volume is modeled by the
|attice with a large number of cells, where each cell is
capable of accommodating only one particle. The free
energy of such asystem can be expressed asfollows[4]:

N! N,
F = iN; —KTI < P, (1
2 nLN—N‘)!niNi!(i!) = e

where N, is the number of clusters composed of i parti-
cles, g; isthe energy of acluster containing i particles,
N isthetotal number of cellsin thelattice, and N' isthe
total number of particlesin the system. Note that not all
rearrangements of particles in the lattice lead to the
cluster formation, which is reflected by the cluster for-
mation probabilities P, in Eq. (1). Assuming that
N> N', the probability of formation of a cluster con-
taining i particles can be taken equal to P, = 1/N' ~1 (the
clusters may form anywhere over the whole system).

Upon minimizing the free energy (1) with an allow-
ance for the particle number conservation

N' = N, @)

we arrive at the following expression for the number of
clusters containing i particles [4]:

1 0 g, + Al oD
Ni = N PETRT 2 Ny = P (3)

where A is the Lagrange factor depending on the tem-
perature and volume of the system, which is deter-
mined by solving Eqg. (2). Using an expression for the
free energy derivedin [4] for N> N', we obtain thefol-
lowing equation of statefor the ideal gaswith an allow-
ance for the clusterization effect:

2N
p = KT, ()
where V is the total volume of the system. Assuming
that the clusters are closely packed, the energy of a
cluster containing i particles at the zero energy can be
written as [5]

g = —hi +ai®?, (5)

where h is the temperature-independent energy of an
atom in the cluster, which is determine by the chemical
bonds of this atom to the neighboring particles, while
the second term reflects the presence of unsaturated
(dangling) bonds on the cluster surface. Previously [5],
it was demonstrated that close-packed clusters of inert
gas atoms are characterized by ¢ = 1.33h.

Since the experimental P-V diagrams correspond to
rather high temperatures, expression (5) should be
modified by adding an entropy term related to the
vibrations of atoms in the cluster. Assuming that the
surface atoms in the cluster possess the same varia-
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Fig. 1. Isotherms of inert gases: (1) Ne (T = 40 K); (2) Ar
(T =150 K); (3) Kr (T =210 K); (4) Xe (T = 290 K); open
symbols represent the experimental points [6], solid curves
show the results of calculations.

tiona entropy s as the bulk ones, we obtain the follow-
ing formulafor the cluster energy

g = —(h—sT)i+133hi%°, i> 1. (6)

The number of cellsin the system can be evaluated
using the relationship [4]
VﬂSN'
Viig

(7)

where v and v;;, arethe specific volumes of theliquid
and gas phases, respectively.

Calculation of the clusterization parameters for
Ne, Ar, Kr, and Xe. The inert gases were modeled by
Egs. (2), (3), (4), and (6), with the parameters h and s
selected so as to provide for the best fit to the experi-
mental data[6].

Typica results of modeling the isothermal phase
diagrams of the systems studied areillustrated in Fig. 1.
As seen, the theoretical curves describe the experimen-
tal patterns well. The calculated values of the cluster-
ization parametersh and s, aswell as the average evap-
oration heats €, per particle determined using the data

Clusterization parameters of inert gases

Gas h, meVv s, k Eq, MEV
Ne 23 -15.0 18
Ar 76 -15.3 68
Kr 100 -20.1 94
Xe 135 -15.5 131

80
i

60

20

40

Fig. 2. Plotsof therelativefraction of particlesinvolved into
clusters versus the cluster size (number of particlesin the
cluster) constructed for neon using various values of the
specific gas volume Vg 38330 (1); 13110 (2);

7876 mé/kg (3).

from [3], are presented in the table. As seen from this
table, thereis agood agreement between the enthalpy h
and the evaporation heat.

Figure 2 shows plots of the relative fraction of par-
ticles involved into clusters versus the cluster size
(number of particlesin the cluster) constructed for neon
using various values of the specific gas volume. The
cluster size distributions obtained for the other gases
also exhibited maxima in the regions of heavy frac-
tions. The condition i > 1 is evidently obeyed in al
cases, which confirmsthe validity of Eq. (6) for the free
energy of acluster.
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Abstract—The conditions of synthesis of anickel titanium based biocomposite material with hydroxyapatite
added to the initial Ni—Ti powder mixture were studied. The material was obtained by a method based on the
combination of laser-controlled selective sintering and self-propagating high-temperature synthesis. The data
of X-ray diffraction and electron microscopy indicate that the high-rate laser heating induces the interaction of
hydroxyapatite with nickel titanium, which results in the formation of additional intermetallic phases (NiTi,,

Ni3Ti). © 2001 MAIK * Nauka/Interperiodica” .

Nickel titanium (NiTi) isapromising implant mate-
rial for medical applications, which is due to a unique
combination of properties (inherent even in the porous
NiTi) including the shape memory effect, biocompatibil-
ity, high specific strength, and corrosion resistance [1].
Traditionally, NiTi is obtained either by multiple
remelting in a vacuum-arc furnace or by self-propagat-
ing high-temperature synthesis (SHS) [2]. However,
direct use of these methods for NiTi synthesisin medi-
cal implantology encounters considerable difficulties
because of a cumbersome and multistage technol ogical
scheme involved in the fabrication of functional
implants, which must possess preset individual shapes
and dimensions.

A promising approach is offered by the Rapid Pro-
totyping (or Solid Free Form Fabrication) technology
based on the synthesis of materia copies of three-
dimensional (3D) objects (physica model and proto-
type parts) using their virtual models constructed by 3D
computer-aided design (CAD) methods. This approach
was aready successfully used for the synthesis of
implant models from UV-laser-cured oligomers by
method of laser stereolithography based on the com-
puter-aided processing of the X-ray, NMR, or ultra-
sonic tomography data [3]. It was suggested that the
biocompatibility of these (generaly, well tolerated by
the living organism) oligomer models can be improved
by doping the initial material or by coating the final
articles with calcium phosphate—based compound—
calcium hydroxyapatite Cas(PO,);OH—which is well
known and widely used in medicine for facilitating
implantation and stabilizing thetissue osteogenesis[4].

Previoudly [5], we have succeeded for the first time
with providing for an SHS reaction precisely within the
laser spot during the layered selective laser sintering

(SLS) processin Ni—Al and Ni—Ti powder systems for
the intermetallic phase formation. The SLS process is
one of the methods suited for the Rapid Prototyping
technology, which can be used for the obtaining of both
models and functional 3D articles from reactive powder
mixtures. In particular, we have demonstrated [6] the
possibility of NiTi synthesis by the SLS of powdersin
a protective Ar atmosphere, which opens wide pros-
pects for the medical implantology.

In thiswork, we have used the X-ray diffraction and
electron microscopy methods to study the conditions
for NiTi synthesis by laser-controlled combined SLS-
SHS processinaNi—Ti powder mixturewith hydroxya
patite additives. The process of furnace sintering in the
pre-synthesized NiTi powder with hydroxyapatite was
studied in [7]. It was found that a 2-h sintering at
800-1150°C led to the appearance of the products of
hydroxyapatite decomposition in the form of calcium
phosphates Ca,P,0O4 and Cay(PO,), and a number of
other products including P,0O5, CaO, CaTiO;, TigP,
NiTi,, NisTi, etc. Note that the former compounds
retain biocompatibility (which requires that the Ca/P
ratio would fall within 1.55-2.2 [4]), while the latter
compounds are indicative of the interaction of
hydroxyapatite (or the related decomposition products)
with NiTi, which is accompanied by conversion of the
latter. Our aim was to study how the hydroxyapatite
additive and its decomposition products affect the SHS
process of NiTi formation under the high-rate laser
heating conditions.

The X-ray diffraction measurements were carried
out on a DRON-2 diffractometer using CuKa radiation.
The electron-microscopic investigations were per-
formed in an EMV-100V instrument operated at an
accelerating voltage of 75 kV. The SLS process was
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(b)

Fig. 1. Electron diffraction patterns from replicas of laser-
sintered monolayersin regimes (a) 2 and (b) 3 (see table).

conducted in a protective Ar atmosphere as described
in [5]. The experiments were carried out in aKVANT-60
setup (ew—YAG-Nd laser) using optimum laser action
regimes for the Ni—Ti powder processing established
previously [6].

Nickel titanium was synthesized from a mixture of
powdered titanium (PTKh grade) and 55.06 wt % of
powdered nickel (PGSR4 grade, State Standard GOST

SHISHKOVSKY et al.

9722-79 (%): 2.8-3.8B,0.6-1.0C, 3.04.5Si, 15-18Cr,
<50 Fe, 0.04 P, 0.04 S, balance Ni). Powdered
hydroxyapatite (Gidroksiapol-GAP85d grade, Pharma-
copoeia Clause VFS 42-2378-94) was added at arela-
tiveamount of 1/4 (w/w) to the Ni—Ti (PGSR4 + PTKh)
mixture. Note that, while the Ni/Ti ratio in the system
was dtrictly determined by stoichiometry of the final
compound (NiTi), no data were available on the
amount of hydroxyapatite necessary for redlization of
its pharmacological properties. For the comparison of
data on the NiTi synthesis and on the effect of
hydroxyapatite, we aso studied the laser-controlled
SLS-SHS process in a mixture of commercial NiTi
powder (PN55T45 grade) with hydroxyapatite (4 : 1)
and in the aforementioned compositions without
hydroxyapatite additives.

The SL S process was effected in a free-poured vol-
ume of powder, which was markedly greater as com-
pared to the thicknesses of sintered layers. The results
of the X-ray diffraction analysis using the most intense
reflections from the sintered material are summarized
inthetablefor various laser radiant powers R (the scan-
ning rate v = 3.1 cm/s and the laser spot sized ~ 50 um
were constant) and different powder mixtures. The
table also gives data on the thickness D of sintered lay-
ers. An asterisk indicates the phases with overlapping
reflections.

As is seen from data presented in the table, the
high-rate laser heating (in contrast to the furnace pro-
cessing) [7] is not accompanied by the formation of
phases such as Ca,P,0y, Cay(PO,),, P,0s, Cal,
CaTiO;, TizP, etc. This implies that hydroxyapatite
exhibits no strong decomposition, while the
Ca(H,PO,), and CaHPO, phases are known to retain
the pharmacological properties of hydroxyapatite [4].
Oxygen and phosphorus liberated during heating react
with NiTi to form NiTiO; and NiP,. The presence of
hydroxyapatite as such detrimentally affects the condi-
tions of NiTi synthesis (cf. regime 6 versus 1 and 2 in
the table). The process in a hydroxyapatite mixture
with commercial NiTi powder (regimes 3 and 4) pro-
ceeds under conditions favoring the synthesis of other

Phase compositions (by X-ray diffraction data) of the products obtained by the laser-controlled SLS-SHS process in pow-
dered mixtures of Ti (PTKh grade), Ni (PGSR4 grade), NiTi (PN55T45 grade) and hydroxyapeatite (HAP)

Regime| Initial powder composition|P, W| D, mm Product phase composition
1 PGSR4 + PTKh + HAP | 23 2.0 33% HAR, 23% Ni,P(*NisP,), 16% Ni3Ti, 14% CaHPO,, 14% NiTi,
2 PGSR4 + PTKh+ HAP | 13 18 34% HAP, 14% Ni5Ti, 14% NiTi, 22% NiTi,, 17% TiO,
3 PN55T45 + HAP 23 2.8 9.5% HAP, 18% NiTiOz(?Ni5Ti), 8% NiTi, 56% NiTi,, 8.5% Ni,Ti,O
4 PN55T45 + HAP 13 14 40% NiTi,, 16% Ca(H,PO,),, 13% NiTiOz(* NigTi), 15% CaHPO,,

PN55T45 13
PGSR4 + PTKh 13

13% NiP,
Layers break | 46% NiTi,, 29% NiTiOs(* Ni5Ti), 25% NisTi(*NiTi)
50% NiTi, 29% Ni, 21% Ti

TECHNICAL PHYSICS LETTERS  Vol. 27
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intermetallic phases (NiTi,, NisTi); the higher the laser
power, the more favorable are these conditions.

The electron-microscopic investigation of a thin
layer of the sintered powder composition deposited
onto a structureless carbon replica made it possible to
determine the percentage phase composition of the sin-
tered material with greater precision. Figures laand 1b
show the electron diffraction patterns for the samples
sintered in regimes 2 and 3 (see table). An analysis of
these results confirmed the general conclusions based
on the X-ray diffraction data. In Fig. 1a, the interplanar
spacings correspond predominantly to hydroxyapatite
and the CaHPO,, NiTiO;, NiTi,, and NisTi phases,
while Fig. 1b confirmed the presence of hydroxyapa-
tite, NiTi,, and Ni;Ti phases. Taking into account the
experimental results reported in [7], we may suggest
that the furnace processing of these sintered articles
would not alter this situation.

Thus, we have demonstrated the possibility of syn-
thesis of a biocompatible composite based on nickel
titanium by method of |aser-controlled combined SLS-
SHS processing of a Ni—Ti powder mixture with
hydroxyapatite additives. The yield of nickel titanium
from the selective laser-controlled reaction in a Ni—Ti—
hydroxyapatite powder mixture is higher than theyield

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3
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of apracessinvolving laser sintering of nickel titanium
with hydroxyapatite.
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Abstract—The parameters of ultrashort laser pulses and the thermal characteristics of a metal target were
determined, which provide that the laser-induced plasmaformation at the target surface does not lead to damage
of the metal surface. The results of calculations are compared to experimental data. © 2001 MAIK

“Nauka/Interperiodica” .

Problems related to the interaction of ultrashort
high-power laser pulses with metal targets attract the
considerable attention of researchers engaged in the
development of high-speed laser technologies, where
the laser processing involves an extremely rapid energy
introduction into a target substance (pico- and femto-
second time scale). The character of this interaction is
largely determined, besides the spectral characteristics,
by the intensity and duration of laser pulses. As was
noted in [1], the absorption of laser radiation resultsin
violation of the thermodynamic equilibrium between
the electron gas and crystal lattice at the metal target
surface. Since the heat capacity of the degenerate elec-
tron gasis very small, the electron temperature follows
the laser pulse shape virtually without delay. Thelattice
heating proceeds at a markedly slower rate because of
a considerable difference between electron and ion
masses. For a laser radiant power density of I, ~
10*W/m?, the time of lattice heating for various met-
als varies within ~1-100 ps [2, 3], which implies that
the energy deposited with a subpicosecond laser pulse
is stored in the electron subsystem, while the lattice is
heated to a markedly lower temperature.

An important problem consists in determining the
conditions for which the ultrashort laser pulse action,
while changing the physical properties of a material,
does not lead to destruction of the target, that is, for
which it does not stimulate developed evaporation
(ablation) processes. It was demonstrated [2, 4] that
there is a threshold value of the energy density F,, of
an ultrashort laser pulse (the pulse duration T, must be
much shorter compared to 1, the time of relaxation of
the electron and lattice temperatures) that leads to the
onset of material ablation after termination of the laser
pulse action.

Previoudly [6, 7], we studied the possibility of
breakdown in a dense inert gas layer near a metal sur-
face under the action of ultrashort laser pulses in the
absence of vapors of the target material. It was demon-

strated that, due to the ionizing effect of the surface
thermoelectron layer [7], the near-surface gas layer
may exhibit a breakdown even during a picosecond
laser pulse, provided that the laser pulse intensity and
the gas pressure obey definite conditions. However, the
subsequent state of the target surface was not considered.

The purpose of this study was to determine the con-
ditions under which ultrashort laser pulses can produce
ionization of adenseinert gaslayer without destruction
of the target surface upon termination of the laser pulse
action. These conditions can be formulated as

lem(P)ts< Fyy, Where lem(P) is the threshold laser
intensity necessary to produce a breakdown of the gas
at apressure P and 1, isthe time of formation of anear-
surface plasma with a critical density ensuring com-
plete screening of the target surface.

In order to solve the above task, it is necessary to
consider (in more detail than in [7]) a physical mecha-
nism of the surface thermoel ectron layer formation and
to determinethelaser radiation parameters and the target
material characteritics for which this surface electron
layer (SEL) can significantly influence the |aser-affected
surface processes. The main factor determining the SEL
formation at a meta target surface under the action of
ultrashort laser pulses is a considerable difference
between the eectron and lattice (~eV) temperatures,
which leads to a a sharp increase in the thermoemission
current and the formation of a sufficiently extended neg-
ative space charge region near the target [8].

As is known, the electric double layer exists at a
metal surface even under conditions of the thermody-
namic equilibrium between the el ectron and | attice sub-
systems. However, the electron gas under these condi-
tionsis degenerate and the electron density very rapidly
decays with the distance from the surface: n, O
Z?exp(—-B2), where B is a value on the order of an
average interelectron distance in a metal [9]. This cir-
cumstance alows us to consider the degenerate SEL

1063-7850/01/2703-0214%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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thickness asinsignificant and to ignore the effect of this
layer on the laser radiation transmission to the metal.
With arapid drop in the electron density, the degree of
degeneracy decreases and (for the Fermi energy E-(n,)
on the order of kT) the electron system passes to the
classical sate. The further decrease in the electron den-
sity obeys amore sloping law [7]:

Ne(2) = nolL + ﬁgﬁ (1)

where D = (g,kT/e’ny)Y? is the Debye screening radius
and n, is the boundary electron density determined
from the degeneracy condition Ex (ny) = KT, which
yields n, 00 T%2. Thus, agrowth of the electron temper-
atureis accompanied by theincrease in the size of SEL
where the electron density decreases as descried by
expression (1). At the sametime, the boundary electron
density n, increases as well and, on reaching the elec-
tron temperatures on the order of E¢, all electronsinthe
SEL passto the classical state. In this state, the electron
distribution obeys Eq. (1) and the n, value is on the
order of electron density in a metal. Therefore, an
intense nonequilibrium heating of the electron compo-
nent in a metal may result in the formation of a suffi-
ciently thick and dense layer of seeding electrons.

Let us determine the parameters of a pulsed laser
radiation for which a sufficiently dense nondegenerate
SEL may form without destruction (ablation) of the
metal target surface. Equations determining variation
of the electron and lattice temperaturesin ametal target
under the action of a pulsed laser radiation can be writ-
ten, by analogy with [2], in a one-dimensional form for
theregion z< 0 (meta):

0T, _ 0 0T,

L RSO .
oT 0 oT
|5TI = (TZ[X'—()—ZJ]FG(TG_T')’

where Q is the volume flux of energy supplied to the
electron subsystem with the absorbed laser radiation; T,
and T, are the eectron and crystal lattice temperaturesin
themeta; C,, C and ¥, X, aretheelectron and | attice heat
capacitiesand thermal conductivities, respectively; and a
isthe coefficient of heat exchange between electrons and
|attice (for typical metals, a ~ 10 W/(m® K) [2]).
According to [2], Q = |,/l, where |, is the laser

pulseintensity and | ~max[8, ./XT,] isthethickness of
a metal layer heated during the laser pulse action
(0 isthe skin layer thickness and X is the electron tem-
perature conductivity). For apicosecond laser pulse, | ~
10" m; thisimplies that, during the laser pulse action,
adifference between the electron subsystem and lattice
temperatures according to Eq. (2) reaches AT = I o,/al.
Thus, a minimum intensity of the picosecond laser
pulse necessary to remove degeneracy from the heated
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Fig. 1. Spatial distribution of the near-surface plasma den-
Sity at the moment of complete target screening.

electron gaslayer is | g = o Tz ~ 104 W/m? (T isthe
temperature of degeneracy of the electron subsystem).

According to [8], the action of picosecond laser
pulses with the intensity |, = 3 x 10 W/m? upon the
surface of typical metalsis characterized by athermoe-
mission intensity exceeding the photoemission level.
This implies that the SEL formation by a laser pulse
with thisintensity is caused by the thermoemission dur-
ing T = D/v; ~ 104-10"13 s, where v; is the thermal
velocity of electrons. In addition, it should be noted that
the character of thermoemission under these conditions
significantly differs from that of thermoemission from
an electrode in a closed circuit. Indeed, the thermoe-
mission in the case under consideration proceeds from
an isolated metal surface, leaving an uncompensated
positive charge on the surface and forming a negative
space charge near this surface, which affects the ther-
moemission current. The interplay of these factors
markedly complicates description of the process of
SEL formation. However, taking into account that the

time of formation of the space charge distribution (Ts)
is much smaller than the picosecond laser pulse duration
(Tp), the charge distribution in SEL during the laser pulse

action can be considered as stationary and characterized
by the corresponding electron layer temperature.

The upper limiting intensity |5 corresponds to a
subthreshold level leading to the onset of the target
material melting and ablation. In the presence of suffi-
ciently dense gas atmosphere at the metal target sur-
face, the ionizing effect of SEL leads to the formation
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7,10 135 of a near-surface layer of weakly ionized nonideal
o plasma during a picosecond laser pulse [6]. Figure 1
shows a typical spatial distribution of the near-surface
plasma density at the moment of complete target
screening (t4= 1.0 psfor I, = 1.1 x 10'*W/m?and n, =
3 x 10%” m3). Figure 2 presents aplot of the breakdown
time versus the near-surface gas concentration 1, =
7h T(lem NI(Ts ~ T)).

Using the above results, it is possible to evauate a
threshold vale of the laser pulse ionization energy den-
6L sity Fign = lgrTs. A minimum value of the ionization
threshold is F;,, = 0.1 Jcm? for |, = 2.5 x 10'6 W/m?
and n, = 3 x 10" m=2 (Fig. 3). Under the conditions
5k studied, this value can be lower than the ablation thresh-
old [4, 2]. Experimental values of the ablation threshold
at atmospheric pressure fall within F,; = 0.2-0.5 Jen??

o]
T
Oeo
N~

4+ ¢ [3, 5]. As the near-surface gas pressure increases to

200-300 atm, the ablation threshold grows as well.

o Therefore, a regime with F,,, < F, is possible, which

3 L@ ! ! implies that the dense near-surface gas layer can be ion-
0 2 4 6 8 ng, 107 m= ized without damaging the condensed target surface.

It should be noted that a part of the laser radiation
energy absorbed in the near-surface plasma (the tem-
perature of the electron plasma component is ~10* K)
and reirradiated toward the target surface is much
smaller compared to the laser pulse energy. Taking this
F. . Jjcm? energy into consideration in determining the energy
30 . ‘ supplied by the laser pulse to the target does not affect

’ ' the results of calculations.
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Abstract—We will provethat, within the framework of planar geometry, no equilibrium configuration of afree
charged surface of a conducting liquid can exist ensuring unlimited local amplification of the applied electric

field. © 2001 MAIK “ Nauka/lInterperiodica” .

Both experimental data[1] and the results of numer-
ical modeling [2, 3] indicate that the surface of a con-
ducting liquid (e.g., molten metal) in a sufficiently
strong electric field exhibits the formation of cuspsin
afinite time. These results pose an interesting question
concerning the possibility of an equilibrium singular
configuration existing for the free charged equipoten-
tial surface of aconducting liquid. A particular singular
solution of a problem on the stationary boundary pro-
file of such aliquid is offered by the Taylor cone [1].
However, the condition of force balance for the Taylor
coneis broken at asingular point (apex), from which it
follows that this solution provides only a possible
asymptotic shape of the surface at a considerable dis-
tance from the apex.

Below we will demonstrate that, within the frame-
work of planar geometry, no equilibrium configuration
of a free charged surface of a conducting liquid can
exist such that the induced electric field strength would
be significantly greater than that of the external electric
field Ey. The algorithm leading to this conclusion is as
follows: assuming that the equilibrium cusp formation
is possible, we will obtain a general solution to the
equations describing the corresponding equilibrium
surface shape, after which wewill demonstrate that this
solution cannot be physically realized.

A stationary profile of the surface of a conducting
liquid (described by the unknown function n) is deter-
mined from the condition of force balance at the liquid
boundary:

E*/(8m) + oK = EJ/(8m) +pgn, y = n(x), (1)

whereE = |[§| isthe absolute value of the electric field
strength, ¢ isthe field potential, K(X) = n,/(1 + n§)3’2
is the surface curvature, a is the surface tension coeffi-

cient, g isthe acceleration of gravity, and p istheliquid
density. In the absence of space charge, the electric

potential distribution is described by the Laplace
equation

¢xx+ ¢yy =0,

that has to be solved jointly with the conditions that
(i) the surface of the conducting liquid is equipotential
and (ii) thefield at an infinite distance from the surface
isuniform:

¢ =0 y=n(x),
¢ — —Epy,

Let us consider the case of interest, whereby the
field strength at the surface far exceedsthe applied field
value (E > E,), whichischaracteristic of a surface pos-
sessing various sharp features (angles and cusps). In
this case, the termsin the right-hand part of Eq. (1) can
be ignored and the condition of equilibrium can be
expressed in the following form:

y—»oo.

E’/(8m) +aK = 0, y = n(x).

Selecting E, asthe unit of field strength and 8Tt0(E52 as
the unit of length, we obtain

E'~Ey =0, y=n(x), 2

where it is taken into account that the curvature of the
equipotential surface can be expressed via the field
potential asK = —{(@] , [4].

For the subsequent considerations, it is convenient
to use the potentia ¢ and the harmonic conjugate func-
tion Y (such that the condition Y = const determinesthe
electric field lines) as independent variables and to rep-
resent the unknown functionintheform f =InE. Thisis
a harmonic function of x and y [4] and, hence, of the
new variables ¢ and Y aswell:

fou+ fop = O. 3
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The boundary condition (2) can be written as
¢ = 0. (4)
Taking into account that E — 1 for z— oo, we con-
clude that function f must decay at infinity:

f— O, (I) —> —00, (5)

Thus, the initial boundary problem with an unknown
boundary is transformed into the nonlinear boundary
problem (3)—5) on the halfplane ¢ < 0.

Using the known solution to the Laplace equation
on the halfplane for the functions decaying at infinity,
we may write

fq, = expf,

+oo

I _6f(w.0)
o (W -)’ + 97

Differentiating this expression with respect to (), we
obtain the boundary condition

f(w, ¢) = dy’, ¢ <O.

folg=o = —H Ty,

where f (W) =fly-gand H isthe Hilbert integral ope-
rator

Af = 2ve J’ f(‘“)dq;
Using these relationships, we may exclude the deriva
tive f, from Eq. (4) and reduce the two-dimensional

boundary prablem (3)- (5) to the following one-dimen-
sional integrodifferential equation:

Afy = —expf.
Upon applying the Hilbert operator to both parts of this
equation and taking into account that A7 = -1, weobtain
E, = EAE, (6)
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where E = E|,-o=expf isafunction determining the
absolute value of the electric field strength at the
boundary of the conducting liquid. Thus, Eq. (6)
describes the potential distribution at the equilibrium
surface assuming that the induced field is markedly
stronger than the applied field.

In order to solve Eq. (6), let us represent E asthe

sum of two functions, E = E® 4+ gV , Which are ana-
Iytical in the upper and lower halfplanes of the complex
variable ), respectively. Substituting this expression
into Eq. (6) and taking into account that HE™ = +iE®
we obtain apair of ordinary differential equations

EY = +i[E®)%,

A solution to these equations is given by the formula

E® = +i/(Q £ iqg), where q is a constant such that
Reg > 0. Not loosing generality, we may assume this
constant to be real. Then the solution to Eq. (6) takes
theform

E = 2q/(y* + ). (7)

Let us construct a surface corresponding to this

solution. Note that the angle 6 between the electric field

vector and the abscissa axis is a harmonic conjugate

tof[4]. Then, taking into account the Cauchy-Rie-

mann condition (6, = f,) and using Eq. (4), we obtain
the following relationships for the surface ¢ = 0,

éqJ: exp? = E,

where 8 = By -o. Upon substituting formula (7) into
this relationship and integrating the resulting equation
with respect to ), we obtain an expression for the

angle 6:

8 = U2 + 2arctan(W/q).

The passage to variables x and y is provided by the
transformation [4]

X+iy = iIé_lexp(ié)dlp.

Upon calculating the integral in the right-hand part of
this relationship, separating real and imaginary parts,
and excluding the parameter Y, we arrive at

— 92 93’
(Where ¥ = 2y/(30?) and X = 2x/(/3¢?), which corre-
sponds to the so-called parabolic folium (see figure).
This surface is self-intersecting at X = y = 0, which
implies that the solution is physically unrealizable.
From this we infer that the initial assumption con-
cerning the possibility for the electric field strength at

an equilibrium surface to be considerably greater than
the applied value E, is incorrect, and, hence, no singu-
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lar (cusp) stationary configurations of the charged sur-
face of a conducting liquid ensuring unlimited local
amplification of the electric field at the cusps (breaks)
can exist in two-dimensional geometry.

Consequently, a certain ultimately permissible
value of the field perturbation on the equilibrium sur-
face of such aliquid exists that depends on the applied
field strength and the parameters of medium. For exam-
ple, in the class of solutions to the problem concerning
the stationary configuration of a conducting liquid for
g = 0 (gravity forcesignored) found in [4, 5], the max-
imum possible field strength at the surfaceis 7.1E,.

It must be also pointed out that an analogous situa-
tion takes place for a dielectric liquid bearing the free
surface charge providing for the equipotentiality condi-
tion. In this case, an additional term appears in the
eguation of force balance (1) to account for the el ectro-
static pressure at the surface on the side of liquid. Evi-
dently, this term is negligibly small at the cusps (the
field at the singular points is screened by the surface)
and the surface shape can be described to a high preci-
sion by Eq. (2). From this we infer that dielectric lig-
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uids, as well as the conducting ones, cannot exhibit
equilibrium cusp formation on the charged surface in
the planar geometry.
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Abstract—The effect of an artificial UV emission from the drift space on the open discharge current, caused
by an additional discharge operating between the anode and the electron collector, was studied. The experi-
ments were performed in the continuous, quasi continuous, and pul sed regimes of the electron beam generation
inarange of currentsfrom 1 mA/cm?to 10 A/cm?. It was established that the energy efficiency of the additional
discharge acting upon the beam current is greater than that of the beam proper. It is concluded that UV emission
is the main factor providing for the supply of electrons to the open discharge. © 2001 MAIK “ Nauka/lnterpe-

riodica” .

Open discharge as the source of an electron beam s
an object of extensiveinvestigation. Animportant ques-
tion of this research is related to the nature of electron
emission from the cathode to the discharge region. Pre-
vioudly, it was believed that the main mechanism
responsible for the beam current in the open dischargeis
an UV emission from thedrift space[1-5]. However, this
model was later criticized, for the most part in [6-8]
where the role of UV emission was reduced to provid-
ing auniform discharge initiation in the early stage at a
current density of j < 104 A/cm?. Subsequently, up to a
current density on the order of j < 102 A/cnm?, the dis-
charge is maintained by ionization in the field protrud-
ing beyond the anode grid into the drift space. Then the
process devel ops into an anomal ous glowing discharge,
during which the main fraction of the beam electronsis
generated [9, 10].

The limited space in this publication does not allow
usto analyzetheresults of [6-10] in much detail. A full
analysisis planned for publication in the Zhurnal Tekh-
nicheskor Fiziki (Journal of Technical Physics). Here
wewill only note that the evidence presented in [6-10]
is entirely indirect and cannot serve a basis for unam-
biguousdly judging the nature of electron emissionin an
open discharge. The main effort in this study was
devoted to direct experiments aimed at determining the
influence of the UV emission from the drift space on the
current—voltage characteristics of the open discharge.

For this purpose, the usual cell configuration con-
ventionally employed for the open discharge redliza-
tion (cathode-anode grid-drift space—electron collec-
tor) was modified by adding a second grid mounted in
the drift space at a distance of 2 mm from the anode
grid. Thelength of the drift space was 20 mm. The cath-
ode—anode distance was 1 mm, and the anode grid cell
sizewas 0.2 mm. The experiments devoted to elucidat-
ing the effect of the UV emission from the drift space
on the discharge characteristics were performed with
both grids at the same potential. This minimized the

field sagging both from the cathode-anode region into
the drift space (beyond the second grid) and from the
drift spaceto the accelerating gap. Asaresult, it was pos-
sible to study the direct effect of the UV emission from
the drift space by increasing its intensity with the aid of
an additional gas discharge operating in this space.

The experimental discharge cell employed a pol-
ished stainless steel cathode with a diameter of
13.5mm and a perforated anode with a diameter of
12.5 mm. The working gas (commercia high-purity
grade helium) was additionally purified with the aid of
an activated charcoal trap. The open discharge opera-
tion was studied in three regimes. (1) continuous (cur-
rent density up to 5 mA/cm?); (2) quasi continuous (cur-
rent density, up to 1 A/cm?) involving rectangular
pulses with atypical duration of 10 ps; and (3) pulsed
(current density, up to 10 A/cm?) employing the dis-
charge of a 600 pF capacitor through the accelerating
gap. In order to minimizetherole of transient processes
related to the discharge initiation in regimes 2 and 3, a
continuous initiating discharge with a current density
of 1-2 mA/cm? was maintained in the gap. Under these
conditions, according to the conclusions of [8, 9], no
effect of UV emission from the drift space should be
manifested at all.

Figure 1 shows the plots of the discharge current 1,
(measured in the second grid—collector circuit) and |
(cathode—anode, or accelerating gap circuit) versus the
voltage U, applied to the second grid—collector gap
(curves 1 and 2, respectively). The accelerating voltage
was U, = 1040 V and the helium pressure was pye =
11 Torr. Curves 1' and 2' show the analogous curves
measured in the quasicontinuous regime for U, =
2400V and py = 16 Torr. In al cases, the collector
potential was positive relative to the second grid
potential.

Figure 2 shows the plots of the relative current
increment versus the P,/P, ratio, where P, is the dis-
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charge power calculated using from data of Fig. 1 and
P, isthe power dissipated by fast electrons on crossing
the drift space (calculated as described in [5, 11, 12]).
The energy losses of € ectrons with energiesin the keV
range are calculated to within a 50% accuracy. Never-
theless, the data of Fig. 2 indicate that an additional dis-
charge with a power typically smaller than that dissi-
pated by the beam results in doubling of the current in
the anode—cathode circuit. It should be emphasized that
this doubling takes place at an additiona discharge
voltage sufficiently small to exclude the possibility of
electron multiplication in the second grid—collector cir-
cuit (i.e, under the conditions of a strictly non-selfsus-
tained discharge, maintained by the high-energy elec-
tron beam). A discharge of this type affects only the
secondary electron energy distribution in the beam.
Sincethe major contribution to the gas excitation by the
beam is related to the secondary electrons [5, 11], we
may speak of theidentical nature of the UV quanta pro-
duction and their action upon the electron emission
from the cathode. Therefore, the close energy efficien-
cies of the electron beam action and the additional dis-
charge effect upon the current in the accelerating gap is
evidence for the photoelectron nature of the electron
generation in the open discharge, at least for current
densities below 1 A/cn?.

The results of experiments with additional UV
emission performed in the pulsed regimes are difficult
to interpret because a short electron pulse propagating
in aweakly ionized gas generates large induction cur-
rents. Asaresult, the beam penetration becomes signif-
icantly lower, and the UV emission power becomessig-
nificantly greater than the values provided by the
energy loss calculations. In these regimes, the effect of
UV emission was studied in a two-stage experiment.
First, we measured the 1-V curves for the open dis-
charge at a floating potential of both grids [13] and
determined the floating potential value of these grids
relative to the collector. Then the -V curve was mea-
sured for the discharge in the cell with grounded grids.
The difference between the two cases consistsin that an
additional current passes between collector and gridsin
the former (floating grid potential) regime due to a
charge leak from the grids.

It was found that the floating potential on the grids
in the continuous and quasicontinuous regimes was
U = 15-20V. Theeffect of this potential and the related
current on the |-V curves was precisely the same asthe
effect of potentia U, observed (see above) in the case
of independent additional discharge operating in the
second grid—collector gap. In the pulsed regime, the U
value was essentially nonstationary and varied in a
complicated manner. During the current development,
U = 200400 V and the open discharge current mea-
sured in the floating grid potential mode was 30-50%
greater than that in the grounded grid mode.

Taking into account the results described above, the
effect of the additional UV emission was checked upon
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Fig. 1. Theplots of discharge currents (1, 1') I, measured in
the second grid—collector circuit and (2, 2)) Iy measured in

the cathode—anode gap (accelerating gap) circuit versus the
voltage U, applied to the second grid—collector gap in the

(1, 2) continuous and (1', 2') quasicontinuous regimes.
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Fig. 2. Plots of (1, 2) the current increment Al /14 in the
cathode-anode gap versus relative power P,/Py supplied to
the drift space and (3) current gain 14/l versus I3y mea-

sured in the (1) continuous, (2) quasicontinuous, and
(3) pulsed open discharge regimes.

applying an additional potential U, to the collector rel-
ative to the grounded grids. The U, value was selected
such that an independent discharge could not be
induced even in the presence of the electron beam. The
|-V curves of the open discharge were measured with
and without applying this additional potentia to the
collector. Figure 2 shows aplot (curve 3) of the current
gain |4/l determined with an additional potential of
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U, = =300 V relative to the I, value observed for
U, = 0. The curveis nonmonotonic, but the current gain
inall casesisnot smaller than that due to the additional
UV emission during the open discharge in the floating
potential mode. This is evidence that the open dis-
charge current in the pulsed regime is also due to the
photoel ectrons generated under the action of UV emis-
sion from the drift space.

Thus, the results of our direct experiments for deter-
mining the role of UV emission from the drift space
showed that, in a broad range of conditions including
the pulsed, quasicontinuous, and continuous discharge
regimes with the discharge current ranging from
1 mA/cm? to 10 A/cm?, the open discharge current is
determined by the photoelectron emission from the
cathode surface. Therefore, the open dischargeis not an
anomalous discharge as was stated in [9, 10]. Thisis
manifested, in particular, in that the current density in
the open discharge is smaller by more than one order of
magnitude as compared to the value in the anomalous
discharge. A more detailed comparison between open
and anomalous discharges, including analysis of the
|-V characteristics, will be given in the following pub-
lication.
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Abstract—The effect of a space charge of electrons multiply backscattered from the anode on the current in a
planar diode was theoretically studied. Spectral distributions of the energy of electrons moving along the elec-
tric field were calculated by the Monte Carlo code. It was found that the maximum decrease in the current of
diodes with high-Z anodes does not exceed 20%. © 2001 MAIK “ Nauka/Interperiodica” .

In a planar nonrelativistic diode, the density of the sary to solve the Poisson equation for the potential

electric current passing through the device isrelated to
the applied voltage by the well known “3/2" law,

Jo = ripml g M

where e and marethe electron charge and mass, respec-
tively; d is the interelectrode gap width; and U is the
anode potentia [1]. This relationship is derived for the
case when the anode fully absorbs all the electrons of
the incident beam.

In real diodes, a certain fraction of the electronsin
the beam accelerated to an energy of €, = eU exhibit
reflection from the anode and, losing some of their ini-
tial energy, return to the diode gap. Then, these elec-
trons are stopped and reaccel erated by thefield to strike
the anode surface again. A fraction of the electrons
returned to the anode upon a single reflection may be
reflected once more, leading to a “cloud” of n-fold
reflected electrons forming in the diode space. This
space charge leads to a decrease in the diode current as
compared to the diode current value j, predicted by the
Child—Langmuir formula (1). This effect was repeat-
edly studied both experimentally and theoretically, but
the results of various investigations still exhibit certain
discrepancies. For example, Zaitsev et al. [2] experi-
mentally established that a decrease in the diode current
amounts to 10%, while the theoretical calculation of
Pereira[3] predicted that the effect may reach 25-40%.

In order to describe the characteristics of anonrela-
tivistic diode with an allowance for the space charge
formed by multiply backscattered electrons, it is neces-

@(x) = ¢(x)/U [1]:

d ([) _ sch |:|m|:| ~1/2
dX —4Tj4 %3/3][2@ [

In the stationary case, the forward and reverse currents
of scattered electrons are equal in absolute value.
Under this assumption, the function F(¢, X) describing
adistribution of the charge of reflected electronsin the
interel ectrode gap has the following form:

+F(@x)]. (2

F(g,x) = 2 f = LU g (@

At = (L= ¥

Here, f,(t = €,/eV) is the distribution of reflected elec-
trons with respect to the kinetic energy of motion along
the x-axis coinciding with the electric field vector ori-
entation. This function can be expanded into a series
with respect to the order of the electron reflection from
anode [3]:

fu(t) = iRifi(t

: f |er_]i

_ﬁf(t) = RI(1),

(4)

|:.

=

where R = ()’ is the fraction of primary electrons
reﬂected from the anode in the ith reflection; R =

XR ey

aII orders, N isthe reflection coefficient averaged over

isthefraction of electronsreflected in
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Fig. 1. The distribution functions (normalized to unity) of
electrons multiply backscattered from a Pt anode (U =
100 kV) with respect to the kinetic energy of motion along
the x-axis (histograms were calculated by the TRACS pro-
gram): (1) total spectrum; (2) spectrum upon thefirst reflec-
tion; (3) spectrum upon the fourth reflection; (4) spectrum
calculated by formula (5); (5) fa = 2(1—t).
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Fig. 2. Plots of the current attenuation in aplanar diode ver-
sus atomic number Z: (1) calculation with allowance for
electrons upon single reflection; (2) calculation taking into
account multiply backscattered el ectrons; (3) calculation for
fa=2(1-t); (4) datafrom [3]. Points present the experimen-
tal datafor beryllium and tungsten taken from [2].

the particle angles and energies; and f;(t) isthe distribu-
tion function (normalized to unity) of i-fold reflected
electrons with respect to the kinetic energy of motion
along the x-axis. Assuming that the shape of the spec-
trum is independent of the order of reflection, fi(t) =

f (1), the above series (4) isreadily integrated to yield

BN S {(o W
e zl‘ﬁl_{(x)[t'—(1—<p(x))]“2 -

Thisformulaindicatesthat, in the linear approxima
tion, a contribution to the diode current decrease dueto
electrons multiply reflected from heavy (high-2) ele-
ments is comparable to the contribution of electrons
upon thefirst reflection. Therefore, a correct evaluation
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of the space charge effect requires taking into account
the contribution of electrons reflected in all orders,
which implies that the electron angle and energy distri-
bution functions must be determined.

At present, data on the f(t) and f(t) functions are
not available because the calculation of these distribu-
tions with alowance for multiple backscattering
encounters certain difficulties. For example, Pereira[3]
described the f,(g,) function using analytical expres-
sions derived under the assumption that the differential
angular and energy distributions of n-fold reflected
electrons f(g, 0) are independent of the corresponding
distributions of incident particles and can be presented
intheform f(g, 8) = g(€) cosB, where g(g) isthe univer-
sal energy spectrum of reflected electrons. Under these
assumptions, the distribution function for n=4-6is

f(&) = (n+2)/n{1-g[1+n(1-¢g)]}. (5)

In order to calculate the distribution functions of
multiply backscattered electrons with respect to the
kinetic energy of motion along the x-axis, we devel-
oped a special TRACS program capable of modeling
(using the Monte Carlo code [4]) the electron tragjecto-
riesin a diode with preset electric and magnetic fields
(equations of motions) with allowance for the electron
scattering in the anode material. Figure 1 (histograms)
shows the results of calculation of the fi(t) and f,(t)
functions for a diode with a platinum anode operated at
U = 100 kV; line 5 represents a model distribution in
which the fraction of low-energy electrons gradualy
increases by the law f, = 2(1 —t). For comparison, the
areas of all distributions are normalized to unity.

Asseen from Fig. 1 (curve 4), the distribution given
by Eqg. (5) [3] is applicable only to the distribution of
electrons upon the first reflection (resulting from the
initial electron beam normally incident to the anode).
The results of our calculations showed that an increase
inthe multiplicity of reflection increases the proportion
of low-energy electronsin thef;(t) distributions, so that
the latter functions depend on the reflection order.
Therefore, approximation (3b) may appear as rather
rough, for example, in diodes with high-Z anode
materials.

To the first approximation, the f(t) distributions for
large-Z anodes depend on the energy according to alin-
ear law: f, = 2(1—t). We obtained a solution to the Pois-
son equation for this model distribution by using
expansion into a hypergeometric series. According to

this solution, the ratio of the diode current j3~ calcu-
lated with allowance for the space charge effect on the
Langmuir current j, determined by formula (1) isgiven
by the expression (Fig. 2, curve 1)

= 2

o= jZC/jO = [zFl%; b; c; _dfg—ﬁg} , (6)

where ,F; isthe hypergeometric function of the second
kind, a=3/8,b=1/2, c=11/8, and d = 16/15.
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For the distribution functions f,(t) obtained by the
Monte Carlo method, the values of a were determined
by numerically solving the Poisson equation (2) in
approximation (3a). The results of these numerical cal-
culations for the diodes with aluminum, iron, molybde-
num, and platinum anodes are presented in Fig. 2 by
points on curve 2. For comparison, curve 1 shows the
results of calculationstaking into account only the con-
tribution of electrons upon the first reflection. A differ-
ence between curves 1 (single reflection) and 2 (total
reflection spectrum) is determined by a decrease in the
diode current caused by the multiple backscattering; for
high-Z metals, this difference may reach up to 25%.

A decrease in the diode current determined from the
results of our calculationsis only about onethird of the
value predicted by Pereira [3]. This difference is
explained by the fact that the spectra of multiply
reflected electrons calculated by the Monte Carlo code
contain a markedly greater proportion of low-energy
electrons as compared to the spectrum (5) used in [3]
(see Fig. 1). The effect of low-energy electrons on the
diode current is not as pronounced as that of the high-
energy particles. However, our caculated data are
closer to the experimenta results reported in [2]. Any
discrepancy still observed can be explained by the

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3
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effect of amagnetic mirror existing near the collector of
the experimental setup, which resultsin not all the elec-
trons scattered from anode returning to the diode
region.
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Abstract—A model of nonequilibrium phasetransition in asemiconductor—metal system was considered using
afinite-element method. It is shown that, beginning with a certain fraction of the metal component in the het-
erophase system, the S-shaped current—voltage characteristics exhibit achange: the system features ahysteresis
but possesses no singular points. © 2001 MAIK “ Nauka/Interperiodica”

1. Asisknown, the current—voltage (I-V) character-
istics of semiconductors and related film resistors
exhibit S and N-shaped nonlinearitiesin strong electric
fields[1-3]. At present, it isreliably established that the
appearance of these nonlinearities is accompanied by
nonlocal features in the electric current distribution.
However, the factors responsible for these features are
not yet completely clear. In particular, nonlocal features
in the electric current distributions were not studied in
heterophase systems comprising a semiconductor
matrix with metal inclusions.

In addition, a system with the S-shaped |-V charac-
teristic should exhibit an instability of the nonequilib-
rium phase trangition type. This instability may be
related to positive feedback between the temperature of
asample and the current density in this sample. Indeed,
an increase in the current enhances heating of the mate-
rial, which leads to afurther growth in the current den-
sity (since the current significantly increases with the
temperature).

2. Firgt, let us consider the behavior of a single-
phase semiconductor film. The conductivity of the
semiconductor is assumed to be temperature depen-
dent, with the I-V curve determined by the following
relationship:

j = GoLeXpD kTDA¢ N

wherej isthe current density, o, isaconstant (indepen-
dent of the temperature to the first approximation), L is
the samplelength, and E, isthe semiconductor bandgap
width.

It must be taken into account that the heat dissipated
in the semiconductor may lead to an increase in the
sample temperature. An increase in the sample temper-
aturewill lead to agrowth in the conductivity, since the
concentration of free electrons in semiconductors
exponentially increases with the temperature. This

accountsfor the positive feedback that enables hystere-
sis manifestations to occur in the system.

The power density liberated in the system can be
expressed as the product

jAY. 2

The thermal flux density from sample to substrate can
be approximately expressed as
TO - T

—. ©

where A isthethermal conductivity of the sample mate-
rial, T is the temperature established as a result of the
heat evolution, T, is the substrate temperature, and his
the sample thickness.

In the stationary state, the quantities (2) and (3)
must be equal. Using this condition, we can obtain a
formulafor the sample temperature:

. h
T = To+jfds (4)

Substituting this formula into Eqg. (1), we obtain an
expression showing that the current density isanonlin-
ear function of Ad:

—_ g
)= °°Lex'°D K(To+ A0 h/2}\)DA¢ ©

Let us analyze this relationship for the presence of
extrema. Taking a derivative and equating it to zero,

0A¢Kh
E,HAd + [
08¢ - L ooty f %22 o6
9 o, PG T +@'A 2
Ko o/ 5
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we obtain an equation for the singular points,

khf _ Egkh
kTo+52Xg = =5-X, @)
where X = (jAd), (the subscript s implies singularity).
Solving this equation with respect to X, we obtain

2NEy—2KTo + JE (E;—4KT))
Xy =

~ kh 2 - @©

The critical points of the system are determined by
zeros of the expression under the square root or the sec-
ond derivative:

0°Ad
0j°

This condition yields the values of parameters that are
critical from the standpoint of the metastable state for-
mation:

= 0. 9)

2AT
X, = h9

For E; > (Ey)., the system has an S-shaped |-V
curve. In thisregion, each value of the potentia differ-
ence corresponds to three values of the current density.

L et us consider the behavior of the system for E; >
(Eg)c intheinterval of potential differencesAdpg <Ad <
Ads. In thisinterval, one branch of the S-shaped |-V
characteristic is metastable. The average value of |
apparently corresponds to the absolutely unstable state
and is not realized in practice. Near the A, value, the
“cold” current becomes unstable and the system passes
in a jumplike manner to the upper branch (“thermal
breakdown”). Near Adg, the “hot” current is unstable
and the system passes to the lower branch.

3. Let us analyze the |-V characteristic for a two-
dimensional semiconductor matrix with sguare metal
inclusions (Fig. 1). The content of the metal component
may vary.

In calculating the -V curve for this semiconductor—
metal system, we have used an approach based on the
variational form of the transfer equations and the
method of finite elements. According to this approach,
a square elementary cell is separated in the heteroge-
neous system under consideration, the boundaries of
which coincide with thelines of mirror symmetry of the
regular structure (dashed line in Fig. 1). We use the
cells of minimum size containing one quarter of the
metal inclusion. The origin of the Cartesian coordinate
system (X, Y) is placed into a cell vertex and the coor-
dinate axes are directed along the cell sides. The elec-
tric field is oriented in the Y axis. Thelines Y = Y, and
Y =0 are equipotential, whilethelines X =0 and X = X,
are not penetrated by the flow.

The electric potential distribution ¢(X, Y) is estab-
lished using a variational approach, according to which

(Eg). = 4KT,,

(10)
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Fig. 1. A scheme of the model heterophase system compris-
ing a semiconductor matrix | with metal inclusions Il and
the coordinate system used in the analysis.

the transfer processes correspond to extrema of the
functional

szqum%s (11)
S

where o isthe local conductivity and S, is the elemen-
tary cell area. The function ¢ corresponding to a mini-
mum of X isdetermined by thefinite-element method [4]
involving discretization of the two-dimensional space
S with the aid of triangular simplex elements. The
function ¢(X, Y) is approximated in the S region by
a continuous piecewise linear function with the param-
eters uniquely determined by aset of nodal values{¢;} .
The agorithm of finding ¢(X, Y) is described in detail
elsewhere [5]. Using the approximate values of
the potential, one may readily calculate the fields of
potential gradient, current density, and heat deposition
density.

A numerical experiment for determining the effect
of the concentration of inclusionsin the I-V character-
istics was performed on a personal computer of the
IBM PC type using lattices with a cell density of 50 x
100, adapted to the shape of inclusions. Figure 2 shows
typical -V curves obtained by the method of finite ele-
ments, where j* = [IJ0[J and E* = (EE[] aretherel-
ative current density j and the field strength E = grad¢
averaged over the elementary cell area S, respectively
(01 and [E[] are the average of values j and E for
a homogeneous metal conductor at atemperature equal
to the substrate temperature T,). In Fig. 2, the solid
curve refers to asingle- phase semiconductor film and
dashed curves correspond to heterophase systems with
various concentrations C of the metal component. The
calculations were performed assuming E, = 10kT,. The
conductivity of the metal phase was assumed to be
independent of the temperature and taken to be equal to
the semiconductor conductivity at T = Tj,.

An analysis of the results of our numerical experi-
ment led to the following conclusions. The single-
phase system (e.g., C = 0) exhibits hysteresis phenom-
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1 1
3 44 E*

Fig. 2. Current—voltage characteristics of a semiconductor-
metal system with various concentrations of the metal com-
ponent C =0 (1); 0.8 (2); 0.6 (3).

ena analogous to those discussed above. The cold
branch of the 1-V curve corresponds to a very small
conductivity. For this reason, the region of this branch
between points0 and A (Fig. 2) virtually coincideswith
the abscissa axis. Then the system very sharply passes
from a cold to a hot branch (A-B transition). As the
field strength increases further, the system follows a
linear relationship j* (E*) (along the BC line) typical of
a metal. As the applied voltage is decreased, the -V
characteristic exhibits a considerable hysteresis fol-
lowed by a jumplike passage to the cold branch (D—F
transition).

Introducing the metal inclusions smears the transi-
tions between cold and hot branches of the I-V charac-
teristic. The higher the metal content in the system, the
smaller the difference of currents corresponding to the
two branches and the narrower the hysteresis loop. An
analysis of the topograms of the spatia distribution of
temperature within an elementary cell in the heteroge-
neous system studied showed that the single-phase and
heterophase systems differ in the character of the non-
equilibrium transition from the cold to the hot branch.
In a pure semiconductor film, the transition proceeds
virtually simultaneously over the entire space. In a
semiconductor matrix—metal inclusion system, heated
regions first appear in the semiconductor in the regions
with the maximum concentration of current lines and
then expand with increasing applied voltage. Analo-
gous behavior is observed for the reverse transition.
This spatial inhomogeneity leads to the disappearance
of the points corresponding to theloss of stability deter-
mined by Eq. (6).
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Thus, we have established that, at certain values of
the applied potential difference, a metal—semiconduc-
tor matrix system must exhibit a sharp change in the
current that can be considered as a nonequilibrium
phase transition. In the heterogeneous system, the tran-
sition from the cold to the hot state takes place at much
lower voltages than the analogous transition in the sin-
gle-phase system. This decrease in the transition
threshold is explained by a nonuniform current distri-
bution in the heterogeneous system. This behavior has
much in common with some other phenomena such as,
for example, ignition and quenching [6].

Finally, it should be noted that we have considered
a smplified but still rather typical situation. Subse-
guently we will consider transformations of the |-V
characteristics of heterophase systems depending on
the shape of inclusions, on the relative values of Eg, A,
and L, and on the parameters characterizing heat
exchange in the system studied. We may expect sys-
temsto exist in which the current density distributionis
characterized by a till greater nonuniformity. There-
fore, it would also be of interest to study the transition
features related to the geometry of the heterophase sys-
tem and the laws of processes leading to the decay of
the metastable conducting sates. This circumstance
seems to be very important from the standpoint of
searching for the new ways to increase the operational
stability of resistors based on composite heterophase
systems comprising a mixture of semiconductor and
metal components.
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Abstract—The data of Mdsshauer spectroscopy show evidence of a low-temperature (340 K) dissolution of
dispersed intermetallic NisTi particles in the fcc lattice of a Fe-Ni—Ti Invar-type aloy under the conditions of
cascade-inducing neutron irradiation. The dissolution rate markedly increases with adecreasein theinitial size
of theintermetallic particles. © 2001 MAIK “ Nauka/Interperiodica” .

The process of secondary phase dissolution in
atomic collision cascades was theoretically analyzed
in [1]. Unfortunately, experimental data concerning the
dissolution of intermetallic particles under the condi-
tions of ion irradiation are rather few; thisis till more
valid for the neutron irradiation. The most informative
report of Nelson et al. [2] presented the electron-
microscopic data indicative of the dissolution of rather
large particles of the y'-Ni;Al phase and the formation
of smaller y' phase particles in nickel-based alloys sub-
jected to cascade-inducing ion irradiation under the
conditions of elevated temperatures (923 K). However,
under these conditions, it is difficult to separate the
effects related to thermal, radiation-enhanced, and non-
equilibrium radiation-initiated processes.

Discussing the results reported in [2], Gelles [3]
came to the conclusion that the concept of y' phase dis-
solution in the atomic displacement cascadesisinappli-
cable to the analysis of radiation-induced structura
changes in the aged PE-16 alloy. Estimates of the |ow-
temperature (298 K) dissolution of the ordered NijAl
intermetallic phase [2], based on the vanishing of
superstructural reflections, is aso rather ambiguous
and can be assigned entirely to disordering of the y
phaseinclusions. The purpose of thiswork wasto study
the neutron-initiated process of Ni;Ti particle dissolu-
tion by the method of Mdssbauer spectroscopy. NijTi
intermetallic phase inclusions represent arather widely
occurring phase in fcc reactor aloys.

The experiments were performed on a model aging
fcc alloy N35T3 of the Invar type with the composition
(at. %): Ni, 34.2; Ti, 3; C, 0.1; Fe, balance. From the
standpoint of determining the content of a coherent
ordered y'-Ni;Ti phase in the irradiated samples of this
aloy, insufficient information is provided both by elec-
tron microscopy (due to the poor resolution of the dis-
perse particles) and by neutron diffractometry (since

neutron irradiation may produce disordering of the
Ni;Ti phase without dissolving it), which complicates
the quantitative phase analysis based on the measure-
ment of superstructural reflections. For this reason, the
process of the radiation-induced dissolution or separa
tion of the high-nickel Ni;Ti phase, leading to the aus-
tenite matrix enrichment with or depletion of nickel,
respectively, and strongly changing magnetic proper-
ties of the model alloy, was studied by Mdssbauer spec-
troscopy which is most informative in this respect.

The Mdssbauer spectrawere measured at 298 K on
a nuclear y-resonance spectrometer with a 5’Co(Cr)
source. Dissolution of the dispersed y'-Ni;Ti phase in
the atomic displacement cascades was studied in the
course of irradiation of the alloy samples with fast neu-
trons (fluence, 5 x 10'° cm™ and structure-damaging
dose, ~0.05 displacements per atom). The exposures
were carried out in an 1IVV-2M reactor; the samples
were maintained at a temperature of 340 K in order to
avoid the development of competitive aging processes
activated at elevated temperatures. Asis known [4] the
presence of titanium atoms in the | attice sites (substitu-
tion solution) at an amount of 2—3 wt % virtually does
not affect the Mdssbauer spectra of the alloy studied.
However, the dissolution or separation of the high-
nickel Ni;Ti phase leads to a strong change in the mag-
netic characteristics, in particular, in the Zeeman split-
ting of the Mdssbauer signal [4]. Thus, the redistribu-
tion of Ni inthe N35T3 alloy can be studied within the
framework of the quasibinary approximation.

However, solving the direct spectral problem of sep-
arating individual components (subspectra) corre-
sponding to certain atomic positions in the matrix of a
Fe-Ni Invar-type aloy from the total experimental
M 6sshauer spectrum is hindered by poor resolution and
by the distributed character of the Mdssbauer parame-
ters. Development of the molecular models of mixed

1063-7850/01/2703-0229%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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exchange interaction [6, 7] and “smeared” magnetic
transition [8-10] in fcc Fe-Ni alloys madeit possibleto
establish relationships between the inhomogeneous
magnetic structure and the composition fluctuations in
these alloys [9-13]. It was concluded that the distribu-
tion of atomsin the alloy matrix can be analyzed using
the functions of distribution of the effective internal
field strength P(H) on ’Fe nuclei.

Thedistribution density functions P(H) were restored
using the Window [14] and Hesse—Rubartsch [15] algo-
rithms with regularization [16]. The initia information
was represented by data on the asymmetry of the Mdss-
bauer spectra of Fe-Ni alloys, related to a difference
between the isomer shift (1S) values of the paramag-
netic and ferromagnetic austenite, and by notions of the
“smeared” magnetic transition admitting coexistence
of the paramagnetic and ferromagnetic regions at tem-
peratures below T.. In the ferromagnetic region, avari-
able linear relationship was established between H and
IS (in accordance with the model describing depen-
dence of the magnetic moment of iron on the nearest
atomic environment), while the anisotropic magnetic
and quadrupole contributions were neglected because
of the small magnetic moments of Fe and Ni atoms and
the cubic symmetry of the crystal lattice. Reliability of
the restored P(H) function was judged by the regular-
ization process and by stability of the solution P(H)
with respect to various restoration algorithms [14, 15].
It is commonly accepted [9, 11, 12] that peaks in the
density function P(H) at higher field strengths corre-
spond to increased Ni concentrations within the first
coordination sphere of Fe.

The quantitative interpretation of P(H) is ambigu-
ous (exhibiting a rather qualitative character) because
of the superposition of dynamic processesin the system
of magnetic moments [17], which is especialy pro-
nounced in the vicinity of T.. For thisreason, the quan-
titative analysis based on the P(H) calculations was
supplemented by algorithms of the M dssbauer “ phase”
analysis, according to which the “phases’ (regions of
the structure exhibiting local inhomogeneity) can be
characterized by stable average values of the distrib-

uted Mdssbauer parameters, for example, the H value

calculated as the weighted-average H = ZHP(H). The
possibility of quantitative analysis based on the average
Mossbauer parameters is explained by the strong
dependence of both local and average M o6ssbauer
parameters on the local and average alloy composition.

The calculated average H values were used for deter-
mining the matrix composition of the N35T3 alloy
using the calibration curves H =f(C,;) obtained in [5].

The upper limiting error in determining H , related to
the maximum uncertainty of the aprioric Mosshauer
parameters, is lower by at least one order of magnitude

than the magnitude of variations in the H value to be
analyzed.
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In fcc Fe-Ni aloys of the N36 type irradiated with
fast neutrons at an energy of E > 0.1 MeV in an
IVV-2M reactor, the average size of the atomic dis-
placement cascade region is 4-6 nm [18]. Therefore, it
was of interest to estimate the rate of the radiation-
induced dissolution of intermetallic inclusions with
dimensions both smaller and greater than the displace-
ment cascade region. The coherent y'-Ni;Ti phase par-
ticles with the smallest size of 2-3 nm [19-20] and an
fcc lattice close to that of the austenite matrix were
obtained by incomplete quenching of the N35T3 alloy
samples in water from 1323 K. These particles are
poorly resolved in the electron microscope, showing a
diffraction contrast of the ripple type. The y'-NijTi
phase inclusions of greater size (with a diameter of up
to ~8 nm) were obtained by aging the quenched N35T3
alloy for 30 min at 923 K.

Figure 1 (curves a, &, c, ¢') shows the Mdsshauer
spectra and the corresponding magnetic field strength
distributions P(H) in the N35T3 alloy containing
y'-Ni3Ti particles of various dimensions. After the neu-
tron irradiation at 340 K, both the Mdssbauer spectra
and the P(H) distributions significantly change
(cf. curvesb, b, d, d). The P(H) functions correspond-
ing to the spectra of initial and irradiated samples
exhibit anumber of density peaks, where the growth in
H reflects an increase in the number of Ni atomsin the
first coordination sphere of Fe[9]. Theirradiation leads
to an increase in the integral intensity (area) of peaks
with higher H values, which corresponds to the
increase in the nickel content in the alloy matrix. Judg-
ing by the average magnetic field strength on the >’Fe

nucleus(H =137 kOe), we may conclude (see[5]) that
the Fe-Ni—Ti austenite matrix of the N35T3 alloy con-
tains~31.2 at. % Ni (for an overal nickel concentration
of 34.2 at. %). Therefore, 3 at. % of nickel belong to the
y'-Ni;Ti phase formed in the course of quenching.
Thus, the total proportion of atoms constituting the y'
phase in the quenched N35T3 alloy is 4 at. % (accord-
ing to the Ni;Ti stoichiometry).

The Mbssbauer spectrum of the neutron-irradiated
aloy (fluence, 5 x 10'° cm?, 340 K) displays a mag-
netic sextet with a significantly greater average field

(H =171 kOe) on the >"Fe nucleus, which corresponds
to areduction in the average nickel content in austenite
of 32.4 a. % (Fig. 1, curves b and b'). This change can
be explained only by the radiation-induced dissolution
of the high-nickel y-Ni;Ti phase. The neutron irradia-
tion of a nonaging aloy Fe + 35 at. % Ni under the
same conditions produced no noticeable changesin the
M 6sshauer spectra. It should be noted that a change in
the H value for the fcc Fe-Ni alloy can be also related
to the process of phase separation and/or short-range
ordering. However, in this case the appearance of par-
tial components corresponding to increased fields in
P(H) is accompanied by the formation of components
corresponding to small fields [21, 22]. As a result, the
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Fig. 1. (a—d) The Mdssbauer spectraand (a'—d'") the corresponding probability density functions of the magnetic field strength dis-
tribution P(H) for the N35T3 aloy after various treatments: (a, &') quenching from 1373 K; (b, b") quenching followed by fast neu-

tronirradiation at 340K to afluence of 5x 10 cm?; (c, ¢) aging for 0.5 hat 923K; (d, d") aging fol lowed by fast neutron irradiation.

H value varies rather insignificantly. The Mdssbauer
spectra and the corresponding P(H) distributions for
the aging N35T 3 alloy with large (8 nm) particles of the
y' phase measured before and after irradiation are pre-
sented by curvesc and d in Fig. 1. The neutron irradia-

tion increases the average field strength on the H
nucleus from 90 to 104 kOe, which corresponds to the
average nickel concentration increasing by only
0.2 at. % (from 30.5 to 30.7 at. %) [5].

Thus, an increase in the nickel concentration in the
austenite matrix upon irradiation of the N35T3 aloy
with small (2-3 nm) and large (8 nm) particles of the y'
phase by 1.2 and 0.2 at. %, respectively, isindicative of
a radiation-induced dissolution of 1.6 at. % Ni and Ti
constituting the disperse y'-Ni;Ti phase particlesin the
guenched alloy and of 0.27 at. % Ni and Ti from larger
y' phaseinclusionsin the aged alloy. The atomic mixing
and dissolution of y' phase particles may take place
when an atomic displacement cascade involves either
the edges of the particle and the matrix or the whole
particle (if the particle dimensions are smaller than the
size of the displacement cascade region). An atomic
displacement cascade formed inside a large NijTi
inclusion produces only disordering of this intermetal -
lic particle, rather than dissolution of they' phasein the
matrix.

TECHNICAL PHYSICS LETTERS Vol. 27 No. 3
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Let us compare the character of the y' phase distri-
bution in the quenched and aged Fe—Ni alloy to thedis-
tribution of cascade regions caused by the neutroniirra-
diation. According to the Mdsshauer data, the austenite
matrix in the quenched N35T3 alloy (with a total of
34.2 at. % Ni) containsonly 31.2 at. % Ni. Theremain-
der (3 at. % Ni) enters into the disperse y'-Ni;Ti phase
particles, which correspondsto atotal of 4 at. % Ni and
Ti. For an average y' particle size of 2 nm, the density
of these inclusions is approximately 4.5 x 10 cm=
(see table in [23]) and the average distance between
their centersis 5 nm (or 3 nm between the particle sur-
faces). This pattern of the intermetallic phase distribu-
tion isillustrated in Fig. 2a. After aging of the of the
N35T3 dloy at 923 K, the difference between initial and
residua nickel in the austenite amounts to 3.7 at. %,
which correspondsto 4.9 at. % Ni and Ti entering into
the Ni3Ti phase. For an average y' particle size of 8 nm,

the density of theseinclusionsis~10% cm, the average
distance between the particle centersis ~17 nm, and the
average distance between their surfaces is ~9 nm [23]
(Fig. 2b). Assuming theinitial size of the displacement
cascade region to be 6 nm[18], any random distribution
of cascadesin the quenched N35T3 aloy would enable
each cascadeinvolve one or more disperse particlesand
would induce their dissolution (Fig. 2a). In the aged
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Fig. 2. Schematic diagrams illustrating the distribution of
atomic displacement cascades (indicated by open circles) in
samples of the N35T3 aloy with (a) small and (b) large par-
ticles of the y' phase (represented by black circles).

alloy with an average distance between the particle sur-
faces of ~9 nm, the atomic displacement cascade may
form either at the edge of a particle, between particles,
or inside aparticle (Fig. 2b). In the latter two cases, the
cascade will not induce dissolution of the intermetallic
particle. For aneutron fluence of 5 x 10'° cm, the con-
centration of the atomic displacement cascades with an
average size of 6 nm may amount to ~10'® cm3 [18],
which accountsfor ~1/3 of thetotal sample volume[23].
Not taking into account the probability that a collision
cascade would strike the same site, the fraction of dis-
perse y' phase particles dissolved in the quenched
N35T3 aloy matrix reaches ~33%. Apparently, the
proportion of coarse inclusions dissolved during the
irradiation of an aged alloy will be markedly smaller.

It must be noted that one equilibrium phase transfor-
mation in Fe-Ni alloys of the N35T3 type at such alow
temperature is aging with ay' phase separation. Thisis
confirmed by data on the radiation-accel erated aging of
these alloys at 433473 K in the course of a cascade-
free sample irradiation by an electron beam with an
energy of 5.5 MeV [5]. This electron bombardment
resulted primarily in the formation of single vacancies
and interstitial atoms. From this we may conclude that
the radiation-induced dissolution of intermetallic parti-
cles observed in the N35T3 alloy at 340 K is related
predominantly to processes occurring in the atomic dis-
placement cascade regions rather than to a “postdy-
namic” effect enhanced by the point radiation defects.
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on the Surface of (Al,Ga)As
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Abstract—A new method for obtaining InGaAs nanodomains on the surface of GaAs or (Al,Ga)As is sug-
gested. At the first stage, an InGaAs layer with a thickness above the critical value for dislocation formation is
deposited onto the substrate surface by metalorganic CVD. Then the InGaAs film is coated with a thin AIAs
layer and annealed at an elevated temperature. The “repulsion” of AlAs from plastically relaxed regions near
dislocations and the high temperature stability of AIAs result in that evaporation is restricted to the regions
containing defects. The self-organization effects favor the formation of an ordered array of coherent nan-
odomains that can be used for obtaining buried low-dimensional nanostructures and/or nanoheteroepitaxial

inclusions. © 2001 MAIK “ Nauka/Interperiodica” .

In recent years, considerable progress has been
achieved in obtaining semiconductor micro- and opto-
electronic devices by methods involving self-organiza-
tion processes [1]. These achievements are especialy
pronounced in the fabrication of longwave (1.3 pm)
lasers based on structures with quantum dots (QDs) on
GaAs substrates [2—4]. The progress is based on the
development of technologies for obtaining three-
dimensional QDs using molecular beam epitaxy
(MBE) [5] or metalorganic chemical vapor deposition
(MOCVD) [6] processes employing growth by the
Stranski—Krastanow mechanism. MOCVD laser het-
erostructures with QDs showed a high temperature sta-
bility of the threshold current at room temperature [7].
In addition to producing the effects related to modifica-
tion of the density of states, QDs are capabl e of consid-
erably suppressing the surface transport of nonequilib-
rium charge carriers thus decreasing their nonradiative
recombination on crystal faces. This prevents the work-
ing faces from overheating and inhibits the growth of
didocations stimulated by nonradiative recombination.

Below we describe a new method for obtaining
InGaAs nanodomains, which is principally different
from the methods based on the Stranski—K rastanow or
Volmer—Weber growth mechanisms. In the proposed
method, an InGaAs (quantum dot) layer with a thick-
ness above the critical value for dislocation formation
is deposited by MOCVD onto an AlGaAs underlayer
(buffer). A lattice mismatch between deposit and sub-
strate results in the formation of a dislocation network
in InGaAs. The InGaAs QD with the dislocation net-
work is coated with a thin AlAs layer, which forms a

T Deceased.

continuous film only on the dislocation-free areas
retaining the lattice parameter of the AlGaAs buffer
(equal to the lattice parameter of GaAs). The disloca
tion pileups serve as the sites of stress release for the
biaxially compressed InGaAs layer. As aresult, the lat-
tice parameter at these sites becomes greater than that
of GaAs (AlAs). Thus, a structure is formed in which
the defect-free areas are coated with a thin continuous

100 nm

Fig. 1. A TEM micrograph of InGaAs nanodomains (indi-
cated by arrows) in a sample prepared with an AlAs over-
layer: (a) transverse cross section; (b) plane view.

1063-7850/01/2703-0233$21.00 © 2001 MAIK “Nauka/ Interperiodica’



234

Fig. 2. A TEM micrograph (plane view) of a sample pre-
pared without a protective AlAs overlayer, showing the for-
mation of defect clusters and indium droplets.

E,(GaAs)

IPL’ a.u.

L~

900

A, nm

1000 1100

Fig. 3. Normalized room-temperature PL spectraof InGaAs
nanodomain structures prepared with (solid curve) and
without (dashed curve) AlAs overlayers.

AlAs film, whereas the didocated regions remain
exposed. The subsequent high-temperature annealing
leads to evaporation of the exposed (dislocated)
InGaAs regions, while the AlAs-coated areas of
InGaAs form defect-free nanodomains. These nan-
odomains can be subsequently overgrown with
(Al,Ga)As or used for nanoheteroepitaxy.

The sample structures studied were prepared by
MOCVD on (001)-oriented GaAs substrates. The com-
ponent sources were trimethylgallium, trimethylalumi-

TECHNICAL PHYSICS LETTERS  Vol. 27
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num, trimethylindium, and arsine. A buffer layer of
Al ,GaygAs was grown on the substrate heated to a
temperature of 750°C, while the Iny;Ga, ;As QD with
athickness of 20 nm was deposited at 600°C. The tem-
perature was decreased immediately in the course of
the AlGaAs buffer layer growth, without suspending
the process. A ~2-nm-thick AlAs layer was also depos-
ited a 600°C. The subsequent high-temperature
annealing was effected at 750°C for 2 min in a hydro-
gen atmosphere, while the third group elements and
arsine were not supplied to the reactor. Upon annealing,
the structure was overgrown with Aly,GaysAs at
750°C. In order to eliminate the nonradiative recombi-
nation of charge carriers on the outer surface and at the
substrate, the active region was insulated from these
interfaces by Al, ;Ga, /AS barriers. For comparison, we
studied the sample structures with and without thin
AlAsoverlayers.

The samples were studied by transmission electron
microscopy (TEM) on a Philips EM-420 microscope
operated at an accelerating voltage of 100 kV. The
room-temperature photoluminescence (PL) spectra
were excited by radiation of a Ar* laser focused on a
sample. The emission was analyzed by an MDR-23
monochromator and detected by cooled photomulti-
plier tubes (FEU-83) operated in the photon count
mode.

Figure 1 shows atypical TEM micrograph of asam-
ple structure with an AlAs overlayer. As seen, the
domain formation is clearly manifested both in the
plane and in the transverse cross section. The domain
size varies from 20-30 to 50-60 nm. As seen in the
cross section image, the nanodomains are shaped like
mushrooms. This is probably explained by an elastic
stress relaxation in the upper part of the InGaAs nan-
odomains, whereby the nanodomain top expands into
the empty space formed as a result of annealing and
slows down the evaporation of InGaAs [8]. Thus, we
may suggest that the lattice parameter in the upper part
of the nanodomain is close to that of InGaAs. This cir-
cumstance can be employed for subsequently growing
inclusions with a high indium content and/or large
thickness on the top of InGaAs nanodomains, which
would provide laser structures emitting in the region of
1.3 or 1.55 pm. The shape of the nanodomains does not
correspond to the pattern of dislocations characteristic
of plastically relaxed InGaAs regions on GaAs sub-
strates, but israther closeto that observed in such layers
upon a high-temperature annealing ex situ [9].

A critical factor from the standpoint of obtaining an
ordered array of nanodomains is the presence of the
AlAs overlayer protecting the InGaAs QDs in the
course of annealing. In the absence of this overlayer,
the surface features the evaporation of InAs accompa-
nied by the formation of indium droplets (see Fig. 2
presenting the TEM of asample prepared without AIAs
overlayer). In this case, the quantum energy corre-
sponding to the PL intensity maximum (Fig. 3, dashed
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curve) is close to the GaAs bandgap width, while the
PL peak for the structure with AlAs overlayer (Fig. 3,
solid curve) exhibits a longwave shift and broadening
related to the distribution of nanodomains with respect
to lateral dimensions.

Thus, the results of our investigation showed that
high-temperature annealing of dislocated InGaAs
guantum dots coated with a thin AlAsfilm leads to the
formation of an ordered array of defect-free nan-
odomains. This structure can be used as an active
region of optoel ectronic devices and/or a base structure
for nanoheteroepitaxy.
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by a High-Power Femtosecond L aser
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Abstract—We propose an interpretation of the experimental data reported by Milchberg, Freeman et al. [1] on
the absorption of intense 400-fs laser radiation pulses in an aluminum target. It is shown that the electric con-
ductivity of anonisothermal aluminum plasma possessing a solid-state density in these experiments was deter-
mined by the ion-acoustic oscillations (ion-acoustic turbulence). It is therefore necessary to study theoretically
theion-acoustic turbulence effect in anonisothermal plasma possessing solid-state density. Possible approaches
to atheoretical description of thiseffect and the interactions of a such aplasmawith high-power ultrashort |aser
pulses are discussed. © 2001 MAIK “ Nauka/Interperiodica” .

The progress achieved in obtaining ultrashort pulses
of high-power laser radiation is primarily related to
solving the tasks of fundamental and applied physics,
in particular, to the need in energy sources for pumping
X-ray and gammalasers and the inertial thermonuclear
synthesis process [2]. The interaction of ultrashort
high-power laser radiation pulses with various sub-
stances, in particular, with metals, gives rise to new
physical phenomena. For example, semiconductor tar-
gets exhibit superfast vibronic phase transitions [3],
while metal targets show the formation of periodic spa-
tial surface structures [4] and generate protons with
energies up to 18 MeV [5] and soft X-ray radiation [6]
(seedso[7]).

Milchberg, Freeman et al. [1] measured the inten-
sity of high-power laser radiation with a fixed pulse
duration (t, = 400 fs) reflected from an aluminum target
and established that the reflection coefficient decreased
with increasing intensity of the incident laser radiation.
According to experimental estimates (based on the
results of spectral measurements) of the electron tem-
perature T, of the laser-generated plasma, this value
varied from room temperature up to 100 €V. Figure 1
shows the relationship between the resistivity of the
aluminum plasmaand the laser intensity determined [1]
by mathematically solving the inverse problem (each
point in this figure corresponds to an independent
experiment). Attempts at explaining the results
reported in [1], were based on various hypotheses,
including the possibility of superfast energy exchange
between electrons and ions [8]. However, simple esti-
mates presented below show that the target lattice can-
not be heated during the laser pulse action. The main
purpose of this short communication is to discuss the
possible physical mechanisms responsible for absorp-

tion of the energy of ultrashort laser pulses without
recourse to any ad hoc hypotheses about ultrafast
energy exchange between electrons and ions.

Before considering the experimental results
obtained by Milchberg, Freeman et al. [1], let us
present several estimates of the parameters of an alumi-
num plasma possessing a solid-state density at T=T, =
300 K with a particle concentration of n = ny, = 6.02 x
102 cm3. We obtain rg = (3m(4mp) Y2 = 1.583 x
108 cm for the average interatomic distance (m, and p,
are the ion mass and the unperturbed metal density,
respectively); Z = 13 and z, = 3 are the nuclear charge
and the number of free electrons per unit atomic cell;
© =428 K isthe Debye temperature; and e = 11.63 eV
is the Fermi energy. The Debye frequency w,, and the
average sound velocity Cg determined using the ©
value are w,= 6.502 x 10'% s and Cy, = 4.885 x
10° cm/s. The isothermal ion sound velocity Cg4 corre-
sponding to the electron temperature at the Fermi
energy Tr = 2e/(3kg) is Cy = (kgTe/m)Y2 = 5.265 x
10° cm/s. The close values Cg, and Cy, as well as the
proximity of the isotropic Debye phonon spectrum and
the spectrum of ion-acoustic oscillations in the noniso-
thermal plasma, allowed some researchers to identify
lattice oscillations in nontransition metals (plasmalike
media) with ion-acoustic oscillations [9]. The ion and
electron plasma frequencies are w, = 1.873 x 10* s*
and w,, = 1.384 x 10 s, respectively, so that wy, >
Wy > Wy, The time of establishing an equilibrium dis-
tribution in the electron and phonon gasis 1, ~ 1.5 x
10 s. Thetime of establishing athermodynamic equi-
librium between electrons and phonons (lattice) T,

1063-7850/01/2703-0236%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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obeys the inequality 1.465 x 102 < 1, < 3.781 x
10710 s, where the lower limit is obtained using the for-
mulat, = kBTirr(Zmecﬁo )tvaidfor T;> ©[10] (inalu-
minum at T, = 300 K and © ~ T, this formula gives a
correct lower estimate for t.). The upper limit for t, is
based on the relationship 1. = mt,(2m,)™ obtained for
T — o from the expression used in obtaining the
lower estimate. A lower estimate of the skin layer thick-
nessisd,=9.339 x 106 cm > r,. Assuming that plasma
inthe skin layer expands at avelocity equal to Cg, (ideal
skin layer explasion), the wave of rarefaction propagat-
ing at the velocity of sound would travel over the dis-
tance &, during t, = 1.912 x 10! s> 1, > 1, (note that
ts>t,).

The above estimates show, with a high accuracy,
that the aluminum plasma obtained in [1] was essen-
tially nonisothermal and possessed a density equal to
that of theinitial metal. The phonon gasin thismedium
can be considered as “cold”, possessing a temperature
of T, = T, = 300 K. In connection with this, we must
note that an interpretation of the experimental results
obtained in [1] (in particular, those presented in Fig. 1)
proposed by Yakubov [8] employed various model rela-
tionships aobtained in the physics of low-temperature
nonideal plasma. In particular, the ascending branch of
theresistivity curvein thevicinity of the maximum was
descried in [8] by a*“universal” expression for the elec-
tric conductivity of a nonideal plasma (obtained in
experiments on the impact compression of inert gases)
assuming theion temperaturetobe T, = 0.8 eV = 9.28 x

103 K. Therefore, aquestion arises asto what can be the
physical mechanism capable of heating aluminum ions
up to 9280 K during the laser pulse as short ast, = 4 x
103 s (see the above estimates). We believe that it
would be more correct to assume that, under the condi-
tions studied in [1], ions were cold (having a tempera-
ture of 300 K). In this case, afactor responsible for the
observed increase in resistivity of the aluminum target
heated by a femtosecond laser pulse must be related to
certain small-scale kinetic instabilities [11].

The lowest excitation threshold in a nonisothermal
plasmaat T, > T, belongsto theion-acoustic instability,
whereby low-frequency acoustic oscillations are
excited in the plasma at an ion sound velocity Cy =

(kBTemi'l )¥2 and exhibit aresonance collisionless decay

(Landau damping) [9]. Upon reaching a certain thresh-
old level (in a current-carrying plasma, the drift veloc-
ity exceeds theion sound velocity [11, 12]), the plasma
features excitation caused by ion-acoustic turbulence
leading to the appearance of an anomalous resitivity.
The effective collisional frequency v in this case is

proportional totheratio T, T i_l [11]. Sincethe contribu-

tion of the Fermi liquid effects in the electron—€lectron
collisions to the electric conductivity of nontransition
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Fig. 1. Experimental curves of the resistivity of aluminum
plasma possessing a solid-state density versus the intensity
of 400-fs laser radiation pulses[1] (each point corresponds
to an independent experiment).

metals (plasmalike media) is negligibly small [13] and
the violation of quasineutrality is hindered (atime scale
of thisviolation is provided by the electron plasmafre-
quency, which is equal for aluminum w,, = 1.384 x

10 s1), we believe that the resistivity of aluminum
plasmaunder the experimental conditionsstudied in[1]
is determined by scattering on the density fluctuations
excited by the ion-acoustic oscillations.

Let us confirm this statement. For this purpose, we
will use the plasma model of a metal developed previ-
ously [14]. According to this model, the electron trans-
portinalocally equilibrium plasmalike medium (anor-
mal honmagnetic metal) and the density fluctuationsin
the longwave approximation are determined by the fac-

tor G = k{nkgT))™* = C{Cy7 (Cry = (keTim; )2 being
the isotherma sound velocity a y = 1 and K, =
p(dP/dp); being the hydrostatic compressibility modu-
lus). In the case of a strongly nonisothermal (nonequi-
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Fig. 2. A theoretical curve of resistivity versuselectron tem-
perature for an aluminum plasma of solid-state density.

librium) plasma with solid-state density, this factor can
be expressed as follows:

2
Cs Ks

G = .
C; nkgT,

)

According to this expression, the asymptotic behavior
of a nonisothermal ideal plasma corresponds to G [0
TJ/T,.

Substituting Eqg. (1) into an expression for the elec-
tric conductivity derived in the plasmametal model, we
obtain the following formula for the conductivity of a
nonisothermal plasmawith solid-state density (for sim-
plicity, we neglect the contribution of scattering on the
ion core electrons):

_ (2keTe) ™Keo F3(X)
3mm,zn,e’A Fua(X)’

_ Hest
" KgTe 2

In Eq. (2), Hei IS the effective chemical potential;

z'dz
Fo(x) = Iexp(z X)—1
is the Fermi function of the vth order; F,(X) =
dF,(x)/dx;

2kO
Ao Tio

Zdt b, =

-
1)(1+b33)” o ©

WIQ

= by
I (exp(Q) -

is the effective Coulomb logarithm; gp ~ r;l is the
Debye wavenumber of a lattice subsystem of the non-

ideal plasma; k3 = min{k>, K5} (K 2K =
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ke + (koi + K2)kp: [15], ke, koi being the Debye
wavenumbers of electrons and ions, respectively);

h% F3,2(X)D”

ke T °F 2()()D
is the wavenumber of the conduction electron; T,y =

300 K istheion (lattice) temperature; ng = pom; ' and
Kso = Ks(Po)-

Figure 2 shows variation in the resistivity of the alu-
minum plasma calculated using Eq. (2) to obtain the
conductivity and Eqg. (1) to obtain the structural factor.
This resitivity curve corresponds to a change in the
effective Coulomb logarithm from Ay = 0.684 at T, =
Tio=300K toA,,=0.491 at T, = 0.4 eV. A comparison
of Figs. 1 and 2 shows that the experimental and theo-
retical resistivity curves qualitatively agree. From this
we infer that it is necessary to formulate and solve the
problem of the kinetic instability development of this
type of ion-acoustic and small-scale turbulence in met-
als under the action of ultrashort high-power laser radi-
ation pulses.

The situation considered above is characterized by
the existence of “cold” ions with a solid-state density
and “hot” electrons with the mean free path markedly
exceeding the average interatomic distancer. An anal-
ogous situation takes place in normal metals at low
temperatures, where (due to the small number of
phonons) the mean free path of the conduction elec-
trons markedly exceedstheinteratomic distance. Inthis
case, the conduction electrons deform the lattice, thus
producing excitation in it. This leads eventually to an
increase in the effective scattering cross section and to
the limitation of the electron mean free path. A theoret-
ical interpretation of the nonlinear dynamics of conduc-
tion electrons in this system requires a consistent con-
sideration of the nonlinear lattice dynamics to be
undertaken jointly with the kinetic equations for the
quasiparticle excitations (conduction electrons and
phonons) in the deformed lattice. The most consistent
consideration of this problem for a quasistationary
electric field and a defectless metal in a quasiclassica
approximation was carried out by Andreev and Push-
karov [16]. In [17], the joint dynamics of conduction
electrons, phonons, and topological defects (disloca
tions and disclinations) in a current-carrying plasma-
like medium (normal metal) was also considered for a
guasistationary electromagnetic fieldinaquasiclassica
approximation. It was shown that the passage of the
electric current leads to the production of topological
defects and, hence, increasesthe effective el ectron scat-
tering cross section [18].

In[16, 17], the dynamics of conduction electronsin
a deformed lattice was considered within the frame-
work of aquasiclassical kinetic equation that cannot be
applied to the study of interaction between ultrashort
high-power laser radiation pulses and metal. Problems
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in metall ooptics are frequently solved using the Gurzhi
guantum kinetic equation [19] derived under the
assumption that the electron interaction with phonons
and electromagnetic field in a nondeformed defect-free
meta is smal, which is valid for Aw = kzT. Since the
photon occupation numbers are always markedly greater
than unity, the electromagnetic field in thistheory [19] is
considered as an externa nonguantized field obeying the
classica Maxwell equations. Vo Khong An [20] con-
structed alinear theory describing the parametric inter-
action of the high-power electromagnetic radiation
with nondeformable solids in the random phase
approximation. A theoretical description of the high-
power laser action upon metals requires the generaiza-
tion of the methods developed in [12, 16-20]. The elec-
tromagnetic field can still be considered as an external
classical field, whilethelattice deformation of a defect-
lessmetal can be described either within the framework
of a nonlinear or weakly nonlinear elasticity theory
(because the ion-acoustic oscillations are longwave) or
using a nonlinear model of a metal with topological
defects analogous to the model developed in [17]. The
guantum kinetic equation for electrons must take into
account their heating and interband transitions (ion-
recombination and radiative) and pass into a quasiclas-
sical kinetic equation upon removal of the degeneracy
of the conduction electrons.

Thus, we have explained the experimental data
reported by Milchberg, Freeman et al. [1] on the
absorption of intense 400-fs laser radiation pulsesin an
aluminum target, demonstrated a need in the theoretical
study of small-scale (kinetic) instabilities and the ion-
acoustic turbulence in the nonequilibrium plasma pos-
sessing a solid-state density, and discussed the possible
approaches to this analysis. In the future we are plan-
ning to construct and study a self-consistent model
describing the interaction of a high-power laser radia-
tion with metals, which will consider a multiparticle
system of quasiparticle excitations (photons, phonons,
conduction electrons, and plasmons) in adeformed |at-
tice, generally, with topological defects.
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Abstract—We suggest to use a two-dimensional distributed feedback for synchronizing the radiation of a
multibeam generator representing a system of planar free-electron maser (FEM) units, each FEM being power
supplied with aribbon-shaped relativistic electron beam. It is demonstrated that various FEM units can be cou-
pled by transverse electromagnetic energy fluxes arising in two-dimensional Bragg structures. © 2001 MAIK

“ Nauka/Interperiodica” .

Introduction. At present, rather extensive theoreti-
ca [1-4] and experimental [5-7] investigations are
devoted to the use of two-dimensional (2D) distributed
feedback in the generation of high-power coherent
radiation by relativistic electron beams of a ribbon or
annular geometry. This distributed feedback mecha-
nism can be implemented with the aid of 2D Bragg res-
onators with planar or coaxial geometry. Theoretical
analysis shows that both configurations may ensure the
generation of spatially coherent radiation, provided that
one of the transverse system dimensions is severa
orders of magnitude greater than the radiation wave-
length.

Thefunctionality of this 2D distributed feedback sys-
tem was recently demonstrated by Agarin et al. [5, 6] in
experiments with a free electron maser (FEM) operat-
ing in the 4 mm wavel ength range. The FEM was based
on a special eectron accelerator of the ELMI type
(Budker Institute of Nuclear Physics, Novosibirsk)
capable of producing a pulsed ribbon relativistic elec-
tron beam (REB) with aparticle energy of 1 MeV, alin-
ear current density of 200 A/cm, a cross section of
0.3 x 20 cm, and a pulse duration above 5 us. In the
development of these investigations, it is planned to
create high-power electromagnetic radiation sources
based on a synchronously operating generator or mod-
ular structures amplifier composed of planar FEM units
adjoining one another so as to form a unified system
with a multilayer electrodynamic structure and spatial
coupling in two transverse coordinates.

Below we will demonstrate that synchronization of
the oscillation phase can be attained by coupling vari-
ous unitswith transverse (rel ative to the direction of the
particle propagation) fluxes of electromagnetic energy
arising in two-dimensional Bragg structures. This

approach allows the realization of both generator and
amplifier systems. In the former case, it is necessary to
provide for the circular closing of energy fluxes from
thefirst and last system units. In the latter case, the cir-
cleisbroken and the ends are used as signal inputs. The
first experimental verification of the proposed synchro-
nization mechanism planned on the ELMI facility will
consist in combining two planar masers so asto form a
unified system.

System description. Figure la shows a genera
scheme of a multiunit FEM generator. Each FEM unit
(Fig. 1b) represents an oscillator with a 2D planar
Bragg resonator, the plates of which are corrugated
according to the law

a = a,cos(hz)cos(hx), (1)

where h = ./217d, disthe corrugation period, and 2a,
is the corrugation profile depth. Each FEM unit is
power supplied with aribbon-shaped REB propagating
along the z-axis. Electrons in the REB, focused with a
guiding magnetic field, oscillate in the field of a planar
undulator adjoining each FEM unit. Various units are
coupled in series by transverse energy fluxes arising as
a result of the electron scattering accompanying the
excitation of the 2D Bragg resonators with the ribbon
REBs. In order to close the feedback circle, thefirst and
last FEM units must be also coupled to one another.

The electromagnetic field inside each FEM unit can
be represented as a sum of four partial waves, two of
which (s4,) are propagating in the longitudinal direc-
tion and two other (%B.,), in the transverse direction rel-
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ative to the REB propagation direction:
E = ERe([sl, 6+ sA_ &M
x+ % nelhx]

Here, d.(x, z t) and B.(x, z t) are dowly-varying

functionsand @ = hcisthe carrier frequency (selected
equal precisely to the Bragg resonance value).
The electron-wave interaction in the nth FEM unit

can be described by the following set of equations
(cf. 2, 3]):

)

+%+,ne_lh |wt)

0+ By 20N, +i(BL, +BL) = 3y,

2m

1. -,
J, = ﬁIe' dBgn,

0

B;%"DA,n+ia(B+,n+B_,n) =0,

12 +py 2B, +ia(A ,+A,) =0,

00 ., 10 fa _ i9,
Q3_Z+B” 3700 0, = Re(A, & ),

where Z = zhC, X = xhC, 1 = t®C, (A, B,) =
(A, B)eKpuymwceC? K = B/2B, is the electron—
wave coupling parameter; p =y~ is the inertial group
parameter; vy is the relativistic electron mass factor;
V.o = B, oc are the propagatory and oscillatory particle
velocities, respectively; v, = By C is the wave group
velocity; 8 = wt—hz—h,zisthe electron phaserelative
to the synchronous wave; h,, = 2rvd,,, d,, is the undula-
tor period;

DeIO)\ HKZDﬂs

" One8myagd]

isthe gain factor (Pierce parameter), |, isthe beam lin-
ear current density; a, isthe distance between plates; a
is the wave coupling coefficient in the 2D Bragg struc-
ture, which is proportional to the corrugation profile
depth a; [1, 2.

The boundary conditions for the electron beam and
the partial waves propagating along the beam (parallel
to the z-axis) can be formulated as follows:

Ainlz=0=0, Alnlzo =0, 4

en|Z:0 = 0,, 0[O, 21),

D?Z B aer |20 = B

TECHNICAL PHYSICS LETTERS  Vol. 27

©)

No. 3

2001

241

Fig. 1. Schematic diagrams of (a) a multibeam FEM system
composed of N planar units (for each unit, the cross section
shows a ribbon REB and the transverse electromagnetic
energy fluxes) and (b) an individual FEM unit with 2D
Bragg resonator power supplied with aribbon REB.

where L, is the FEM unit length and A, = (@ - hv; -

h,v)/@Cistheinitial undulator synchronism detuning
at the carrier frequency in the nth unit. For the partia
waves propagating in the transverse direction, which
provide for the coupling between various units, the
boundary conditions are as follows:

[B.n(T) =B \_1(T—TNx -0,
[B_n(1) = MBynea(T=T)]x- .,
[B_n(T) =B,y 1(T—NT)Ix=1,
[B_ 1(1) = "B, y(T=NT)Ix-=1,,

(6)

whereL, isthe FEM unit lateral size, Tisthedelay time
for the signal propagation between neighboring units,
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Fig. 2. Modeling of the process of establishing a self-oscillation regime in asix-unit (N = 6) FEM generator: (a) plot of the normal-
ized integral electron efficiency; (b) wave amplitude distribution in the output cross section Z=1,(L,=6.8, L, =12, T=12,

a=01,A=-02,T =0.95).

and I' < 1 is the ohmic loss factor. For the coupling
between terminal units, the delay time was naturally
taken equal to be NT, where N is the total number of
units.

Thus, the FEM units are in fact linked in a circle
(Fig. 1) and the process of synchronized self-oscilla-
tionsin the system of N unitsis generally analogous to
that in aFEM generator with a coaxial 2D Bragg reso-
nator [3]. It should be also noted that, similar to a FEM
with axia geometry, the presence of ohmic losses for
the 9B, waves is a condition necessary for establishing
a stationary self-oscillation regime in the system.

Modeling results. The process of FEM unit syn-
chronization was modeled using parameters close to
the conditions of experiments planned on the ELMI
accelerator. The oscillatory velocity 5 = 0.2-0.25 was
imparted to the particles in an active planar undulator
with aperiod of 4 cm, atransverse undulator field com-
ponent up to 0.2 T, and a guiding field strength of 1 T.
The width of separate beams was taken equal to 15 cm
at a linear current density of ~200 A/cm. Thus, the
Pierce parameter at afrequency of 75 GHz wasequal to
C=4x1073. Figures 2 and 3 present the results of mod-
eling the synchronization process for a system of six

TECHNICAL PHYSICS LETTERS  Vol. 27

generator units with a reduced normalized interaction
spacewidth of L, = 1.2 (corresponding to |, =20 cm for
the ELMI experiment) amodule length of L,=6.8 (1, =
110 cm), anormalized delay time of T = 1.2 (0.67 ns),
and the ohmic loss factor I = 0.95.

Figure 2 illustrates the process of establishing a
steady-state generation regime. The oscillation fre-
guency in the established regime is close to the exact
value of the Bragg resonance frequency. Figure 2a pre-
sentsaplot of theintegral efficiency (for all FEM units)
and Fig. 2b shows a distribution of the field A, in the
output cross section Z = L,. The coordinate € is intro-
duced to describe the field distribution over the entire
system contour including all FEM units and coupling
waveguides. Figure 3 shows aspatia distribution of the
field for a synchronous wave A, and one of the trans-
verse waves B, involved in synchronization of the FEM
units,

It is important to emphasize that synchronization
takes place even when various units are power supplied
by electron beams possessing somewhat different ener-
gies and, hence, different values of the synchronism
detuning A,,. For the geometric parameters under con-
sideration, the self-excitation and synchronization of
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Fig. 3. A spatial distribution of the field amplitudes for the partial waves (@) A, and (b) B, in a steady-state generation regime for

the same FEM parameters asin Fig. 2.

various units took place for a relative scatter of the
detuning as large as 50% of the self-excitation band-
width, but a greater scatter led to the breakdown of

A& Z=L,1)

Fig. 4. Modeling of the process of establishing a self-oscil-
lation regime in asingle-unit (N = 1) planar FEM generator
with closed transverse el ectromagnetic fluxes. A plot of the
wave field amplitude distribution in the output cross section
Z=1,(L.,=6.8,Ly=6,T=6,0=01,A=0,I =0.95).
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oscillations. The modeling revealed no cases of syn-
chronization breakage followed by various units gener-
ating at different frequencies.

Conclusion. It should be noted that the transverse
synchronization of radiation in the generator, provided
by closing the boundaries of the interaction space, can
be also effective in the case of a single unit. As was
demonstrated previously [1-3], use of the 2D distrib-
uted feedback prompts an almost unlimited increasein
the width of theinteraction spacein the case of systems
open in the transverse direction. At the same time, a
considerable advantage from the standpoint of practical
implementation is offered by systems closed in the
transverse direction.

It was demonstrated [4] that the problem can be
partly solved by using FEM s with combined resonators
composed of 1D and 2D planar Bragg mirrors. Using
an additional waveguide closing the transverse energy
fluxesfrom terminal units can be considered asan alter-
native solution, offering an advantage of higher selec-
tivity with respect to the transverse index. Figure 4
illustrates the formation of a transverse distribution of
the output radiation amplitude, which corresponds to
establishing a steady-state generation regime with a
frequency coinciding with the Bragg resonance value.



244

1

GINZBURG et al.

REFERENCES

N. S. Ginzburg, N. Yu. Peskov, and A. S. Sergeev, Pis ma
Zh. Tekh. Fiz. 18 (9), 23 (1992) [Sov. Tech. Phys. Lett.
18, 285 (1992)].

N. S. Ginzburg, N. Yu. Peskov, A. S. Sergeev, et al., Phys.
Rev. E 60, 935 (1999).

N. S. Ginzburg, N. Yu. Peskov, and A. S. Sergeev, Opt.
Commun. 112, 151 (1994).

N. S. Ginzburg, N. Yu. Peskov, A. S. Sergeev, et al.,
Pis'ma Zh. Tekh. Fiz. 26 (16), 8 (2000) [Tech. Phys.
Lett. 26, 701 (2000)].

TECHNICAL PHYSICS LETTERS  Vol. 27

5. N.V.Agarin, A. V. Arzhannikov, V. B. Bobylev, et al., in

Proceedings of the 4th International Workshop “ Strong
Microwaves in Plasmas,” Nizhni Novgorod, Russia,
1999, p. S24.

. N.V.Agarin, A. V. Arzhannikov, V. B. Bobylev, et al., in

Abstracts of the 21st International Free Electron Laser
Conference, Hamburg, Germany, 1999, p. Mo-O-04.

. A.D. R. Phelps, A. W. Cross, G. R. M. Robb, et al., in

Proceedings of the 19th International Free Electron
Laser Conference, Beijing, China, 1997, p. |1-122.

Trandated by P. Pozdeev

No. 3 2001



Technical Physics Letters, Vol. 27, No. 3, 2001, pp. 245-247. Trandated from Pis ma v Zhurnal Tekhnicheskor Fizki, Vol. 27, No. 6, 2001, pp. 59-64.

Original Russian Text Copyright © 2001 by Danilov, Kuzikov, Pavel’ ev, Koshurinov.

Microwave Pulses Compressed in a Barrel-Shaped Resonator
with Screw Corrugation
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Abstract—The microwave pulse compressor proposed previously [1], having the form of an oversized
waveguide resonator with a screw-corrugated inner surface, was constructed and experimentally tested.
A fivefold compression of microwave pul ses with a 70% efficiency was obtained in a 3-cm wavelength range.

© 2001 MAIK “ Nauka/Interperiodica” .

Introduction. A possible method of compressing
microwave pulses consists in transmitting a phase-
modulated pulse via a circular resonator [2, 3]. The
energy parameters of such resonators are usualy lim-
ited by breakdown in the element coupling the resona
tor to awaveguide.

Recently [1], we proposed a variant of the circular
resonator based on an axisymmetric metal waveguide
structure (Fig. 1) comprising several sections with var-
ious diameters connected by sloping junctions. The
intrinsic oscillations of the resonator are confined
within a dlightly expanded middle section between
supercritical narrowings. The coupling of a wave pass-
ing through the resonator to the working mode (of a
rotating whispering-galery type) is provided by a
screw corrugation pattern on the inner surface of the
resonator. The corrugation has asmall height compared
to the wavelength, and the geometric parameters obey
the conditions [1]

- _ 2T
hj:h = T

where m and d are the number of threads and pitch of

m;—m = m,

the screw, respectively; m, isthe azimuthal index of the
resonant mode; and my and h; are the azimuthal index
and propagation constant of the transmitted wave,
respectively. Reirradiation into spurious modes is sup-
pressed by selecting the resonator and waveguide
modes rotating in opposite directions.

Resonator design. The experiments were per-
formed with a copper resonator having the parameters
presented in the table. The resonator operated on a
clockwise Hg; mode with a frequency of 11.39 GHz.
Selecting the resonant H mode prevented parasitic scat-
tering on sloping connectors from contributing to the
E mode with the same azimuthal index. The energy was
supplied to and extracted from the resonator with a
counterclockwise H,; mode. The resonator was first
calculated by an approximate analytical method [1] and
then numerically refined by a modified method of pla-
nar transverse cross sections 4, 5].

The energy was supplied to the compressor via a
standard rectangular waveguide with a 23 x 10 mm
Ccross section using an H,, wave with a system convert-
ing thiswaveinto the H,; mode. The conversion system

Fig. 1. Schematic diagram of the compressor: (A) mode converter; (B) circular resonator (see the text for explanations).

1063-7850/01/2703-0245%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 2. Schematic diagram of the experimental setup. Sis
the synchronizing signal (for other notations see the text).

included the following elements (Fig. 1): (1) astandard
junction from a rectangular waveguide with a Hy,
working modeto acircular waveguide with aH;; work-
ing mode; (2) an elliptic-waveguide polarizer with a
clockwise-polarized H,; wave at the output; (3, 5) con-
ical junctions; (4) a circular waveguide with a five-
thread screw corrugation converting the clockwise Hy;
wave into a counterclockwise H,; wave. The calculated
efficiency of conversion in this system is =98%.

Experimental setup and results. Theinput pulses
were compressed using the so-called SLED scheme
[2, 3]. Along most of the input pulse length, the resona-
tor accumulates microwave energy and reirradiates this
energy into the waveguide with a phase opposite to that
of the transmitted wave. At a certain time before the

Resonator parameters

Smooth section length, mm 45.06
Conical junction length, mm 1041
Corrugated section length, mm 59.59
Smooth section diameter, mm 50.84
Corrugated section diameter, mm 63.54
Number of threads 10
Screw pitch 37.08
Corrugation height, mm 0.125
Loaded Q (experimental value) 1140
Transmission line coupling factor 14
(experimental value)
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Fig. 3. Typica oscillograms of the (dashed) input and
(solid) output microwave power pulses.

pulse end, the input signal phase is inverted and the
transmitted wave adds to that irradiated from the reso-
nator.

Figure 2 shows a schematic diagram of the experi-
mental setup including the following €elements:
(1) microwave generator; (2) amplitude modulator;
(3) electrically controlled phase-rotating  circuit
(implementing two FETS) with a characteristic time
of 1 ns;! (4, 5) pulse generators; (6) ferrite switch;
(7) high-precision attenuator; (8) mode converter and
circular resonator (Fig. 1); (9) horn antenna; (10) detec-
tor; (11) microwave amplifier; (12) oscillograph.

Figure 3 showstypical oscillograms of theinput and
output pulses. The compressor operation is convention-
aly characterized by the compression factor (equal to
the ratio of the input and output pulse durations), effi-
ciency (equal to the ratio of energies stored in the out-
put and input pulses), and power gain (a product of the
compression factor by the efficiency) [2, 3]. According
to Fig. 3, the system ensuring afivefold pul se compres-
sion had an efficiency of =70% and a power gain of
=3.5. These values agree well with the results of calcu-
lations using the experimental parameters. The oscillo-
gram of the output pulse deviates from the calculated
curve by no more than 5%; the difference is apparently
related to uncertainty in the system manufacture and
adjustment, as well as to experimental errors.

1 By the characteristic time of the phase-rotating circuit we imply
the value T; = tg/In2, where tg is the time of the input pulse power
decay to zero during the phase reversal.

2By the input pulse duration we imply that of the flat pulse top
equal to 75 ns[3]; the output pulse duration is defined as the time
period from the phase-rotating circuit switch on to the input pulse
termination.
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Conclusion. The results of the model experiment
described above showed the possibility of effectively
compressing microwave pulses using the proposed res-
onator design. Application of the resonator in accelera-
tor technology would require the passage to spatially
developed modes. According to [3], the intrinsic Q
value of the resonator must be not less than 100000,
which implies that the resonant mode must be of the
E type and possess an azimuthal index of not less than
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An Active Lasing Region with a Quantum Wéll
and a Quantum Dot Array

V. P. Evtikhiev, O. V. Konstantinov, and A. V. Matveentsev

| offe Physicotechnical Institute, Russian Academy of Sciences, . Petersburg, Russia
Received October 26, 2000

Abstract—A combined active lasing region of the new type, containing an Ing ,Gag gAs quantum well (QW)
and a single-layer array of InAs quantum dots (QDs) located outside the QW, was studied. In this system, the
QW accumulates the injected charge carriers and the QD array serves as a radiator. The energy levels of
electrons and holesin a QD were calculated. It is shown that the QDs can be filled by the resonance tunneling
of holes from the QW to an unoccupied QD. The electron energy level in an unoccupied QD is markedly
higher than that in the QW, but occupation of the QD by a hole leads to a resonance of the electron levels.
Theoretical conclusions agree with the results of observations on a prototype laser with a combined active

region. © 2001 MAIK “ Nauka/Interperiodica” .

A number of lasers employing quantum dot (QD)
arrays have been described. For example, diode lasers
with InAs QDs confined between GaAs layers operat-
ing at a photon energy of 1.2-1.3 eV were reported
in[1, 2]. A distinctive feature of these lasersis the rel-
atively low vaue of the room-temperature threshold
current (~200 A/cm?). The lasing regions of these
devices comprise one or several layers of QDsarranged
in an undoped part of the p—n structure. Our prelimi-
nary experimental investigations showed that certain
advantages can be offered by a quantum well (QW)
located within atunneling range near asingle-layer QD
array: in particular, the quantum yield in this structure
isvirtually independent of the excitation current.

We have studied a structure comprising a QW and a
single layer QD array outside the QW. Our experience
showed that the distance between these layers must be
on the order of 40 A. The purpose of this study was to
develop atheory that can describe the system parame-
ters for which the energies of electron ionization from
the QW and from a QD would coincide. This would
provide conditions for the resonance tunneling of holes
from the QW to QDs. As is demonstrated below, an
1Ny ,Gay sAs QW with athickness of w=80 A possesses
ahole ground level ionization energy virtually coincid-
ing with the hole energy level in an unoccupied QD.
The electron energy level in an unoccupied QD lies
25 meV above that in the QW. However, when a hole
occupies the QD, the electron level in this QD
decreases by 28 meV as aresult of the Coulomb inter-
action between hole and electron. This also provides
conditions for a resonance tunneling of electrons from
the QW to the QD occupied by the hole. The electron
and hole in the QD form a bound exciton. Only bound
excitons in the singlet state can produce emission,
while the triplet states exhibit a nonradiative recombi-
nation by the Auger mechanism. For this reason, the

guantum yield (at a relatively low current) in such a
system must not exceed 25%, which agrees with exper-
imental observations.

An important feature of the InAs QD confined
between GaAs layersis that a quadratic approximation
of the dispersion law isinapplicable to electronsin this
system because the energy of the electron state is mark-
edly greater than that of the conduction band bottom.
As for the energy spectrum of heavy holes, the qua-
dratic approximation holds within rather broad limits.
According to the data presented in the reference book [ 3]
and reported in [4], this approximation isvalid for hole
energies below 0.4 eV. It should be noted that the dis-
persion laws were calculated in both cited papers using
the nonlocal pseudopotential method, which provides
the most reliable results. Based on these data, we
believe that the hole energy obeys the quadratic disper-
sion law:

h2K

é——v (1)
m,

where k is the wave vector of the hole and m, = 0.41m,

isthe tabulated val ue of the effective hole massin InAs.

In [4], the energy is expressed in eV and the wave vec-

tor, in fractions of its limiting value in the [001] direc-

o CKao
tion STl
constant. The validity of relationship (1) is illustrated
by curves in the bottom part of the figure, where the
lower and upper dashed curves show the results of the
band calculations [4] for the directions parallel to
[100] and [111], respectively, while the solid curve
represents the standard quadratic dispersion law given
by formula (1) with the effective mass equal to the tab-
ulated value. As can be seen, the solid curve occupies

E/(k) =

where a = 6.06 A isthe InAs crystal lattice
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an intermediate position between the dashed ones, the
difference between the latter curves reflecting the cor-
rugation of the isoenergetic surfaces of heavy holes.

A quadratic approximation for the electron energy
spectrum is valid only within an unacceptably narrow
energy interval. However, we have established that
semiempirical relationships similar to the Kane formu-
las provide a sufficiently correct analytical description
of the results of numerical calculations performed
in [4]. For the electron energy in the conduction band E,
this approximation yields the following relationship:

_EO 2on* O
E.(k) = FO/1+ mE, —1% 2

where E, = 0.356 eV isthe bandgap width in InAs and
m, isthe effective electron mass (considered as afitting
parameter).

Let us consider the E, value as a function of the
wavevector k. The curve calculated by formula (2) is
depicted by the thick solid linein the top part of the fig-
ure. The calculation was performed for the effective
electron mass selected equal to m, = 0.057my. Virtually
coinciding with the thick solid curve, a dashed curve
represents the results of the band cal culations obtained
in[4]. In addition, the electron energy in the conduction
band is characterized by athin solid curve correspond-
ing to the standard quadratic approximation with atab-
ulated value of m. = 0.027m,. As can be seen, this
approximation actually leadsto very large errorsin the
el ectron energies exceeding 0.05 eV. Note that, accord-
ing to the band calculations [4], the electron energy
spectrum is isotropic up to E, = 1 eV, where a signifi-
cant anisotropic contribution appears due to the differ-
ence between the L and X valleys.

Now let us proceed to aspherical model of the quan-
tum dot. This model is necessary because eguation (2)
describing the dispersion law refers to the case of flat
bands in an infinite medium. The InAs QDs confined
between GaAs layers have the shape of truncated pyra
mids with rounded vertices whose diameter is 15 A.
The bottom base of the pyramid has an elliptic shape
with axes equal to 150 and 170 A, the pyramid height
being 20 A. A nonparabolic effective mass Hamiltonian
is not available for an object possessing such a compli-
cated shape and can be constructed only for a spherical
microobject. According to Asryan and Suris [5], the
optimum diameter of the sphere modeling an acute pyr-
amid falls between the diameters of inscribed and
superscribed spheres, the latter sphere passing through
the pyramid vertex and touching the base. In our case,
the pyramid shape resembles a throwing discus, and the
diameters of inscribed and superscribed spheres differ
only dlightly. We will assume that the optimum diame-
ter of the model sphereisequal to the height of the non-
truncated (acute) pyramid, that is, to the diameter of the
superscribed sphered = 22.2 A. The values of the band
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Dispersion lawsin the valence (bottom part) and conduction
(top part) bands. Dashed curves show the results of calcula-
tions performed by the method of pseudopotential [4].
Thick solid curves present the dispersion laws adopted in
this study and approximated by Egs. (1) and (2) for holes
and electrons, respectively. The thin solid curve in the top
part shows the standard quadratic law of dispersion.

edge breakage at the QD boundaries can be estimated
by ignoring deformations related to the lattice mis-
match and using the conventional assumptions. AE, =
0.65AE, and AE, = 0.35AE,,. For the QD under consid-
eration, AE; = 1.072 eV, and the approximation adopted
yields AE, = 0.6968 eV and AE, = 0.3752 eV. These
determine the depth of the spherical potential well for
electrons and holes.

Let us determine the energies of quantum levels for
the charge carriers in these spherical potential wells.
The Schrodinger equation for holes contains a kinetic
energy operator obtained from formula (1) by substitut-
ing the operator (—0) for the wavevector k. We will
seek the spherically symmetric solutions, depending
only on the radius and proportional to sin(kr)/r, in order
to ensure that the wavefunction is finite in a spherical
well with r = 0. Dependence of the hole energy (mea-
sured from the well bottom) on the wavevector k is still
given by formula (1).

For a wide-bandgap material (GaAs) surrounding
the model spherical QD, the kinetic energy Hamilto-
nian is obtained from (1) by substituting the operator
(-i10) for the wavevector k and the effective hole mass

mg =0.45m, (in GaAs), for m, = 0.41m,. Theresulting

wavefunction in the wide-bandgap material is De/r.
The wavevector k must be determined from the condi-
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tion of continuity for the wavefunction W and its deriv-
ative at the boundary of the sphere modeling the QD.
This yields an equation that is well-known from the
handbooks:
2
E, = 2h

—Xxcot(x) = /AE_E—E(k) X:kEd, —m
B B

S 39

where my is the effective carrier mass in GaAs, d =
22.2 A isthe model sphere diameter, and E(K) is deter-
mined by formula(1). Itisconvenient to modify Eqg. (1)
by taking its square and introducing the ionization
potential 1(x) such that

I(x) + E(k) = AE, [I(x) = EsztanZ%(_mgg @

m=12,...

The value m= 1 corresponds to the hole ground statein
the QD, while m = 2 corresponds to an excited state not
realized for the system parameters studied. Substituting
AE = 0.375 eV and Eg = 0.069 eV, we obtain | =
0.067 eV.

It must be noted that Eq. (4) isvalid for the QW as
well. In this case, the hole ground state corresponds to
m = 0 and AE = 0.075 eV (the well depth for the
Iny,GaygAS composition). The electron energy in the
well is smaller and can be determined in the quadratic
approximation. Using Eq. (4) for Eg, one should substi-
tute the QW thickness w for the QD diameter d. For an
experimental value of w = 8 nm, we obtain E; =
0.0053 eV and | = 0.0668 eV. Thisvalue virtually coin-
cideswith the holeionization energy inthe QD. Similar
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calculations for electrons in the QW yield AE = 0.139
and | =0.096 eV.

The electron energy in the QD is still determined by
Eqg. (4), but the E(k) value is taken in the form of
Eqg. (2). Using the value of the conduction band break-
age AE = 0.697 eV, we obtain an electron ionization
energy of | =0.071 eV. Thisvaueis25 meV below the
electron ionization energy in the QW, which puts these
levels significantly out of resonance. The electron tun-
neling from the QW to an unoccupied QD is possible
only provided that an acoustic phonon is simulta-
neously absorbed. However, filling the QD with ahole
decreases the electron energy level by avalue equa to
the electron-hole interaction energy at a distance of
4 nm, that is by 27 meV.; As aresult, the QD occupied
by ahole has an el ectron energy level in resonance with
the QW.
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Abstract—A hidden communication scheme for cable and optical fiber data transfer systems is proposed.
A two-channel variant based on using a coded random signal for masking the transmitted data was analyzed by
numerical methods. © 2001 MAIK “ Nauka/Interperiodica” .

At present, researchers are actively investigating the
possibility of using chaotic oscillations for masking
transmitted data. One advantage of this masking princi-
pleisthe potentially higher efficacy of this approach as
compared to the conventional one using various meth-
odsof datacoding[1]. Several possible hidden commu-
nication schemes implementing the phenomenon
of chaotic synchronization were described in the litera-
ture [2-9]. However, the practical realization of these
systems encounters difficulties in the stage of useful
signal separation in the receiver. These difficulties are
related to the fact that the synchronized dynamic
receiver system must be capable of generating chaotic
oscillations, which must be precisely identical to the
transmitted signals. This requirement makes the real-
ization of the proposed communication systems a
rather difficult task. This circumstance stimulates the
search for new methods of hidden data transfer using
the advantages of chaotic oscillations.

Below we consider a hidden communication system
in which the useful signal separation from chaos does
not require providing for the identical character of
oscillations by means of synchronization of the corre-
sponding generators. The task is solved by using two
communication channels instead of one. This solution,
albeit complicating the transmission line, alows the
useful signal to be masked by the superposition of com-
plex external oscillations including chaotic ones. The
proposed communication channels are especially
promising in optical fiber transmission lines, since they
ensure extremely small losses and virtually zero disper-
sion at arelatively small size of multifiber cables.

A possiblevariant of the hidden datatransfer system
using complex oscillations for masking the useful sig-
nal is schematicaly illustrated in Fig. 1. The system
comprises a transmitter composed of elements 1-4, a
communication channel (transmission lines 5 and 6),
and a receiver including elements 7 and 8. A masking
signal x(t), produced by a stochastic generator 1, is
distributed between two channels by the dividing ele-
ment 2. In one channel, a part of this chaotic signal
yX(t) (y < 1is a constant coefficient) passes through

acoding device 3 to acquire the coded form v, (t). This
signal is added to the useful signal u(t) in the summing
device 4, after which the resulting oscillations are
transmitted via the line 5 in the form of f(t) = v,(t) +
u(t). Another part of the chaotic oscillation signal from
generator 1, equal to (1 — y)X(t), is transmitted via the
paralel line 6 to the coding device 7 identica to 3,
which converts this signal into v,(t). The useful signal
is separated in the subtracting device 8, which deter-
mines the useful signal as the difference f(t) —v,(t).

In the proposed scheme of data transfer, the degree
of the useful signal distortion is determined only by the
nonequivalence of the coding devices employed. The
output signal of the subtracting device reproduces the
input signal, provided that the coding devices are iden-
tical and the divided chaotic signal fractions are equal
(for y = 0.5), since this would ensure that v,(t) = v,(t).
For y # 0.5, the useful signal can be restored with the
aid of certain compensating elements.

It should be noted that an advantage of the scheme
presented in Fig. 1 is that the masking signa may
employ not only oscillations (chaotic or complex, in
particular, multifrequency) generated by some dynamic
systems, but the random noise oscillations produced by
any noise sources as well.

Vi If I f f=Vv2
[3] 5 s}~
u
VX Vo
(I-y)x

[2] [ 6 —7]

I -y)x
X

Fig. 1. Schematic diagram of a system of hidden datatrans-
fer using masking chaotic oscillations: (1-4) transmitter ele-
ments; (5, 6) transmission lines; (7, 8) receiver elements.
See the text for explanations.
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For an analysis of the scheme depicted in Fig. 1, it
is expedient to employ a masking signal in the form of
oscillations generated by a random dynamic system
using various sources of chaotic oscillations [2—4]. For
example, aconvenient generator of chaotic oscillations
is offered by a source described by the Rossler equa-
tions [10]

X = —-y-—2
y = x+ay, Q)
7 = —PBz+xy+20.

A solution x(t) to this set of nonlinear differential equa-
tionswitha = 0.3, 3 = 8.5, and & = 0.4 represents cha-
otic oscillations.

Let us employ a useful signal u(t) represented by a
harmonic oscillation modulated with respect to ampli-
tude and frequency:

u = Ay((1+ McosQt)cos[(w, + mcosQt)t]), (2

where Ay, wy, are the amplitude and frequency of the
harmonic signal, respectively; M, m, and Q are the
amplitude modul ation coefficient, the frequency modu-

TECHNICAL PHYSICS LETTERS  Vol. 27

lation index, and the modulation frequency, respec-
tively.

Relatively simple coding devices 3 and 6 can berep-
resented by second-order filters. In this case, the output
signal v,(t) produced by filter 3 from the input oscilla-
tions yx(t) is given by asolution to the following differ-
ential equation:

Vg + (@,/Qy)V; + wi(vy —yX) = 0, (3a)

where w; and Q, are the resonance frequency and qual-
ity factor of the second-order filter. By the same token,
the output signal v,(t) of filter 7 (having the resonance
frequency w, and the quality factor Q,) is described by
the equation

Vo + (W) Q)5 + W[V, —(1-y)x] = 0. (3b)

Relationships (1)—«3) determine a mathematical
model describing the operation of the proposed data
transfer system. Figure 2 shows the results of the
numerical analysis of this mathematical model. The
spectrawere calculated for amasking signal intheform
of chaotic oscillations x(t) described above (a = 0.3,
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3 =8.5, and & = 0.4). The parameters of equations (2)
and (3) were as follows: A, = 0.2; M = 0.1; m= 0.01;
w=10=002,uw,=0w,=10,=Q,=4,y=05.

Figure 2a shows the frequency spectrum S, of the
oscillations f(t) transmitted via line 5. This spectrum
virtually coincides with the spectrum of chaotic oscil-
lations v,(t) because the amplitude of the useful signal
u(t) is considerable (by two orders of magnitude) lower
than the maximum fluctuation amplitude of the chaotic
oscillation process v, (t). Figure 2b shows afragment of
the time pattern of the signal calculated using the same
parameters as those for spectrum S;. The spectrum of
oscillations of the useful signal S, obtained at the out-
put of the subtracting device 8 in the system with equiv-
alent decoding filtersisillustrated in Fig. 2c. As can be
seen, thissignal isvirtually identical to theinitial useful
signal entering the input of the summing device in the
transmitter. The corresponding time pattern is depicted
in Fig. 2d. At the same time, the difference of the oscil-
lation processes f(t) and (1 — y)x(t) in the transmission
lines (spectrum S; presented in Fig. 2e) and the corre-
sponding time pattern (Fig. 2f) reflect the chaotic
nature of the masking signal. This indicates that the
useful signal cannot be separated in case of nonautho-
rized access to the communication line.

The above analysis showsthe high potential efficacy
of the two-channel data transmission for the transfer of
confidential data. As noted above, the masking signal
can be represented both by chaotic oscillations gener-
ated by dynamic systems and by noise signals as well.
It should be noted that the operation of the system
described above can be adversely affected in practice
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by the nonequivalence of the coding devices and the
transmission line as well as by the time instability of
their characteristics. For this reason, the proposed
method is especialy promising for confidential data
transfer via optical fiber communication lines.
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Abstract—The properties of silicon single crystals implanted with carbon ions were studied by two indepen-
dent methods. It is demonstrated that the concentration of implanted carbon can be monitored by measuring the
density of divacancies. © 2001 MAIK “ Nauka/Interperiodica’ .

The ion implantation of carbon into silicon leads to
the formation of carbon-containing defects and, in
addition, introduces defects (e.g., divacancies) into the
initial crystal structure of silicon. Divacancies, repre-
senting one of the main types of electricaly active
defects, are stable at room temperature and, hence, are
accessible for investigation. The presence of divacan-
ciesisan important indication of radiation and/or tech-
nological damage in a silicon structure. For example,
divacancies appearing upon the implantation of boron,
phosphorus, and antimony produce response signals,
the intensity of which is proportional to the amount of
the substance implanted [1].

We studied p-Si samplesimplanted with carbon ions
at an energy of 20 keV to adose of 6 x 10% cm. Inthe
first series of experiments, the implanted samples were
characterized by the photoconductivity spectra mea-
sured in the middle IR range at liquid nitrogen temper-
ature. The photoconductivity was excited by globar
radiation passed through an MDR-236 monochroma-
tor; the photoinduced current was detected in the dc
mode with aV6-9 selective voltmeter. The presence of
divacancies in the silicon samples studied was con-
firmed by comparison to the published data [2].

Another series of experiments was performed using
the implanted silicon plates with a Schottky barrier
formed by the galvanic deposition of gold. Ohmic con-
tacts were obtained by depositing indium onto the back
sides of the plates in a VUP-5 vacuum system. The
samples with Schottky barriers were characterized by
thermostimulated capacitance (TSC). The TSC mea
surements [3, 4] were performed as described below.
The sample was biased in the forward direction (0.5V)
at room temperature and cooled down to liquid nitrogen
temperature, after which the bias polarity was reversed
(-2 or =3 V). The forward bias ensures occupation of
the deep trapping centers, while a change in the bias
polarity and magnitude allows usto modify the charged
layer thickness and reveal the centers occurring at var-

ious depths. In this case, the measurements corre-
sponded to depths of 47 and 57 nm. The TSC measure-
ments were carried out in an automated regime. A con-
stant voltage U was applied to a sample via a
decoupling circuit (L, C;). A probing signal applied to
the sample from an E7-9 capacitance meter had a fre-
quency f differing from the resonance frequency f, =

1/(2m,/L, Cy) of the sample circuit. The f value was

measured with a frequency meter (Ch3-63) and trans-
mitted to the data channel in the form of a correspond-
ing code. The control program calculated the sample
capacity at various temperatures measured by a ther-
mocouple. The signal from the thermocouple was fed
to adigital voltmeter (V7-46/1), the coded output sig-

dC/dT, a.u.
1.2r

0.8

0.4r

-0.4

140 160 180 T,K
Fig. 1. TSC spectrum of carbon-implanted silicon (d =

47 nm).
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Fig. 2. TSC spectrum of carbon-implanted silicon (d =
57 nm).

nal of which also entered the data channel. The result-
ing C(T) function was differentiated according to the
formula

Characteristics of deep centersin silicon

T K E, eV o, cm? N;, cm3
d=47nm

141 0.23 1.7 x 1078 1.6 x 10%

159 0.42 49x 10713 1.6 x 10%

166 0.27 9.6 x107° 3.3x10%

180 0.55 23x10™! 1.8 x 10%
d=57nm

145 0.23 9.8x107° 5.2 x 101

158 0.42 5.1x1073 5.0 x 101

166 0.27 9.6 x107° 1.0 x 10%

180 0.55 23x10 6.0 x 101
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dC/dT = A(T/T,,) exp[E/k(1/T,,—1/T)]
x exp{1—(T/T, ) exp[ E/K(L/T, —1T)]},

where A isthe signal amplitude, E; isthe trap activation
energy, and T,, is the temperature of the peak maxi-
mum. The peaks in our TSC spectra frequently over-
lapped and were separated using the above formula
Typical differential TSC spectra obtained for the two
depthsare presented in Figs. 1 and 2. The parameters of
the deep centers determined from these spectra are
summarized in the table.

The TSC measurements revealed four deep centers
at both depths. The centers corresponding to the peaks
a 141 (145) and 159 (158) K represent divacancies.
The signal observed at 166 K corresponds to positively

charged interstitial carbon ions C; [4]. The negative

peak at 180 K is apparently aso related to the
implanted carbon, since a change in the probing depth
affected the concentration of these centers. As can be
seen from the table, each divacancy corresponds to
approximately two carbon atoms at both depths, while
the concentration of defects at a greater depth (d =
57 mm) is about one-third of that at a shallower depth.
Thus, the concentration of implanted carbon can be
monitored by measuring the density of the divacancies.

Acknowledgments. One of the authors (S.S.M.)
gratefully acknowledges support of the Russian Foun-
dation for Basic Research (project no. 98-02-03327).

REFERENCES

1. V. Avadlos and S. Dannefaer, Phys. Rev. B58 (3), 1331
(1998).

2. R. G. Humphreys, S. Brand, and M. Jaros, J. Phys. C 16
(12), L337 (1983).

3. S.V. Bulyarskii and N. S. Grushko, Generation-Recom-
bination Processes in Active Elements (Mosk. Gos.
Univ., Moscow, 1995).

4. S.V.Bulyarskii and S. |. Radautsan, Fiz. Tekh. Polupro-
vodn. (Leningrad) 15, 1443 (1981) [Sov. Phys. Semi-
cond. 15, 836 (1981)].

5. V. S. Vavilov, N. P. Kekelidze, and L. S. Smirnov, Radi-
ation Effects in Semiconductors (Nauka, Moscow,
1988).

Trandlated by P. Pozdeev



Technical Physics Letters, Vol. 27, No. 3, 2001, pp. 256-257. Trandated from Pis' ma v Zhurnal Tekhnicheskor Fiziki, Vol. 27, No. 6, 2001, pp. 82-85.

Original Russian Text Copyright © 2001 by Barengol'ts, Mesyats.

Spontaneous Arc Quenching in the Ecton M odel

S. A. Barengol’'tsand G. A. Mesyats
Institute of Electrophysics, Ural Division, Russian Academy of Sciences, Yekaterinburg, Russia
e-mail: sbh@nsc.gpi.ru
Received November 8, 2000

Abstract—It is shown that the phenomenon of spontaneous quenching of avacuum arc isdetermined by afinite
ecton lifetime and the related cyclic character of processes occurring in a cathode spot of the arc. The main
experimental results are explained within the framework of a statistical model based on the ecton model of the
cathode spot operation. © 2001 MAIK “ Nauka/Interperiodica” .

Spontaneous quenching of aweak-current arc oper-
ating in vacuum is a phenomenon that is very difficult
to explain. Until now, there were no serious attempts at
the theoretical investigation of this effect. Asaresult, a
large volume of experimental material gained in the
course of numerous labor-consuming investigations is
unclaimed and still waits for interpretation. This is
rather surprising in view of the large practical signifi-
cance of the problem.

We believe that most important contribution to the
study of spontaneous arc quenching was made by
Kesaev [1]. He studied alarge number of cathode mate-
rials and established two principal empirical relation-
ships determining the arc quenching process. Accord-
ing to the first relationship, the number N of arcs oper-
ating at atimeinstant t is described by the random law

t
N = Noexp—5, @)

where N, isthe total number of arcs studied and T isthe
average arc lifetime. The second relationship indicates
that T is an exponential function of the current:

T = Toexp[o(i =il )

where iy, is the threshold current and 1, is the average
discharge duration for i = i, .

Previoudly [2, 3], one of the authors developed an
ecton model of the cathode spot of a vacuum arc.
According to the main idea of this model, ametal cath-
ode surface features microexplosions of the metal
caused by a high concentration of energy as aresult of
Joule heating. The microexplosions are accompanied
by the emission of electron bunches, whereby
10*-10" electrons are gjected within ~10® s. These
emissions lead to the formation of a plasma interacting
with the solid and liquid metal areas on the cathode sur-
face, giving rise to new microexplosions. Thus, a self-
sustained arc operation process is developed, which
implies an intrinsic instability of the vacuum arc.

Kesaev [1] showed that spontaneous arc quenchingisa
manifestation of thisinstability.

The concept of the intrinsic instability of the vac-
uum arc operation underlies the ecton model. Based on
this model, we analyzed the phenomenon of spontane-
ous arc quenching [4] and showed that the arc instabil-
ity is explained by the finite ecton lifetime and the
related cyclic character of processes occurring in a
cathode spot of the arc.

The main assumption of the ecton model is that the
cathode spot of avacuum arc consists of separate cells,
each cell conducting a current not exceeding doublethe
value of the threshold current iy,. The cells possess a
finitelifetimet, called the cell cycle. Thecycleincludes
two stages, the first corresponding to the ecton opera-
tion (during atimet,) and the second featuring the new
ecton initiation (during a shorter timet;) instead of the
vanishing one. Therefore, the probability that the ecton
doesnot existinthecell is

a=—— 3

(4)

The a value characterizes the efficiency of the ecton
restoration (initiation) mechanism. If the arc current is
smaller than the double threshold value 2i,, a cathode
spot will contain a flickering cell in which the ecton
vanishes and appears again. For i > iy, the number of
cellsis
[
- Zithr. (5)

The probability that M cells (and the corresponding
ectons) are simultaneously operating at atime instant t
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can be expressed as [4]

W = [mBMGL—M}UtC’ ©)

wheret, isthe cycle duration.

L et us define the moment of arc quenching as corre-
sponding to the event when not asingle ecton is operat-
ing. The probability that the arc exists at the time
instanttis

w=[1-a1"™ 0
Sinceat < 1for L > 1, Eq. (7) impliesthat
ta"
w= exp%—t—Er (8
C

Therefore, the total number of the initiated arcs being
Ny, the number of arcs operating at thetimeinstant tis

ta"
N= Noexpg—t—% )

c

This expression coincides in form with the empirical
relationship (1) and, hence, the quantity

(10)

represents the average time of the arc operation.

As can be readily shown, the expressions for 1(i) in
Egs. (2) and (10) also coincide in form. Indeed, rela-
tionship (2) yields

T
[N~
Toexp(—in)

while Eq. (10) with an allowance for formula (5) yields

= ¢i, (11)

In(a™).
Int = In(a); (12)
tc 2Ithr
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Using Egs. (11) and (12), we obtain
_In(@™
T &
and
te = ToexP(—ditn)- (14)
Upon substituting (13) into (14), we arrive at
t, = 1,0 (15)

Thus, we have related parameters of the empirical
formulas (1) and (2) obtained by Kesaev [1] to the
guantities characterizing the ecton model. For example,
tungsten and copper cathodes are characterized by a =
0.2 and t, = 30 ns. According to relationship (10), the

average arc lifetimefor L =2is1 ~10°s. Thisestimate
agrees with the experimental value reported in [5].
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Abstract—The crystallization kineticsin 0.5-g droplets of melted copper, silver, and gold (specia purity grade
metals) cooled in vacuum at arate of 0.01 K/swas studied. Under these experimental conditions, the physical
supercooling observed in al three metals prior to crystallization was virtualy zero. An anaysis of the values
of supercooling obtained in this study together with the data obtained previously under the same conditions
showed that supercooling increases in a regular manner with the number of electrons on the outermost p level.

© 2001 MAIK “ Nauka/Interperiodica” .

Data published on the values of AT, =T, — Tg
(where T, and Tgare the equilibrium melting and solid-
ification temperatures, respectively) and ATy, = T, —
Trin (Trin 1S the crystallization onset temperature in the
region of supercooling) for metals (including Cu, Ag,
and Au) are rather contradictory. Considerable super-
cooling (up to 200-500 K) reported in [1-5] was
mostly observed under very special conditions (e.g.,
particles of micron size cooled at a rate of up to
~10% K/s). Such supercooling was never observed in
large drops (weighing from one to several grams)
cooled at a normal rate [6-11]. Unfortunately, almost
no data on supercooling in Cu, Ag, and Au droplets
under these conditions are available.

Taking into account that the value of precrystalliza-
tion supercooling AT, may depend on many factors,
we have performed a systematic investigation of the

effects of superheating AT relative to the melting tem-
perature, duration 1 of the isothermal annealing of
melted droplets, and cooling rate (from 0.001 to
8.0 K/s) on the crystallization of Cu, Ag, and Au (1.0g
samples). The study was performed by the method of
sequentia thermal cycling (STC) [9-11].

The experiments were carried out in specialy
designed resistively heated furnaces mounted in a vac-
uum system of the VUP-4 type evacuated to a residual
pressure of ~10~° Torr in a dynamic pumping regime.
The electric heater and thermocouple leads were con-
nected via vacuum feedthroughs to a controlled power
supply and measuring unit of the PTT type. The sam-
ples were melted in aundum crucibles. The tempera-
ture was measured with 0.2-mm-diam. chromel—alumel
thermocouple with one junction kept in a thermostat at
0°C (ice—water mixture) and the other (protected with
an alundum coat) placed into the sample. The power
supply control and temperature monitoring was

effected by a programmable device capable of switch-
ing the furnace on and off according to a preset regime
and recording the sample temperature T asafunction of
time 1 with the aid of a chart recorder of the KSP-4
type. During the STC experiments, the sample temper-
ature was varied from T,= T, — 100K to T, = T, +
100 K, where T, is the melting temperature of a given
metal. The lower boundary T, of the heating—cooling
cycles was the same in al cycles, while the upper
boundary T, was varied, toward increase or decrease
(by 1-2 K) from one cycle to another.

The error of the sample temperature determination
was 0.10-0.15 K. The reliability of the data was con-
firmed by the results of multiply repeated measure-
ments (each experiment including up to 100 cycles).

It was found that the heating of the Cu, Ag, and Au
samples was accompanied by the appearance of endot-
hermicities at T, = 1356.2 (Cu), 1235.0 (Ag), and
1337.0 K (Au) in the temperature rise diagrams. These
values virtually coincide with the reference melting
temperatures of these metals. On cooling the melted
Cu, Ag, and Au samples, the temperature variation
curves exhibited exothermal effects, manifested by the
so-called crystallization plateaus at Tg = 1355.2 (Cu),
1234.2 (Ag), and 1336.4 K (Au). The corresponding
temperature differences AT, = T, — T for Cu, Ag, and
Auwere 1.0, 0.8, and 1.6 K, respectively.

The presence of the exothermal plateau at Tg is
indicative of the equilibrium character of the melt crys-
tallization at this temperature. At the same time, the
results of our experiments showed virtually no physical
supercooling (AT, =T, —Tyn) inmelted Cu, Ag, and
Au samples weighing 1.0 g (irrespective of the prelim-
inary overheating (AT™), the duration of isothermal
annealing above T, (varied from5minto 6.5 h), and the
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Data on the outermost electron shell configuration (s;), coor-
dination number Z for atoms in the melt (near the melting
temperature), and the physical supercooling AT;h for crys-
tallization of 1.0-g metal droplets

Sub- |Outerelectron ~
Elements shell confi- z AT, K

group guration P

Cu, Ag, Au| Ic stp® 12 0

Zn, Cd llc Sp° 12 0

Al, Zn Ia Spt 11.7 1-3

Sn, Pb IVa p? 8.0-9.0 5-10

Sh, Bi Va $pd 6.5-7.5 | 60 (Sh), 30 (Bi)

S, Te Via sp* 1.7 [60(S), 100 (Te)

cooling rate (0.001-8.0 K/s). Moreover, variation of the
cooling rate in this interval did not affect the corre-
sponding AT, g values either (i.e., the equilibrium crys-
tallization temperatures were not affected). The zero
supercooling (AT, = 0) indicatesthat Cu, Ag, and Au
do not exhibit crystallization of the explosion type,
whereby the temperature jumps from T,;, to T, (or Tg)
as in the samples of bismuth, antimony, tin, and some
other metals of the same weight crystallized under
identical experimental conditions.

We attempted to establish a relationship between
some crystallochemical characteristics of substances
and the physical supercooling observed during crystal-
lization of the melts of various elements (seetable). For
this purpose we analyzed the values of supercooling
obtained in our preceding experiments using the same
STC method [9-14]. The experimental data were
selected so as to correspond to identical conditions:
sample weight, 1.0 g; metal purity, specia grade; cool-
ing rate, 0.01 K/s; medium, vacuum ~ 107 Torr; pre-
liminary overheating AT”, 30 K above T, (for AT”
above this level, the average precrystallization super-
cooling cease to change); isotherma anneding at

AT~ =30K, 10 min; crucible material, alundum:; ther-
mocouples, chromel—alumel, etc.

An analysis of the experimental data showed that,
depending on the element position in the Periodic
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Table, the AT, value growsin aregular manner upon

increasing the number of p electrons in the outermost
electron shell, changing the type of chemical bonding,
and decreasing the coordination number Z for atomsin
theliquid phase, etc. [5, 15-18].
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