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Abstract—The experimental plots of electric conductivity versustemperature for aporoussilicon and asilicon
oxide with adsorbed water exhibit features at temperatures significantly below 0°C, which arerelated to an ice—
water phase transition in nanopores of the solid matrix. © 2001 MAIK “ Nauka/Interperiodica” .

Systems featuring proton transport draw the atten-
tion of researchers because of the anomalously high
mobility of protons, which is sometimes comparable
with the mobility of electronsin solids [1]. Especially
high proton mohilities are observed for proton conduc-
tors (such as water) confined in the pores of a solid
matrix [2]. It was even suggested that proton transport
might contribute to the anomalous high-temperature
superconductivity in porous ceramics [2, 3]. We may
therefore expect that a nanoporous solid—-water system
would exhibit unusual electrical properties at tempera-
tures in the vicinity of the water—ice phase transition,
where the conditions of proton transport in the system
of hydrogen-bonded water molecules change signifi-
cantly.

The problem of proton transfer via H,O molecules
adsorbed in the nanopores has become especially
important in view of the concepts developed in recent
years concerning a specia physical structure of water
dispersed in nanopores, in particular, of the “two-
dimensional” ice structure [4—6]. At the same time, the
considerable interest of researchers in the past decade
was attracted to porous silicon (PS)—a material pos-
sessing unique physical properties [7] and compatible
with the silicon technology widely employed in micro-
electronics. In this study, we attempted to detect fea-
tures in the charge transport properties of the PS—-water
system at temperatures in the vicinity of the water—ice
phase transition. In order to revea the role of proton
transport in the charge transfer process more certainly,
we performed a series of experiments in the oxidized
porous silicon (OPS)—water system.

PS layers with a thickness of 5-20 um were created
on a(100)-oriented p-Si single crystal surface by anod-
izing in an HF—ethanol (1 : 1) solution at a current den-
sity of 20 mA/cm?. The PS layers formed under these
conditions contain pores with adiameter of 2-3 nm and
are characterized by a total porosity of ~70% [7, §].
Some of the anodized samples were thermally oxidized
in dry oxygen at a pressure of ~10* Pa. In order to pre-

vent the nanoporous material from sintering at a high
temperature, the oxidation was performed in two
stages. First, a thin “stabilizing” oxide layer was
formed by treating the samples in oxygen for 2 h at
300°C, after which the oxidation process was contin-
ued for 2.5 h at 750°C [7]. Finaly, gas-permeable con-
tacts with a diameter of 1 mm were formed on the sam-
ple surface by deposition in vacuum.

The samples were mounted in an experimental cell
and kept for severa daysin vacuum. Then, the samples
were exposed for 2—3 days to saturated water vapor
until reaching a stationary conductivity of the silicon—
PS(OPS)—metal structure (after contact with water
vapor, the conductivity increased by several orders of
magnitude[9]). For the conductivity measurements, the
cell with a sample was cooled down to —20°C and
slowly (over 2-3 h) heated to room temperature. Under
these conditions, the sample temperature was always
somewhat lower than that of the cell walls. Therefore,
the water vapor pressure over the sample surface was
always saturated and H,O molecules were not desorbed
from the pores. The sample temperature was monitored
using a thermocouple pressed against the surface.

Figure 1 showsatypical curve of the current passing
through a silicon—PS(H,O)-metal sample structure
plotted as a function of the temperature. Asis seen, the
sample conductivity rather sharply increases by almost
one order of magnitude in the region of temperatures
from —12 to —15°C. This jump in the conductivity is
naturally explained by (i) an increase in the effective
mobility of protons related to the appearance of addi-
tional degrees of freedom in water moleculesasaresult
of the ice melting and by (ii) the formation of new tra-
jectories for protons transferred via the system of
hydrogen-bonded H,O molecules. As is known, the
melting temperature of small crystals may be signifi-
cantly lower than that of a macroscopic crystal [10]. In
particular, the melting temperature of ice in the PS
nanocapillaries with a radius of 2-3 nm may decrease
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Fig. 1. A typical curve of the current versus temperature for
asilicon—PS(H,0)—meta samplewith aporoussilicon (PS)
layer thickness of 7 um measured at a voltage of +10 V
applied to the metal electrode. Different symbols refer to
two sequential experimental cycles.
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Fig. 2. A typical curve of the current versus temperature for
asilicon-OPS(H,0)-metal sample with an oxidized porous

silicon (PS) layer thickness of 30 um measured at a voltage
of +10V applied to the metal electrode.

by morethan 10°C [11]. The observed jump in conduc-
tivity of the silicon—-PS(H,O)—metal structure is not
related to irreversible deformation of arather brittle PS
structure accompanying the ice-water phase transition.
Indeed, repeated experiments on the same sample com-
pletely reproduced the shape of the current versus tem-
perature curve (Fig. 1).

In order to decrease contribution of the chargetrans-
fer via solid matrix to the conductivity of the porous
matrix—water system, we performed experiments with
OPS—a dielectric porous adsorbent possessing the
same porosity as PS. Figure 2 shows atypical curve of
the current versus temperature for a silicon—
OPS(H,0)—meta sample structure. In this case, a cur-
rent through the structure is amost completely due to
the proton transport in the system of hydrogen-bonded
water moleculesin the nanopores of OPS. For this rea-
son, the current value is significantly lower as com-
pared to that observed in the silicon—PS(H,O)—metal
structure (Fig. 1). Asis seen in Fig. 2, there is still a
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rather sharp jump in the sample conductivity at a tem-
perature significantly below 0°C. A certain shift in the
temperature at which the conductivity peak is observed
(as compared to that in the silicon—-PS(H,0O)—metal
structure) is probably related to the effect of nanopore
walls on the ice-water phase transition temperature.
The surface of PS nanopores (coated with hydride
groups [6]) is hydrophobic, whereas the surface of
pores in OPS is partly hydrated and, hence, signifi-
cantly less hydrophobic. Asisknown, ashift intheice—
water phase transition temperature in the adsorption
layersissmaller on hydrophilic surfaces than on hydro-
phobic ones[11].

A rather unexpected fact is the decrease in conduc-
tivity of the silicon-OPS(H,O)-metal structure
observed when the temperature increases above
=3...=2°C. It is not excluded that the nonmonotonic
character of the current variation during gradua heat-
ing of the silicon-OPS(H,0)—metal structureisrelated
to the two-dimensional (2D) hexagonal structure of ice
in the nanopores [4]. Thisice behaves rather unusualy
and, for example, expands on heating [5]. As the tem-
perature gradually increases, the 2D ice begins to melt
first in deeper and thinner nanopores, while broader
pore “openings’ still remain “blocked” with ice. The
liquid phase formed upon the 2D ice melting occupies
a greater volume than the hexagonal ice and fills the
voids available in the nanopores. This leads to the
appearance of new pathways for the proton transport in
nanocapillaries. As the temperature increases further,
the ice “plugs’ in the pore openings melt and water is
partly squeezed out of the nanopores. Because of the
inhomogeneous hydration of the pore surface, the
nanocapillaries of water split into separate droplets,
leading to a decrease in the sample conductivity. No
such a decrease in conductivity is observed in silicon—
PS(H,O)—metal structure, probably, because of a sig-
nificant contribution due to the electron transfer by the
walls of PS nanopores.

Thus, we revealed features in the conductivity of a
porous sold matrix with adsorbed water in the region of
temperatures significantly below 0°C, which are
explained by theice-water phase transition in the nano-
capillaries. It is essential that the method used for reg-
istration of the water—ice phase transition based on the
conductivity measurements is considerably simpler as
compared to the calorimetric and spectrophotometric
techniques and allows the measurements to be per-
formed on microaobjects.
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Abstract—The electron transport in acurvilinear quantum wire exposed to amagnetic field was studied. A pos-
sible design of the quantum interference rectifier is suggested. © 2001 MAIK “ Nauka/Interperiodica” .

The rapid progress in nanoelectronics has led to the
creation of principally new objects—quantum wires
and dots—opening the way to such new devices as the
guantum computer. To this end, it is necessary to
develop various elements based on the quantum con-
finement principles. In connection with this, a number
of publications have appeared suggesting the possible
design of the quantum interference transistor, quantum
capacitor, quantum switch, etc. (see, e.g., [1-8]). This
is naturally accompanied by attempts at providing an
adequate theoretical description of the quantum sys-
tem. Since the description of any real system of this
typeisdifficult, the analysisis usually restricted to var-
ious models. Proceeding from a pure theoretical analy-
Sis, it is possible to predict the properties of area sys
tem and to find possible designs of the particular nano-
electronic devices.

The purpose of this study was to suggest possible
designs of a quantum mesoscopic rectifier and a quan-
tum switch controlled by an external magnetic field and
to describe the electron transport in these quantum sys-
tems. The mathematical approach consistsin solving the
problem of scattering for a curvilinear quantum wire
exposed to a magnetic field oriented perpendicularly to
the system plane. The quantum wire is described in a
one-dimensional approximation. The results of anaysis
are used to describe anew quantum device.

Let us consider a bent quantum wire (Fig. 1) com-
posed of three parts: two semi-infinite straight segments
(L, and L,) connected by an arc (L) with aradiusr and
a sector angle ¢,. We assume that the whole loop is
placed into amagnetic field B, which ishomogeneousin
the region of the arc and falls to zero outside. Onthe L,

and L, segments, the operator of momentum is k =
—hid/dx. In the L, region, we consider a calibration-
invariant momentum operator in the form

o= htd
P= " hde " %
where @ = Tr?B/®,, @, = 2112¢/|€| i's the magnetic flux

guantum, and the parameter (angle) ¢ varieswithin 0 <
b < ¢o.
The system Hamiltonian is H, = H, = K /(2m) (on

segments L, and L,) and Hy. = p*/(2m) (on L,,). At
points A; and A, (Fig. 1), the wavefunction must obey the
calibration-invariant boundary relationships. At point A,

W,(0) = Woo(0), kW;(0) = —pW,(0), (1)

and at point A,,

Wae(Bo) = Wo(0), PWac(do) = kW(0). (2

The difference in signs in the boundary conditions (1)
and (2) is related to the opposite directions selected in
L, and L.

A solution to the scattering problem is found in the
following form:
W, (x) = exp(ikx/h), on L,
Wac(®) = ayexp(ipiro/a)
+aexp(ip,r/i), on L
W,(x) = byexp(ikx/h) + b,exp(—ikx/%),

on L,,
where p; and p, are defined as

ho
p1=k—T, pzz—k—‘r—

and determined from the energy conservation law
g ket _ K
ZmEIP+ r0  2m’
Conditions (1) lead to the relationships
Eal+a2 = 1!
O _
[R1—a = -1,
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from which we determine the coefficients a, and a, and
the wavefunction

Wac(9) = exp(-i(rk+n®)¢/h).

Using conditions (2), we determine the coefficients b,
and b,

(b, + Db, = exp(-i(rk+ad)py/7),
%)1 =b, = —exp(—-i(rk+2d) /%),

which yield the wavefunction
W,(x) = exp(—i(rk+Aad)dy/h)exp(—ikx/h).
Finally, the coefficient of transmission from L, to L, is
t,. 1 = exp(i(rk+ad)dy/h). 3

The back propagation coefficient is determined by
an analogous scheme using a solution in the following
form:

W,(x) = exp(ikx/h),

Wao(®) = ayexp(ip,rd/fi) + aexp(iporo/i),
W,(x) = byexp(ikx/h) + byexp(—ikx/%).

The above procedure yields the coefficient of transmis-
sonfromL,toL,

t, o, = exp(i(rk —2d)d/h). (4)

Let us consider the possible applications of these
results. Note that both transmission coefficients possess
the absolute values equal to unity, differing only in the
phase of the wavefunction. Therefore, the results can be
manifested only in the interference effects. We can pro-
pose two possible interference devices.

Thefirst deviceis aquantum switch (Fig. 2). In this
device, the input electron wave coming from L;,, splits
into two identical waves at point C,. These waves pass
by the arcs L, and L, in opposite directions to meet at
point C, with the phase gain factors exp[i(kr —
h®)dy/h] and explikr + AdD)Py/%]. In the output seg-
ment L, the two waver superimpose. If the phase dif-
ferenceis i+ 2, so that ¢,® = 102 + Th (Wheren is
an integer), the transmitted wave is absent. Thus, the
system operates as a switch controlled by the magnetic
field B.

The second device is the quantum interference rec-
tifier (Fig. 3). Here, the input electron wave coming
from L, also splitsinto two at point C,, but the phase
is gained only in loop L, as described by the factor
exp[ 2t (kr — 2 d)/%]. Consider the case when 2ri(kr /A —
@) = 2, so that kr/ — ® = n (where nis an integer).
Then, the output wave superposition in Ly, yields the
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Fig. 1. Curvilinear quantum-wireloop with aradiusr and an
arc sector angle ¢g.

Fig. 2. Quantum switch. Shaded area corresponds to non-
zero magnetic field. Fig. 2. Quantum switch. Shaded area
indicates nonzero magnetic field.

Fig. 3. Quantum rectifier. Shaded area corresponds to non-
zero magnetic field.

coefficient of transmission from left to right equal to
unity. In the reverse direction, the phase gain factor
exp[2ri(kr + A®d)/#]. Inthe case when 2ri(kri ™ + ®) =
T+ 21, we obtain kri™t + @ = 1/2 + n' (wheren'isan
integer). Then the output wave superposition in L
yields the coefficient of transmission from right to left
equal to zero. Thus, provided that both conditions are
fulfilled (krit —® =n, krit + ® = 1/2 + n'), the pro-
posed device operates as arectifier. Taking into account
that k? isfixed at the Fermi level, the two conditions can
be simultaneoudy satisfied by varying two parameters
(r and B).
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Abstract—The electric conductivity of alaser plasma, excited at the surface of a 22KhS ceramics by a pulsed
laser radiation, was studied in the presence of an external electric field oriented perpendicularly to the laser
beam direction. Depending on the output laser power density, there are three characteristic regimes: (i) the
absence of alaser plasma possessing electric conductivity; (ii) the formation of a conducting plasmain which
the current is proportional to the laser power density and to the square of the applied electric field strength;
(iii) the formation of a conducting plasmain which the current depends linearly both on the laser power density
and on the applied electric field strength. © 2001 MAIK “ Nauka/Interperiodica” .

At present, there is alarge amount of data concern-
ing various characteristics of the plasma excited by
laser radiation at the surface of solids [1-4]. These data
were obtained for the most part by measuring the X-ray
emission [4], optical [5-6], and thermal [7] properties
of the laser-induced plasmas. A considerably smaller
number of investigations were devoted to the properties
of laser plasmas in applied electric fields [§].

When a pulsed laser radiation acts upon a solid sur-
face, a plasmais formed at the surface which consists
of the ions from ambient medium and/or the target
material. The resulting plasma torch decays with time
as aresult of diffusion of the plasma components into
the environment and/or their adsorption on the target
surface. Application of an external electric field to the
region of plasmatorch leads to the concentration of the
plasma components on the corresponding electrodes.
This process depends on the electric characteristics of
the plasma components and can be used to control the
process of the plasmatorch decay. Practical implemen-
tation of the process of field-controlled plasma torch
decay may increase the efficiency and quality of thetar-
get processing and reduce the probability of redeposi-
tion of the laser-evaporated target material.

Our purpose was to study the electric conductivity
of alaser plasmaexcited at aceramic surface and detect
variations caused by application of an external electric
field.

We have studied a plasma excited at the surface of a
widely used commercial ceramic of the 22KhS type by
radiation of a pulsed laser at awavelength of 1.06 um,
pulse duration 1 ms, and a power density W, ranging
from 3 x 10* to 1 x 105 W/cm?. This radiation power
density does not produce destruction in ceramic sam-
ples or metal electrodes. The W, value was controlled
by focusing the laser beam or by changing the laser

regime. The experimentswere conducted in air at atmo-
spheric pressure and room temperature. The 22KhS
ceramic targets had a rectangular shape.

Figure 1 shows a schematic diagram of the experi-
mental setup used for the plasma conductivity investi-
gation. A ceramic sample 1 (made of the 22KhS ceram-
ics) was mounted between electrodes 2 and 3. By
changing the geometry of sample 1 and the voltage
applied to the electrodes from source 4, it was possible
to control within broad limits the electric field strength
acting upon the sample. A pulsed radiation beam from
laser 5 was normally incident onto the sample surface
and was perpendicular to the electric field direction.
The plasma current measured by a storage oscillograph
6 was proportional to avoltage drop on ahigh-precision
resistor R.. The output signal was detected using the
laser source and the storage oscillograph operated in a
lock-in mode provided by a synchronization unit 7. It
must be noted that the laser beam cross section in al
experiments was markedly greater than the total area of
the sample together with metal electrodes.

The electric conductivity of a plasma excited at the
surface of a ceramic target was characterized by the

L
1

Fig. 1. A schematic diagram of the experimental setup used
to study the plasma conductivity in an applied electric field
(see the text for explanation).
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Fig. 3. The plots of plasma current | versus electric field
strength U measured at various values of the laser power
density: (a) region I, W, = 8.7 x 10* W/cm?; (b) region 11,
W, = 4.7 x 10° W/em?,

plasma current measured as the amplitude of the cur-
rent pulse passing through the plasma at a preset elec-
tric field strength and a given laser power density. The
time characteristics of the plasma current relaxation are
asubject for special consideration that falls outside the
scope of this publication.

Figure 2 shows plots of the plasma current versus
laser power density for different values of the applied
field strength. Asis seen, there is a clearly pronounced

TECHNICAL PHYSICS LETTERS  Vol. 27
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power threshold for the appearance of plasma possess-
ing electric conductivity, thelevel of whichisabout 7 x
10* W/cm?. Another important result is that the plasma
currentisdirectly proportiona to thelaser power density.

It was also of interest to study the plasma current |
as a function of the electric field strength U. Figure 3
shows such curves measured at various values of the
laser power density. As is seen from these data, there
existsaregion of W, valuesin which the plasma current
is proportional to the square of the electric field
strength (see Fig. 3a) and another region in which the
plasma current is alinear function of the field strength
(Fig. 3b). The plot of plasma current versus The results
of our experiments clearly indicated the boundaries of
these characteristic regions featuring the formation of
conducting plasmas.

Finally, we will formulate the main results and con-
clusions. The experiments revealed three characteristic
regions of the laser power density from the standpoint of
the formation of conducting plasma. In region I (W, <
7 x 10* W/cn?), no laser plasma possessing electric
conductivity is formed near the surface of the 22KhS
ceramic target. Inregion Il (7 x 10* W/cm? < W, < 1 x
10° W/cm?), the laser radiation excites a conducting
plasmain which the current is proportional to the laser
power density and to the sguare of the applied electric
field strength. In region I11 (W, > 1 x 10° W/cm?), the
laser radiation also excites a conducting plasma in
which the current linearly depends both on the laser
power density and on the applied electric field strength.
This behavior is retained up to W, = 1 x 10° W/cm?.

Further investigations are necessary to establish
characteristics of the plasma current relaxation with
time and to study the plasma conductivity as afunction
of the laser radiation wavelength and pulse duration.
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Abstr act—Submonomolecular films deposited onto a metal surface in an electric field exhibit the phenomenon
of self-organization. The ordering is manifested by the formation of molecular chains featuring the mass transfer.
Thisresultsin the appearance of a stable dynamic network structure, which exists within a certain optimum tem-
peratureinterval. It is suggested that this phenomenon is related to the electric interactions in a system of dipoles,
one end of each dipole being free and another moving on the substrate surface with friction. Modeling of the evo-
[ution of this system with time qualitatively agrees with the experiment. These results can be used in high-voltage
and vacuum electronics, space technologies, and nanoelectronics. © 2001 MAIK “ Nauka/lnterperiodica” .

The progress of technology is how related to a con-
Siderable extent to the advances in nanotechnology,
which explainsthe considerableinterest in the devel op-
ment of methods for controlling the molecular motions.
It is especially important not only to control individual
molecules (there are considerable achievements in this
respect) but to provide for the production of “large-
scale” molecular structures aswell. The passage to this
level now meets considerable difficulties [1]. A possi-
ble way of solving this task consists in using the self-
organization effects. This requires a thorough investi-
gation of the response of molecular associationsto var-
ious external factors.

A powerful means of controlling the motions of
moleculesis offered by the electric field. We have stud-
ied evolution of a submonomolecular film deposited
from the gas phase onto a conducting substrate in an
electric field oriented perpendicularly to the substrate
surface. The experiments were performed with mole-
cules possessing a large dipole moment (water, naph-
thalene) and a series of metal substratesincluding tung-
sten, molybdenum, and stainless steel. The substrates
had the shape of a needle with a ball at the tip formed
by fusion in an electric discharge. The ball radius could
be controlled by e ectropolishing. The experiments were
usualy performed using balls with a diameter <2 pm.
The sample was placed into a vacuum chamber con-
taining adsorbate molecules in the gas phase. Mounted
at a distance of 3 cm in front of the ball, there was a
system of secondary-electron microchannel plates
(SEMCPs) and a screen emitting light under the elec-
tronimpact conditions. The serial SEM CP arrangement
provided atotal gain on the order of 108, which allowed
both individua molecules and adsorbed films to be
observed at relatively weak electric field strengths

(exposed to the field with a strength >108 V/m, the
adsorbed molecules are field-desorbed from the metal
surface).

When the electric field with a strength from 10° to
108 V/miscreated at the sample surface, the molecules
in the gas phase are polarized and adsorbed on the ball
surface. The field strength at the free ends of adsorbed
moleculesislocally higher as compared to the average
value on the surface. This near-surface region features
most probable field ionization of the residual gases and
other molecules not having reached the metal surface.
Theions are accelerated by the electric field toward the
microchannel plate and create an image on the screen.
The projection effect ensured accel eration sufficient for
imaging individual molecules on the surface at a mini-
mum curvature radius of the sample (below 0.1 pum).

The sample surfaceis covered, asarule, by amono-
molecular adsorption film. Thisagreeswith the existing
theoretical notions, according to which the field ioniza-
tion of a molecule is hindered when the molecule
approaches the charged surface to a distance shorter
than certain critical value [2]. When the number of
adsorbed molecules increases, the molecules tend to
unite so asto form planar aggregates. Our observations
of such molecular structures revealed certain regulari-
ties in their behavior. The planar aggregates tend to
form either at the sample surface (where the field
strength is maximum) or at the local protrusions on the
surface. The aggregates permanently feature collective
motions, which give rise to periodical formation of
“protuberances’ representing molecular flows that pro-
trude out and are pulled back in afraction of second. If
an adjacent planar aggregate occurs on the surface a a
distance comparabl e to the lengths of such protrusions,
the protuberances may touch one another and form a

1063-7850/01/2706-0449%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. A network of adsorbed water molecules, which is
formed on atungsten ball surface under the action of electric
field (ball diameter, ~1 um).
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Fig. 2. Theresults of mathematical modeling of evolution of
a submonolayer film adsorbed on a metal substrate in the
electricfield perpendicular to the substrate surface: (a) adis-
ordered group of molecules occursfor sometimein astable
state; (b) “protuberances’ in the form of linear chains are
periodically protruding from the group; (c) four molecular
groups occurring in a square lattice sites are linked by the
dynamic bonds of protruding chains.

long-living contact. The contact may break with time,
but some other form instead so that the general charac-
ter of the structure is retained.

TECHNICAL PHYSICS LETTERS  Vol. 27
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Behavior of the adsorbed film depends on the sub-
strate temperature. Most stable structure form at room
temperature (Fig. 1). Increasing the substrate tempera-
ture above 100°C led to image blurring, while cooling
led to the disappearance of the ordering signs.

We may suggest that the observed behavior of
adsorbed moleculesisrelated to electric interactionsin
a system comprising a large number of dipoles having
one end free and another moving on the substrate sur-
face with friction. In order to check for this hypothesis,
we performed a mathematical modeling of the evolu-
tion of a system of such dipoles occurring on the sur-
face and experiencing attraction toward the center and
random thermal fluctuations. The results of modeling
are presented in Figs. 2a-2c. It was found that some
groups of dipoles exhibit, after a certain period of rela-
tive stability (Fig. 2a), the development of ordered
interna flows. Thisresultsin the periodica formation of
“protuberances’ representing particle chains (Fig. 2b)
living for some time, after which the system returns
back to the completely disordered state. If other groups
particles occur at adistance comparable with the length
of protruding chains, the counterflows lead to the for-
mation of long-living contacts between these groups
(Fig. 2¢). Long-term observations show that these inter-
connecting chains serve as paths for the substance
transfer (exchange) between groups.

Thus, the model shows a qualitative agreement with
experiment. This by no meansimpliesthat all details of
the microscopic mechanism are established, since the
possibilities of using numerical modeling for the anal-
ysis of complex systems are restricted [3]. Neverthe-
less, the results of preliminary analysis give us hope
that the proposed model is capable of predicting many
aspectsin the behavior of filmsadsorbed on metal elec-
trodes which play key roles in many phenomena such
as electric breakdown and parasite noise in electronic
devices. We believe that the established features may be
useful in solving the problem of adsorbed films detri-
mentally affecting space vehicles. On the other hand,
the observed self-organization phenomenon can be
used for the obtaining of nanostructures. A special fea
ture of these structures is the ability of self-healing,
although the existence of such systems requires a per-
manent energy supply.
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Abstract—The effects of high hydrostatic pressures (P) and magnetic fields (H) in a broad temperature range
(T = 77-325 K) on the electric resistance (R) and magnetoresistance (AR/R,) was studied in laser-deposited
Lag 7Srq 1Pbg oMnO; single crystal films on (100)-oriented SrTiOg substrates. A maximum response to the P
and H variations was observed in the temperature interval of phase transitions (T = 310-325 K). A growth in
the pressure P leads to an increase in both R and AR/R, values, while an increase in the magnetic field strength
H is accompanied by an increase in AR/R, and adrop in the electric resistance R of the single crystal films stud-

ied. © 2001 MAIK “ Nauka/lInterperiodica” .

Introduction. Rare-earth (RE) magnets with a per-
ovskite structure, featuring the giant magnetoresistance
(GMR) effect, have been extensively studied in recent
years [1, 2]. The task of elucidating the nature of the
GMR phenomenon and selecting high-quality magne-
toresistive materials is facilitated by investigations of
the effects of pressure, magnetic field strength, and
temperature on the structure and properties of RE
magnets [3].

Among the modern RE magnets, most promising
are the manganite-lanthanum perovskites doped with

divalent cations, such as La." ,Me>"MnS" Mn. 02,

where Me** = Ca?*, Sr?*, Ba?*, Pb?* [4]. The optimum
properties, that is, large GMR parameters and high
Curie temperatures (To), the metal—semiconductor
transition (Tg), and the magnetoresistance peak (Tp),
are exhibited by the compositions with x = 0.33 [5].
Thereisalarge variety of the material types, including
bulk ceramics [6] and single crystals [7], aswell asthin
films, obtained by chemical vapor deposition (CVD) [§],
magnetron sputtering [9], and laser deposition tech-
nigues [10]. We believe that the laser-deposited thin-
film materials possess the most interesting properties
and have the best prospects.

Taking into account both the current importance and
fundamental interest in studying the effects of isostatic
pressures [11], we have investigated the properties of
|laser-deposited RE manganite single crystal filmsin a
broad range of pressures, temperatures, and magnetic
field strengths.

Sample preparation and characterization meth-
ods. Thinsingle crystal filmsof the La, ;Sry;Pb, ,MNnO;
composition were obtained by the laser sputtering of

single-phase ceramic targets (with a diameter of 24 mm
and athickness of 3-5 mm) with deposition onto (100)-
oriented SrTiO; substrates. According to the X-ray dif-
fraction data, the magnetoresistive samples possessed a

rhombohedrally distorted perovskite structure (R3c).

The electric resistance of thin films was measured
by the four-point-probe technique in a broad range of
temperatures T = 77— 350 K at various hydrostatic pres-
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Fig. 1. Temperature dependence of the el ectric resistance of
a laser-deposited Lag 7Srq 1Pbg ,MNnO3 single crystal film
measured at limiting values of the hydrostatic pressure P
and applied magnetic field strength H: (1) P = 1.26 GPa,
H=8KkOe; (2) P=1.26 GPa,H=0; (3) P=0, H = 8 kOe;
4P=0,H=0.
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Fig. 2. The plots of magnetoresi stance versus pressure mea-
sured at H = 8 kOe and various temperatures T = 100 (1),
150 (2), 200 (3), 250 (4), 300 (5), 310 (6), and 325 K (7).

AR/Rq, %
14} 6
12t
10}
| 5
6
4
2
0

H, kOe

Fig. 3. The plots of magnetoresi stance versus pressure mea-
sured at P = 1.26 GPaand various temperatures T = 100 (1),
150 (2), 200 (3), 250 (4), 300 (5), 310 (6), and 325K (7).
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Fig. 4. The plots of magnetoresistance versus temperature
measured at P = 1.26 GPa and various magnetic field
strengthsH = 2 (1), 4 (2), 6 (3), and 8 kOe (4).
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sures P = 0—1.26 GPa and magnetic field strengths H =
2,4, 6, or 8kOe. Theresistance of asample mountedin
a high-pressure vessel [12] was measured with the
magnetic field switched on (R,) and off (R;) at various
temperatures (determined by measuring the resistance
of aprobing copper cail).

The experimental error of determination was 1% for
the temperature, 1.5% for magnetic field strength,
0.01% for the electric resistance, 0.1% for the magne-

AR _Ro—Rup
UR, R, I

Experimental results and discussion. Figure 1
shows the effect of minimum and maximum values of
the hydrostatic pressure and applied magnetic field
strength  on the €electric resistance of a
L&y 7Srp1PboaMNnO; single crystal film measured in a
broad temperature range. As seen, the high hydrostatic
pressure and magnetic field produce anal ogous effects:
anincreasein P and H leadsto adecreasein the sample
resistance in the region of temperatures (Tryg) COrre-
sponding to maximum resistance (i.e., in the vicinity of
the metal-semiconductor phase transition). There is
also aweak tendency of Tr., t0 grow with P and H.

toresistance and 3% for the pressure.

It was of interest to follow the influence of high
hydrostatic pressures on the magnitude of the magne-
toresistance effect measured at various temperatures
(Fig. 2). At elevated temperatures, agrowth in the pres-
sure leads to a decrease in the magnetoresistance
(AR/Ry), while a decrease in the temperature makes the
AR/R, value virtually independent of pressure. At low
temperatures, the system is poorly sensitive even to
high isostatic pressures (Fig. 2), as well as to the mag-
netic field (Fig. 3). There is a certain temperature inter-
val (300-310 K) in which the effects of pressure P
(Fig. 2) and magnetic field strength H (Fig. 3) on the
magnetoresistance are most pronounced.

Of specid interest is the effect of temperature and
magnetic field on the magnetoresistance peak at P =
1.26 GPa (Fig. 4). As the magnetic field strength
increasesfrom 2 to 8 kOe, the magnetoresistance AR/R,
in the region of the phase transition (T, = 310 K) grows
from 2 to 15%, that is, by a factor of 7.5. We believe
that the observed P-H-T effects on the electrical and
magnetic properties of the samples studied are related
primarily to the elastic and reversible changes in local
states of manganese ions.

Conclusions. The complex experimental investiga-
tion of the effect of high hydrostatic pressures (P = 0—
1.26 GPa), applied magnetic field (H = 0-8 kOe), and
temperature (T = 77-350 K) on the resistance and mag-
netoresistance of laser-deposited La,;Srg 1Py ,MnO,
single crystal films showed the following.

1. Maximum values of the electric resistance are
observed at Tryp,, = 325 K, while the maximum magne-
toresistance effect is observed at Tp = 310 K.
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2. Intheregion of phasetransitions, both the electric
resistance and the magnetoresistance effect decrease
with increasing hydrostatic pressure.

3. An increase in the applied magnetic field
strength H leads to a decrease in R and an increase in
AR/R, in the temperature region of phase transitions
(T =310-325 K).

4. Theinfluence of P and H on the electric resistance
and magnetoresi stance is maximum in the temperature
interval of phase transitions and decreases both at low
(77250 K) and dlevated (325 K) temperatures (i.e., far
from Tgpma @nd Tp).
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Abstract—The dynamic strength of an optical glass of the K8 type was studied under submicrosecond impact
loading conditions. A 80-ns-long pressure impact was generated by a laser radiation pulse acting upon an alu-
minum foil. The free sample surface velocity was measured by alaser differential interferometer. The onset of
fracture at the free surface was detected using a He-Ne laser radiation reflected from a crack appearing as a
result of the glass cleavage. The experimental data on the dynamic strength of a glass under submicrosecond
impact loading conditions are obtained for the first time. For the K8 glass studied, the critical cleavage stress
amountsto 0.45 £+ 0.03 GPa. Experimental investigations of the time characteristics of the fracture process, as
well astheresults of afractographic analysis of the cleavage zone, do not unambiguously confirm the existence
of the stage of damage accumulation during the fracture of inorganic glasses. © 2001 MAIK “ Nauka/lnter pe-

riodica” .

Inorganic glasses traditionally serve as model mate-
rials for the investigation of mechanical properties and
fracture of brittle materials[1, 2]. However, data on the
dynamic strength of inorganic glasses are few and
rather contradictory [3, 4], and no information at all is
available for the loading durations on the order of (or
shorter than) 10~ s. For this reason, and taking into
account the wide use of the K8 glassin optical devices,
we have studied the dynamic strength of this material.

The samples were loaded by 80-ns-long pressure
pulses generated by apulsed laser radiation acting upon
an auminum foil contacting with the sample [5]. The
planar loading conditions were ensured by taking spe-
cial measures to provide for a uniform energy distribu-
tion over the laser-irradiated sample area. The K8 glass
samples had the shape of cylinders with a diameter of
24 mm and a height of 22 mm. The loaded area on a
polished edge of a sample had a diameter of 10 mm.
This ratio of the sample and loaded area diameters
ensured that the unloading waves came from the cylin-
der walls with a delay time (>2 x 10 s) exceeding the
loading impact duration. The longitudinal sound veloc-
ity in the K8 glass measured in the experiment was ¢, =
5890 + 30 m/s.

The velocity of motion of the free sample surface
was measured by a laser differentia interferometer
with a stabilized working point, equipped with a photo-
electric band counter [5]. Measuring the free surface
velocity, we simultaneously determined the moment of
sampl e fracture by detecting radiation of aHe-Ne laser
reflected from the plane appearing as a result of the
sample cleavage. For this purpose, the laser beam was
directed at an angle of ~45° onto the free sample sur-
face and focused near the center of the loaded area.

Upon the sample fracture, the light reflected from the
cleavage surface was collected with an objective
focused on the cleavage zone (~0.2 mm below the sur-
face) and detected by a photomultiplier. The output sig-
nals from photodetectors were measured with a
TDS-754C.C oscillograph synchronized by signals
from a photodiode receiving a part of the high-power
pulsed laser radiation. The time resolution of the mea-
suring system was not worse than 2 ns.

Figures 1a and 1b show the electric signals from
photodetectors of the interferometer (curve 1) and the
reflected light monitor (curve 2) in caseswhen the load-
ing impact did not lead to fracture of the sample
(Fig. 1b representing a magnified initial fragment of
Fig. 1a). Asis seen, a signal from the reflected light
monitor is absent (curve 2). The free surface displace-
ment represents a single shock pulse (curve 1) with a
duration of ty, = 80 ns, corresponding to the compres-
sion pulse coming to the surface at a time instant of
t =3.76 us. The free surface velocity isv = 18.2 m/s,
which corresponds to a stress magnitude of 0.136 GPa
in the compression wave.

Figures 1c and 1d show the analogous signals mea-
sured in the case when the load was sufficient to cause
fracture near the free sampl e surface. Here, the free sur-
face velocity is v = 58.6 m/s (curve 1), which corre-
sponds to a stress of 0.438 GPa. The observed pattern
is characteristic of the sample fracture by the cleavage
mechanism. The loading pulse is followed by a cleav-
age pulse appearing as a result of reflection of the
extension pulse from the fracture surface. The time
delay of the cleavage pulse relative to the loading pulse
must be equal to t, = 2h/c;, where histhe distance from
the free surface to the cleavage surface. The oscillo-
gram of the reflected light (curve 2) displays a signal
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Fig. 1. Typical oscillograms of the output signals from photodetectors of (1) theinterferometer and (2) the reflected light monitor in
cases when the loading impact (a, b) did not or (c, d) did induce fracture near the free surface of a K8 glass sample.

corresponding to the crack formation. The delay of this
signal relative to the loading pulse in the case of frac-
ture by the cleavage mechanism must be equal to t; =
h/c,. Indeed, the experimentally measured values of
t;= 65 nsandt; = 31 nslead to virtually coinciding cal-
culated values of hy = 0.191 mm and h; = 0.186 mm.
The cleavage mechanism is also confirmed by the
results of fractographic investigations.

Upon the sample cracking, the fracture developsin
the cleavage zone. The oscillograms reflect devel op-
ment of the fracture (see the feature at t = 6.2 msiin
curve 2 of Figs. 1c and 1d) and the corresponding free
surface motion (t = 6.32 ms, curve 1) related to the
unloading waves coming from the cylinder side surface
to the cleavage zone. The most intense formation of
new fracture surfaces is observed at t = 7.72 us
(curve 2), which corresponds to the arrival of the Ray-
leigh waves from the side surface to the cleavage zone.

Figure 2 shows micrographs illustrating the typical
patterns of fracture near the free surface of the samples
studied. The general pattern (Fig. 2a) corresponds to
the cleavage followed by fracture of the cleavage zone,
resembling a characteristic fracture observed in thin
pates tested for symmetric bending. Figure 2b shows a
fractogram of the surface of a cleavage crack formed
parallel to the free surface at a depth of [10.19 mm. The
cleavage shows a smooth surface with a band structure
at the periphery. The smooth surface of the crack
(Fig. 2c) contains defects in the form of pores with a
size of <1 um and adensity of 8 x 10° cm™. These are

TECHNICAL PHYSICS LETTERS Vol. 27 No.6 2001

Fig. 2. Fractograms of thefractureregionin aK8 glass sam-
ple cleaved by submicrosecond impact loading: (a) general
pattern; (b, ¢) fragments of the cleavage crack surface
(0.19 mm below the free surface).
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probably traces of air bubbles frequently present in the
glass.

Note that the fractograms display no microcracking
in the form of “rosettes,” which are usualy observed
for a multisite mechanism of cleavage nucleation in
organic glasses and akali-halide crystals [5-7]. This
fact is either evidence of the absence of damage accu-
mulation during the dynamic fracture of brittle materi-
as (such as the inorganic glass studied) or indicates
that the spatial scale of microdamage accumulation is
smaller than the optical microscopy resolution level
(=0.1 pum). Thus, the results of our investigation reli-
ably indicate that the onset of fracture in the K8 glass
under submicrosecond loading proceeds by the cleav-
age mechanism at a critical cleavage stress of 0.45 +
0.03 GPa.

The obtained experimental data do not allow us to
unambiguously determine the character of the brittle
fracture development process proceeding by the cleav-
age mechanism ininorganic glasses:. at present, we can-
not judge between a multistage process with damage
accumulation and a catastrophic event. It is aso neces-
sary to explain the rather low value of the critical cleav-
age stress. The obtained estimate (0.45 GPa), while
being fivetimes greater than the ultimate strength of the
K8 glass (0.09 GPa) [2], is still about one-third of the
value reported in [3] and only one-tenth of the esti-
mates obtained in [4]. This fact is not perfectly consis-

TECHNICAL PHYSICS LETTERS  Vol. 27
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tent with the existing notions concerning the character
of the dynamic branch in the kinetic strength model.
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Abstract—A reliable relationship is established between the electric propulsion parameters of a high-current
magnetoplasmadynamic thruster and the intensity of both microwave radiation and low-frequency oscillationsin
the system. It is shown that realization of the stationary regimes of the turbulent plasma acceleration is limited by
the excitation of alarge-scale ion-sound turbulence in the plasma flow. © 2001 MAIK “ Nauka/Interperiodica” .

The prospects of using magnetoplasmadynamic
(MPD) thrusters in space vehicles depend on solving
the tasks of creating high-speed plasma sources and
attaining the limiting plasma acceleration regimes. It
was established [1-3] that operation in the limiting
regimes is complicated by the development of instabil-
ities leading to the excitation of various oscillationsin
the region of plasma acceleration and in the exhaust
plasma flow. These oscillatory processes are accompa-
nied by the turbulent heating of the anodic plasma and
its acceleration as a result of the electron-ion friction
during the excitation of microwave oscillations [4].

Under stationary operation conditions in an MPD
thruster with external magnetic field, the effect of
plasma acceleration by the turbulent mechanism is
restricted to an anomalous heat evolution on the anode
and is most pronounced in the limiting regimes of the
thruster operation. The turbulent effects occurring in
pulsed plasma thrusters allow the formation of an
accelerating current layer of the plasmato be consid-
ered as the “electrothermal explosion” featuring a sig-
nificant increase in the electron (T,) and ion tempera-
ture (T,) accompanying the current instability devel op-
ment in the plasma[5-6]. We have studied the conditions
limiting the plasma acceleration by the turbulent mecha:
nism in stationary regimes of a high-current MPD
thruster and established a relationship between the
thruster efficiency, the intensity of microwave radiation,
and the spectrum of oscillationsin the plasma flow.

The experiments were performed using experimen-
tal models of ahigh-current MPD thruster with various
anode configurations. The variable thruster operation
parameters included discharge voltage and current and
the working substance (lithium) consumption. The
experimental setup was tested under operation in asta-
tionary discharge regime for the following parameters:
discharge voltage, 25-60 V; discharge current 2000
4500 A; working substance consumption, 0.05-0.1 g/s.
Under these conditions, the electron density in the cen-

tral region of the exhaust plasma flow measured with
specia probeswas (1-5) x 10'? cm at an €l ectron tem-
perature within 2-5 eV. The limiting operation regimes
were realized in a high-voltage region of the current—
voltage characteristics of the discharge, with a signifi-
cant level of current carried outside the anode edge of
thethruster. In these regimes, the el ectric discharge was
characterized by the formation of an external accelerat-
ing plasmaregion, in which the electron density varied
from 3 x 10** to 10* cm3,

In the limiting operation regimes, a significant part
of the applied voltage drops across the external dis-
charge region, where the beam instability development
gives rise to the Langmuir oscillations detected by the
electromagnetic radiation emitted from plasma in a
1-10 GHz frequency range. Using data on the electron
temperature measured by the probe technique, we have
determined intensity of the thermal radiation compo-
nent. By experimentally detecting the intensity of
microwave fields exceeding the thermal level, we deter-
mined the regions of the Langmuir oscillations in vari-
ous parts of the discharge current—voltage characteris-
tics. Oscillations in the frequency range from 20 to
500 kHz related to instability of theion dynamicsin the
exhaust plasmaflow were detected by the electric probes
placed both at various angles in the plasma flow cross
section near the anode and at various distances a ong the
anode. Using these probes, it was possibleto measure the
spectraand determine the spatia structure of oscillations
corresponding to various regions of the discharge cur-
rent—voltage characteristics. Simultaneously with moni-
toring the electromagnetic radiation, we have performed
direct measurements of the engine thrust and, using data
on the working substance consumption, determined val-
ues of the truster efficiency and the lithium ion velocity
in the plasma flow as described in [4].

The results of these investigations showed that dis-
charge current—voltage characteristics can be separated
into regions featuring different behavior of the electric

1063-7850/01/2706-0457$21.00 © 2001 MAIK “Nauka/Interperiodica’



458

I, kA
4.5r

4.0

3.5

3.0 1 1 1 1 ]
R, N
3.0

2.5

2.0

1.5

1‘0 1 1 1 1 I

nlh
0.35r

0.30

0.25

0.20

0.15 1 1 1 1 1
25 30 35 40 45 50

Uuv

Fig. 1. The plots of electroreactive parameters versus dis-
charge voltage illustrating the MPD thruster operation in
various regions of the current—voltage characteristic.

propulsion parameters (discharge current, plasma flow
thrust, and thruster efficiency) as functions of the
applied voltage (Fig. 1). These regions correspond to
the following intervals of the discharge voltage:
25-35V (1), 3540V (I1), and 4060V (l11). Region |
corresponds to the regime of weakly turbulent plasma
flow generating a spectrum of low-frequency oscilla-
tions monotonically decreasing in intensity in the fre-
guency range up to 300400 kHz (Figs. 2aand 2b). The
character of the thrust Ry, variation agrees with the
known relationship between this parameter and the dis-
charge current |y Ri(lo) = kinlg, Where ky, = (3.5-4) x
102 N/AZ? is the thrust coefficient. The average ion
velocity inthe plasmaflow is~10* m/s at athruster effi-
ciency of ny, = 0.2-0.25. In the low-voltage region of
the characteristic, the microwave radiation intensity Jis
maximum at afrequency of 3 GHz and variesfrom 10~°
to 108 W/(m? MHz) (Fig. 2c). These values are only
dlightly above the equilibrium level of the emission
intensity estimated at 6 x 1071°-10° W/(m? MHz) for a
3-5 eV dectron temperature in the exhaust plasma
flow. The degree of the Langmuir turbulencein the dis-
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charge, determined by the volume density of micro-
wave energy Wie./(n.T,) with an alowance for the pos-
sible values of the energy conversion from plasma to
electromagnetic waves, varies from 10 to 103,

An increase in the discharge voltage to 3540 V
(region Il in the current—voltage characteristic) leads to
transition to aregime of intensive microwave emission,
which corresponds to the Langmuir turbulence in the
accelerating plasma region and which is accompanied
by asignificant increase in the thruster efficiency (up to
N = 0.35-0.4). The accompanying increase in the dis-
charge current is explained by the double ionization of
lithium atoms.Thisis reflected by a change in the spec-
trum of optical emission from the plasmaflow, showing
aspectra line at 548.47 nm corresponding to the 2s°S-
2p°PP transition in excited lithium ion (with the upper
and lower energy levels at 61.28 and 59.02 eV, respec-
tively). The accompanying intense microwave emission
suggeststhat the optical emission spectrum of the high-
current discharge contains components related to the
electron-impact excitation of lithium ions accelerated
in microwave fields during the Langmuir turbulence
development in the plasma1].

Anincreaseinthethruster efficiency correlated with
theintensity of microwave oscillationsisamanifestation
of the turbulent plasma acceleration mechanism known
in MPD thrusters with external magnetic field [4]. How-
ever, in ahigh-current thruster under consideration, this
mechanism is operative only in alimited interval of the
discharge voltage variation. As the applied voltage
exceeds 45 V (region Il in the current—voltage charac-
teristic, showing limitation of the discharge current
growth), the thruster efficiency exhibits a significant
drop and does not exceed n, = 0.25, despite a consider-
able growth in intensity of the microwave oscillations.

The results of measurements of the potential varia
tion in the exhaust plasma flow (Fig. 2d) showed that it
is the generation of low-frequency electromagnetic
oscillations which is responsible for the drop in the
thruster efficiency. It isimportant to note that this effect
isrelated to the excitation of discrete modesin the oscil-
lation spectra, corresponding to harmonics of the
120-140 kHz frequency component. The discrete com-
ponents excited in the high-voltage discharge regimes
correspond to large-scale perturbations of the plasma
potential in the discharge volume. This is confirmed by
the experimental facts such as considerable anode volt-
age jumps (above the voltage of the power supply unit)
and corrdlated potential variations for the probes
arranged in the cross section and in length of the exhaust
flow. These conditions favor manifestations of a nonsta-
tionary discharge with characteristic breakdowns of the
acceleration regimes and density pulsations of the
exhaust plasma flow, which account for adecreasein the
thruster efficiency.

Let us consider the possible mechanisms for excita-
tion of the large-scale components of the low-frequency
oscillations restricting the thruster efficiency in the lim-
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iting operation regimes. Thefirst isthe current instability
of aplasmain the discharge region, which leads to exci-
tation of theion-sound oscillationsif the electron andion
temperatures in the plasma are such that T, > T,. The
low-frequency oscillation spectrum is consistent with the
frequency representation in the form of Q =k, vsfor the
discrete oscillation modes with k., = nV/L, where vg =
(TJ/m)¥2istheion sound velocity and L isthe size of the
inner discharge region. Indeed, the ion velocity for the
given experimenta plasma parameters is vg = (3-5) x
10% m/s; for L ~ 0.1 m, the discrete oscillation modes of
the discharge plasma potential correspond to the fre-
quency harmonics observed in experiment. Note that the
influence of large-scale oscillation modes on the effi-
ciency of acceleration regimes is most pronounced for
the high-current thrusters characterized by a greater size
of the discharge region as compared to that in the engines
of other types. Thisis suggested by the spectral function
of theion-sound turbulence in a plasmawith the electron
current [7], which can be represented in the form of

SK) ~ A/In(llkrD)/kS when the energy of oscillationsis

concentrated in n the region of low frequencies near the
lower boundary of stability.

Another possible reason for a discharge to switch
into the regime of developed low-frequency turbulence
isthefast ion beam instability inthe accel erating region
of the plasma flow. For the fast ion concentration n;; <
Nio, Where ny, is the concentration of slow ions formed
due to the ionization collisions, the instability incre-
ment v, ~ wp;(N;1/Nig)Y2 amounts to ~10°. This allows
excitation of the low-frequency oscillations to be con-
sidered within the time intervals corresponding to the
ion flight time in the accel erating plasmaregion.

For the intense microwave oscillations excited in the
high-voltage region of the current—voltage characteris-
tic, we have to estimate the efficiency of a nonlinear
process related to the decay-type instability of the
Langmuir oscillations, whereby the energy is converted
into that of the ion-sound waves. A nonlinear decre-
ment of the Langmuir oscillations can be taken in the
form of y; = (1/2)kv1o(Q/wpe) V(€ /T,) [7], Where the
potential oscillation amplitude in the Langmuir wave
¢, can be estimated from amaximum energy density of
the microwave field in the plasma, which was measured
to be ~10® J(m® MHz). Under these conditions, the
decrement of the Langmuir oscillations does not
exceed 10-102, which is very small as compared to the
ion-sound wave frequency and allows the nonlinear
processto be ignored.

Thus, the principal mechanisms responsible for the
excitation of large-scale low-frequency oscillation
modes, limiting realization of the turbulent plasma
acceleration regimes in high-current MPD thrusters,
include the current instability in the discharge plasma
region and the instability of a beam of fast ions formed
in the plasma flow. These instabilities are most pro-
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Fig. 2. Electromagnetic oscillations accompanying the
MPD thruster operation: (a, b) the spectra of low-frequency
oscillations at various discharge voltages; (c, d) the plots of
microwave radiation intensity J and low-frequency oscilla-
tion amplitude A versus discharge voltage U.

O 1 1 ]
25 30 35 40 45 50

nounced in the limiting operation regimes and are
unavoidably developed during the stationary plasma
acceleration in high-current MPD thrusters.
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Abstract—The surface impedance of atype Il superconductor plate occurring in the mixed state was calcu-
lated. In the case when a constant external magnetic field is perpendicular to the plate surface, the real part of
the impedance (considered as a function of the magnetic field strength) exhibits a maximum, which is a mani-
festation of the dimensional effect. Behavior of the maximum was followed depending on the plate thickness
and the alternating field frequency. On the passage to a planar geometry, an allowance for the Bean-Livingston
barrier explains the formation of vortex-free regions near the plate surface, which leads to a decrease in the sur-
face resistance and suppression of the size effect. © 2001 MAIK “ Nauka/Interperiodica” .

The surface impedance is one of the most important
characteristics of superconductors, which allows the
electrodynamic response of materials occurring in the
mixed state to be studied. Coffey and Clem [1-3] stud-
ied alinear response of thetype Il superconductor in an
aternating magnetic field with an alowance for the
nonlocal vortex interaction, pinning, and magnetic flux
creep effects. Fisher et al. [4] formulated a nonlocal
model of the critical state describing the behavior of a
hard superconductor with dimensions on the order of
the London length A in an alternating magnetic field.
Sonin and Traito [5] showed that the Bean—Livingston
barrier controlling the process of vortex entrance (or
exit) leads to a considerable decrease in the dissipative
losses in the case of samples with smooth edges.

We have studied the behavior of the surface resis-
tance of a superconducting plate of finite thickness
exposed to a magnetic field with a weak alternating
component and differently oriented (perpendicular or
parallel) constant component with an allowance for the
Bean-Livingston (BL) surface barrier. In cases when
the BL barrier hinders the vortex penetration through
the sample surface and the number of vortices in the
plate is constant, the surface resistance markedly
decreases and the type of its dependence on the con-
stant magnetic field strength changes.

Transver se geometry. Let us consider a supercon-
ducting plate of thicknessd (0 < x < d) free of bulk pin-
ning occurring in a constant magnetic field H, oriented
perpendicularly to the sample surface, which creates a
vortex lattice with adensity of n, = Hy/®,, where @ is
the magnetic flux quantum. An alternating magnetic
field with a small amplitude and frequency wis paralle
to the plate surface. A system of equations describing the

magneticfield inthesampleh(x, t) = h(X)exp(-wt) isas
follows:

h—)\ & = Hoa—x, (1)
ou _ 1. Dy« 0°U
N5t = cli®d +5.Ca—z e
_—
j = 4nroth, 3

where u(x, t) = u(x)exp(—wt) is the vortex line dis-
placement vector; N = ®,H../c%p, is the viscosity coef-
ficient; c isthe speed of light; p,, isthe resistivity in the
normal state; and CL is the local bending modulus of
the vortex lattice [6],

b H a
C,, = —2%ng 4
T G @

a being the vortex spacing and ¢ the vortex core radius.

Seeking for the solutionsto Egs. (1)—(3) intheform
u(x, t) 0 h(x, t) O exp(kx —iwt) leads to a dispersion
equation for k = k(w). In the frequency range w < w,
the solutionsto this equation corresponding to thelong-
wave (k;) and shortwave (k,) modes are given by the
formulas

2 _ W 2 _ 1 Wy
ki = ks = A—ZE*HJCD, 5)

A (00, + @)
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where

o = PCu _ PoHo
c 2 1 b — 2
HoA™n 4TI N

It should be note that a model of the two-mode electro-
dynamics for a type Il superconductor in the mixed
state was originally formulated by Sonin et al. [6].

Upon solving Egs. (1)—3) with an alowance for
relationships (4)—(6), we obtain the following expres-
sion the surface impedance of the superconducting
plate in the transverse magnetic field:

- 4mE(0)
2= CTho)’ @)

where E(0) is the electric field on the plate surface. If
the surface pinning is absent and the vortex ends can
move freely over the plate surface, Eq. (7) can be
rewritten as

(6)

. 2,2
- 412(;)%(1—)\ K2) (o Kad
)\ C kl 2
) s )
(1-A7Kk3)

k2d 2 2.1
< tmm?%&—h).

For sufficiently thick plates (d 2 k[l), thisyields

4TH W k.d
> — Htanh—-, (9)

ck,

/Z = —

where 4 = wy,/(w, + wy,). According to formula (9), the
quantity ReZ = py(H,, w) isanonmonaotonic function of

Ho, reaching a maximum at Hy = Hy where the char-
acteristic field penetration depth is on the order of the

sampl e thickness k[l(Hé‘) 0 d. Thissize effect isanal-

ogousto the Fisher—Kao effect in normal metals[7] and
iswell known in hard superconductors (see, e.g., [4]).

A maximum value of the surface resistance R =
Ps,.../Xn (Where x, = 2nwd/c? isthe surface reactance in

the normal state) depends on therelative plate thickness
d/A and on thefield frequency. Asd/A increases, Rtends
to a constant level independent of the superconductor
parameters and the field frequency (Fig. 1). Note that
an analogous behavior of R follows from a nonlocal
model of the critical state for hard superconductors[4],
but the R value predicted by this theory is lower by
approximately half than the value obtained above.

Parallel geometry. In the case when a constant
magnetic field is oriented parallel to the plate, the inter-
action of vortices with the sample surface gives rise to
the LB barrier preventing the vortices from entering (or
leaving) the superconductor. For a certain magnetic
field value H,, the vortices occupy a central region of
the plate (d/2 — a < x < d/i2 + a), with the width 2a
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depending on H, and the trapped magnetic flux ®:

2aH,

® cosh(d/2—-a)/\’ (10)

For agiven flux @, the magnetic field in formula (10)
may vary within Hg, < Hy < Hg,, where H,, and Hg, are
the field values corresponding to vanishing of the bar-
rier for the vortex exit and entrance, respectively. Thus,
vortex-free regions featuring the Meissner currents
form at the plate surface. Application of aweak parallel
alternating magnetic field leads to oscillations of the
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vortex region with the persistent magnetic flux ®. Upon
solving the electrodynamic problem in this case,
we obtain the following expression for the surface
impedance:

a
, 4nim)\atanha+)\tanhb
_ ¢ ,
c A+atanh§tanhb

(11)

where b = (d/2 - a)/A isthe relative width of the vortex-
free regions, a = A(1 + il?A?%/coshb)¥?, and | =
(PoH/ATtNW) V2. As seen from formula(11), the surface
impedance for b = 0 (no vortex-free regions) and dense
vortex lattice (U = 1) coincides with that predicted by
formula (9) for the transverse geometry. This situation
probably arises in the case when the plate surface is
rough and the BL barrier is suppressed.

In the case when the region occupied by the vortices
is spaced from the plate surface (b # 0), the calculations
reveal two important consequences. Thefirstisasignif-
icant decrease in the surface resistance: the presence of
anarrow vortex-free region (A/l < b < 1) decreasesthe
viscouslosses by afactor of (bl/A?)2. For atypical high-
temperature superconductor with A = 1300 A and
He, = ®,/(2t&) 0 300 T, we obtain for H, O 0.01H,,
and w [0 10° Hz that (bl /A%)? O 103. The second feature
isthat the surface resistance p{(H,) becomes a decreas-
ing function of the constant magnetic field Hy in the
wholeinterval He, < Hg < Hg, corresponding to the per-
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sistent magnetic flux (Fig. 2). Thus, the presence of the
vortex-free regions at the plate surface (b # 0) leads to
the disappearance of the maximum of py(H,), that is, to
the suppression of the size effect.
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Abstract—The results of electronic experiments show for the first time that synchronization of the excitable
stochastic systems enhances the coherent resonance effect, which is manifested by the regularization of a col-
lective response of the system. © 2001 MAIK “ Nauka/Interperiodica” .

Recent investigations convincingly demonstrated
that the noisein nonlinear systems may play aconstruc-
tiverole, increasing the degree of order. The most illus-
trative examples are offered by the results of the inves-
tigationsin thefield of stochastic resonance reported in
hundreds of papers (see[1] and references therein). As
is known, a noise acting upon a nonlinear system may
induce oscillations in this system [2, 3].

A new wave of interest in such problems was
inspired by the discovery of the coherent resonance
effect, which is manifested by the existence of an opti-
mum interval of the noise intensity in which the noise-
induced oscillations exhibit a maximum regularity; that
is, they are most close to the periodic oscillations[4, 5].
Two mechanisms were suggested to explain this effect.
According to the first model, the noise “reveals’ an
oscillatory dynamics inherent in a deterministic sys-
tem; this approach is close to that used in the problem
of noise precursors of bifurcations [6, 7]. Another
mechanism is based on the balance of two characteris-
tic times, one of which (activation tome) is controlled
by the noise intensity and the other (relaxation time) is
determined by the system parameters [8]. As was theo-
retically predicted in [8] and experimentally confirmed
in [9, 10], this mechanism predicts the coherent reso-
nance effect even in systems not possessing oscillating
solutions in the deterministic case. This fact demon-
strates the principal difference (despite an apparent
similarity) between the stochastic oscillations under the
coherent resonance conditions and the deterministic
self-sustained oscillations in the presence of noise,
making the study of the former process independently
important.

Previously, we demonstrated that the noise-induced
oscillations in two coupled excitable systems may
exhibit alock-in effect with respect to both the middie
frequency locking and the overall effective synchroni-
zation (time-restricted phase locking [13]). These
results stimulated extensive investigations into the
coherent properties of excitable media[11, 12]. One of

the central questions in this problem is connected to
regularity of the collective response of an ensemble of
excitable systems.

Below, we report on the results of electronic exper-
iments revealing a relationship between the effect of
stochastic synchronization of two coupled excitable
systems and the possibility of attaining a maximum
regularity in the noise-induced oscillations.

The excitable system studied represented a thresh-
old electronic device (monovibrator) producing an out-
put pulse of certain duration in response to the input
signal exceeding adefinitethreshold level (Fig. 1a). For
an input noise signal with the intensity D, the average
time of activation (i.e, of reaching the excitation
threshold) is proportional to VP (where A isthe param-
eter determined by the barrier height and the system
properties) according to the Arrhenius law [14],
whereas the generated pulse duration is determined by
parameters of the electronic scheme and weakly
depends on the noise intensity (provided that the
threshold voltage is small as compared to the pulse
amplitude). The experimental radiophysical method
consisted in varying the level of external noise entering
the system (representing either single or coupled
monovibrators) and processing the output signa to
determine the its power spectrum and other character-
istics.

As was demonstrated previoudy [9], the adopted
radiophysical model of the excitable system exhibits
the coherent resonance effect. This is confirmed by a
difference in the power spectra of oscillations served
for various D values (Fig. 1b). In order to quantitatively
characterizethis effect, various researchers described the
inhomogeneity of the spectrum by different methods,
including calculation of the signal-to-noise ratio [4, 6]
or the autocorrelation function [8]. We selected a
more universal method for characterization of the reg-
ularity of oscillations using their spectrum. Our
approach is based on the formula for entropy E =
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Fig. 1. (a) A schematic electronic circuit diagram of the monovibrator and a scheme of two coupled subsystems (the experimental
setup employed the following system parameters: R; = 2.2kQ, R, = R3 = R=10.0kQ, Rf = 100.0kQ, C=33nF V,=26V,E=

+15V); (b) power spectrum of the noise-induced oscillations for small (D = 0.3 V2, curve 1), optimum (D = 0.45V?, curve 2), and
large (D = 1.5 V2, curve 3) noise signal intensity; (c) the plots of regularity parameter for the first (curve 1) and second (curve 2)

subsystems versus noise intensity D.

—Z: _ 15, (W) In(s,(w)), where s (w) isthe normalized
power spectrum containing n components. The regular-
ity parameter iscalculated as3 = 1 - E/E,,, Where E, o
is the entropy of the homogeneous spectrum (white
noise). Defined in this way, the B value reflects essen-
tially the unevenness of the spectrum, varying from
unity for the purely harmonic oscillations to zero for
the white noise.

Calculations of the regularity parameter for asingle
monovibrator show the presence of a pronounced max-
imum in the plot of [ versus the nose intensity D
(Fig. 1c). At this point, the noise-induced oscillations
are closest to being periodic.

The coherent properties of stochastic oscillationsin
a system of two unidirectionally coupled monovibra-
tors were studied under the conditions of initialy dif-
ferent properties of the subsystems: the maximum reg-
ularity of oscillationsin the second subsystem was sig-
nificantly greater than that in the first subsystem.
According to the results of analysis for the single
monovibrator, the noise intensity can be considered as
aparameter controlling the frequency of induced oscil-
lations. Thus, achangein D, at afixed D; is equivalent
to the variation of the frequency detuning of the two
stochastic oscillators. It was found that the presence of

TECHNICAL PHYSICS LETTERS  Vol. 27

coupling between the two subsystems | eads to a coinci-
dence of their middlefrequenciesin abroad range of D,
(Fig. 2d). This effect is analogous to the synchroniza-
tion of deterministic oscillations as a result of the fre-
guency locking. The calculations of [3 showed that the
collective response of both systems exhibits a greater
regularity as compared to that observed in the autono-
mous regime (cf. curves 2 and 3in Fig. 2b).

Figures 2c and 2d present the results of measure-
ments of the ratio of frequencies of the noise-induced
oscillationsin comparison to the regul arity values plot-
ted versus the coupling parameter g = R/R.. Asis seen,
the values of (3 in the first subsystem remain on the
same level because the system regimeisindependent of
g (curve 1). The scatter of these points characterizesthe
real accuracy of measurements attained for the given
parameters of datadigitizing and averaging used in cal-
culations of the signal characteristics. As is seen, the
measurement errors are significantly smaller than the
changes in the (3 values for the second subsystem,
which exhibit a sharp increase on attaining the syn-
chronization region (curve 2). The attained level of
regularity (B = 0.045) exceeds the optimum value
observed for the same subsystem studied in the regime
of a single excitable monovibrator by approximately
50% (curve 3).

No. 6 2001
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Fig. 2. The coherent resonance and stochastic synchronization effects in a system of two unidirectionally coupled monovibrators
with Dy = 0.45 VZ2illustrated by plots of (a, c) theinterval of frequency locking of the stochastic oscillations and (b, d) the corre-
sponding regularity parameter versus (a, b) noise intensity D, (for g = 0.02) and (c, d) coupling parameter g (for D, = 0.36 V2).
Curves 1 show regularity variations in the first subsystem for unidirectional coupling (independent of D, and g); curves 2 show a

significant growth in regularity of the second subsystem on reaching the region of synchronization; curves 3 show (b) the regularity
level for the second subsystem in the absence of coupling and (d) a maximum regularity level for the second subsystem operating

in the autonomous regime.

On a quadlitative level, the above results can be
explained as follows. In the case of the unidirectional
coupling, the second subsystem can be considered as a
single monovibrator under the action of a complex
noise signal representing a superposition of the Gauss-
ian white nose (with the intensity D,) and the output
signa of the first subsystem (with the intensity gu,
where U is the rms signa intensity at the first sub-
system output and g is the coupling coefficient).
Assuming that the character of response of an excitable
system is determined primarily by the total intensity of
the acting noise signal (Ds = D, + gU), we may con-
clude that the variation of the parameter g shifts the
working point of the second subsystem relative to the
optimum value D, (corresponding to the maximum reg-
ularity). Here, the initial regime of the second sub-
system becomes an important factor. Should D, be set
behind the optimum point, an increase in g moves the
second subsystem away from the maximum regularity
level. If the D, value is below optimum, an increase in
g increases the synchronization effect and shifts the
working point of the second subsystem toward opti-
mum. When the two factors—the stochastic synchroni-
zation regime and the optimum noise intensity Dy =

TECHNICAL PHYSICS LETTERS Vol. 27 No. 6
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D, + gu—combine, it is possible to obtain the output
signal of astill higher degree of regularity.

Thus, the results of the model radiophysical experi-
ment showed that, under certain conditions, the degree
of regularity of the synchronous response of coupled
excitable systems to the externa noise action may sig-
nificantly exceed the maximum value attainable for a
single system. A similar result was obtained in the case
of mutually coupled systems. These experimenta
results, aswell as the hypothesis explaining this behav-
ior, may be useful in the study of stochastic dynamics
in an ensemble of excitable systems.
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Abstract—The effect of excess lead oxide on the microstructure and ferroelectric properties of lead zirconate
titanate (PZT) films was studied in PZT-based thin-film capacitor structures. It is shown that excess lead in the
form of lead oxideislocalized at the grain boundaries and film—platinum electrode interfaces, which can result
in the appearance of internal electric fields and the self-polarization of PZT films. It is suggested that the self-
polarization effect is related to the formation of a built-in electric charge with different densities at the bottom
and top metal electrode—ferroelectric film interfaces. © 2001 MAIK “ Nauka/Interperiodica” .

Thin ferroelectric films of |lead-containing oxides
with a perovskite structure serve as base elements in
modern micromechanical, pyroel ectric, and some other
transducers [1]. An important task in the fabrication of
such films, related to a high volatility of lead oxide
(PbO), consists in abtaining a single-phase perovskite
structure (free of an amorphous and/or pyrochlore
phase with a crystallization temperature below that of
the perovskite phase) [2—4]. When the films are manu-
factured by the method of RF magnetron sputtering, the
most widely employed means of abtaining single-
phase deposits is to use ceramic or composite targets
containing excess PbO [5-6]. By the same token, when
the films are manufactured by chemical methods (sol—
gel, CVvD, MOD, etc.), acomponent containing excess
lead is introduced into the initial solutions. However,
the task of monitoring the concentration and distribu-
tion of excesslead oxide still remainsimportant. On the
other hand, the character of theinfluence of excess PbO
on the ferroel ectric properties of thin films has not been
studied in sufficient detail [7, 8].

In connection with this, the purpose of our study
was to determine the effect of excess|ead on the micro-
structure and properties of thin ferroelectric films of
lead zirconate titanate PbZr, Ti, _,O5 (PZT).

We have studied PZT filmswith athickness of up to
1 um prepared by the RF magnetron sputtering of
ceramic targets as described in [9]. The targets corre-
sponded to the PZT compositions with x = 0.54 or 0.40
containing excess (10 mol %) PbO; we also studied the
stoichiometric compositions with x = 0.54. The films
were deposited onto silicon substrates with a bottom
platinum electrode and an adhesive titanium sublayer;

the substrate temperature during deposition was 130°C.
The amorphous deposits were converted into a perov-
skite phase by thermal treatment for 1 hinair at 550°C.

The crystal structure of the films was determined by
X-ray diffraction (DRON-2 diffractometer, Russia) and
transmission electron microscopy (JEM-7A electron
microscope, Japan). The elemental depth—composition
profiles were studied by Auger electron spectroscopy
(EKO-3 spectrometer, Russia). A relationship between
the target composition and the physical properties of
PZT films was studied by measuring the dielectric hys-
teresis|oops and capacitance-voltage (C-V) character-
istics of the thin-film capacitor structures with platinum
electrodes. The depth—polarization profiles were deter-
mined by measuring the frequency-dependent pyro-
electric current using the laser intensity modulation
method (LIMM) [10].

The PZT films deposited at a relatively low sub-
strate temperature had compositions close to that of a
sputtered target [9]. Taking into account that the subse-
guent thermal treatment was also effected at arelatively
low temperature (550°C), it was expected that the final
film composition must coincide with that of the initial
targets. The X-ray diffraction measurements on the
PZT films studied showed that all samples had a poly-
crystalline perovskite structure without pyrochlore
phase admixtures, with the grains oriented predomi-
nantly in the [111] direction.

Figure 1 shows typical electron micrographs of the
PZT filmsand the corresponding electron microdiffrac-
tion patterns. A film obtained by the sputtering of a stoi-
chiometric target with x = 0.54 (Fig. 1a) possesses
(after the thermal treatment) a grain size of 50-80 nm

1063-7850/01/2706-0467$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Transmission electron micrographs of PZT films
deposited onto substrates by sputtering targets with (a) sto-
ichiometric (PbZrgs4Tig4603) and (b) nonstoichiometric
(PbZrg 4Tig 03 + 10 mol % PbO) compositions. Theinsets
show the corresponding electron diffraction patterns.

1 1 1
0 200 400 600 d, nm

Fig. 2. Elemental depth—composition profiles of PZT films
obtained by sputtering targets with (@) stoichiometric
(szr0_54Ti0_4603) and (b) PbO-rich (szr0_54Ti0_4603 +
10 mol % PbO) compositions.

in the film plane and exhibits an electron diffraction
pattern characteristic of the monoblock [111]-oriented
single-crystal films. The electron diffraction patterns of
the samples obtained using PbO-rich targets exhibit a
combination of arcs and separate spots, which is evi-
dence of atextured polycrystalline film. A comparison
of the results of our X-ray diffraction and electron
microdiffraction measurementsto the published data[11]
suggests that all the films studied possess a columnar
crystallite structure extending over the entire film
thickness.

Thefilms obtained by sputtering targets with excess
lead exhibit a smaller grain size (Fig. 1b) as compared
to that in the stoichiometric films. The micrographs
reveal equiaxia inclusions present at the grain bound-
aries and in the subsurface film regions, which we
attribute to the PbO phase precipitation; for example, a
film obtained by sputtering a target with x = 0.40 +
10 mol % PbO is characterized by a grain size of
20-30 nm in the film plane. The patterns of electron
diffraction from some areas of such films represented
diffuse rings (halos) corresponding to an amorphous or
ultradisperse PbO phase. Thisis additional evidence of
an inhomogeneous structure of the PZT films formed
upon the thermal treatment of amorphous deposits pos-
sessing nonstoichiometric compositions.

We may suggest that the formation of a perovskite
phase as a result of the thermal treatment at 550°C is
accompanied by segregation of the excesslead not only
at the grain boundaries and the film surface but at the
film—bottom electrode interface as well. This is con-
firmed by the elemental depth—composition profiles of
the PZT films (Fig. 2) studied by the Auger electron
spectroscopy. As is seen from Fig. 2a, the films
obtained by sputtering of a stoichiometric target (x =
0.54) are characterized by ahomogeneous lead concen-
tration profile, which fals to zero at the bottom inter-
face, in agreement with thedrop in Zr and Ti concentra-
tions. At the sametime, the films obtained by sputtering
PbO-rich targets (e.g., with x = 0.54 + 10 mol % PbO)
exhibit an increase in the relative lead content on both
the free film surface and at the film-bottom electrode
interface (Fig. 2b).

Thus, the films containing excess |ead are character-
ized by the formation of PbO-rich intermediate layers
a the interfaces with bottom and top electrodes. The
presence of these layers must be taking into account in
interpreting some distinctions in behavior of the PZT-
based thin-film capacitor structures obtained using sto-
ichiometric and nonstoichiometric targets. These fea-
tures are manifested in the dielectric hysteresis loops
(Fig. 3) and C-V characteristics of the films [12].

A characteristic feature of the dielectric hysteresis
loops and C-V curves of the capacitor structures based
on PbO-rich PZT films is the pronounced asymmetry
with respect to the sign of the applied electric field,
which is related to the formation of a built-in charge at
the film—electrode interfaces. Indeed, the dielectric

TECHNICAL PHYSICS LETTERS Vol. 27 No.6 2001
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Fig. 4. Depth—polarization profiles P(x/d) of a PZT film
obtained by sputtering a PbO-rich (PbZrggsTig4603 +

10 mol % PbO) target.

hysteresis loop of a PZT film obtained by sputtering a
stoichiometric target is symmetric (see Fig. 3, curve 1),
whereas the loop of film obtained from a PbO-rich tar-
get is evidently asymmetric (Fig. 3, curve 2). Thisis
explained by the appearance of a built-in field in the
film, which is generated by a predominant negative sur-
face charge formed at the film—bottom electrode inter-
face, probably due to the oxygen vacanciesin PZT and
PbO segregated at thisinterface. In turn, the presence of
PbO inclusions may be one of the factors determining
the appearance of oxygen vacancies. The magnitude of
a built-in electric field in PZT films of a micron thick-
ness may exceed 30—40 kV/cm, as estimated from the
shift of the dielectric hysteresisloops and C-V curves.

As noted above (see Figs. 1 and 2b), the PbO phase
may be present at the film interfaces with both (bottom
and top) electrodes. However, conditionsfor the forma-
tion of theseinterfaces are significantly different for the
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bottom and upper electrodes. Indeed, the thermal treat-
ment leading to crystallization of the perovskite phase
in PZT filmsis carried out when only the bottom elec-
trode is present. Therefore, we may naturally expect
that the bottom electrode—film interface is character-
ized by a greater density of charged surface states than
the upper interface.

The built-in charges may lead to the self-polariza-
tion of a PZT film and even to the formation of near-
electrode regions polarized in the opposite directions,
as is seen in the depth-polarization profiles (Fig. 4).
A comparative analysis of the whole body of data for
the films obtained by sputtering stoichiometric and
nonstoichiometric (PbO-rich) targets suggests that the
excess lead oxide playsakey rolein the built-in electric
field formation.

Thus, we have established that excess lead present
in thin-film PZT-based capacitor structures tends to
segregate in the form of lead oxide at the grain bound-
aries and interfaces with bottom and top electrodes. It
is suggested that the presence of lead oxide results in
the formation of oxygen vacancies responsible for
charging of the near-electrode PZT regions. This may
lead to the self-polarization of the films and even to the
formation of near-electrode regions polarized in the
opposite directions.
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Abstract—It is demonstrated that high-intensity second harmonic generation by femtosecond pulsesis possi-
ble under conditions of the wave self-action during propagation in an optical fiber. © 2001 MAIK “ Nauka/ I nter-

periodica” .

The second harmonic generation (SHG) by femto-
second pulses is a fundamental problem in the nonlin-
ear optics [1]. To the present, this SHG process could
not be performed with a high efficiency. Moreover, the
time of attaining a conversion level of 90% markedly
increases when the light pulse duration decreases to a
few picoseconds [1], thus deviating from alinear rela-
tionship valid for the input pulses with alength exceed-
ing several picoseconds. Apparently, this circumstance
is related to the manifestation of a cubic nonlinearity
(wave self-action), which is most pronounced for the
femtosecond pulses [2-4].

The results of the computer simulation [5] and sub-
sequent analysis of the interaction waves within the
framework of the long-pulse approximation [6, 7]
showed that the SHG efficiency for femtosecond pul ses
is determined by the ratio of dimensionless parameters

2

oA L Dla—Al +iyAr Ae
02 anz
A, A, . A, . s .
—~+v—+iD,—=+
37 Var] |D26 > tiyAse

Here, n isthe dimensionlesstime in the frame of refer-
ence moving with the main-frequency wave pulse; zis
06,
are the coefficients characterizing the second-order dis-
persion of the jth wave; k; and ®; arethe dimensional
wavenumber and frequency of the jth wave, respec-
tively; vy is the nonlinear coupling coefficient of the
interacting waves; Ak = k, — 2k; is the dimensionless
detuning of the wavenumbers, a; are the wave self-
action coefficients;, A are the complex amplitudes of

the harmonics (j = 1, 2) normalized to the maximum
amplitude of the first harmonic in the initial cross sec-

the normalized longitudinal coordinate; D; ~-0.5

characterizing the quadratic and cubic nonlinearities
and the input wave intensity. An important result was
obtained in [7], where we demonstrated the possibility
of two stable SHG regimeswith different efficienciesin
the presence of phase detuning of theinteracting waves.
It should be noted that physical experiments are con-
ducted under theinitial conditions corresponding to the
SHG regime of low (8 < 20%) efficiency. Below, we
will demonstrate that a high-efficiency SHG process
can berealized as well [8].

Assuming that the diffraction length is considerably
greater than the characteristic length of a nonlinear
medium (e.g., for the waves in optical fibers), a system
of equations in dimensionless variables describing the
process of SHG by afemtosecond pulse with an allow-
ance of the light wave self-action is as follows [2]:

+i0‘1A1(|A1|2+2|A2|2) =0, O<zsL,

(D)

+i0,A(2|A*+|A)%) = 0, a, = 2a, = 2a.

tion of the medium (z = 0); v is a parameter propor-
tiona to the difference of the reciprocal group veloci-
ties of the second- and first-harmonic waves; and L, is
the length of the nonlinear medium.

In the input cross section, the initial pulse of the
main frequency is described by the Gaussian or hyper-
Gaussian distribution

A(z=0,n) = A/(n) = exp(—(n/1)"2),
m=24.., 0sn<lL,

)

where L, is the dimensionless time interval during
which the process is analyzed. The second-harmonic
wave amplitude in the initial cross section is zero:
Axz=0,n)=0.

1063-7850/01/2706-0470$21.00 © 2001 MAIK “Nauka/Interperiodica’
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The SHG process under the wave sdlf-action condi-
tionsischaracterized by several invariants. Using these,
we may integrate Eq. (1) within the framework of the
long pulse approximation [7]. Figure 1 shows the
domains corresponding to qualitatively different SHG
regimes in the plane of parameters (q = y%a?, p =
Ak/2a). Note that the parameter g characterizesthe dom-
inating nonlinearity (quadratic or cubic) during the SHG
process. The quantity p characterizes the dominating
phase shift of the interacting waves, indicating whether
the wave sdlf-action or the absence of phase locking is
the main factor determining phase detuning of the sec-
ond- and first-harmonic pulses. It should be emphasized
that region 4 (Fig. 1), which is closest to the conditions
of physical experiments with femtosecond pulses, fea
tures a bistable dependence of the SHG efficiency on the
medium length. Taking this into account, we select the
following SHG process parameters. a = 16, y = 4,
Ak=-2,D;=D,=0.1, and v = 0 (group synchronism).
Theinitial pulsedurationissetatt=1.

The results obtained by solving the system of
Eqg. (2) areillustrated in Fig. 2, which shows intensity
distributions of the main-frequency wave J,(z, 0) =
|A;(z, 0)|? (solid curves) and the second-harmonic wave
J,(z, 0) = |Ax(z, 0)[? (dotted curves) at the pulse center.
A sharp growth in intensity of the main wave (first peak)
as a result of the self-focusing leads to a synchronous
increase in the second-harmonic wave intensity. As the
waves propagate in the medium, the intensity at the cen-
ter of both harmonics exhibitsasynchronousincreasefor
both Gaussian (m = 2, Fig. 2a) and hyper-Gaussian
(m=6, Fig. 2b) pulses until reaching a certain cross sec-
tion determined by the initial pulse shape, after which the
two wave intengities vary in counter phase. This is fol-
lowed by anew period of synchronousvariation and so on.

I'n our opinion, this evolution of the wave intensities
is explained by self-focusing in the central part of the
pulse of either main-frequency of second-harmonic
wave. By virtue of this, a sharp increase in intensity of
either wave leads to the generation of another one. Asa
result, after traveling a certain distance in the medium,
the intensity of the stronger wave becomes insufficient
for self-focusing in the vicinity of the pulse center and
the wave amplitude drops because of the pulse disper-
sion. Note that the dispersive blurring of the pulse cen-
ter sharply increases since the compression involves
only this part rather than the whole pulse. A decreasein
the wave intensity leads to adrop in the new wave gen-
eration, the dispersion of waves simultaneously decre-
asing their intensities.

Figure 2b exhibits another interesting feature,
whereby the intensity drops almost to zero at the main-
frequency pulse center. This phenomenon is related to
the effective SHG in this part of the pulse, since the
wave self-action within this propagation interval is
insignificant because of anearly homogeneous shape of
the initial pulse. As a result, the presence of a phase
detuning in the vicinity of the z = 0.25 cross section
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Fig. 1. Domains corresponding to the existence of qualita-
tively different SHG regimesin the plane of parameters (q =
y2/02, p = Aki20). Regions 1-3 maintain asingle stable gen-
eration regime. Regions 2 and 3 are featuring similar SHG
regimes separated by the phaselocking line. Thelawsgovern-
ing the attainment of aminimum main-frequency pulseinten-
sity in region 1 are different from those in regions 2 and 3.
Region 4 features a bistable dependence of the SHG effi-
ciency onthe medium length: both stable states arerealized.

J1(J)

Fig. 2. Evolution of the main-frequency wave intensity J;
(solid curves) and the second-harmonic wave J, (dotted

curves) at the center of (a) Gaussian and (b) hyper-Gaussian
pulses.
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Fig. 3. Evolution of the SHG efficiency 6 for (a) Gaussian
and (b) hyper-Gaussian pul ses.

provides conditions for the effective SHG at the pulse
center. Sincethe pulse shape acquiresa“dip” inintensity
at the center (infact, there are two subpul ses of the main-
frequency wave), this is followed by a growth in inten-
sity (asisknown, thetubular pulsestransform into Gaus-
sian ones) sufficient for the onset of compression in this
part of the pulse. This results in a sharp growth of the
peak intensity (manifested by thefirst peak in Fig. 2b).

To confirm that the wave self-action is the main fac-
tor responsible for the behavior described above, let us
consider the evolution of the SHG efficiency for the
Gaussian and hyper-Gaussian pulses. Apparently, the
self-focusing effects will be less pronounced in the lat-
ter case because of a more homogeneous shape of the
hyper-Gaussian pulse. As an example, Figure 3 shows
the SHG efficiency described by afunction 6 of thelon-
gitudinal coordinate

Ll Lt

0(2) = IJz(Z, ﬂ)dﬂ/IJl(O, n)dn,
0 0

2

3,0,n) = (A, 3z n) = [Az ).

In a comparison of the curves for the Gaussian and
hyper-Gaussian pul ses, the efficiency of energy conver-
sion from first to second harmonic for the latter pulseis
on average half that for the former one. All other condi-
tions being the same, the reason for this evolution con-
sistsinthe decreasing influence of the wave self-action.
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The SHG efficiency increases on the whole with a
length of the distance traveled in the medium. However,
there are oscillations on this background which are
related to a periodic breakage of the optimum phase
relationship between the interacting waves caused by
their self-action and the pulse dispersion. During the
wave self-action and simultaneous (with respect to the
coordinate 2) growth in the intensity of both waves,
each wave acquires a certain phase gain upon traveling
ashort distance. Thisphasegainistwiceaslargefor the
second-harmonic wave than for the main-frequency
wave (because of the different dimensionless coeffi-
cients). Therefore, the phase relationship changes at a
certain distance and the effective generation process
starts again, this cycle being multiply repeated. Note
that the phase relationship varies for different parts of
the pulse on the passage from one cross section to
another. It should be emphasized that this is accompa-
nied by switching between low- and high-efficiency
branches. This circumstance accounts for the total
increase in the conversion efficiency.

In this study, we did not touch on the problem of
modulation instability of the light waves. This factor
may partly modify the pattern outlined above. In our
opinion, the modulation instability may (i) increase the
medium pathlength on which the effective SHG regime
is attained and (ii) distort the pulse shape. More rigor-
ous predictions would require an additional analysis
that also resents an independent interest.
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Abstract—The transverse oscillations of athin electron beam in a stellarator or in a modified betatron were
theoretically studied. The analysisis based on the relativistic Lorentz equation for intrinsic fields of the electron
beam calculated by the method of retarded potential. Conditions for an instability development caused by the
stellarator field inhomogeneity are determined. It is shown that a stellarator may also feature other instabilities
of the transverse oscillations which are not related to the stellarator field inhomogeneity. © 2001 MAIK

“ Nauka/Interperiodica” .

The instahilities caused by interactions of the trans-
verse oscillations of electron beams and the intrinsic
oscillations of awaveguide formed by the metal sheath
and magneticfield in astellarator were studiedin[1, 2].
Within the framework of a hydrodynamic description,
the transverse beam oscillations in a stellarator were
described in [3]. We have studied the possibility of an
instability development not related to the intrinsic
waveguide oscillations.

Below, we will use an (x, y, 8) coordinate system,
where x and y are the Cartesian coordinatesin the plane
perpendicular to the magnetic axis of thetorusand 0 is
the angle measured in the magnetic axis direction (for

detail, see [4]). Let us denote by f asmall deviation
(perturbation) of a quantity f from the equilibrium

value f:
of _
00
The electron velocity u can be presented in the form
u = 0lg + U. Dependence of all perturbations on the
time t and angle 6 will be described by a factor
exp[i(u6 — wt)], where i is an integer and w isthe fre-
guency. Inthe case of transverse oscillations (of interest
in the system studied), we may neglect perturbationsin
Ug (the projection of u on the g, direction) and N (the
linear number density of electrons). Then, the initial
differential equations represent two projections of the
relativistic Lorentz equation onto the transverse coordi-
nate axes x and y [4]. Entering into these equations are
the fields of beam perturbation (E, H) and the external
magnetic field B = By + By + Bg, Where Bg, By, and Bg
arethetoroidal, two-thread stellarator, and betatron mag-
netic fields, respectively, determined by the formulas

f=f+F |7 <, %:o, 0. ()

Ro
Be = Boﬁee, BB = B()Be,

sm
Ry

x [e,(xsinmO + ycosmo0) + e (xcosmo —ysinmo)],

By = Bo @)

where R, istheradius of magnetic axis of thetorus, R =
R, — X, and the other parameters obey the conditions

—% <s<0, |B|< 1, By > 0. Previously [4], we calcu-

lated the fields E, H for athin circular ring in the zero-
and first-order approximationswith respect to perturba-
tions. Unfortunately, in that article the authors admitted
amisprint intheformulasfor Ee, Hy, which must read
in the general case asfollows:

Ee
2, N Nox, o= 1o, NR:O (3
- Fz/\Dae_zrzaeJcmB('R_ZN% 7 Ul
~ eN, b N . X7, .00 0s
Hy = —=Af+0ot + 2+ 2= - 259, (@
TR TR e R @

where A = In(6,/6,), f = 9%/06% — (ﬁzlcz)azf/atz,
-e<0 is the charge of eectron, and the upper dot
denotes derivatives with respect to timet.

In the zero-order approximation with respect to the
perturbation, the equilibrium state of the electron beam
is described by the following relationships:

X=y=0 u= WP Ry + (*)SBZRS _ T]C2
’ 2(1+n) " 4(1'”])2 1+n’
where oy = eBymec, m, = m, v, y = (1 - u?/c?) ™2, n =

e&NA/mc?, and m, isthe electron mass. In Eq. (5) and
below, the sign of thetildais omitted for simplicity and

©®)
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u, N arewritten as u, N. Using the condition of posi-
tivenessin Eg. (5), we obtain conditions for the equilib-
rium velocity u corresponding to an equilibrium orbit.

Let us replace the coordinates X, y by the variables
z, = X +iy. Using the Lorentz equation [4] in the first-
order approximation with respect to the perturbation,
we obtain for the new variables

L.z, =
(6)
Lz =

%ns

are the operators defined by the for-

ZDZ+’

where L, and L_

mulas
_ U9 om0, udn
(“Z”)Em*RoaeJ Worpt * R300
n02 Ho® _Ro9°D, woBu ¥
TRy e ot 2Ry

The parameters of magnetic field in a stellarator
always obey the condition |ms| > |BJ2 [5, 6], which
implies that we may neglect the second term in the
right-hand part of Egs. (6). Then, the set of Egs. (6)
reduces to independent equations

L¢(e:r|m6 +Z+) - (wow S)Ze_|mezH (8)
where wy,, = mu/R,. Taking into account the dependence
on t, B adopted in this study and using Eg. (8), we
obtain the following fourth-order dispersion equation
for w, = w—pU/Ry:

4
z anﬂ =0, 9
n=0

where

_ 0 2 BO
= %(1+ 2n)wpy, + wowmgl—m

= Ré[”“m”“’*yj

[

x%@ W mZH‘H (WoWyS);

OvY'R
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D, = ~PEUT 4 201 + 20)cop £ 006
Oy*Ro 0

D B -

2 2
+ 08 m(me 230 + 5 | E2H £ o
YRy yimy'R O

O
D, = %L+2n—355(1+2n)wi+mowm%1—§5

(10)
+ 1= z[m(m+2u)+2“}5
Y°R y -0
Dzllur]+2(l+2n)oo wB%Z“—”m(E
OY°Ry 0OY°R O
_ nou E2pn 0,
D, = —2H +2n - 004 +(1+2n)n;
2= =20 +2n SR, £ (120D
2
D4:%L+2n—\75

The relativistic electron beams with currents
amounting to a few tenths of a kA and the voltage of
several meV obey the following relationships

V> 1, N <12, oo <1, 2/n<Bm. (11)
Inwhat follows, we will also take into account that s> +

B/l2m<1/4[1, 2, 4]. An analysis of theroots of the dis-
persion equation (9) was performed in the range of

2
Im| < |y < l—%iﬁy— which (as demonstrated below) con-

tains all the solutions of interest. Simplifying coeffi-
cients D,, with a allowance for the above assumptions
and considering the conditions for real roots of Eq. (8),
we obtain the following results. For the 4 values satis-

Hie = YNOo/4V (v =
eN/\c/(Rf)BOyZ)), the electron beam in a stellarator is

unstable with respect to transverse oscillations inde-
pendently of the magnetic field parameters (1). For
mB > 0 and |u| < Hpere, the beam is stable with respect to
the transverse oscillations under consideration. For

fying the condition |u| =

No. 6 2001
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mB < 0; however, the transverse oscillations are unsta-
blein therange

4
ImW§M%v[;_ §+Ji}
cn 2 2m

4
s;fs Imu| Rywyy [1._'_ ,sz+ ﬁ}
Czn 2 2m

The center of this range is determined by the formula

Ho = Y/|0m|/2V (Mo < Hyy)- Note that, in contrast to the
resultsobtained in [1], the relative width of therange (12)
isnot small (Ap/pg ~ 1).

(12)

To study the transverse beam oscillations in a mod-
ified betatron, we have to put s= 0 in Egs. (6). In this
case, a dispersion equation s derived similarly to
Eqg. (9). An anaysis of the equation for amodified beta-
tron carried out under the same conditions as for the
stellarator, showed that the transverse oscillations in
this betatron are unstable only for |4| = Yy,- Thisresult,
together with the fact that a width of the range (12)
tends to zero as s — 0, indicates that the transverse
instability of an electron beam in the stellarator for
mB < 0in the range (12) is due to longitudinal inhomo-
geneities of amagnetic field in the stellarator.

From the standpoint of the electron beam stahility
with respect to transverse oscillations in the stellarator,
a magnetic system with m3 > 0 should be preferred.
However, these conditions would unavoidably lead to
instability with respect to longwave oscillations [4],
which is related to the negative mass instability. The
transverseinstability for |1|= py, iSnot related to the By
field component. At large frequencies w (|w| <
|/ (Roy?)) and p — oo, the dispersion relationships (9)
for stellarator and modified betatron coincidein thefol-
lowing form:

O 2.2, [T

o +E2T9 = o, (13)
O Ryy O

A solution to Eqg. (13) yields a complex frequency of

the transverse oscillations, which corresponds to the
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high-frequency instability arising at large || values:

® = UC/Ry :ipc/N/(Ryy?). (14)

It was also of interest to study the possibility of sep-
arating the circular beam oscillations into longitudinal
and transverse components. Previoudy [4], we consid-
ered the general case of coupled transverse and longitu-
dinal oscillations. Ignoring the transverse oscillations
and considering large |w|and |u| values, we obtain the
case when no longitudinal oscillations can exist in the
circular beam. This is a consequence of the toroidal
configuration, since a solution to the problem for the
linear beam indicates that the independent longitudinal
oscillations may exist at large [w|and || However, the
coupling of high-frequency transverse and longitudinal
oscillationswith large [u|in acircular beam vanishes as

Jnly? — 0. Under real conditions, the parameter

Jn1y? has a very small value. This is an additional
ground for ignoring the longitudinal perturbations in

N, Uy during the study of transverse oscillations of the
electron beam in a stellarator.

In concluding, it should be noted that Eq. (13), as
well as the dispersion equation describing oscillations
of both transverse and longitudinal oscillations (as
derived in [4]) for large |w|and || do not contain the
parameters of an external magnetic field. Therefore,
conclusions concerning the coupling of transverse and
longitudinal oscillationsin acircular electron beam are
of ageneral character.
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Abstract—A characteristic is suggested for the eval uation of the degree of synchronization of the chaotic oscil-
lations in a system of two coupled oscillators. The proposed value is tested by application to the case of two
unidirectionally coupled logistic maps. It is shown that this characteristic is stable with respect to alow noise
and anonlinear distortion of the signal. © 2001 MAIK “ Nauka/Interperiodica” .

The term “synchronization of chaos’ refers to a
number of physical phenomena such asthe suppression
of chaotic oscillations under the action of external peri-
odic factors [1], the transition to completely identical
oscillationsin coupled oscillators (totally synchronized
chaos) [2, 3] or to the oscillations identical to within a
delay timein the subsystems (lag-synchronization) [4],
the base frequency locking in the spectrum of chaotic
oscillations [5], the instantaneous phase locking [6],
and a deterministic relationship (including the case of
delay-time x;(t) = f[X,(t — 1)] between oscillations in
the subsystems (generalized synchronization) [7]. The
somewhat ambiguous terminology reflects the variety
of manifestations of the phenomenon of oscillation
matching due to the interaction of oscillators.

For better understanding the interplay between var-
ious types of the chaos synchronization, it would be
helpful to introduce a characteristic capable of measur-
ing the degree of matching in the behavior of oscillators
and quantitatively describing the degree of chaos syn-
chronization in the system studied. It must be noted that
asystem can escape from the regime of chaos synchro-
nization as a result of some change in the system
parameters, this process proceeding gradually via a
sequence of intermediate stages. For example, the
breakage of a totally synchronized chaos may be
accompanied by intermittent behavior, whereby the
coupled oscillators exhibit synchronized oscillations
for some time and chaotic oscillations otherwise [8, 9].
In this case, the task of quantitatively describing the
escape from the synchronized chaos regime is also
encountered.

We believe that the necessary requirements to a
guantity measuring the degree of chaos synchroniza-
tion are as follows: (i) a clear physical meaning facili-
tating the interpretation of the results; (ii) universality,
making the measure applicable to various types of con-
sistent behavior of the interacting subsystems; (iii) inde-

pendence of a particular type of the dynamic system,
making it possible to determine the degree of synchro-
nization using the time patterns of oscillations in the
subsystems; (iv) robustness, implying that small pertur-
bations (changes in the oscillation regime, noise, dis-
tortions) would not significantly alter the value of the
degree of synchronization.

With an allowance for these requirements, we sug-
gest that such ameasure of the consistent behavior can
be represented by the amount of information provided
by knowledge of the state of one oscillator for deter-
mining the state of another oscillator. If the state of one
oscillator uniquely determines that of another, we may
speak of the total synchronization (the degree of syn-
chronization isunity). Inthe contrary, if the state of one
oscillator does not influence the state of another, we
may speak of the absence of synchronization (zero
degree of synchronization). Using the language of
mathematics, a quantitative measure of such informa:
tion is offered by a difference between the total and
conditional entropies calculated for al realizations of
the oscillators[10]:

I = SX_S(\y- (1)

The as-defined information is zero when the condi-
tional entropy is equal to the total (unconditional)
entropy, that is, when the state of the second oscillator
(y) does not affect the variable (X) distribution of the
first oscillator; the information is maximum (S) if the
state of the second oscillator uniquely determines that
of the first oscillator (S, = 0). By normalizing the
information to the unconditional entropy, we obtain a
function acquiring a zero vaue in the case of com-
pletely independent behavior of oscillators and increas-
ing to unity for the fully consistent behavior of the sub-
systems.

1063-7850/01/2706-0476%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Thus, an expression for calculation of the degree of
synchronization can be written as

— S<_Sx\y
Sx ,

where S, = —[p (X)Inp(x)dx, p(x) is the probability
density caculated for the realization x(t), Sy =
—[p Xly)Inp(x]y)dx, and p(x]y) is the probability den-

sity calculated for the realization x(t) when the second
oscillators occursin the statey.

The proposed measure of the degree of chaos syn-
chronization was used to study the escape from the
state of totally synchronized chaos in a system of two
unidirectionally coupled logistic maps:

Xn+1 = )\Xn(l_xn)! (2)

Yn+1 = )\[yn+y(xn_yn)] (1_[yn+y(xn_yn)])l (3)

where x,,, y,, are the dynamic variables and y is the cou-
pling parameter. Equations (2) and (3) describe the
active and responsive subsystems, respectively. The
coupling is established by including the active system
variable into the corresponding variable of the respon-
sive system.

Each map is a system exhibiting a transition to
chaos via the period-doubling bifurcations with an
increasing parameter A. The coupled maps are charac-
terized by a more complicated dynamic behavior. The
phase space of such a systems may contain severa
attractors, which corresponds to the phenomenon of
multistable behavior. In a certain interval of the cou-
pling parameter, the system exhibits a synchronized
behavior, which is manifested by identical oscillations
in the two subsystems:. x, = V,. In the region of chaos,
for each value of the parameter A thereis a certain crit-
ical value of the coupling parameter below which the
synchronization of chaotic oscillations is broken.

Stability of a synchronized regime is determined by
the transversal Liapunov index. For the system of
maps (2) and (3), thisindex is

Ny = /\||+In|1—y|, (4)

where A\ is the Liapunov index for the direction tan-
gential to the symmetric subspace x = y. The synchro-
nous oscillations are transversally stable (unstable) if
the transversal Liapunov index is negative (positive).
As is seen from expression (4), the transversal
Liapunov index for 0 <y < 1isaways smaller than the
tangential index. Since the Liapunov index is negative
for the regular regimes, the synchronous periodic oscil-
lations may exist for any value of the coupling parame-
ter. In the case of chaotic oscillations, the tangential
Liapunov index is positive and formula (4) gives acrit-
ica value of the coupling parameter determining
aboundary of the synchronization region. Crossing
this boundary is accompanied by the “blowout” bifur-

o
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Fig. 1. The projections of phase portraits of the system of
two unidirectionally coupled logistic maps for various val-

ues of the coupling parameter y=0.05 (a), 0.14 (b), 0.33(c),
and 0.36 (d, with ~0.00001 noise; e, without noise).

cation [11], after which the synchronous chaotic oscil-
lations are changed by asynchronous, However, a neg-
ative value of the transversal Liapunov index does not
provide for the robustness of the synchronization
regime (i.e., it does not ensure that the existing regime
will be preserved in the presence of a small external
noise or a small nonidentity of the subsystems). If a
chaotic attractor contains limiting traectories for
which the transversal Liapunov index is positive, the
system exhibits the phenomenon of “bubbling,”
whereby adding an arbitrarily small noise leads to an
intermittency between the synchronous and asynchro-
nous behavior [8, 9, 11].

The events described above are observed in the sys-
tem under consideration. We have studied behavior of
the system described by Egs. (2) and (3) depending on
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> n

Fig. 2. Plots of the degree of synchronization versus cou-
pling parameter (see the text for explanations).

the coupling parameter y, while the partial system
parameter was fixed at A = 3.8. This value of A corre-
sponds to a developed chaos imaged by a schlicht cha-
otic attractor. In the region of 0.38 <y < 1, we observe
a robust regime of totally synchronized chaos. As the
coupling parameter decreases to 0.35 < y < 0.38, the
regime of synchronized chaosisno longer robust. Here,
the synchronous oscillations are observed after along
transient process only in a system without noise. Intro-
ducing an arbitrary small noiseinto this system leadsto
intermittency, whereby the time realization x-y repre-
sents a prolonged “laminar” stage featuring a synchro-
nous behavior with random “turbulent” spikes of the
trajectory away from the symmetric subspace. This
behavior is referred to as the on—off intermittency,
which corresponds to the so-called “bubbling” attrac-
tor. Thisbehavior isillustrated in Figs. 1d and 1e show-
ing an attractor in the presence of a small-amplitude
noise (~0.00001) and in the absence of noise, respec-
tively. If the coupling parameter is decreasing further,
the transversal Liapunov index changes sign from neg-
ative to positive in the vicinity of y = 0.35, which corre-
sponds to a blowout bifurcation after which the syn-
chronized chaos is no longer observed in the system.
The corresponding phase portraits are presented in
Figs. 1la—1c. Asthe coupling parameter keeps decreas-
ing, the attractor is “swelling”; at y < 0.05, the phase
portrait represents a nearly square region (Fig. 1a).

The above-described evolution of the system
dynamics is well predicted based on the information
function S. The corresponding plots are constructed in
Fig. 2 asthe degree of synchronization versus the cou-
pling parameter in a system without noise (solid curve)
and with a small noise (dash—dot curve). In the noise-
less system, the decay begins immediately at the point
wherethetransversal Liapunov index changessign. For
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illustration, also plotted in Fig. 2 are the plot of the
transversal Liapunov index versus the coupling param-
eter (dotted curve) and two dashed lines (horizontal and
vertical) indicating the point where this index passes
through a zero value. The degree of synchronization
sharply dropsfromunity at y=0.35to =0.15at y=0.3.
As the coupling parameter is reduced further, the
degree of synchronization slowly decreasesto =0.05 at
y = 0.2, then exhibits alocal increase to reach acharac-
teristic maximum (S = 0.17) at y = 0.14, and then
monotonically decreases to zero at a zero coupling
parameter. The local increase in the degree of synchro-
nization at y=0.14 isrelated to achangein the structure
of the attractor. As is seen in Fig. 1b, the attractor
observed for thisvalue of yincludes aregion apparently
corresponding to an unstable quasiperiodic mation (in
which the trgjectory occurs for a considerable time),
rather than represents uniformly distributed phase
points.

When a small noise (~0.00001) is introduced into
the system, arapid decreasein the degree of synchroni-
zation begins significantly earlier (with respect to the
coupling parameter) as reflected by the dash—dot curve
in Fig. 2, whichisindicative of the bubbling phenome-
non. A significant difference in the degree of synchro-
nization for the system with and without noise is
observed only in this region of y = 0.34. In other
regions of the coupling parameter, the values of o in
both cases are virtually the same (Fig. 2). Thus, a sig-
nificant influence of noise on the degree of synchroni-
zation is related only to a nonrobust character of the
chaos synchronization, rather than to instability of the
proposed characteristic o.

The proposed synchronization characteristic is sta-
ble not only to a small noise but to a small nonlinear
distortion of the signals as well. To illustrate this state-
ment, we will modify the time realization, used to cal-
culate the degree of synchronization, by adding a non-
linear term

2
X — X+ 0X,

where d is the parameter of nonlinearity. The results of
calculations for the modified realizations with & = 0.05
and 0.2 are presented in Fig. 2 by open squares and cir-
cles, respectively. Asis seen, the points obtained for the
signal with nonlinear distortionsfit to theinitial (undis-
torted) curve. The invariance with respect to nonlinear
distortions makes the proposed characteristic applica-
bleto the study of generalized synchronization cases of
the type x,, = f(y,) with a deterministic character of the
function f.

Conclusion. We have proposed a characteristic pro-
viding for a quantitative description of the degree of
synchronization in the oscillations of two coupled
oscillators. This characteristic was tested by applica-
tion to two unidirectionally coupled | ogistic maps capa-
ble of featuring both totally synchronized chaos and a
bubbling behavior upon the synchronization breakage.
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It was demonstrated that the proposed quantity is stable
with respect to small noise and nonlinear distortions of
the signal studied. In the following, we are planning to
study applicability of the proposed quantity to descrip-
tion of the other types of synchronization (phase lock-
ing) and compare this characteristic to that based on the
coherency function [12].
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Abstract—Stability of the interphase boundary during the oriented crystallization of abinary melt was studied
with an allowance of the external temperature gradient. It is demonstrated that theinterphase boundary is unsta-
bleif the system composition is close to eutectic. The instability development leads to arodlike (or platelike)
periodic distribution of components in the bulk of the solid phase. Dependence of the period of this structure
on the phase boundary velocity is determined. © 2001 MAIK “ Nauka/Interperiodica” .

The phenomenon of periodic structure formation
during the solidification of eutectic meltsis still unex-
plained [1]. The most popular theory capable of
describing the crystallization of eutectic melts with the
formation of periodic structures is the theory of Jack-
son and Hunt [2]. However, this model does not indi-
cate any reasons for this process and provides no satis-
factory explanation of the characteristic experimental
hyperbolic dependence of the period of the structure
formed on the velocity of propagation of the interphase
boundary.

As was recently demonstrated [6, 7], the periodic
structure formation during crystallization of a binary
alloy near the eutectic point iswell explained by insta-
bility of the interphase. However, a stationary solution
of the model equation becomes physically senseless at
asufficiently small velocity of the interphase boundary
(interface) propagation [8]. However, such small veloc-
ities can be encountered in experiments on the crystal
growth. In order to eliminate this drawback, the pro-
posed model introduces an external temperature field
(gradient). This situation is physically equivaent to
heating a thin plate from an external heat source by
means of heat transfer via an ambient medium.

Let T denote the temperature normalized to the
phase transition temperature T, corresponding to the
initial component concentration C,; C, the component
concentration normalized to the initial value; y = ay,,
z=0az, and T = a?.1,, the dimensionless coordinates
and time; D = D, /¥, the dimensionless diffusion coef-
ficient in the liquid phase; X = X,/Xq, the thermal con-
ductivity coefficient; €, the phase transition heat €, nor-
malized to the specific heat capacity and the phase tran-
sition temperature; and ¢, , the heat transfer coefficient
normalized to the specific heat capacity (y,, z, T, D, X;,
and ¢, are the corresponding dimensional quantities;
Xo=10°m?/s; a = 10> m),

The proposed model takes into account the thermal
conductivity intheliquid and solid phases and the com-
ponent diffusion in the liquid phase. To simplify the
calculations, we omit the coordinate x in the equations.
Primed quantities refer to the solid phase. The external
temperature field is represented by the function of
internal sources T..(2) described by an exponential
function

T'ext(oo) + (Text(oo) + Tx_T'ext(oo))

% expn % :
P T o) + T T & (@

Text =

Tou() + T,epHE 4]

with the parameters satisfying the following condi-
tions: at infinity, the temperature acquires the preset

values T, (—) and T,(c); the function branches are

matched at z= 0, where T,,(0) = T.(0) and the tem-

perature gradient has a preset value @,. The constant T,
is determined from the boundary conditions.

A significant circumstance is that the problem for-
mulated without an allowance for the external temper-
aturefield is subject to arestriction concerning the tem-
perature gradient at the interphase boundary. Let us set
the following thermal parameters corresponding to
solidification of the Al,O; + Zr,O0; met: x, = 5 %
10 m?/s, €, = 10° Jkg, and D, = 108 m?/s; the heat
transfer coefficient is taken equal to ¢, = 10° s*. The
experimental parameters correspond to the crysta
growth conditions: Vg = 10° m/s; T,,;(—) = 1900 K;
T () = 2100 K; Ty = 2000 K. These valueswill deter-
mine the temperature gradient ¢, in the problem with

an external temperature field. It is assumed that a solu-
tion to the problem with the temperature gradient @, is

1063-7850/01/2706-0480$21.00 © 2001 MAIK “Nauka/Interperiodica’
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equivalent to the solution of the problem without an
external field, with the temperature gradient at the
interphase boundary in the solid phase equal to that in
the problem taking this external field into account.

Let us consider dependence of the stationary tem-
perature in the vicinity of the interphase boundary for
two values of the externa field gradient (Fig. 1); note
that T, =—2.83K for @, = 10 K/mand T, =-3.56 K for
@y = 2 % 10° K/m. In the crystal growth experiments,
the temperature gradient of the externa field in the
vicinity of the interphase boundary usually falls within

0°-10* K/m. As seen, thisis exactly theinterval where
a solution to the stationary problem without external
temperature field loses physical sense (the temperature
in the liquid phase monotonically decreases with
increasing distance from the interphase boundary).
Thisbehavior isformally understood: the solution con-
tains a single exponent, which can describe only mono-
tonic variation.

In the experiments [3], the growth of an eutectic
structure is frequently accompanied by a dendrite
growth. In theoretical descriptions, the time instant
when the temperature gradient in front of the interphase
boundary (crystalization front) reaches a certain criti-
cal value is related to the onset of dendrite growth [8].
Theresults of our cal culations explain the simultaneous
growth of dendrites and an eutectic structure: if the
external temperature field gradient in the liquid phase
infront of the interphase boundary is sufficiently small,
the crystal phase features conditions for the dendrite
growth.

Let us introduce the external temperature field (1)
into the model developed in [6]. In the curvilinear coor-
dinates connected to the interface [6], the boundary
problem for small perturbations has the following
form:

NCLETRVLAE TR 1
97 0z
2
MvmaTS —00 <7< 0’
w 0z
NULETRVLAE TIPS
ra 0z
2 | ©
- (XK —w) _w)Vma—TS; 0<z<o;
) 0
2
DaC +Vsaa£+(DK -w)C,,
07 4
(—DK w)v aCS 0<z< o
w "3z
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6T 0T, .
—-X— = eV, T
X5z 0Z |,_4_, X 0Z |, 440 " m|z:o_0 %)
= Tm| ~ m| = 0;
z=0+0 Z-
oC,,
D—- =(1-K)(VCr+ CsVi)Cp|, _=0;(6)
0z 2=0+0 o
6V
Vm = eTmO'i'yCmO; e = aT ’
T=Tg0) (7)
_ v
0Clc-cyo)

where k = Cg(0)/Cg(0) and Cg(2) isasolution to the sta-
tionary problem. The coefficient k enters into the
boundary conditions (6) and (7).

As is known from the theory of equilibrium phase
trangitions, the thermodynamics strictly relates the
interval of k values to the slope of the phase transition
temperature as a function of the component concentra-
tion (this dependence is expressed by condition (7)).
Thisreationship isbroken upon the phase separationin
the melt [7]. This circumstance explains a mechanism
of the interphase boundary instability. Indeed, if the
melt composition is close to eutectic, the system (by
definition) possesses a minimum (within the frame-
work of this model, close to minimum) phase transition
temperature. When the melt exhibits phase separation
in some region near the interphase boundary, the phase
transition temperature in this region increases and the
melt becomes more supercooled. Thisleadsto afurther
phase separation, and this process may proceed up to
the compl ete phase separation in the system.

I(2

1.003

1.002

1.001

1.000 ! J
-0. 04 05
4
Fig. 1. Theplot of stationary temperature Ty(z) versus spatial

coordinate z for the problem of crystallization (1, 2) with
and (3, 4) without an allowance for the external temperature

field for ¢ = 10° (1, 3) and 2 x 10°K/m (2, 4).
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Fig. 2. Trajectories 8 = const on the §(Q, YY) surface.

The above qualitative considerations are well illus-
trated by the experimental data reported in [1], where
an amost complete phase separation was observed.
Since the special features of the eutectic phase diagram
do not enter into the boundary conditions, the results of
calculations are valid for the melts with different
dependences of the phase transition temperature on the
component concentration. We may suggest that the
structure with a given periodicity is formed by a phase
possessing a higher melting temperature. However, this
guestion requires special investigation.

It is suggested that solutions to the above problem
has the following form [5]:

T' = Ty(2) + Tn(2) exp(wT + Ky);
T = T(2) + T(2) exp(wT + Ky);
C = Cy(2) + Cr(2) exp(wT + Ky);
W= wtin,;, K =K;+iKy
Tn(2) < Ts(2); Tw(2) < Ts(2); Cu(2) < Cs(2),
where T¢(2) , Ts(2), Cs(2) are solutionsto the stationary

problem.

In order to obtain a dispersion equation for the sys-
tem studied, we must first obtain a solution to the prob-
lem (2)—7). At the interphase boundary, this solution
yields a linear system of equations with respect to the
coefficients T, = T,,(0) and C,, = C,(0)

(Sr=S)Tmo—NVmo = O, (8)
[S+2(1-K)] Cro—(K—1)EV o = O, 9)

TECHNICAL PHYSICS LETTERS  Vol. 27
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where Eq. (8) is a solution to the equation of thermal
conductivity and Eqg. (9) is a solution to the diffusion
equation. Note that all characteristics of the externa
temperature field (1) enter into the parameter n. Here,

S'T , Sr, and S are the roots of the characteristic equa-

tionsfor Egs. (2)<4); then and & values depend on the
system parameters (§ # 0 for k= 1). Substituting expan-
sion (7) into Egs. (8) and (9), we obtain the dispersion
equation

[(Sr—Sr) —nBI[S+2(1—k) + (1-k)Ey]
+(1-k)ényb = 0.

The scheme of derivation of the dispersion equation is
presented in more detail elsewhere[9]. For the compo-
nent concentrations close to eutectic, kis close to unity.
For asufficiently small difference 1 -k, Eq. (10) can be
written in the flowing form:

[(Sr—Sr)-nélS = 0. (12)

This equation separates into a system of two real equa-
tions corresponding to the real and imaginary parts
of Eg. (12)

(10)

Re((Sr —Sr) —nO)ReS
~Im[(S;-S;) —n6]ImS = 0

. (12
Re((Sr—Sr) -nB)ImS
—Im[(S; —S;) —n6] ReS = 0,
where the imaginary part of Sis asfollows:
Im(S)
(13)

= 05421+ Y+8)2+ Q7 —2(1+Y+3).

For further smplification, we will use the results of
numerical calculations. For this purpose, we select the
values of the distribution coefficient k = 1.03, the liqui-
dus slope m = —0.05 (i.e,, the same as in [6], where k
corresponded to phase separation in the melt at the
interphase boundary), and the external temperature gra-
dient @, = 10* K/m. The numerical calculation was per-
formed (asin [5]) using the model of growth by screw
dislocations. The kinetic parameter 0 is considered as
the control parameter determined from a comparison of
the results of calculation to experiment. The solutionis
represented as a surface 8(Q, V) (see Fig. 2), where

are the growth increment, the frequency of time pulsa-
tions, and the frequency of spatia distortions, respec-
tively. In Fig. 2, the trgjectories 8 = const (with the log-
arithm of the absolute 8 value indicated on the curves)
are constructed on this surface. In order to select a par-
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ticular 8 value, we take the results of the experiments
used in the calculations performed in [6] (for a given
interface velocity, the rodlike structure period is 1 pum).
For the values selected, the interphase boundary has a

spatial mode with the frequency log(Y) = 8.5, which

correspondsto log(|6)) = 5. According to the selection
hypothesis, the interphase boundary will exhibit no
time pulsations because the corresponding trajectory
monotonically increases as Q —» 0. Therefore, the
point of maximum growth increment corresponds to
Q =0and expression (13) acquiresthefollowing form:

Im(S
= _0542J(1+Y+8)2-2(1+Y+5)=0.

By the same token, we may readily show that the
expressions for ImS; and ImS; aso turn zero. There-

fore, the set of Egs. (12) at the point of maximum
growth increment reduces to a single equation from
which we abtain

Re(Sr) —Re(Sr) —6Re(n) = 0.

Let us consider the expression for Re(S;):
Re(S;) = -1+05

y 2«/mﬁxcp XZ X, o0, 40, XY Lﬂ

(14)

DVSDDDvéo2

Upon substituting the numerical data, we obtain the
relationships

2
1<4L2(9<X—5<X—Z.
vi D D

Analogous relationships are obtained for Re(S; ). The
expression for Re(n) can be written as

Re(n) = \272(1+B)-

Figure 3 shows variation of the parameter 3 along the
trajectory 3(Q, Y). The calculations showed that 3 < 1.

Ignoring small termsin Re(S;), Re(S; ), and Re(n) and

substituting these values into Eqg. (14), we arrive at the
equation

le-xlﬂ—ze—De = 0.

(15)
Asis seen, neglecting parameter 3 excluded all param-
eters of the external temperature field. Using Eg. (15),
we obtain an expression for the period of spatial distor-
tions A,

A = 211 ¥, + X|
elef
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Fig. 3. The plot of B(Q).

which coincides with a solution to the eutectic problem
not taking into account the external temperature field.
For the model of growth by screw dislocations, this
expression yields a relationship A(Vg) coinciding with
the experimental curves [7]. With an allowance of the
external temperature field in the crystallization model,
we also explained another nontrivial experimental fact,
whereby the temperature field does not affect the eutec-
tic structure period for the values of parameters closeto
those used in the crystal growth experiments.
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Abstract—The process of sulfur dioxide (SO,) oxidation under the action of a microsecond-pulsed electron
beam was experimentally studied in model gas mixtureswith variousinitial concentrations of nitrogen dioxide
(NOy). It is shown that the presence of NO, significantly affects the process of SO, oxidation. © 2001 MAIK

“Nauka/Interperiodica” .

One of the methods used to purify the flue gases of
thermal power plantsfrom sulfur and nitrogen oxidesis
based on gasionization by pulsed el ectron beams. Pre-
viously [1], we reported on the results of investigations
of the process of sulfur dioxide (SO,) removal from a
model gas mixture under the action of pulsed electron
beams. It was demonstrated that use of abeam with the
optimum parameters provides for the SO, elimination
by means of a plasma-chemical chain oxidation mech-
anism at arelatively small energy consumption (~1 eV
per SO, molecule). However, the experiments
described in [1] were carried out with model flue gas
mixtures differing from real flue gases by the absence
of NO, components. Below we present the results of
experiments aimed at determining the laws of SO,
removal by microsecond-pulsed electron beams from
gas mixtures modeling real flue gases (i.e., containing
NO, aswell).

The experiments were performed using an electron
accelerator analogousto that describedin [2]. The elec-
tron beam produced by the accelerator had a 10 x
100 cm cross section, an energy of 200 keV, a pulse
width at half maximum of 5 ps, and a beam current
density of 12.5x 10-3A/cm?. Theirradiated gas volume
was 12 dmé. The model gas mixture contained
N, (~88.5%), O, (10%), SO, (0.5% or 5000 ppm), NO,
(upto 0.1% or 1000 ppm), and H,O (1%). The SO,
concentration was measured by gas chromatography
with an experimental error not exceeding 3%. The ana-
Iytical procedure employed did not alow us to deter-
mine simultaneously the content of both sulfur and
nitrogen oxides. For thisreason, we determined the ini-
tial mixture composition and then monitored the con-
centration of only one type of impurity (in this study,
sulfur dioxide).

During the experiment, we determined the amount
of sulfur dioxide removed by a series of pulses, the
degree of purification n, and the specific energy con-

sumption € per SO, molecule removed. Then and € val-
ues were calculated by the formulas

n = A[SO,]/[SO,],,
€ = WN/eA[SO,] (eV/molecule),

where A[SO,] isachange in the concentration of sulfur
dioxide during a series of electron pulses (in cm);
[SO,]y istheinitia sulfur dioxide concentration in the
model mixture (cm); W is the beam energy absorbed
in the gas per pulse (Jcmd); N is the number of pulses
in the series;, and e is the electron charge (in Cou-
lombs). The value of the electron beam energy W
absorbed in the gas was determined by a standard pro-
cedure using thin-film dose meters.

Figure 1 shows typical plots illustrating a decrease
in the sulfur dioxide concentration [ SO,] with increas-
ing number of irradiation pulses (beam shots) N for the

[SOZ] ) ppm

3000

1500

1 1
0 100 200 300

N, shots

Fig. 1. Variation of the sulfur dioxide concentration with
increasing number N of electron beam shots in amodel gas
mixture (1) free of NO, and (2, 3) initially containing 1000
and 500 ppm NO,, respectively.

1063-7850/01/2706-0484%$21.00 © 2001 MAIK “Nauka/Interperiodica’



EFFECT OF NITROGEN OXIDES ON THE SULFUR DIOXIDE REMOVAL FROM FLUE GASES

model gas mixtures with various initial NO, content.
As can be seen, the kinetics of decrease in the sulfur
dioxide concentration depends on the nitric oxide content
intheinitia mixture. Inthe absence of NO, (curve 1), the
efficiency of SO, removal ismaximal and the degree of
purification reaches n ~ 98%. The presence of NO,
(1000 or 500 ppm) decreases the efficiency of SO,
elimination (curves 2 and 3), so that the degree of puri-
fication drops down to 63 and 60%, respectively.

An energy characteristic of the process of sulfur
dioxide removal from the model gas mixtureis offered
by the specific energy consumption € per SO, mole-
cule. Figure 2 shows the plots of € (curve 1) and the
degree of purification n (curve 2) versustheinitial NO,
concentration in the mixture. The number of pulsesin
all caseswasthe same (N = 300). Asisseen, anincrease
in the initial NO, concentration leads to a decrease in
the degree of the mixture purification from sulfur diox-
ide and to anincreasein the energy consumption for the
removal of every SO, molecule.

An evident reason for this behavior is that the pres-
ence of NO, in the gas mixture leads to achange in the
plasma-chemical reaction pathways involved in the
SO, removal. However, the mechanism of this influ-
enceisnot quiteclear. Accordingto[1, 3], themainrole
in the process of SO, eimination belongs to negative

oxygen ions O, initiating the chain oxidation reac-
tions. Under the experimental conditions studied, these

ions are most intensively formed by the three-body
attachment process [4]

e+0,+0,0 O,+0,. Q)

The reaction chain also involves SO, ionsformed asa
result of the charge exchange

0, + S0, 0 O} + S0, @)

where O; denotes vibrationally excited oxygen mole-
cules. The presence of NO, in the gas mixture may ini-
tiate certain competitive processes|eading to adecrease

in the concentration of negative oxygen O, and/or

molecular SO, ions. A possible process of thistypeis
the attachment of thermalized electrons from the beam
to electronegative NO, molecules possessing an elec-
tron affinity of 2.42 eV

e+NO, 0 NO;. 3)

However, estimates obtained for the experimental con-
ditions studied showed that the formation of negative
ions viareaction (1) proceeds at arate 40 times higher
than the analogous process via reaction (3). Thus, the
loss of electrons viathe attachment in reaction (3) can-
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Fig. 2. Plots of (1) the specific energy consumption € per
SO, molecule and (2) the degree of purification n from SO,
versus the initial NO, concentration in the gas mixture
(N =300).

not significantly affect the initiation of the SO, chain
oxidation process.
Nitrogen dioxide noticeably influences the concen-

tration of SO, ions. In the ionized gas mixture, an

intensive process that competes with the exchange
reaction (2) is the recharge reaction

0, +NO, 0 O} +NO,, 4

the rate constant of which (k, ~ 12 x 100 cm3/s[5]) is
considerably higher than that of reaction (2) (k, ~ 4.5 x
10° cmd/s). However, the most significant factor
decreasing the efficiency of SO, removal in the pres-
ence of nitrogen oxides s the recharge of negative ions

S0, + NO, O SO, + NO;, (5)

which is aso a sufficiently intensive process with a
reaction rate constant of ks ~ 4.3 x 102° cm3/s[5]. The
results of simple calculations for the experimental con-
ditions studied show that adding 500-1000 ppm NO, to
an initial mixture containing [SO,], ~ 4500 ppm

decreases the concentration of SO, ionsapproximately

by two orders of magnitude. Accordingly, the probabil-
ity of the SO, chain oxidation process drops, the degree
of purification decreases, and the energy consumption
for the removal of SO, moleculesincreases (Fig. 2).

The reactions considered above, abeit without
describing all the possible pathways, allow the genera
regularitiesto be established. However, the quantitative
effect of NO, is till unclear. Asisseen from Fig. 2, the
specific energy consumption € increases when the
nitrogen concentration rises up to ~500 ppm and



486 DENISOV et al.

decreases when the nitrogen content grows further. The
same pattern followsfrom curves2 and 3in Fig. 1. Elu-
cidation of the mutual influence of sulfur and nitrogen
oxides removed from flue gases under the action of
pulsed electron beams requires additiona investi-
gation.
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Abstract—The hydrodynamic pul se pressure in awave formed by the el ectric explosion of metallic conductors
was experimentally studied. The pattern of interaction of two such waves propagating in opposite directionsin
amedium filling a bounded volume of cylindrical geometry isindicative of the nonlinear character of the pro-
cesses in the system. © 2001 MAIK “ Nauka/Interperiodica” .

Our aim wasto experimentally determinethe hydro-
dynamic pulse pressure of an acoustic shock wave and
to study theinteraction of two such waves generated by
the electric explosion of metallic conductors within a
bounded volume of cylindrical geometry. The experi-
ments were carried out in a specially designed setup
(Fig. 1). A metal cylinder 1 with sufficiently thick walls
modeled an explosion chamber with an absolutely hard
boundary. The exploding metal conductors 2 connected
to the rod electrodes 3 were coaxialy mounted in the
explosion chamber with the aid of adjustable insulator
insets 4. The explosion chamber was filled with a con-
densed medium 5 (in this case, technical-purity water).
At the edges, the chamber was hydroinsulated with
elastic rubber plugs 6 maintaining the central electrode
arrangement.

The hydrodynamic pulse pressure was monitored
with the aid of a piezoceramic waveguide transducer 7
[1]. The transducer was mounted on the chamber wall
using a screw joint [2]; the hole in the chamber wall
was matched to the stepped concentrator profile. The
length of a small-diameter part of the stepped
waveguide was equal to the wall thickness in the hole
profile. Thus, the concentrator edge occurred in the
plane of the hard wall; this positioning decreased man-
ifestations of the wave diffraction. The small cross-sec-
tional area of the transducer edge allowed the local
parameters of the high-power waves with complicated
configurations to be measured. The piezotransducer
was arranged outside the region of strong electromag-
netic waves and pulsed hydrodynamic perturbations;
this arrangement eliminated electric interferences and
prevented the transducer from mechanical damage.

It isusually assumed that an electric explosion gives
rise to a cylindrical acoustic shock wave in the space
surrounding the conductor [3]. However, the wave sur-
face formed under rea conditions possesses a more
complicated configuration [4]. To the first approxima-
tion, this configuration is described as an expanding

ellipsoid of revolution. Using preliminary experiments
with a single exploding conductor, we established the
distribution of the pressure amplitude in the field of a
shock wave incident onto a hard chamber wall. The
results of these experiments showed evidence of a
hydrodynamic perturbation existing in the region out-
side that determined by the linear dimensions of the
exploding conductor. Thisfact indicates that areflected
wave propagating in both radial and axia directionsis
formed in addition to the compression wave.

Itisevident that the axial component of the pressure
wave formed in a bounded volume is influenced by the
wave reflected from the hard wall. It must be taken into
account that the reflected wave propagates in the axial
direction within a perturbed region and, hence, a a
greater velocity. With time, the reflected radial compo-
nent will overtake the axial one[5] and their interaction
will result in the formation of an acoustic shock wave
propagating along the axis of the explosion chamber.

In the experiments with two serialy connected
exploding conductors, two identical compression
waves of high-pressure were generated in the chamber.
The axial components of these waves propagate in the
opposite directions. The physical parameters of the
pressure wave formed as a result of the interaction of
two waves propagating in opposite directions from two
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Fig. 1. A schematic diagram of the experimental setup (see
the text for explanations).
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Fig. 2. Time variation of the pressure p measured in the
cross sections corresponding to the middle of (1) an explod-
ing conductor and (2) the central electrode.

identical sources were studied in an experimental
scheme analogous to that used with a single exploding
conductor. The fronts of the two waves propagating in
this geometry transform into planes [5]. In a region
equidistant from the two sources, the plane waves
superimpose to excite a new acoustic shock wave of
compression.

In the course of these experiments, a piezotrans-
ducer was mounted on the explosion chamber wall in
the cross section corresponding either to the middle of
an exploding conductor or to the middle of the central
electrode. The experimental profile showing time vari-
ation of the hydrodynamic pressure in an acoustic
shock wave measured in the first case (Fig. 2, curve 1)
exhibits a steep front and exponential decay. This pro-
file agrees with that reported in [3, 6]. The time varia-
tion of the pressure of the interacting wavesis depicted
by curve 2. In both cases, the waves were generated by
the electric explosion of identical conductors under the
same initial conditions. The results of our experiments

TECHNICAL PHYSICS LETTERS  Vol. 27
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show a more than twofold increase in the resulting
wave amplitude as compared to the initial amplitudes.
This observation is consistent with the theory [7] and
indicative of the nonlinear character of hydrodynamic
processes induced by the electric explosion in the sys-
tem studied. A technical implementation of the results
of this study isdescribed in [§].
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Abstract—The results of an in vivo investigation of human skin clearing caused by the immersion-liquid-
induced matching of the refractive indices are reported for the first time. It was established that subcutaneous
injections of a glucose solution produce a significant long-term suppression of the light scattering in the skin
dermis, which is an important factor ensuring an increase in efficacy of the optical tomography, photodynamic
therapy, and photodestruction of deep objects. © 2001 MAIK “ Nauka/Interperiodica” .

The possibility of controlling the optical properties
of biological tissuesisan important factor for the devel-
opment of optical tomography, photodynamic therapy,
and photodestruction methods [1-13]. An effective
means of changing the optical properties of biological
tissuesisbased on using osmotically activeliquids such
asglucose, glyceroal, propyleneglycol. Below we report
for the first time on the results of an in vivo investiga-
tion of the human skin clearing effect, whereby along-
term suppression of the light scattering in the skin der-
mis is caused by subcutaneous injections of a glucose
solution.

The optical characteristics of the human skin are
mostly determined by the properties of the dermis,
which accounts for ~95% of the total skin thickness
and has a refractive index comparable to that of the
epidermis[8, 9]. In the optical transparency interval of
the skin (600-1400 nm), the absorption coefficients of
both dermis and epidermis amount to less than one-
tenth of the corresponding light scattering coefficients.

The results of the previous in vitro investigations
revealed anumber of featuresin theinteraction of osmot-
icaly activeliquidswith biological tissues[1-13]. Intro-
duced into a biological tissue (usually by diffusion
through the sample surface), an immersion liquid with
arefractiveindex greater than that of the interstitial and
intercellular substances would decrease the difference
in refractive indices between the scatterers (collagenic
and elastin fibrils, melanin granules, cell membranes,
etc. [9, 14]) and their environment. This matching is
manifested by optical clearing of thetissue. The match-
ing of refractive indices is also favored by the osmotic
migration of water (shrinkage), which increases the
concentration of organic substances in the interstitial
space and, hence, the refractive index of the intertitial
substance. Although the above interactions also affect
thetissue layer thickness and the scatterer size and con-
centration, the immersion-liquid-induced matching

effect dominates and leads to a significant optical clear-
ing of the tissues: the transmission coefficient increases
from several times (for the human skin) to several tens of
times (for the human sclera) [4-6, 9, 11-13]. For the
sclera, the clearing effect begins 8-10 min after immer-
sion, while the skin clearing development requires
about one hour.

It was expected that, on the whole, the dynamics of
skin clearing in vivo would follow the pattern estab-
lished in vitro. However, significant quantitative
changes were expected in the time response as deter-
mined by the method of immersion liquid introduction
(subcutaneous injection) and by the living organism’s
reaction to the treatment.

A 40% glucose solution was introduced into a vol-
unteer in a volume of 0.1 ml by single subcutaneous
injection into the inner side of the forearm. The light
reflection spectra in the 400-800 nm range were mea-
sured with an optical multichannel analyzer of the
LESA-6Med type (BioMed, Russia) linked to a fiber
transducer. The transducer, comprising a system of
optical fibers, can be represented by an effective system
of two fibers (source and detector) with an equivalent
distance of rg = 2.5 mm and an average probing depth
of 0.35r = 0.9 mm [9].

Figures 1 and 2 show the reflection spectra and the
time variation of the human skin reflectance measured
at various light wavelengths. As is seen, the reflection
spectra show a scattering background determined by
the diffuse reflection of the skin with well-pronounced
bands due to the blood optical absorption. Within one
hour after injection of the glucose solution, the skin
reflection coefficient K decreases on average by afactor
of 3.8 and then exhibits a low increase, which indi-
cates that glucose is eliminated from the observation
areaand the skin reflectance tendsto restoreitself to the
initial level. Based on the results of in vitro measure-
ments and the proposed skin clearing model, we may

1063-7850/01/2706-0489$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Optical reflection spectra of human skin measured
(2) beforeand (2, 3) 23 and 60 min after subcutaneousinjec-
tion of a40% glucose solution.
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Fig. 2. Time variation of the reflection coefficient K of the
human skin measured at various wavel engths after subcuta-
neous injections of a40% glucose solution.
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suggest that the main contribution to clearing in thefirst
stage (first hour) is due to the refractive index matching
between collagenic fibrils of the dermis (n = 1.46) and
the interfibril space (n= 1.36) [9, 14] to which glucose
(n = 1.39) diffuses. Using a method described in [15],
we may estimate the coefficient of glucose diffusionin
the human dermis from our experimental data: Dg =
(2.56 + 0.13) x 10° cm?/s. Thisvalueis 3.6 times lower
than the coefficient of glucose diffusion in water at 37°C
(Dg = 9.2 x 10 cn?/s) estimated by extrapolating the
datareported in [16]. Thedifference naturaly reflectsthe
character of the skin tissue permeability for glucose.

It should be noted that the skin clearing is retained
for several hours, theinitial reflectance level restoration
being slow and exhibiting oscillations with a period of
about 30 min. Using the above glucose diffusion coef-
ficient Dg = (2.56 + 0.13) x 10°° cm?/s, we may readily
estimate the time required for glucose to impregnate a
0.9-mm-thick dermis layer: T = 12/Dg = 53 min [4, 5].

TECHNICAL PHYSICS LETTERS  Vol. 27

TUCHIN et al.

Thisisthetime of glucose outdiffusion from the region
of injection to the epidermis (the time of clearing devel-
opment). In the stage of theinitial reflectance level res-
toration (clearing removal), the major role belongs to
the lateral diffusion in the skin and the downward dif-
fusion. For asignificant decrease in the skin clearing, it
is necessary that glucose diffuse out of the region
sensed by the transducer by a distance of least | = (0.5~
0.7)rg = 1.25-1.75 mm, which requires approximately
from 1.7 to 3.3 hin agreement with experiment (Fig. 2).

The oscillatory character of reflectance in the clear-
ing removal stage is related to the complex dynamic
character of the process of diffusion in a multicompo-
nent biological tissue. Explaining this behavior would
require additional investigation.
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Abstract—The phenomenon of luminescence under the action of ultrasound (sonoluminescence, SL) was stud-
ied in aliquid exposed to the field of a high-frequency (HF, 880 kHz) focusing radiator with simultaneous or
preliminary action of alow-frequency (LF, 19.9 kHz) ultrasound on the sample. It is shown that a nonadditive
increase in the SL intensity takes place for simultaneously operating radiators and is observed for along time
(up to several hours) after switching off the LF source. This is evidence of a long-term aftereffect of the LF
ultrasound on the magnitude of SL induced by the HF oscillations. The possible mechanisms of the observed
effect are discussed. © 2001 MAIK “ Nauka/Interperiodica” .

Asis known, the efficiency of energy concentration
ismarkedly greater in asingle cavitating bubble thanin
bubbles within a multibubble cavitation region [1-3].
This is manifested, in particular, by higher sonolumi-
nescence (SL) intensities, temperatures, and pressures
developed by collapsing bubblesin the former case. For
example, the number of photons in every emission
event under single-bubble SL conditions reaches
10°-10° [1], whereas the analogous value for a multi-
bubble SL regime does not exceed 10°[4, 5]. Estimates
of the temperature to which a vapor—gas mixture is
heated inside a bubble yield 20006000 K for the mul-
tibubble SL [2, 3, 5] and up to 30000-50000 K (and
even above) for the single-bubble SL [1, 6].

The main reason for this difference is probably the
loss of sphericity of the collapsing bubbles, which leads
to a decrease in the degree of compression of the
vapor—gas mixture and, accordingly, to lower tempera-
tures and pressures developed inside each bubble.
Deviations from the spherical bubble shape in a multi-
bubble cavitation region may be caused by the inter-
bubble interactions mediated by shock waves and
hydrodynamic forces. These interactions are especialy
pronounced for the bubbles forming stable structures
such as clusters or streamers [7, 8]. The other factors
capable of reducing the cavitation activity are theinho-
mogeneity of the bubble size distribution and effective
screening of the inner volume of the cavitation region
by peripheral bubbles[9, 10]. Asaresult, thelarge (less
effective) bubbles absorb and scatter a considerable
part of the total acoustic energy, thus decreasing the
energy spent for the formation of effective cavitational
voids and stored by these voids in the expansion stage.

Below is proposed a new method for increasing the
multibubble SL intensity, for which purpose an addi-
tiona low-frequency (LF) field is superimposed onto

the cavitation region generated by a high-frequency
(HF) pulse-modulated sound field.

Figure 1a shows a schematic diagram of the experi-
mental setup. An HF (880 kHz) focusing radiator with
a diameter of 40 mm is mounted at the bottom of a
cylindrical cell having a diameter of 100 mm and a
height of 180 mm. The cell is provided with special
windows on alevel of the focal spot of the HF radiator,
which are used to introduce a light guide connected to
aphotomultiplier (20 mm in diameter) and awaveguide
of an LF radiator. The radiating waveguide edge has a
diameter of 15 mm and islocated 30 mm aside from the
focal spot center of the HF radiator. A hydrophone is
mounted 30 mm above the HF radiator focal spot cen-
ter. The experimentswere performed in doubly distilled
water at a temperature of 23 + 1°C. An important pro-
cedure was the preliminary outgassing of the liquid
medium by 15-min ultrasonic treatment, which mark-
edly increased the reproducibility of the results. Upon
this treatment, the gas content in the liquid decreased
by 20-25% as compared to the saturation level [10, 11]
and then changed very dightly in the course of subse-
guent experiments.

During an experiment, we measured the SL inten-
sity for the cavitation excited by the HF and LF fields
separately or jointly and by the HF field upon switching
off the LF component. Figure 1b showsatypical hydro-
phone response H (upper diagram) and photomultiplier
response L (lower diagram). In the time interval AB,
only the HF radiator is operative and the average mul-
tiplier response is L = 17 mV. Note that, in a slow-
sweep record (such asin Fig. 1), alow-intensity SL sig-
nal can be masked by background noise pulses; how-
ever, these pulses are rather seldom and do not compli-
cate measurements at a high sweep rate. In the time
interval BC, both sources are switched off. In the CD
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Fig. 1. (a) A schematic diagram of the experimental setup:
(2) cell case; (2) HF (880 kHz) focusing radiator; (3) teflon
holder; (4) photomultiplier tube; (5) focal spot of the HF
radiator; (6) hydrophone; (7) sound-absorbing lid; (8) LF
(19.9 kHz) radiator with a waveguide-concentrator. (b) The
results of simultaneous registration of the hydrophone
response H (upper diagram) and photomultiplier response L
(lower diagram); HF field (1): pulse duration t =2 ms, pulse
repetition rate T = 300 ms; radiator voltage, 135V; LF field
(I): amplitude, 8 um. Bottom time schedule indicates in
black the periods of operation of the HF (I) and LF (I1) radi-
ators.

interval, only the LF radiator is operative and the aver-
age photomultiplier responseisL = 250-270 mV. Inthe
DE interval, both sources are switched off.

In the EF interval, the HF radiator is set to operate
and then the LF source is temporarily switched on
(point F) and off (point G) to leave the HF source oper-
ating alone again (GH). Therefore, thetimeinterval FG
features the SL signal due to the interaction of two
ultrasonic fields, and the GH interval reflects SL
induced by the HF source after switching off the LF
field. The average photomultiplier response in the FG
interval is L ~ 1500 mV. Thus, the SL induced by the
joint action of both radiators is several times greater
than a simple sum of the effects of two fields produced
separately (nonadditive action). An even more interest-
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ing phenomenon isajump in the SL intensity observed
immediately upon switching off the LF field (point G).
Here, the SL intensity increases to a much higher level
and then gradually decreases in the GH interval to
attain acertain limiting value. If the order of switching
the field components is reversed (LF followed by HF,
which is not depicted in Fig. 1), the second jump is
missing and the SL intensity almost instantaneously
drops to the initial level (generated by the LF field
alone) upon switching off the HF field.

Figure 2 shows the results of the SL intensity mea-
surements in an experiment conducted by a different
time schedule. In this case, the LF field was initially
switched on for a short period of time and then, with a
delay At, the HF field was switched on. The LF and HF
radiators operated in the same regimes as in the exper-
iment illustrated in Fig. 1b. Asis seen in Fig. 2, the
memory of a stimulating action of the LF field upon the
intensity of cavitation induced by the HF field is
retained for arather long time. When the HF radiator is
switched on (with adelay At) after the LF pretreatment,
the SL intensity increases, passes through a maximum
Lmax» @nd then slowly decreases (Figs. 2a—2d). Asthe At
interval is increased, the L, vaue decreases due to
relaxation of achangein the cavitation properties of the
liquid induced by the LFfield. The total relaxation time
(i.e., the cavitation memory scale) in some cases
reached several hours. Within thistimeinterval, thelig-
uid returns into the initial state and the SL intensity
induced by the HF field is virtually the same as that
observed for the HF field acting before the LF field
switching.

An evident mechanism of the SL intensity increase
during the operation of both radiators consists in
increasing the power dissipated in the liquid and in the
interference of thefields, which may giveriseto greater
pressure jumps as compared to those induced by each
field acting separately. This mechanism may lead to an
increase in the frequency of cavitation events per unit
time and, hence, to the corresponding growth in the SL
intensity. Besides, the interference of two fields with
the frequencies f, and f, in a bubbled liquid leads to the
appearance of combination frequenciesf; + f, and f; —f,
and the combination frequencies of harmonics nf; and
nf,. Because of this significant broadening of the spec-
tral composition of the resulting field, the cavitation
process may involve bubbleswith amuch greater range
of dimensions.

An aternative mechanism is as follows. The LF
field can be considered as quasi static with respect to the
HF field. In the halfwave of rarefaction produced by the
LFfield, the resulting pressure (quasi static with respect
to the HF field) decreases and the size of the cavitation
nuclei increases. This leads to an increase in the num-
ber of bubbles exhibiting cavitation under the action of
the HF field and, eventually, in the SL intensity. In the
LF halfwave of compression, an increase in the static
pressure favors the more rapid collapse of these bub-
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Fig. 2. Diagrams of the photomultiplier response L versustimet for the LF (11) and HF (1) radiators separately switched with delay
At=1.5 (a), 5 (b), 15 (), 25 s (d). Other parameters as indicated in the caption to Fig. 1.

bles. However, the data presented in Figs. 1 and 2 show
that these mechanisms are not dominating. Indeed,
their manifestations are possible only provided that
both fields are switched on. In the experiment, on the
contrary, the SL intensity exhibits additional growth at
the moment of switching off the LF field. Moreover,
these mechanisms cannot explain the experimentally
observed long-term aftereffect of the LF field (Fig. 2).

A possible mechanism of the SL intensity amplifica-
tion consists in the generation of unstable cavitation

TECHNICAL PHYSICS LETTERS Vol. 27 No. 6
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nuclei dueto collapse of the cavitating bubbles. Indeed,
according to [12], a cavitating bubble may decay with
the formation of a large number of fine fragments (up
to 40) with dimensions much smaller than the initial
nucleus size. Therefore, the fragments of bubbles col-
lapsing under the action of an LF field component can
serve as critical nuclei for cavitation inthe HF field. As
aresult the number of cavitating bubbles significantly
increases and the SL intensity accordingly grows. After
switching off the LF field, the nuclei dissolve and
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decrease in size, which leads to a decrease in the SL
intensity.

Thus, stimulation of the HF-field-induced cavitation
by a short- time preliminary LF field application or by
a simultaneously operating LF ultrasonic field allows
the SL intensity to be significantly increased. Addi-
tional experiments are planned in order to elucidate the
role of the af orementioned mechanismsin the phenom-
enon of SL enhancement, to establish the reasons for
the SL intensity jump at the instant of the LF field
switching off, and to explain the slow relaxation of the
cavitation properties of the liquid medium.
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Abstract—The dynamics of variation of the surface concentration of nitrogen in an ion-doped (100)-oriented
single crystal Mo foil was studied by Auger electron spectroscopy and secondary-ion mass spectrometry
techniques. The samples were implanted with nitrogen ions at an energy of 50 or 100 keV to a dose of 5 x
107 cm and then annealed at 800-900°C. The diffusion coefficient of nitrogen, estimated by the time of
appearance of the maximum nitrogen concentration on the sample surface, is 7-9 orders of magnitude lower
than the value for a solid solution of nitrogen in molybdenum. On the other hand, this estimate is 3-5 orders of
magnitude higher than the self-diffusion coefficient of molybdenum. It is suggested that a “ supersaturated”
solid solution of nitrogen is formed in ion-implanted molybdenum, in which the excess (over the solubility
limit) nitrogen is deposited at the radiation defects and migrates with these defectsin the course of the diffusion

annealing. © 2001 MAIK “ Nauka/Interperiodica” .

Previously [1-4], we developed a method for the
investigation of diffusion characteristicsin asubsurface
region of ion-implanted materials. The approach is
based on creating a dome-shaped impurity concentra-
tion profile in the sample and monitoring the kinetics of
the surface impurity concentration in the course of dif-
fusion annealing. The study of ion-doped silicon by this
method revealed several diffusion flows characterized
by different diffusion coefficients and allowed the radi-
ation defects of at |east one type to be identified [4].

The purpose of this study was to apply the devel-
oped method of investigation of the diffusion character-
istics to metals, in particular, to molybdenum.

We have studied a single crystal molybdenum fail
oriented in the (100) plane, which was annealed at
2000°C and possessed an initial dislocation concentra-
tion of 106 cm2. Thefoil wasimplanted with N* ions at
an energy of 50 or 100 keV to adose of 5 x 10 cm2.
The initia profile of implanted nitrogen was deter-
mined by secondary-ion mass spectrometry (SIMS) at
aconstant sample sputtering rate of 70 A/min. Theion-
doped samples were anneadled in the chamber of an
electron spectrometer. The surface concentration of
nitrogen was measured in situ in the course of anneal-
ing by the Auger electron spectroscopy (AES); the
Auger electron spectra were taken every 5 min.

Figure 1 presents the experimental curves showing
time variation of the surface concentration of nitrogen
measured in the course of annealing at four different
temperatures. The primary Auger el ectron spectrawere
processed by interpolation with polynomials using a
Machtcad 7 program [5] with an alowance for a 20%
instrumental error of the AES measurements.

All the kinetic curves show two peaks of the surface
nitrogen concentration (indicated by arrowsin Fig. 1).
Thisisprobably related to the presence of an additional
nitrogen concentration maximum in the initial depth—
concentration profile (Fig. 2) [6]. An additiona near-
surface peak was aso observed upon the implantation
of nitrogen into iron [7]. The formation of the near-sur-
face nitrogen concentration peaks was explained [6-8]
in terms of the radiation-stimulated diffusion under
conditions of a significant target heating during theion
bombardment.

The coefficient of nitrogen diffusion in the subsur-
face region of molybdenum was estimated using the
method described in [2]. Parameters of the initia

[N/[Mo
| i
0.7 M
4
0.5F 1\2
3
0'3 | | |
200 400 600 ¢, min

Fig. 1. Time variation of the relative surface concentration
of nitrogen in the course of diffusion annealing at various
temperatures T = 1073 (1), 1123 (2), 1148 (3), and 1173 K
(4) for molybdenum samples implanted with nitrogen ions
at an energy of E =50 (1, 2) and 100 keV (3, 4) to the same

dose of 5 x 10 cm 2,

1063-7850/01/2706-0495%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Implanted nitrogen diffusion in molybdenum targets annealed at various temperatures

ZAMALIN, BODNAR’

T,K 1073 1183 1148 1173 Ref.
D,, cV/s? 2.7 x 107 2.1x 10716 7.5% 1016 2.9x 10715
D,, cm/s? 1.1x 10716 8.7 x 1016 2.3x 1075 6.2 x 10715
Dy, C/s? 2.7 %1070 9.3x 109 1.1x 108 1.7 x 10°8 [12]
95x 108 1.7 x 107 6.2 x 107 [13]
Dyo, CIV/S? 1.6 x 1020 1.1x 10720 3.2x 10719 6.3 x 10719 [11]

implant distribution (the average projected range and
average range dispersion) for the main and additional
(near-surface) peaks were determined using the
implantation depth—concentration profiles (Fig. 2). The
main peak parameters virtually coincide with the val-
ues reported in [9]. Data on the diffusion coefficient of
nitrogen (D4, D) calculated for both peaks by the for-
mula derived in [2] are summarized in the table. For
comparison, the table presentsthe diffusion coefficients
(Dy) of nitrogen in molybdenum taken from [10] and
the molybdenum self-diffusion coefficients (Dyo)
determined by interpolating the data from [11] to low
temperatures.

A remarkable feature of the diffusion coefficients
estimated as described aboveistheir extremely low val-
ues, which are 6-9 orders of magnitude lower than the
volume diffusion coefficients for a solid solution of
nitrogen in molybdenum; on the other hand, the values
obtained are 3-5 orders of magnitude higher than the
self-diffusion coefficients of molybdenum.

The limiting solubility of nitrogen in molybdenum
isvery small (lessthan 0.1 at. % at temperatures below
2000 K) [10]. At the same time, the implanted dose

C % 10%2, at/cm?

1 1
200 600 800 x, A

Fig. 2. Theinitial implantation depth—concentration profiles
determined by SIMS for molybdenum samples implanted
with nitrogen ions under different conditions: (1) ion beam

energy E = 100 keV, beam current density J = 20 pA/cm?,
total ion dose Q = 5 x 10 cm™%; (2) E = 50 keV, J =
10 pA/cm?, same Q = 5 x 107 cm2 (datafrom [6]).

provides for a maximum nitrogen concentration above
30 at. % corresponding to the initial implant distribu-
tion peak, which is sufficient for the Mo,N nitride for-
mation. We have studied the phase composition of
unanneal ed and anneal ed implanted molybdenum sam-
ples by X-ray diffraction on a DRON-2 diffractometer.
The X-ray diffraction patterns exhibited no peaks cor-
responding to nitride phases. In addition, we measured
the Auger electron spectra of the unannealed and
annealed (1073 K, 1 h) samplesion-sputtered to adepth
of 800 A. The spectra revealed no chemical shift of the
nitrogen peaks, which indicated the absence of chemi-
cally bound nitrogen in the samples. The Mo,N nitride
formation in the sample volume, even in the presence of
overstoichiometric nitrogen, is apparently hindered by
aconsiderablelattice mismatch between Mo and Mo,N
(the lattice parameters being 3.146 and 4.16 A, respec-
tively). In addition, according to [10], molybdenum
nitrides are thermodynamically unstable and begin to
decompose at temperatures above 1023 K.

Thus, we may suggest that the main fraction of
implanted nitrogen occurs during annealing in the state
of a“supersaturated” solid solution. In the presence of
alarge concentration of radiation defects (forming pile-
ups of intergtitial atoms and small didocation loops[14])
in the molybdenum crystal matrix, implanted nitrogen
atoms probably tend to localize on these centers,
decreasing the mobility of defects. Therefore, the
experimentally measured nitrogen diffusion coefficient
essentially characterizes the mobility of radiation
defects blocked by the implanted impurity atoms. From
this standpoint, the diffusion coefficients obtained,
which are significantly lower than those for a solid
solution and considerably higher than the molybdenum
self-diffusion coefficients, seem to be quite reasonable.

REFERENCES

1. E. Yu. Zamalin, Poverkhnost, No. 6, 116 (1995).

2. O. B. Bodnar’, E. Yu. Zamalin, and A. K. Mambetov,
Poverkhnost, Nos. 7-8, 64 (1995).

3. E.Yu. Zamdlin, O. B. Bodnar’, and T. V. Popova, Pov-
erkhnost, Nos. 7-8, 68 (1995).

4. E.Yu. Zamdin, O. B. Bodnar’, and T. V. Popova, Pov-
erkhnost, No. 8, 62 (1999).

TECHNICAL PHYSICS LETTERS Vol. 27 No.6 2001



NITROGEN DIFFUSION IN A SUBSURFACE REGION OF ION-IMPLANTED MOLYBDENUM 497

. Mathcad: User’'s Guide Mathcad 6.0, Mathcad 10. S.S.Kiparisov andYu. V. Levinskii, Nitration of Refrac-

PLUS 6.0 (MathSoft Inc., Cambridge, 1991-1995; Filin, tory Metals (Metallurgiya, Moscow, 1972).
Moscow, 1996). 11. B. S. Bokshtein, Diffusion in Metals (Metallurgiya,
. B. V. Ushakov, N. V. Alov, S. A. Kozikov, et al., Fiz. Moscow, 1978).
Khim. Obrab. Mater., No. 5, 38 (1989). 12. R. Francfelder, J. Chem. Phys. 48, 3966 (1968).
7. 3. Zemek and J. Kral, Czech. J. Phys. 37, 954 (1987). > ('\QQGQ;Q'L""‘”Q and Jin-Yihs, Acta Metall. Sin. 7, 68
8. F. Bodart, G. Tericagne, and M. Piette, Mater. Sci. Eng.  14. M. W. Thompson, Defects and Radiation Damage in
90, 111 (1987). Metals (Cambridge Univ. Press, Cambridge, 1969; Mir,
Moscow, 1971).

. A. F. Burenkov, F. F. Komarov, M. A. Kumakhov, et al .,
Preprint No. 3592/11, Inst. At. Energ. (Kurchatov Insti-
tute of Atomic Energy, Moscow, 1982). Translated by P. Pozdeev

TECHNICAL PHYSICS LETTERS Vol. 27 No.6 2001



Technical Physics Letters, Vol. 27, No. 6, 2001, pp. 498-499. Trandlated from Pis' ma v Zhurnal Tekhnicheskor Fiziki, Vol. 27, No. 12, 2001, pp. 28-32.

Original Russian Text Copyright © 2001 by Kamashev, Panin, Petrov, Shishkovskii.

L aser-Controlled Synthesis
of Nickel-Aluminum Intermetallic Compounds

A.V.Kamashev, A. S. Panin, A. L. Petrov, and I. V. Shishkovskii

Lebedev Physical Institute (Samara Branch), Russian Academy of Sciences, Samara, Russia
Received January 26, 2001

Abstract—L aser-initiated self-propagating high-temperature synthesis (SHS) in a disperse Ni—-Al powder
composition was studied. The X-ray diffraction measurements reveal the presence of nickel—aluminum inter-
metallic phases, the relative content of which depends on the regime of laser action. The regimes making pos-
sible alaser-controlled SHS of Ni—Al intermetallic compounds are considered. © 2001 MAIK “ Nauka/ I nter-

periodica” .

Intermetallic compounds of the Ni—Al system are
promising materials for the synthesis of heat- and radi-
ation-resistant coatings. For example, high heat-resis-
tant properties are offered by nickel—aluminum com-
pounds of the NiAl and NisAl types, which can with-
stand even the action of high-temperature gas flows.

A traditional method of obtaining nickel—aluminum
intermetallic compounds consists in self-propagating
high-temperature synthesis (SHS). A highly promising
method is offered by the selective laser sintering (SLS)
process[1], which providesfor awaste-free fabrication
of three-dimensional articles of preset configurations.
This method is highly advantageous from a technol og-
ical standpoint, because the process can be completely
automated, requires no specialy prepared molds and
attachments, and can proceed directly from a design
loaded into computer memory. The SLS technology
involves several techniques well known in the conven-
tional powder metallurgy and laser technology pro-
cesses. At the same time, there are certain specific fea-
tures related to the selective laser action upon local
regions of theinitial powder layers[2].

It is well known that the combined SHS-SLS pro-
cesses are difficult to control [5]. The SHS reaction
onset may either outstrip or lag behind the sintering
process, which would result in premature or incompl ete
burning of the initial components. For this reason, the
main problem in the laser synthesis of Ni—Al interme-
tallic compounds is to optimize the regime of laser
action to provide for a dynamic equilibrium between
SHS and SL S processes.

Previous investigations of the laser-initiated SHS
process in the Ni—Al system [3-5], performed on sim-
plearticle configurations, led to thefirst successful syn-
thesis of a Ni—Al intermetallic compound and allowed
a semiqualitative theoretical model to be developed.
The purpose of this study wasto obtain the Ni—Al inter-
metallic compounds by SHS in the SLS regime. The
main point was to establish the laser action regimesin

which the SHS would be controlled by the laser irradi-
ation dose.

The metal powder reactivity was reduced by supply-
ing an inert gas (Ar) to the reaction zone. The powder
composition was selected taking into account the sto-
ichiometry of the target compounds. The powder con-
sisted of metal particles with dimensions below 63 um.
The experiments were performed with a laser setup of
the Kvant-60 type operating in a continuous mode with
variable output power P (7-24 W) and laser beam scan-
ning velocity v (12—60 mm/s).

The phase composition of the synthesized monolay-
erswere studied by X-ray diffraction on a DRON-3 dif-
fractometer using CuK,,; radiation. The analysis
showed that the sample contained mostly the Ni,Al;
and Ni;Al phasesin various proportions, depending on
the laser action regime. An analysis of the X-ray dif-
fraction patterns showed that the laser-controlled SHS
process led to the formation of only the NizAl interme-

J, %
100

50

0 1 1 1 1 1
12 14 16 18 20 22 24
P,W

Fig. 1. Plotsof therelativeintensity J of the diffraction lines
of intermetallic phases versus laser power W (for a laser
beam scanning velocity of v = 12 mm/s): (1) NizAl;
(2) NiAl5.
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Fig. 2. Plots of the intermetallic phase particle size d versus
(@) laser power P (for v =12 mm/s) and (b) laser beam scan-
ning velocity v (for P = 24 W) at the (1) center and
(2) periphery of the sample.

tallic phase, whereas a NiAl phase could not be
obtained under the laser action regimes possible in our
experiments. This is apparently related to the fact that
the SHS synthesis of NiAl in the system studied begins
later than the formation of NijAl [3, 4] and is accompa:
nied by the evolution of alarge amount of heat, which
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results in the SLS process “breakdown” leading to a
therma explosion development. This experimental
observation is consistent with theoretical estimates
obtained in[5].

The surface morphology of the laser-sintered arti-
cles was studied by optical metallography techniques.
As seen from the data of Fig. 2, the intermetallic parti-
clesize growsin aregular manner with increasing laser
power and decreasing laser beam scanning velocity.
This behavior is explained by the coagulation of the
nucleated particles under conditions of increased inten-
sity or duration of the laser action.

Thus, we have demonstrated the possibility of
obtaining intermetallic phases in a Ni-Al powder sys-
tem processed in the laser-controlled SHS regime,
which is confirmed by the X-ray diffraction data. The
intermetallic phase particle size exhibits regular growth
with increasing laser power and decreasing laser beam
scanning velocity. Optimum conditions for the synthe-
sisof the NizAl intermetallic compound using the com-
bined SHS-SLSprocessare P =24 W, v =59 cm/sand
P =22W, v =12 cm/s. The former regime provides for
ashorter process time and ensures the absence of inter-
mediate phases at a sufficiently large thickness of the
sintered materia; the latter regime ensures a homoge-
neous surface of the article and a small degree of parti-
cle coagulation in the sintered material.
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Abstract—The Vickers indentation zones in Al,O3—SiC-TiC ceramics were studied by scanning laser photo-
deflection and photoacoustic microscopy. The method of photoacoustic microscopy with piezoel ectric detector
(PAMPD) is sensitive to the internal stress distribution in the material. The effect of annealing on the PAMPD
signal of the Al,O;~SIC-TiC ceramics was studied. An increase in the annealing time is accompanied by
decrease in the PAMPD response from the vertices of radial cracks. © 2001 MAIK “ Nauka/lnterperiodica” .

In recent years, photoacoustic and photothermal
methods have been widely employed for the diagnos-
tics of defectsin the bulk and surface layers of various
materials. These methods proved to be effective in
detecting cracks, delaminated layers, and foreigninclu-
sions[1]. In addition, some researchers studied the pos-
sibility of using the photoacoustic method for detecting
internal stresses [2-5]. Most of these investigations
were performed with ceramics studied under the Vick-
ers indentation conditions. The results showed signifi-
cant features in the behavior of the photoacoustic
response from regions at the vertices of radial cracks,
which are known to feature a considerable concentra-
tion of internal stresses.

However, the previous investigations of stresses by
the photoacoustic method did not pay attention to the
character of the photoacoustic response variation in the
presence of additional external factors (temperature
variation, loading, etc.) acting upon the object studied.
The study of such effects may provide direct evidence
for the existence of arelationship between photoacous-
tic response and internal stresses and ensure a deeper
understanding of factors determining this relationship.
Within the framework of this approach, the main task of
this study was to reveal the character of changesin the
photoacoustic response from regions with internal
stresses in annealed ceramics, in particular, to deter-
mine the variation of this response depending on the
annealing time.

In order to solve this task experimentaly, we
employed acomplex approach proposed previously [6],
which consists in using a combination of photothermal
and photoacoustic techniques providing independent
information on the thermal and elastic properties of the
objects studied. The photothermal techniques were rep-
resented by scanning photodeflection microscopy. The

elastic properties of samples were studied by photoa-
coustic microscopy with a piezoelectric detector.

The experiments were performed on samples of
Al,O~SIC-TiC ceramics prepared by hot pressing
from a mixture of powdered Al,O; (46.1 vol %), pow-
dered TiC (23.0 vol %), and needle-like SIC crystals
(30.9 vol %). The hot pressing was carried out in an
inert gas atmosphere at a temperature of 1700-1800°C.
Thefinal ceramic samples had a density of 3.915 g/cm?,
which amounted to 99% of the theoretical limit calcu-
lated using the densities of components. The average
TiC grain size was about 5 um, and the average grain
size of the Al,O; matrix was 0.3-1.0 um. The needle-
like SIC crystals reinforcing the ceramic composition
had an average length of 25 um and adiameter of about
0.5 um.

The residual stress fields were generated in the
ceramics by the Vickers indentation method under a
load of 98 N. Images of the resulting indentation zone
were obtained by scanning the sample in two coordi-
nates at a step of 2.5 um. The temperature waves and
acoustic oscillations were excited by radiation of an Ar
laser (LGN-503 type) modulated by an acoustooptical
modulator (ML-201 type). During the photodeflection
and photoreflection measurements, the response read-
out was performed using a He—Ne laser (Meles Griot
05-LHP-151).

It should be noted that the system employed for the
photothermal and photoacoustic microscopy measure-
ments was used for the scanning optical microscopic
observations as well, which allowed optical images the
sample surface to be simultaneously studied in the
scanning optical microscopy regime. These images
were obtained by detecting the reflected radiation of the
argon laser.

1063-7850/01/2706-0500$21.00 © 2001 MAIK “Nauka/Interperiodica’



THE EFFECT OF ANNEALING ON THE PHOTOACOUSTIC AND PHOTOTHERMAL RESPONSE

Figure 1 shows an example of the optical image of
an AlL,O—SiC-TiC ceramic sample surface indented
according to Vickers. On the whole, this image has a
structure typical of the brittle materialsindented in this
mode. At the same time, thereis a characteristic feature
inherent in the images of Al,O;—SIC-TiC ceramics
obtained by the scanning laser microscopy: a pro-
nounced spot structureis superimposed onto the pattern
typical of the Vickers-indented brittle materials. This
property of laser images of the Al,O,—SIC-TiC ceram-
icsisrelated to the strongly different optical properties
of various grains in the ceramic structure. Indeed, TiC
grains strongly absorb the incident radiation, whereas
two other components (Al,O; and SIC) are almost
transparent in the visible range.

Figure 2 presents a typical image obtained by pho-
todeflection microscopy (PDM) of the Al,O~SIC-TiC
sample surface area near the indentation zone. As is
seen, the image (formed by measuring the normal com-
ponent of the photodeflection response signal) repro-
duces the structure of the subsurface lateral and radial
crackswell. At the same time the image exhibits a struc-
ture resembling that of the PDM images obtained in our
previous study of the silicon nitride ceramics [6, 7]. In
the range of the excitation modulation frequencies
employed, the lengths of the temperature waves in the
Al,O~SIC-TiC ceramics studied markedly exceeded
the grain dimensions. For this reason, the spot structure
characteristic of the optical imagesisvirtually absentin
the PDM images. It should be also noted that PDM
images exhibit no features in the vicinity of vertices of
theradial cracks, where strong internal stressesare con-
centrated. Thus, the results obtained by PDM for the
Al,O;~SIC-TiC ceramics generally coincide with the
data for silicon nitride ceramics in which the internal
stresses do not affect the behavior of the photodeflec-
tion signal [6, 7].

In the experiments with Al,O;—SIC-TiC ceramics,
this conclusion was additionally confirmed by the
results of investigation of the effect of annealing on the
photodeflection response. For this purpose, we have
measured the PDM images of indentation sites after
annealing the samples at 800°C for 8, 16, and 24 h.
These experiments did not reveal any significant influ-
ence of annealing on the PDM images of the sample
surface near the Vickers indentation.

Figure 3 shows an image of the sample surface near
the same indentation zone as in Figs. 1 and 2, which
was obtained by photoacoustic microscopy with a
piezoel ectric detector (PAMPD). The most characteris-
tic feature of thisimage is the presence of bright spots
at the vertices of radia cracks, which are indicative of
a strong increase in intensity of the photoacoustic sig-
nal. Previoudly, analogous features were reported for
the images of Vickers indentations obtained by the
method of electron-acoustic microscopy [2]. We aso
observed this phenomenon in the photoacoustic study
of silicon nitride ceramics [6—11] and established that
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Fig. 1. A scanning optical microscopy image of the surface
of Al,03-SiC-TiC ceramics indented according to Vickers

(imaged area size, 400 x 400 pm?).

Fig. 2. A scanning photodefl ection microscopy image (nor-
mal component amplitude) of the same surface region of
Al,O5-SiC- TiC ceramics as in Fig. 1 (the exciting laser
radiation modulated at a frequency of 1.4 kHz).

the bright regions at the radia crack vertices corre-
spond to the regions of residua stress accumulation.
The absence of analogous featuresin the PDM images
(Fig. 2) dlows us to conclude that (i) the internal
stresses in Al,O;—SiC-TiC ceramics do not affect the
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Fig. 3. A photoacoustic microscopy image of the same sur-
face region of Al,O3-SIC-TiC ceramics asin Figs. 1 and 2
(the exciting radiation modulated at afrequency of 142 kHz).

A, a.u.
1.44
1.34
1.2F
1.1F
1.0 ! ! I
0 8 16 24
I,h

Fig. 4. The plots of maximum photoacoustic signal inten-
sity A (normalized to the average photoacoustic response far
from indentation) versus sample annealing time t for two
radial cracksin the same Al,O3-SIC-TiC ceramic sample.

thermal properties of the material and (ii) the PAMPD
sensitivity to the internal stresses is determined mostly
by the effect of these stresses on the elastic properties
and thermal expansion coefficient. Note that an analo-
gous situation was observed in silicon nitride ceramics
[6-11].

To more profoundly elucidate the relationship
between photoacoustic response and internal stresses,
we studied variation of the PAMPD response with the
annealing time. Figure 4 shows the plots of maximum

TECHNICAL PHYSICS LETTERS  Vol. 27
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PAMPD signal intensity (normalized to the average
photoacoustic response) for two radial cracks in the
same sample. After each annealing at 800°C, the sam-
ple temperature was decreased at a sufficiently slow
rate (about 10°C/min) in order to minimize the effect of
thermal stresses on the crack growth. However, the
regions of material in the vicinity of crack vertices
occur in asignificantly nonequilibrium thermodynamic
state[12], so that even weak thermal stresses can affect
the crack growth. This circumstance probably accounts
for some increase in the photoacoustic response signal
observed after a 16-h annealing at one of the radial
crack vertices. Nevertheless, Fig. 4 clearly reveals a
genera tendency of the PAMPD signal to decrease with
increasing annealing time. The experimental data on
the photoacoustic response variation in the course of
annealing of the Al,O,—SiC-TiC ceramicsarewell con-
sistent with the commonly accepted opinion that
annealing favors a decrease in the level of internal
stresses [13].

Thus, the experimental results showed a high sensi-
tivity of the PAMPD response with respect to internal
stresses in Al,O;—SiC-TiC ceramics. Together with the
results of our previous experiments on silicon nitride
ceramics [6-11], these data confirm the conclusion that
the method of photoacoustic piezoelectric measure-
ments can be used for the investigation of internal
stressesin solids. The observed decrease in intensity of
the PAMPD signal from the radial crack vertices with
increasing annealing time can be considered as evi-
dence for adirect relationship between the photoacous-
tic piezoelectric signal and the level of internal stresses.
Theresults of the photodeflection signal measurements
in the Al,O;—SIC-TiC ceramics showed that (similarly
to the case of silicon nitride ceramics) the relationship
between photoacoustic response and internal stressesis
not related to the effect of internal stresses on the ther-
mal properties of samples.
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Abstract—It is demonstrated that saturation of the photoelectric amplification coefficient G with increasing
voltage V applied to a sample can be suppressed by introducing avariband layer near a current contact to which
the minority charge carriers are driven by the electric field. This effect is considered in the case of interband
photogeneration and recombination mechanisms operative, for example, in CdHgTe-based materials widely
used for detecting weak emission in the wavelength intervals of A = 8-12 and 3-5 um [1]. © 2001 MAIK

“Nauka/Interperiodica” .

As is known [1-6], the photoel ectric amplification
coefficient G(V) initially grows with increasing voltage
V applied to a sample and then usually saturates despite
insignificant field-induced charge carrier heating. The
saturation effect does not take place only in cases of
ambipolar carrier mobility (u = 0) or completely absent
recombination of minority carriers on the current con-
tacts (x = 0 and x = W, Fig. 1). However, in practice
K # 0 and amore or less pronounced recombination of
minority carriers on the current contacts always takes
place.

L et us consider the most unfavorable case, whereby
the rate of recombination on the contactsis so high that
the concentrations of nonequilibrium holes Ap(x) and
electrons An(x) at the current contacts are zero (the
regime of extracting contacts [3-5]):

An(0) = Ap(0) = An(W) = Ap(W) = 0. (1)

Under conditions (1), the saturation of G with
increasing V ismost pronounced [1, 2].

The photoinduced electric field strength Ej,(x) =
E — E, must satisfy the macroscopic Poisson equation
[1, 7-14],

dE,,

_ 4mg
2 = @p-an), @

where E and E; are the electric field strengths in an
exposed and unexposed sample (in the coordinate sys-
tem of Fig. 1a, E, = 0), O is permittivity, and q is the
electron charge.

For a wesk illumination intensity, we may employ

an approximation linear with respect to the specific car-
rier production rate g. Under the conditions considered,

following the standard quasineutrality approximation
[1, 7-14], we obtain

An(x) = Ap(x), (©)
(P) d
- o2 - i @
dAp

150 = AMa(NeEpn + EoAAp) +AD, "
dAp ®)
5)%) = qup{ peEph + (EO + Evar)Ap} qD d

where 1) and 1) =1, — 1) arethe electron and hole

hv
b Etd

(@) homo E, n) var
+ W(_ -

0 |14 W x

o (b)

Eo; 1 + . Fe

I v E, I I
E, I ' . |

0 |14 W x

Fig. 1. (8) Schematic diagram showing an n-type sample,
illumination direction, and applied voltage polarity; (b) an
energy band diagram for the sample with E( ) = =—Ey E¢

and E,, arethe conduction band bottom and the val enceband
top, respectively; Ey J0.1 eV isthe bandgap.
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components of the total photocurrent density I, T is
the nonequilibrium carrier lifetime; n, and p, are the
equilibrium electron and hole densities; W, W, and D;,,
D, are the mobilities and diffusion coefficients of elec-
trons and holes, respectively; E,,, = ((1/q)(0E//0X) is
the field strength in the varlband Iayer [15-18]; and E,

is the bandgap width. Asis seen from Eq. (2), relati on-
ship (3) isvalid provided that

U |dE,,

| < aael ©)

while relationships (5) are valid in materials with the
electron affinity independent of the molar composition
(in practice, this condition is satisfied, e.g., in CdHgTe
[19, 20]).

Asisknown, variband structures (featuring gradual
spatial variation of the molar composition) are charac-
terized by a much lower density of defects than the
analogous heterostructures. For this reason, we will
assume that the interface (x = W, Fig. 1) between
homogeneous layer { homo} and variband layer { var©}
contains neither recombination centers nor charged

states. Inthis case, Eqs. (2) and (4) indicatethat | ) (x),

E,'ff (x), and E,,(x) are continuous at the x = W inter-
face. Then Eq. (5) yields the relationships

2E,Ap(W=0) = (2B, + EQ)Ap(W+0), (7)

O

2D D?Ap c
W-0 (8)

Uax

x=W+0 aX X =
= P ESJAP(W +0),

which are valid for any bandgap profile Ey(x). We will
assume that Eg in the variband layer {var®} is alinear
function of the coordinate x, which implies that E,,, =
E) = const (Fig. 1). Asis seen from Egs. (7) and (8),
in this problem formulation (analogous to that studied
in [21]) the functions Ap(x) and dAp/ox exhibit discon-
tinuity at x = W (attempts at fitting Ap(x) asin [21] are
incorrect).

Below we assume that the sampl e studied belongsto
a homogeneously doped n-type and restrict the consid-
eration to a zero approximation with respect to a small
parameter € = pg/(bn,) < 1, where b = p/u,. In this
approximation, Egs. (5) yield

I'on +d(Dyp—D,)(0Ap/0X)

E =
Ph qMaNe ©
(b+ 1)E0+ EvarA
bn, P,
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where E, isindependent of the coordinate x. Using rela-
tionships (1), (4), (5), (7), and (9), we may readily
derive approximate expressions for the distribution
Ap(x) in asample with a uniformly illuminated homo-
geneous layer (Fig. 1). Assuming for simplicity that
Hn, p» Dn p, @nd T values are independent of x, we obtain

for the homogeneous layer (0< x < W)

eXp(X, — W) — exp(W, — X,
H eXp(W,) — eXp(—Wy) Dégr

Ap(x) = Ap(x) =

i} (10)
) e -0 a1,
where
X, 2= X012, Wy ,=WILy
Lio= Lp—-——r_
J1er?z1 (11)

p = MpEoT.

By the same token, in the variband layer {var®}
(W <xsW=W +WO):

2E,

Ap(x) = Bp7(x) = T ED
2E,+ E,,

(12)

PO W) —exp(We ' —X) o

exp(-w”) — exp(w5 )

where

(13)

L .
&, dY) = py(Ep+ EQ)T.
dp

r =2

Using relationships (8)—(13), we may readily derive
expressions the G(V) in a system with arbitrary values
of the load resistance R,. To demonstrate the possibility

of suppressing the saturation of G(V) = Iph/(qg\TV), let
us study in more detail the case when

EQ = _E,. (14)
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Ey
G/G
50k
(b)
40
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20 H
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/\ 5
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0 0.002 0.004 0.006 0.008

W
Fig. 2. Behavior of the photoelectric amplification coeffi-
cient G for n-CdHgTewith E( ) =—-Egand avariband layer
at the minus contact: (a) plots of G versus Eg for samples

with various homogeneous layer widths W = 5 x 107 (1),
2x 1073 (2), 8 x 10~ cm (3); dashed line represents the G
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Restricting the consideration to a short-circuited
chain (R =0), we obtain

W

AV = [Epdx = 0. (15)

Under the conditions selected,
W 1+37
W_l_ W( )1 + Z(Z)

2dnL th(WO/2L ) + L2 — L
W(W + W)

G=0G
(16)

EW()
D|_ r

+(;

where

_ (Mnt Hp) Bt
W (17)

x L 4\L/:\’; 1+ (dp/2L,) i/ 2)h(W, 2]
0

Sh{ (W, +W,)/2}

G =

is awell-known expression for a homogeneous sample
(without a near-contact variband layer) [1-6, 22]
obtained from (16) for W) = 0, and

o . 0, 82t 200w
! 0 ' 1-exp(-w,)

(18)
value for ausual homogeneous layer with the thickness W ; 2exp(W,) — 04 Eth(VV(_)/Lp)
(b) plots of G/G versus homogeneous layer thickness W —Uz =\ 1 U - )
for various Eq = 50 (1), 100 (2), 200 V/cm (3). Bandgap xp(Wp)-1 g 4fa
width, Eg 0.1 eV; Temperature T = 77 K; electron and hole
moblllt_leﬁuf,—l.gx}(_) (?m i\ s)-and.pp.—600cr_n IV 9), @ _ 0,+a LEXp(—W, — Wz)th(VV( )/Lp)
respectively; nonequilibrium carrier lifetime 1 = 10 s 1T o T ) (29
[1-5, 19, 20]; variband layer thickness W) = 3 x 1073 cm. exp(—W; —W,) r
_ 0, — 20 eXp(=W,) + 0, eXp (=W, —W,) (20)
2F + a,th(W/L,) + { oy th(WOIL ) — 27} exp(— Wy — W)
dn = PEeT, o = J1+F%, a;, = axl. (21) G == W+{2L,/(b+1)} th(W(_)/Lp)c—;
0 — I (_) (<9
For large E, = V/W values, which provide for W+ W (23)
DN( -) (= )
_ L +—th DthEW
d, > 2Lp; W; V:\’;Lp, (22) (W) D2L DL o
expression (17) acquires the following form: where G, = (b + 1)/2, and t," is the electron transit
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time from the (-) to (+) contact in the field E:

W) = W+ w?
" p'nEO '

Relationships (23) and (24) indicate that G(V) exhibits
no saturation when W) # 0 (G > G, Fig. 2). A phys-
ical mechanism of the G(V) saturation suppression is
based on a diffusion character of the Ap(x) distribution
in the variband layer { var®} under condition (14) (as
well as under the condition u = 0[1, 9, 22-24]). Asa
result, the photoexcited carriers are not (in contrast to
the homogeneous case) held against the minus contact
(where a strong recombination takes place) even at
large values of Ey = V/W.,

It should be recalled that initially we assumed the
condition of quasineutrality (6) to be valid. This condi-
tion is really valid amost everywhere except for the
narrow regions in the vicinity of the points where
Ap(x) = 0. Under condition (14), these points occur
only on the current contacts. In the general case, such
points may exist in the bulk of sample as well. The
same situation takes place in the macroscopic analysis
of aproblem of charge carrier photogeneration in both
homogeneous [11-14] and variband [25, 26] semicon-
ductors featuring strong surface recombination. How-
ever, the analysis [25, 26] shows that the size of the
regions where condition (6) isformally broken is equal
by the order of magnitude to the carrier mean free path
with respect to momentum. In the macroscopic theory,
this value is a physical zero and, hence, the quasineu-
trality approximation isvalid.

It should be noted that, using the method devel oped
[22, 24, 27, 28] for the recombination on impurity cen-
ters, it is possible to construct a mathematically more
correct (and free of the recourse to the quasineutrality
condition (6)) solution to the problem under consider-
ation for arbitrary values of the variband fields near
both current contacts (including the case of a sample
containing no homogeneous layer [21]), naturaly,

under the condition of continuity of both electron (1)

ph
and hole (I(p'?]) photocurrents and (in contrast to the

case considered in [21]) of the photoinduced electric
field Ep(x).
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Abstract—A typical mechanism of the chaotic mixing of a passiveimpurity was theoretically and numerically
elucidated using an elementary model of interaction between a point vortex and a periodic plane flow. The cha-
otic transfer and mixing, appearing as a result of the transversal intersection of stable and unstable manifolds
of a hyperbolic stationary point, may lead to far-reaching consequences in geophysical flows. © 2001 MAIK

“ Nauka/Interperiodica” .

The chaotic (meaning exponentially sensitive with
respect to the initial conditions) motion of passive
impurity particles may take place in flows which are
laminar in the Eulerian representation. This phenome-
non, referred to asthe Lagrangian turbulence or chaotic
advection, was observed in both laboratory and numer-
ical experiments using flows of various types (see
review [1] and references therein).

The aim of this study was to elucidate a mechanism
of the appearance of a chaotic motion of passive impu-
rity particles using a model system comprising a point
vortex interacting with a periodic two-dimensional
(2D) flow of incompressible liquid. Such models are
very convenient for atheoretical analysis of the chaotic
advection development and can provide a knowledge
base for understanding the passive impurity transfer
and mixing processes under both laboratory conditions
and in natural media. In particular, the horizontal cha-
otic mixing in models of thistype adequately describes
the effective heat and salinity homogenization in
mesoscale oceanic structures and in shallow seas or
estuaries[2].

The velocity field of a 2D incompressible flow is
determined by a stream function. For a point vortex on
the background of a flow containing stationary and
periodic (with afrequency w) components, this stream
function can be presented in the following dimension-
lessform:

W= W+ EW, = IndC+y +ex+Exsint, (1)

where T = wt, X, and y are the normalized time and Car-
tesian coordinates and € and & are the normalized
velocities of particles in the stationary and nonstation-
ary flow components, respectively. Using the stream

function, the equations of motion of a passive impurity
can be written in the Hamiltonian form

% = v _ y
ay X2+y2’ @
y=C - X i cirem
X xP+y

In the absence of perturbations (¢ = 0), the phase por-
trait of the dynamic system (2) comprises a set of
closed and open (infinite) trajectories, separated by a
separatrix loop passing through a stationary (fixed) sad-
dle point with the coordinates (—l/e; 0). In the polar
coordinates x = pcos¢ and y = psingd, this prablem is
readily integrated in quadratures as

_ [1_E=InpfT™
EdT - |:1_D Gp D:| dp: (3)

where E is the conserved energy value. The motions of
particles possible in the vortex—stationary flow system
arevery smple: the particles are either entrained by the
vortex and move in periodic orbits inside a separatrix
loop or move along infinite trgjectoriesin the free flow
region outside the loop. Note that the stable branch of
the separatrix, by which the imaging point approaches
the saddle, and the unstable branch, by which the point
moves away from the saddle, coincide in the integrable
autonomous vortex—stationary flow system.

Upon switch-on of the external periodic perturba-
tion, even possessing a very small amplitude &, the
unperturbed separatrix exhibits splitting [3]. For sys
tem (2) possessing one and a half degrees of freedom,
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the condition of splitting is determined by analysis of
the Poincaré integral

00

I(a) = I{‘Po, Wi [X(T—0a), ys(T—a)ldr, (4

—00

where {W,, W,} isthe Poisson bracket for a stationary
stream function W, and a periodic perturbation W,
obeying expression (1); [X(T —a), y{T — a)] isa solu-
tion on the separatrix with a real parameter a. If the
function I(a) possesses simple zeros, then the stable
and unstable manifolds of the stationary (fixed) saddle
point exhibit transversal intersection (for the proof,
see[4]). Upon directly taking the integral (4), we
obtain a periodic function

00 0

[(a) = sincxfxscosrdr—cosaIXSsinrdr, (5)

which apparently possesses simple zerosfor X, (1) # 0.

The transversal intersection of manifolds leads to the
formation of a homoclinic structure in the vicinity of
the saddle point of the unperturbed system. This com-
plicated structureisillustrated by Fig. 1 showing afrag-
ment of the Poincaré section at the time instants 2rm
(n=0, 1, 2,...) for afamily of trgjectories originating
at T = 0 from a small vicinity of the saddle point with
& = 0.01. This is a typical homoclinic structure for
Hamiltonian systems (see, e.g., [5]), which contains an
infinite set of both periodic and random trajectories.
This structure is a nucleus for the formation of a sto-
chastic layer for an arbitrarily small perturbation in the
deterministic flow. As the perturbation & increases, the
layer grows and gradually fills al the energetically
accessible phase space.

The transversal intersection of the stable H®) and
unstable HO manifolds is the mechanism leading to
stretching and folding of the liquid phase element and,
hence, to the effective mixing. A characteristic mixing
time, called the correlation splitting time and represent-
ing a datistical characteristic of the process, is
inversely proportional to the maximum Lyapunov
index A—a purely dynamic characteristic. We calcu-
lated the A values and topographic A-maps (these
results are not reported here) using an algorithm pro-
posed in [6], which provide quantitative characteristics
of the dynamic chaos depending on the initial condi-
tions and the perturbation &.

In order toillustrate the particle advection dynamics
with a horseshoe-type mapping [5], we have calcul ated
the evolution of an ensemble of particlesin the regions
of laminar and turbulent (in the Lagrangian sense) flow.
Figure 2 shows the evolution of a small spot, compris-
ing ~10* tracersin the region of the saddle point, calcu-
lated at thetimeinstantsT = 0, 211, 4711, and 61T The spots
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Fig. 1. Transversal intersection of stable and instable saddle
manifolds as a nucleus of the homaoclinic chaos (e = 0.5;
& =0.01).
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Fig. 2. Time evolution of a passive impurity liquid phase
drop in the chaotic flow region (€ = 0.5; £ = 0.1).

exhibit an evident stretching deformation followed by
folding, whichistypical of the horseshoe mapping. The
spot perimeter grows exponentialy with time, while
the spot area (invariant of the Hamiltonian system)
remains unchanged. Thisleads to a significant increase
in the rate of the usua turbulent impurity diffusion (if
this takes place), because the chaotic advection devel-
opment markedly increases the boundary between the
impurity and liquid.

The motion of passive impurity particles in a non-
stationary flow significantly depends on their initial
positions. For moderate values of the perturbation &,
there isapreserved core surrounding the vortex, which
consists of closed instantaneous stream lines corre-
sponding to invariant curesin the Poincaré section. Par-
ticles occurring in this region perform strictly periodic
motions. For particles occurring in the core, there are
effective “barriers’ hindering their penetration into the
free flow region. Near the separatrix loop, the invariant
curves break to form the invariant Cantorian manifolds
(cantors). The motion along these curves is analogous
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to the motion along invariant curves, except for the slits
through which the tracers may diffuse from the core
vicinity to the free flow region. This nontrivial transfer
of the tracers may lead to far-reaching consequencesin
geophysical flows, as manifested by the anomalous
transport of contaminants, heat, and other passive
impurities in vortex structures of the ocean and atmo-
sphere.
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Abstract—A nonlinear resonance was experimentally observed in a ruby acoustic quantum generator operat-
ing in the region of 10'° Hz with electromagnetic pumping modulated at a superlow frequency. The resonance
is manifested by slow regular self-detuningsin the microwave spectraof stimulated phonon emission. The self-
detuning period Tq strongly depends on A, = wy, — wy , Where wy,, is the modulation frequency and wy_ is the
resonance frequency varying from 9.8 to ~5 Hz when the magnetic field detuning grows from 0 to 60 Oe. The
direction of motion of amode cluster aong the frequency axisis uniquely determined by thesign of A, . Asthe
|4 | value decreasesto 0.05 Hz, the self-detuning period increasesto very large values To > 100 s. These large-
scale coll ective motions take place against the background of small-scale low-frequency chaotic oscillationsin
intensity of the generated phonon modes, while the mode widths remain almost as narrow (< 1 kHz) as those
in the autonomous regime. © 2001 MAIK “ Nauka/|nterperiodica” .

The process of regular and chaotic stimulated emis-
sion of microwave phononsin a multimode nonautono-
mous acoustic gquantum generator was experimentally
observed and studied [1-3] for wy, = wg = 20-300 Hz,
where wy, is the pumping modulation frequency and wy
is the relaxation frequency (depending on the pumping
level) of a nonequilibrium autonomous acoustic sys-
tem. The existence of a single dominating component
exp(iwgt) for the transient processesin the autonomous
acoustic quantum generator reflects the collective char-
acter of a multimode stimulated emission [4, 5] in the
guantum generators of class B [6], an acoustic analog
of whichisrepresented by asystem studiedin [1-3]. As
aresult, the nonlinear dynamics of theintegral intensity
of the multimode stimulated phonon emission Js(t) ina
nonautonomous acoustic quantum generator operating
at W, = Wy is satisfactorily described by a single-mode
model [6].

Outside the region of the nonlinear low-frequency
resonance indicated above, the pronounced dependence
of the mode variables on the order parameter Js isvio-
lated. Even in a two-mode regime of the class B quan-
tum generator, evolution of the partial components
Jy, o(t) qualitatively differs from Jg(t) [5]. In particular,
the system may exhibit manifestations of a new nonlin-
ear resonance at afreguency wy, << wg, which isrelated
to the intermode energy exchange.

In this study, a nonlinear superlow-frequency reso-
nance in an acoustic quantum generator was experi-
mentally observed for thefirst timeat w,,= w, < 10Hz.
This resonance leads to a manifold narrowing of the

microwave spectrum of stimulated phonon emission
and to the appearance of slow regular self-detunings at
still lower frequencies depending on the parameter A, =
Wm — .

The experiments were performed at w,, = 2-20 Hz
with an acoustic quantum generator [1-3] with electro-
magnetic pumping at afrequency of Qp = 2.3 x 101°Hz
and the mode frequencies Q of the generated phonons
occurring near a maximum of the noninverted acoustic
paramagnetic resonance line Qg = 9.12 x 10° Hz. Since
the sound velocity in the system studied was =10° cm/s,
the wavelengths of the generated microwave acoustic
field were close to optical (A = 1 um). The intermode
spacing was Qy — Qn_; = 3.1 x 10° Hz and the total

number of modes reached Ny« = 23 at a nonmodu-

lated pumping power of P = 1.2 x 102 W and a cavity
quality factor of Qp = 10%.

The main element of the acoustic quantum genera-
tor studied is a solid-state microwave acoustic Fabry—
Pérot resonator made of a paramagnetic ruby crystal

(Alyy_9Os : Cray, x = 3 x 10 and possessing an
intrinsic mode Q-factor of Qy = 10°. One of the resona-
tor acoustic mirrors was coated with a textured piezo-
electric ZnO film capable of detecting longitudinal
acoustic oscillations. These oscillations were excited in
the ruby crystal lattice by the paramagnetic Cr3* ions
during the spin transitions S; — S, with simultaneous
pumping of the transitions S, — S;and S, — §,

1063-7850/01/2706-0511$21.00 © 2001 MAIK “Nauka/Interperiodica’
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J w,,=94.0 Hz e®,,=9.79 Hz sity oscillations for al of the generated phonon modes
o 3 o coincides with the external modulation period T,,, a
o spectrum measured in this stroboscopic regime must

» 4l contain a singe point representing each mode.
) b - X A different situation takes place when the intensity
i o e }H oscillations of the generated phonon modes are not in
.80 o ® . ‘ phase with the modulation factor. For example, if the
g L oo oscillation period is doubled simultaneously for all the
o o‘c- s . s modes, the number of points on the image would dou-
o .'.‘. ® e¢ L ble as well. An especidly illustrative pattern is
Ir %0y .o° s, i o observed for the stimulated emission periodicity break-
o SR oo age, whereby the distribution of points on the image
s "'3 g:: :.‘.." i . becomes chaotic, the intermode correlation is lost, etc.
W% 8°° ?’. o ] _ Itisimportant to note that both qualitative and quan-
0 e o'ot"lt:‘:: ] i titative information can be obtained concerning the
0 1'0 '“"‘2'0 v 0 1'0 2'0 N degree of spectral ordering, the character of regular and

Fig. 1. Stroboscopic spectra of a stimulated microwave
phonon emission of an acoustic quantum generator with the
electromagnetic pumping modulated in the region of low-
frequency (left diagram) and superlow-frequency (right dia-
gram) nonlinear resonances. N isthe mode number; Jisthe
instantaneous intensity of the stimulated emission normal-
ized to the intensity of the central (maximum power) mode
of the autonomous generation.

(S arethe ground spin multiplet levels numerated in the
order of increasing energy). All the experiments were
performed by measuring the microwave spectra of the
longitudinal acoustic oscillations at a temperature of
0 = 1.8 K in amagnetic field within the interval |AH| <
100 Oe, where AH = H — Hy and Hy = 3920 Oe. The
magnetic field vector H was always oriented at an angle
of 54°44" with respect to the optical axis of the ruby
crystal, which was necessary to ensure the condition
$-5=5-S.

A specia feature distinguishing this experiment
from those described in [1-3] was the use of a pulse
lock-in method for detecting the microwave acoustic
spectra. The essence of the method is as follows. A
stimulated phonon emission generated in the crystal is
converted by the piezoelectric film into an electromag-
netic signal transmitted to a microwave spectrum ana-
lyzer. In the normal state, a beam of the input oscillo-
scope in the spectrum analyzer is shut off. The oscillo-
scopeis periodically open by strobe pulses only within
very short time intervals Aty, < T,,, (T, = 21w, with
the strobing period T, being equal exactly to the period
of external pumping modulation T,,. At each lock-in
time instant, the beam displayed a set of points on the
oscilloscope screen indicating an instantaneous fre-
guency distribution of the phonon mode intensity.

The shutter of a camera making photographs of the
oscilloscope screen is open within acertain registration
timeinterval t,;, whichisset ast,, = nT,, (n > 1 being
an integer). Therefore, each camera shot represents a
series of superimposed point sets. If the period of inten-
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irregular detunings in the mode structure, etc. The pro-
posed method is essentially a generalization of the
well-known Poincaré method of sections (see, e.g., [6])
to the case of amultimode system. A highly illustrative
character—one of the main advantages of the Poincaré
method—is fully inherited in the proposed approach.

Figure 1 shows typical stroboscopic spectra of the
stimulated phonon emission measured at w,,, = 94.0 Hz
(i.e., in the region of alow-frequency resonance wy, =
wg) and at w,, = w, = 9.79 Hz (at the maximum of the
superlow-frequency resonance observed for the first
time). The measurements were performed for n = 10.
Asis clearly seen, a low-frequency destabilization of
the generation process is manifested primarily by a
strong chaotic amplitude modulation of the phonon
modes (left diagram in Fig. 1). Thisis accompanied by

a certain broadening of the spectrum (N&™) = 25) as

compared to that observed in the autonomous regime.
The variation of w,, from 70 to 200 Hz does not lead to
gualitative changes of the general pattern (in agreement
with the data reported previously for Js(t) [1-3]).

On the contrary, a superlow-frequency destabiliza-
tion of the generation process is manifested by a pro-
nounced (manifold) narrowing of the spectrum

(N{™) =7) on the background of asignificantly lower
mode amplitude modulation (right diagram in Fig. 1).
However, a much more pronounced feature is the
appearance of self-detunings in the microwave phonon
spectrum for w,, deviating from the maximum of the
superlow-frequency resonance at w, = 9.79 Hz. The
self-detuning process is manifested by the motion of
theregion of localization of thisrelatively narrow mode
cluster along the frequency axis at a retained localiza-
tion (width) of each mode. In other words, new modes
are sequentialy “fired” on one side of the cluster and
approximately the same number of modes are “extin-
guished” on the other side, up to acomplete generation
breakdown in a certain fina portion of the frequency
axis. Thisisusually followed by a short-time refractor-
ity state, after which the generation isfired again in the
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opposite (starting) portion of the frequency axisand the
entire process of collective motions is multiply
repeated at aperiod of Ty > T,y

Figure 2 shows a series of stimulated phonon emis-
sion spectra measured for A, = -0.23 Hz and Ay = 0.
A timeinterval of Tg = 2.5 s between sequential expo-
suresE, inFig. 2 (in contrast to Fig. 1) is selected to be
much greater than T,,,. For the A, value indicated above,
the self-detuning period is Tgy = 14 s. The results of
experiments showed that the Ty value strongly
depends on both the absolute value and sign of A, and
varies from afew tenths of a second for |A | =1 Hz up
to very large values T, > 100 sfor |A | < 0.05 Hz. The
direction of motion of the mode cluster is determined
by the sign of A, : for the virtual cluster maximum posi-
tion denoted by Qg, the direction is such that

sgn(dQg/dt) = —sgnA, .

The analogous character of self-detunings in the
microwave phonon spectrum in the region of the super-
low-frequency resonance is retained on the whole in a
rather broad range of A,. Moreover, in the entire region
of |Ay| < 10 Oe, even the wy, value remains virtually the
same (close to 9.8 Hz). Only for astill greater detuning
of the spin system with respect to the magnetic field
(under these conditions, even an autonomous acoustic
guantum generator may exhibit some insufficiently
studied generation features [7]), the resonance fre-
guency wy, begins to drop significantly (approximately
by half for |A,| =60 Oe). Here (because of a decrease
inthe level of pumping, which passes viaawing of the
paramagnetic resonance line), the stimulated phonon
emission intensity drops by more than one order of
magnitude. A change in the sign of A, does not influ-
encethe self-detuning process (in contrast to the case of
changing the sign of A, considered above).

On the whole, the dynamics of the collective
motions described above is somewhat analogous to that
of autowaves|[8]. Indeed, the observed moving spectral
structures (like the usua autowaves) are independent
(within certain limits) of perturbations in the control
parameters and probably result from a self-organization
in the open dissipative system of an acoustic quantum
generator. The energy of external excitation (in our
case, a pumping field) is spent for maintaining this
state, while selective external factors only switch on
certain internal processes changing the system behav-
ior. Although the motions observed in our experiments
occur in the spectral “space,” these phenomena natu-
rally reflect the corresponding processes in the real
physical space of a distributed active system of the
acoustic quantum generator studied.

It should be emphasized that the above-described
self-detunings in the phonon spectra of a nonautono-
mous acoustic quantum generator, as well as the
recently observed nonlinear phenomenain electromag-
netic masers [9] and autonomous acoustic quantum
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Fig. 2. A seriesof stimulated phonon emission spectramea-
sured for small detunings (A, =—0.23 Hz) of the modulation

frequency relative to the superlow-frequency resonance
maximum. Ey is the number of sequential exposure for the

spectrataken at an interval of Tg = 2.5 s (other notations as
inFig. 1).

generators [7, 10], possess an essentially nonthermal
character. Although the lower characteristic frequen-
cies of the motions observed in this study fall within a
millihertz frequency range, all these motions arerelated
to the microwave field self-action through aspin system
of aparamagnet in the absence of the so-called phonon
bottleneck effect [11] (and of the resulting phonon ava:
lanche [12]). Therefore, no overheating of the stochas-
tic phonon subsystem takes place in the spectral range
of =10% Hz corresponding to a width of the acoustic
paramagnetic resonance on the S, ~— S; transition in
aruby crystal. The observed frequencies of the chaotic
amplitude modulation occur below 10° Hz, while the
microwave modes of the stimulated phonon emission
remain very broad (AQy < 107 Q,) for both w, = wy
and w,, = w,_. In this respect, behavior of the studied
system qualitatively differs from that of the optica
guantum generators of class A featuring a large-scale
breakage of coherency (by the hydrodynamics turbu-
lence type [13, 14] of the stimulated emission.

Acknowledgments. The author is grateful to
E.D. Makovetskii and S.D. Makovetskii for their valu-
able help with computer processing of the experimental
data.

REFERENCES

1. E. M. Ganapol’skif and D. N. Makovetskii, Zh. Tekh.
Fiz. 59 (10), 202 (1989) [ Sov. Phys. Tech. Phys. 34, 1220
(1989)].



514

2.

MAKOVETSKII

E. M. Ganapol’'skii and D. N. Makovetskii, Zh. Tekh.
Fiz. 62 (2), 187 (1992) [Sov. Phys. Tech. Phys. 37, 218
(1992)].

E. M. Ganapol’skii and D. N. Makovetskii, Dokl. Akad.
Nauk Ukr., No. 6, 69 (1993).

K. Weisenfeld, C. Bracikowski, G. James, and R. Roy,
Phys. Rev. Lett. 65 (14), 1749 (1990).

M. Georgiou and P. Mandel, |EEE J. Quantum Electron.
QE-30 (3), 854 (1994).

A.M. Samson, L. A. Kotomtseva, and N. A. Loiko, Auto-
Oscillationsin Lasers (Naukai Tekhnika, Minsk, 1990).

E. M. Ganapol’skii and D. N. Makovetskii, Pis ma Zh.
Tekh. Fiz. 20 (21), 65 (1994) [Tech. Phys. Lett. 20, 882
(1994)].

V. A. Vasil’ev, Yu. M. Romanovskii, and V. G. Yakhno,
Autowave Processes (Nauka, Moscow, 1987).

9.

10.
11

12.

13.

14.

TECHNICAL PHYSICS LETTERS  Vol. 27

D. N. Makovetskii, A. A. Lavrinovich, and N. T. Cher-
pak, Zh. Tekh. Fiz. 69 (5), 101 (1999) [Tech. Phys. 44,
570 (1999)].

D. N. Makovetskii, Radiofiz. Elektron. 4 (2), 91 (1999).
A. A. Antipin, L. D. Livanova, and A. A. Fedii, Fiz.
Tverd. Tela (Leningrad) 20 (6), 1783 (1978) [Sov. Phys.
Solid State 20, 1030 (1978)].

V. A. Golenishchev-Kutuzov, V. V. Samartsev, and
B. M. Khabibulin, Pulsed Optical and Acoustical Spec-
troscopy (Nauka, Moscow, 1988).

K. Staliunasand C. O. Weiss, J. Opt. Soc. Am. B 12 (6),
1142 (1995).

C. O. Weis, M. Vaupel, K. Staliunas, et al., Appl.
Phys. B: Lasers Opt. B68 (2), 151 (1999).

Trandlated by P. Pozdeev

No. 6 2001



Technical Physics Letters, Vol. 27, No. 6, 2001, pp. 515-518. Trandlated from Pis' ma v Zhurnal Tekhnicheskor Fiziki, Vol. 27, No. 12, 2001, pp. 65-74.

Original Russian Text Copyright © 2001 by Kamanina.

On the M echanisms of Nonlinear Optical Attenuation
in Fullerene-Containing n-Conjugated Organic Systems

N. V. Kamanina

Vavilov Optical Institute, Sate Scientific Center of the Russian Federation, S. Petersburg, 199034 Russia
e-mail: kamanin@ffm.ioffe.rssi.ru
Received February 6, 2001

Abstract—The nonlinear optical transmission properties of fullerene-containing Teconjugated organic struc-
tures based on 2-cyclooctylamino-5-nitropyridine, 2-(n-prolinol)-5-nitropyridine, N-(4-nitrophenyl)-(L)-proli-
nol, and photosensitive polyimide were studied. The laws of the nonlinear optical attenuation phenomenon are
established and the possible mechanisms of the laser radiation attenuation in the visible range are formulated.
It is shown that an adequate explanation of the optical attenuation effect requirestaking into account the reverse
saturated absorption, the Férster transfer mechanism, the absorption due to free carriers, and the complex for-

mation. © 2001 MAIK “ Nauka/lInterperiodica” .

A currently important problem in the physics of
condensed media and biomedicine isrelated to the task
of protecting the human eye and the sensors of instru-
ments detecting high-power light beams from radiation
damage. Therefore, the search for new systems capable
of serving as effective nonlinear optical absorbers
impliesthe necessity of studying the physical processes
involved in the interaction of light with absorbing sub-
stances. The discovery of fullerenes stimulated the
search for media absorbing laser radiation in a broad
range of frequencies and intensities. The study of
fullerene-containing Te-conjugated organic composi-
tions is of specia interest because these compounds
readily manifest the light-induced nonlinear optical
effects and their physical properties can be varied
within broad limits by introducing various dopant mol-
ecules.

Among the numerous nonlinear optical effects, a
special place belongs to the optical attenuation of laser
radiation. Interpretations of this effect in various media
are frequently based on different mechanisms. In the
case of solutions, the attenuation of laser beams is
believed (although this is a matter of discussion) to be
determined to a considerable extent by the light scatter-
ing; in liquid crystals, an important role belongs to the
ability of liquid-crystalline dipoles to reorient them-
selves under the action of external fields; in composite
materials, the dominating role belongs to intermol ecu-
lar interaction.

Inthin films of pure fullerenes, the reverse saturated
absorption due to transitions from excited vibrational
electron levels of molecules is manifested and consid-
ered as the main attenuation mechanism in the visible
spectral range. This is related to the unique optical
properties of fullerene molecules [1-3]. The optical
attenuation effect is determined by the formation of

excited states of fullerene molecules, with a light
absorption cross section exceeding that in the ground
state. If a laser radiation pulse duration is ~10-20 ns
(i.e., exceeds the singlet—triplet interconversion time of
1.2 ns), the attenuation effect is manifested by the
T, — T, transition scheme.

At present, however, the main laws of the laser radi-
ation attenuation in fullerene-containing 1-conjugated
organic systems featuring pronounced intramolecular
complex-formation processes have not been estab-
lished, mechanisms adequately describing these laws
have not been formulated, comparative experiments
with both simple and complex organic matrices sensi-
tized by fullerenes have not been carried out in suffi-
cient amount, and consistent investigations aimed at
explaining this phenomenon have not yet been under-
taken. We will demonstrate that the fullerene-contain-
ing Te-conjugated organic molecules offer a convenient
model system for the verification of several mecha
nisms capable of describing the attenuation of laser
radiation propagating in such nonlinear optical media.

The first experimental results [4-6] obtained from
the study of optical and mass spectra, diffraction effi-
ciency, photoconductivity, and photosensitivity of
fullerene-containing Te-conjugated organic composi-
tions showed that these are promising materials for
nonlinear optical attenuators, in which a threshold
energy density characterizing the optical shutter is con-
trolled by varying the percentage content of Cgy Or Cog
additive, rather than by changing the type of sensitizing
dopant.

In this study, we performed for the first time a sys-
tematic investigation of the main laws and mechanisms
of the optical attenuation of laser radiation in four
T-conjugated organic systems based on 2-cycloocty-
lamino-5-nitropyridine  (COANP), 2-(n-prolinol)-5-

1063-7850/01/2706-0515%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. The plots of output radiation energy (Eq) versus
input energy (Ej,) for thin fullerene-containing films:
(1) COANP-0.5Wt % Cyg; (2, 3) COANP-5 wt % Cy, com-

positions with the COANP/plasticizer ratios1:1and 2: 1,
respectively; (4, 5) PI-6B containing 0.2 and 0.5 wt % Cyq,
respectively.

nitropyridine (PNP), N-(4-nitrophenyl)-(L)-prolinol
(NPP), and polyimide 6B (PI-6B). The results showed
that al the established features have to be taken into
account in the development of modern nonlinear opti-
cal absorbersfor the visible spectral range.

The experiments were performed with the above
photosensitive compounds in the form of 3-5% solu-
tions in tetrachloroethane, which were sensitized by
Cq Or C4 fullerenes added to a concentration of
0.1-5wt %. Thin films based on COANP, PNP, and
NPP were prepared with nonphotosensitive polyimides
(PI-81A and PI-81B) additives (plasticizing agents)
increasing the film-forming properties of solutions. The
compositions studied were applied by centrifuging
onto glass substrates with preliminarily deposited con-
ducting layers (necessary for the subsequent photocon-
ductivity measurements). The sample film thicknesses
varied within 1-5 pum. For comparative tests, we aso
prepared thin films of nonphotosensitive polyimides
81A and 81B containing 1 wt % of Cg, or C fulle-
renes.

The optical attenuation of laser radiation in the
fullerene-containing media described above was stud-
ied using a single-pass scheme [3]. The radiation
source was based on a pulsed Nd:YAG laser operating
at apulseduration of 15 ns. The wavel ength of theinci-
dent radiation upon the second-harmonic conversion
was 532 nm. The laser spot diameter on a sample was
3-3.5 mm. We have measured the energy incident onto
and transmitted through the sample. The incident radi-
ation energy was varied with the aid of calibrated light
filters.

Figure 1 shows the plots of output radiation energy
(Eow) versus input energy (E;,) for thin fullerene-con-
taining films of COANP and PI-6B. Curve 1 refersto a
COANP-0.5wt % C,, system, curves 2 and 3 show the

TECHNICAL PHYSICS LETTERS  Vol. 27
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transmission of COANP-based films with 5 wt % C,,
differing by the ratio of COANP to afilm-forming addi-
tive(1:1and 2: 1, respectively), and curves 4 and 5 rep-
resent the datafor PI-6B filmswith 0.2 and 0.5 wt % C,
respectively. The curves were constructed for the
experimental points using a polynomial approximation
with an error of ~5%. As seen from these data, al the
sensitized (fullerene-containing) systems exhibit inci-
dent beam energy attenuation by afactor of 3-3.5for an
input energy of E;, ~ 550-600 mJ. For the film thick-
nesses indicated above (several microns), this input
energy corresponds to an incident energy density of
~3-4 Jcm?,

Thus, the samples exhibit a sufficiently high optical
attenuation level that conforms to the rated values and
allowsthe material s studied to be applied in attenuators
of intense laser beams[7]. Since the compositions stud-
ied represent molecular systems characterized by the
absorption cross section in the excited state exceeding
that in the ground state (for PI-6B, the ratio of the
absorption cross sections of triphenylamine— fullerene
and diimide-triphenylamine complexes were calcu-
lated in[8]), the higher attenuation capacity of the com-
positions with a greater fullerene content is certainly
related to the phenomenon of reverse saturated absorp-
tion. However, in addition to the concentration depen-
dence manifested in thistest, it is necessary to takeinto
account the spectral features and the molecular struc-
tures of COANP and polyimide matrices.

Indeed, the absorption spectrum of a fullerene-con-
taining PI-6B overlaps with the fluorescence spectrum
of the pure polyimide matrix in the vicinity of the laser
radiation wavelength (532 nm). This implies that the
composition studied satisfies the resonance conditions
for excitation of a photosensitive system by the Forster
mechanism [9]. This mechanismisvalid under the con-
ditions of weak binding between the interacting com-
ponents. The superposition of the fluorescence and
absorption spectrum isindicative of the overlap of elec-
tron shells of the two molecules (fullerene and polyim-
ide), which may account for the charge carrier (and
excitation energy) transfer over limited distances
between these molecules.

In order to additionally verify the possibility that
this mechanism may contribute to the optical attenua-
tion of laser radiation, we prepared thin-film samples
sensitized simultaneously by fullerenes and a Maa-
chite Green (MG) dye. In the latter case, the radiation
was attenuated by a factor of 8-10, which exceeds the
level observed in the samples sensitized separately by
either fullerene or MG. The degree of attenuation by
the fullerene—dye combination was even greater than
that in the compositions containing twice the amount of
any one sensitizer alone. Thus, taking into account that
the fluorescence spectrum of MG overlaps with the
absorption spectrum of afullerene-containing PI-6B, a
multistep excitation transfer takes place between a
donor fragment of the polyimide molecule (tripheny-
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lamine) and fullerene, MG and fullerene, and tripheny-
lamine and MG in aTeconjugated organic matrix sensi-
tized simultaneoudly by several agents. In addition, the
electron affinities of an acceptor polyimide fragment
(diimide), MG dye, and fullerene are 1.12, 1.6, and
2.65 eV, respectively. This indicates that fullerene is a
stronger electron acceptor than both the intramol ecular
fragment of the T-conjugated organic structure and the
dye and, probably, also the intramolecular fragment of
Pl (fullerene may form a charge-transfer complex with
the donor fragment of polyimide).

The Forster energy transfer mechanism and the pos-
sible complex formation agree quite well with the
results of conductivity measurements in fullerene-con-
taining PI-6B films. Both conductivity and photocon-
ductivity of the fullerene-sensitized samples were 10—
15 times greater than the valuesin pure (fullerene-free)
polymer films. Taking into account that the activation
energy for conductivity in polyimides coincides with
that for the carrier mobility, so that the conductivity is
determined predominantly by the carrier mobility
rather than concentration, we may estimate the mobil-
ity of charge carriers in PI-6B films with the Cy
fullerene. It was found that the carrier mobilities were
higher by one order of magnitude in sensitized samples
than in pure polymer films. The estimates were
obtained for acurrent of ~7.2 x 10" and 8 x 10° A for
the pure and sensitized (0.2 wt % C,) samples, respec-
tively; the applied voltage, 70 V; the film thickness d =
1 pm; and the dielectric constant € ~ 3. For the conduc-
tivity measurements, the second (upper) electrode was
made of gold and had a diameter of 2 mm. Taking into
account the shape of the current—voltage characteris-
tics, the mobilities were calculated using the Child—
Langmuir formula [10]. Note that an increase in the
charge carrier mobility implies a change in the chain
length in the polyconjugated system, which probably
takes place due to a fullerene molecule substituting for
(or dominating over) the intramolecular acceptor frag-
ment of the organic molecule as aresult of the intermo-
lecular interaction. A possible modification of the poly-
conjugated chain in fullerene-containing polyimide
structures is confirmed by the fact that an increase in
the fullerene content in a T-conjugated organic matrix
is accompanied by a bathochromic shift that was previ-
ously reported in [4].

Asfor the COANP-based structures (see curves 1-3
in Fig. 1), the effect of optical attenuation of laser radi-
ation in this composition can be explained taking into
account the presence of an additional absorption band
at 490-520 nm for the fullerene-sensitized samples,
which is absent in the spectra of pure COANP films.
The laser radiation wavelength (532 nm) falls within
theinterval of existence of thisband. In addition, it was
established that the absorption in this region increases
with the fullerene concentration and exhibits a “red”
shift (i.e, it shifts toward longer wavelengths). The
absorption spectra of C,, and COANP are close, which
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Fig. 2. The plots of output radiation energy (Eq) versus
input energy (Ej, for thin fullerene-containing films:
(1) PNP-1.0 wt % Cyq; (2) PNP-1.0 wt % Cgp; (3) NPP—
10wt % C70; NPP- 1.0 wt % C60 (PNP or NPP to plasti-
cizer ratio, 1: 1).

implies a strong electric dipole-dipole interaction
between the electron degrees of freedom of the
fullerene and COANP molecules [5]. The presence of
such interaction explains the spectral features of
fullerene-sensitized COANP and confirms the possibil-
ity of complex formation in fullerene-containing
COANP-based compositions.

The occurrence of complex formation in COANP,
PNP, and NPP compositions with fullerenes is con-
firmed by the following data, The acceptor fragment of
COANP, PNP, and NPP molecules is an NO, group
linked to a donor fragment via a benzene ring. While
theindividual NO, molecule or radical possess an elec-
tron affinity of 2.3 eV, thisvalue for an NO, group conju-
gated with a benzene ring decreasesto only 0.54 eV [11]
and becomes lower by more than four orders of magni-
tude than the electron affinity of fullerene. Thus, a
fullerene molecule in the compositions studied is a
stronger electron acceptor than the intramolecular
acceptor fragments of COANP, PNP, and NPP mole-
cules. The photoconductivity data obtained by measur-
ing the current—voltage characteristics of the film sam-
ples are also consistent with the possible complex for-
mation. Moreover, since the charge carriers transferred
to fullerene molecules are delocalized, the fact that the
photoconductivity increases in fullerene-sensitized
samplesisindicative of the presence of free carriersin
the system. Therefore, the absorption due to these car-
riers must be taken into account in explaining the non-
linear optical transmission properties of fullerene-con-
taining Te-conjugated media in the visible spectral
range.

It must be pointed out that the spectra of PNP- and
NPP-based compositions with a Cg, fullerene exhibit
some increase in absorption at 532 nm, while no such
increaseis observed in the spectra of analogous compo-
sitions with a C,, fullerene. Apparently, a significant
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role in the nonlinear absorption of the former composi-
tions (see curves 2 and 4 in Fig. 2) belongs to the
closely spaced intrinsic resonance absorption line of
Ceo- Moreover, it was demonstrated [12] that laser-
stimulated electron—hole pair production may lead to a
photoinduced absorption increase in the region of opti-
cal transitionsforbidden in Cz, moleculesand to along-
wave shift of the allowed transitions. This effect proba-
bly leads to a more favorable matching between the
wavelength used in our experiments and the absorption
bands of fullerene-containing PNP and NPP films.

It should be noted that comparative experiments
with polymeric systems containing no intramolecular
donor—acceptor complexes (PI-81A and PI-81B) and
with simple organic molecules (azulene, naphthalene)
showed no evidence of nonlinear optical transmission
unless the radiation energies reached levels consider-
ably exceeding those used in this study (even with a
fullerene content several times greater than the concen-
trations used for sensitization of the T-conjugated
organic systems studied). Thus, we may suggest that a
necessary prerequisite for the nonlinear optical attenu-
ation effect in a medium is the presence of weakly
bound Tt-€electrons and the existence of aninitial donor—
acceptor interaction, which is increased by fullerene
molecules. The fullerene-enhanced donor—acceptor
interaction not only accounts for the optical attenuation
phenomenon, but may qualitatively explain an increase
inthe efficiency of hologram recording [6] in fullerene-
containing samples of the compositions studied.
Apparently, a field gradient appearing upon changing
the pathway of charge transfer (from an intramolecul ar
donor fragment to fullerene molecule, rather than to the
intramolecular acceptor fragment) is capable of pro-
ducing a photorefractive effect in fullerene-containing
structures interacting with laser radiation in the visible
spectral range. The photorefractive effect leads to sig-
nificant changes in the light-induced refraction, which
was manifested in the holographic experimentsin both
nano- and picosecond intervals.

Conclusions. We have studied the nonlinear optical
transmission properties of four fullerene-containing
T-conjugated organic systems and the related phenom-
enon of nonlinear attenuation of laser radiation in the
visible (A = 532 nm) spectral range. The experimental
results are explained in terms of the reverse saturated
absorption, the Forster energy transfer mechanism, the
absorption dueto free carriers, and the complex forma-
tion. It is established that an effective manifestation of
the nonlinear optical properties in a system requires
that the system would feature the intramolecular
donor—acceptor interaction, which may increase in the
presence of fullerenes. The films containing no
intramolecular donor—acceptor complexes showed no
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evidence of the nonlinear optica transmission (even with
arather high Cg, or C,, fullerene content) unlesstheinci-

dent radiation energies reached alevel of ~2 Jen??. The
reported results may be useful for investigations of the
phenomenon of nonlinear optical attenuation inthevis-
ible spectral range in other T-conjugated organic struc-
tures and for the development of nonlinear optical
absorbers functioning in a broad spectral (with allow-
ance for the bathochromic shift) and energy range (with
an incident energy density exceeding ~1 Jcm?).
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Abstract—The results of atheoretical and experimental investigation of a bistable hybrid amplitude element
based on a magnetic grating formed in the yttrium iron garnet (Y1G) crystal are presented. In particular, the
bi stable operation mode, the feedback circuit parameters, and the element transfer characteristic are calculated.
The experimental setup and the measurement procedure are described. © 2001 MAIK “ Nauka/ Interperiodica” .

This research is based on the effect of the domain
structure ordering in an externa magnetic field. It is
known that a band domain structure (BDS) [1] can form
in ferrite crystals with a quality factor exceeding unity.
This structure may serve as a phase grating [2]. Pro-
cesses induced in the magnetic grating (MG) by the
varying magnetic field can be used for creating a
bistable hybrid optical diffraction element [3].

Ferrite crystals usually possess a labyrinth domain
structure [1] resulting from spontaneous magnetization
in the absence of an external magnetic field. An exter-
nal magnetic field applied perpendicularly to the sur-
face of aferrite sample causes ordering of the magnetic
domains and, at a certain field intensity, a band domain
structure is formed that consists of aternating bands
with oppositely oriented domains. By increasing the
field intensity, one can change the MG period and the
domain structure dimensions. At a sufficiently large
field intensity, the domain structure disappears and the
crystal passesinto a single-domain state.

The proposed bistable optical device operatesasfol-
lows (Fig. 1). A laser radiation with the wavelength A =
1.15umisincident onto anY |G disk 2. The transmitted
beam reflected by mirror 3 enters photodetector 5
whose rectified current is amplified in the feedback
device (FD) 7 and applied to the Helmholtz coils 8. Ini-
tidly, theintensity of the radiation entering photodetec-
tor 6 isamost zero. If theintensity of theradiation inci-
dent onto disk 2 increases, the field generated by the
coils also grows and, when its intensity exceeds a cer-
tain threshold level, creates band domains in the disk,
which causes the appearance of a diffraction pattern.
The intensity of the radiation focused by lens 4 and
entering photodetector 6 isequal to thetotal intensity of
the diffraction maxima of higher orders. Hence, the
output intensity is a nonlinear function of the input
intensity (Fig. 2). Recording thisfunction with decreas-
ing intensity of the input radiation, we will observe a
hysteresis phenomenon.

Denote the intensity of the radiation incident on the
disk (the input signal) by 1,. The radiation passed
through the disk can be separated into two parts with
intensities |, and I,,. Here |, isthe intensity of the radi-
ation entering photodetector 5. Thisradiationisformed
either by the zero-order maximum of the diffraction
pattern or (in the case of a single-domain state) by the
nondiffracted beam. The beam with intensity I, is
formed by the radiation of the higher order maxima
focused onto the sensitive area of photodetector 6
(Fig. 1).

The main setup parameters are as follows. The disk
diameter and thickness are 3 and 0.4 mm, respectively.
Intensities |, I, and |, are equal respectively to 10, 5,
and 1.4 mW. The distance from disk to photodetector
islm.

The intensity of light in the photodetector 6 plane
can be found using the following formula[2]:

. 2 . 2
_ . sn‘usin"Nv
u sinv

: (D

where u = gsin(p and v = %sin(p are the diffraction

parameters, A isthe wavelength of the laser radiation, @

Fig. 1. Experimental setup: (1) He-Ne laser operating at
A =21.15 um; (2) main unit; (3) flat mirror; (4) collecting
lens; (5, 6) photodetectors (phototransistors); (7) feedback
device (acurrent amplifier); (8) Helmholtz coils; (1) inten-
sity of the input beam; (1) intensity of the zero-order max-
imum; (I,) intensity of the higher-order diffraction maxima.

1063-7850/01/2706-0519$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 3. Experimental plots of intensity I, vs. Iy. Curves 1
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isthe diffraction angle, d is the grating period, b is the
size of domains oriented along the field, and N is the
total number of bands across the sample diameter.

On the other hand, the intensity of the radiation inci-
dent onto photodetector 5 can be represented as:
I = Yilo, Y1 = exp(ad), ()

where a isthe absorption coefficient of the ferrite crys-
tal and & isthe crystal thickness.

The transmittance of the bistable element studied is
given by the formula

. 2 . 2
I, sinusin"Nv

T==<= . (©)]
o U sn‘v
If d=2b, relationship (3) can be rewritten as
I sn‘usin"2Nu
T=2= 2= 4

lo U snf2u
Introduce an approximate dependence of the
domain thickness b on the intensity |, in the form

b= by + kyl,, 5)

where by is the width of domains oriented along the
field in the just formed BDS.

Evidently, k, = k;k;, wherek; is a coefficient related
to the variation in the domain width with increasing
intensity of magnetic field and k; isthe gain of the feed-
back device.

For the setup used in this study, k; = 250 m/A, k, =
50000 A/W, and k, = 7.5 x 10° m/W. Using these data,
we can write the relationship between the diffraction
parameter u and the intensity |, asu = u, + ki, where
Uy isthe diffraction parameter without feedback and k =

k
yl-)\—bsin(pz 6.8 x 107 L/W.

In order to ensure a bistable operation, function u(l)
(astraight line) must intersect the plot of function T(u)
at no lessthan three points (Fig. 4). As can be seen from
Fig. 3, the straight lines falling between lines B and C
have three intersection points, which indicates the
existence of a bistable operation mode.

The theoretical value of the maximum mean trans-
mittance T can be calculated using the formula[1]:

T = hii 'nz(arctanLIJ)exp[—(2/LIJ)arctan‘P], (6)
opt

where h is the crystal thickness, hy, = 6{1arctaan, W
is the magnetooptic figure of merit, and 6; is the Fara-

day rotation factor. Transmittance 1 calculated by for-
mula (7) equals 16%.
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The above resultsindicate the possibility of creating
a bistable optical element based on a magnetic grating
and an external optoel ectronic feedback. Translated by A. Kondrat’ ev
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Abstract—A two-dimensional nonstationary problem of the trace development behind a pulsed-periodic
energy source occurring in a supersonic flow is considered. © 2001 MAIK “ Nauka/Interperiodica” .

Introduction. Problems pertaining to the nonsta-
tionary propagation of the shock waves and aeroacous-
tic perturbations in continuous media, which appear in
variousfields of research, are extremely difficult for both
numericad and experimental modeling. Examples
include the processes involved in body streamlining
under the action of a pulsed-periodic energy supply from
an external source. The control efficiency in this system
isdetermined by anonstationary flow structure[1]. Here,
the experimental difficulties hinder observations of the
trace development behind the thermal source. For this
reason, arecourseto mathematical modeling is obvioudy
necessary in order to provide for a better understanding
and prediction of the observed phenomena. The use of a
pulsed-periodic energy supply for stabilizing the process
of burning and increasing the efficiency of fuels repre-
sents another possible application of the modeling
results [1]. In this system, the energy source initiates the
subsequent development of the combustion front.

The above problems are analogous to a certain
extent, since both systems contain a localized thermal
source at a given position in the flow. The results
obtained in [1] for theinfluence of the energy pulserep-
etition frequency on the characteristics of streamlining
for a cone and a hemisphere served as a base [2] for
subsequently determining the aerodynamic characteris-
tics of bodies streamlined by a nonstationary (with
respect to parameters) gas flow. Distinctive features of
this study are that (i) the main attention is paid to the
formation and development of the trace structure
behind an energy source, (i) various source models are
considered, and (iii) the Godunov method was specially
developed in application to problems of this class.

This paper considers some elements of an original
method developed by the author and presents the
results of calculations for alocalized energy source of
variable power streamlined by a supersonic flow of the
ideal gas. The model adopted is described by a system
of two-dimensional nonstationary equations of gas
dynamics with preset source power and its distribution
in the localization region. Some questions pertaining to
the numerical modeling of the effect of a pulsed ther-

mal source on the supersonic flow structure are consid-
ered. The results of calculations yield distributions of
the gasodynamic parameters for the nonstationary pro-
cess under consideration. The calculations were per-
formed by an explicit straightforward scheme without
shock wave separation.

Problem formulation. A pulsed-periodic localized
thermal energy source occurs in a supersonic flow of
theideal gas. The symmetry axis of the sourceis paral-
lel to the velocity vector of the oncoming flow. The
incident flow velocity is assumed to be constant across
the flow and independent of time. The source power
varies with time according to a preset law and depends
on the source position in space. The task isto calculate
anonstationary variation of the gasodynamic character-
istics of the flow for the time-dependent source power.
The regimes with atime-independent (constant) source
power are also considered.

The problem has been formulated within the frame-
work of two-dimensional nonstationary Euler equa-
tions with a constant adiabatic exponent. The energy
supply to the flow was modeled by a source termin the
energy balance equation. The system of equations was
solved using a scheme of the Godunov type. The
numerical fluxes on the computational cell faces were
determined using the HLLEM solver method [5, 6]. In
this form, the scheme has a second order of accuracy
with respect to the spatial variables.

Boundary conditions. The boundary conditions
were realized using the layers of cells surrounding the
computational region. The entrance (left-hand) bound-
ary condition described constant parameters of ahomo-
geneous supersonic flow. This boundary is sufficiently
remote from the source, so that nonstationary perturba
tions originating at the pulsed source would not affect
the oncoming flow. The entrance boundary conditions
were changed in the course of computations. The outer
(upper) boundary conditions admitted the possibility of
a nonzero flux, which was achieved by setting the cor-
responding input and output Riemann invariants. This
method allowed the perturbations propagating both
inside the region under consideration (along the charac-
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Fig. 1. The pattern of Mach number

teristics corresponding to negative eigenvalues) and
outside (along the characteristics corresponding to pos-
itive eigenvalues) to be taken into account. The exit
(right-hand) boundary was also sufficiently remote
from the source so that it would be possible to ignore
the longitudinal gradients of the flow parameters. This
boundary was characterized by nonreflecting boundary
conditions [4]. Since the energy source axisisthe axis
of symmetry, the fluxes across this line are zero.

Results of calculations. The problem was solved
for three models of the energy source. The first model
used a source term (the same as in [3]) representing a
spherical source with a Gaussian energy distribution
and a time-dependent power. The calculation was per-
formed for the following incident flow parameters: y =
1.4, M,, = 3.0; source radius, 1; source center coordi-
nates,y =0, x=1.

The source is switched on at the beginning of each
period T for atime T, so that it operates a pulsed-peri-
odic mode. The source power is a periodic function of
time. The numerical calculations were performed for a
supercritical energy supply regime, in which case the
flow contains regions of a subsonic flow pulsating with
time. This flow exhibits some features that have to spe-
cialy noted. Firgt, the flux in and behind the energy sup-
ply region is characterized by a sgnificantly (5 to
10-fold) reduced density. Second, there is alocal zone
of subsonic flow in and behind the energy supply
region. The size of this zone, abeit pulsating with time,
isinsignificant and does not exhibit any evolution. The
results of these model calculations confirmed the con-
clusionsmadein [3].

In the experiments with a pulsed-periodic laser
described in [1], it was noted that the energy source
formed in the flow had an extended shape. This conclu-
sion was based on the analysis of the flow shadow pho-
tographs. Therefore, one of the possible approximations
is offered by a source having the shape of an elongated
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fgg - T,

20

isolines for an elliptical energy source.

ellipsoid of revolution. The numerical calculations were
performed for the following parameters. the Mach
number of theincident flow, 2; theratio of the ellipsoid
semiaxes, 5 : 1; and the small semiaxis length, 1 mm.
The effective calculated radius, outside of which no
energy was supplied, was dependent on the coordinate
X. Figure 1 shows the results of numerical calculations
for this model, which were performed for a supercriti-
cal energy supply regime. This flow exhibits the follow-
ing features. First, the flux in and behind the energy sup-
ply regionis characterized by amoresignificantly (10- to
15-fold) reduced density. Second, there is a nonlocal
zone of subsonic flow in and behind the energy supply
region. Thetransverse dimensions of thisregion till pul-
sated with time, but the zone length was significant and
even extended beyond the computation region boundary.

In a mathematical model of the energy source pro-
posed previoudy [3], the dissipated energy is depen-
dent on the density of the medium which sharply
decreases in the course of the energy supply. The
results of experiments reported in [1] showed that the
energy absorbed by the medium during each pulse is
approximately constant. This factor was taken into
account in the third source model. In addition, the
shape of the energy dissipation region was selected to
represent a cylinder, which is most consistent with the
experiment. According to the experimental data[1], the
absorbed energy per pulseisE, = 0.04 Jat a pulse rep-
etition frequency of 45 kHz. In this case, the energy
absorbed by a unit mass of the medium per unit timeis

Eo
mr N

where misthe mass of the region to which the energy is
supplied and 1 is the time of energy dissipation. For the
experimental conditions studied, T =1 ps, T = 22.2 s,
the cylinder radius and length were 1 and 8.5 mm,
respectively. The figure shows the results of these calcu-

e =
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lations demonstrating a distribution of the Mach number
in the trace devel oped behind the model energy source.

The process of the trace development and evolution
with time exhibits the following features. The source
trace represents a cocurrent stream formed on the back-
ground of the total flow. The first to form is the trace
head, which has a length of about 1520 mm. Thisis
followed by the trace body. The trace contour resem-
bles an arrow moving along the flow away from the
source (Fig. 2b) An important feature of the trace struc-
ture is the presence of vortex zones in the flow. Each
vortex zone contains recurrent streams and is character-
ized by increased temperature. Thisisrelated to thefact
that, for the pulse repetition frequency selected, the
interval between sequential pulses was not large. The
vortices are formed due to a difference in height
between two sequential pulses. This difference appears
because a thermal spot produced by the first pulse
spreads and shifts down the flow, while the next pulse
is just formed and occupies a significantly smaller
space. The trace structure developed according to the
proposed model qualitatively agrees with that observed
in experiment. For a quantitative comparison between
model calculation and experiment, it is necessary to
measure the flow parametersin the trace.

Behind the cylindrical source (aswell as behind the
elliptical one), thereis a significantly extended zone of
subsonic flow. The transverse size of this zone (occu-
pied by the vortex-like structures) increases with the
distance from the source. For x = 100 mm (which is
11.8 times the source length), the trace radius is
15 times the source radius.

The presence of the vortex zones may serve as a
good base for the ignition region formation. The vortex

TECHNICAL PHYSICS LETTERS  Vol. 27

zones would improve the mixing of fuel and oxidizer,
whileincreased temperature in these zoneswould favor
the ignition process.

Conclusions. (1) Selection of the source model sig-
nificantly affects the results of numerical calculations.
The formation of flow separation regions (vortex zones
with recurrent streams) may serve a base for improved
combustion processes.

(2) The source trace represents a cocurrent stream
formed behind the energy source on the background of
the total flow. The source energetics probably influ-
ences the cocurrent stream intensity.

(3) The pulse repetition frequency must be suffi-
ciently high so as to ensure the permanent vortex zone
formation.
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Nonparaxial Gaussian Beams: 3. Optical Vortices
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Abstract—It is shown that an arbitrary nonparaxial laser vortex near afocal plane in the free space should be
represented as a discrete superposition of intrinsic vortices possessing elliptical cross sections. The intrinsic
vortices, albeit degenerate with respect to the propagation constants, exhibit a characteristic spectrum of singu-
larities and topological phases. © 2001 MAIK “ Nauka/Interperiodica” .

It is commonly accepted that optical vorticesin the
free space are characterized by two parameters. the
topological chargekl (1 =0, 1, 2, ..., k=1 being the
charge sign) and the spirality o = 1 indicating the
direction of rotation of the electric vector [1]. However,
this representation satisfactorily describes only the prop-
erties of paraxial laser beams with the crossover radii p
much greater than the light wavelength A (p/A > 1).
However, there are many practically important casesin
which the optica fields are characterized by the trans-
verse dimensions comparable with the wavelength. An
example is offered by fields in the low-mode optical
fibers or in the vicinity of the focal plane of a short-
focus microaobjective. The fields of optical vortices in
weakly guiding fibers were studied in sufficient detail
elsewhere[2].

The properties of wave fields in the focal plane of a
strongly focused beam is of specia interest even from
a theoretical standpoint: a satisfactory description of
these waves showing acceptable agreement with the
experiment can be obtained neither in the beam optics
approximation nor within the framework of the popular
guantum-mechanical WKB method. The reason is that
the focal wave fields are essentially vectorial, not
admitting a scalar description. Moreover, the presence
of stationary (cusp) points and anomal ous phases sepa-
rates these fields off into a special class of wave caus-
tics, relates them to the optical catastrophes of certain
types [3], and stipulates using a definite approach to
their structural analysis.

The purpose of this study was to analyze both theo-
retically and experimentally the rigorous solutions to
the Maxwell equations describing the optical vortex
modes beyond the paraxial barrier.

Let us first obtain an exact solution to the scalar
Helmholtz wave equation

(D°+K)¥ = 0 (1)

in the form of awavefunction
Y = Aj (kR)P. (cos8)e', )

where j(X) is the mth order Bessel spherical function

of thefirst kind, P!, (x) isthe Legendre associated poly-
nomial (m=0,1,2,...;1=0,1,2,...),and Wistheazi-
muthal angle. We select the radius R so as to provide
that the special z axis would be continued to the com-

plex plane: R = A/r2 +(z+ izo)z, where r2 = x2 + y?, z,

isareal parameter and cos0 = (z + izy)/R.

Consider a nonparaxial optical vortex propagating
in the positive direction of the z axis in the free space.
The boundary conditions are selected in the approximate
form according to Davis [4], which alow the exact solu-
tion (2) to pass into a solution valid for a paraxial beam
intheentire paraxial region for kz, — co. If the paraxial
solution is taken in the form

g = %D“"ikyﬂ 0rno = 1—iE, 3)

then the exact solution (2) with | = m passes into a
paraxial solution (3) as kz; — oo, provided that A =
20 Kz,

(21)ti'sinh(kz,)

sible for al m > |. However, this implies that every
paraxial optical vortex with atopological chargel cor-
responds to an infinite number of discrete states (2).
Each exact solution (2) represents a scalar field poten-
tial for the eigenmode of a nonparaxial optical vortex.
Thissituation isanalogousto the case of an optical fiber
excited by the field of a nonparaxial laser beam. The
beam field can be expanded into series with respect to
eigenmodes of the fiber. In our case the field of the
paraxial optical vortex should be represented as a series

Moreover, thistransition is aso pos-
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526

VOLYAR et al.

The mode fields of nonparaxial optical vortices(m=1)

Electric field e

Mode

€

LV(e,) +ioLV(e)

LV(hy) +ioLV(h)

okR'ZF, , 4

(1 = )R -1 — oK) + KCRHF,
—(IR'-Y(x[2-0K] +iay)
+ %I)H at Xrl_GK%I + OKFl ‘2

ikR'ZF| ;1

(il = DR~k — o) + ick2RF,
+ (IR -Y(y[20K — 1] —iKX)
_ iO'%I)H it yr1—0Kg{l +cn<|:I .2

KR'~1F,(0 —K)
_ O'kl’l_GKgil + UKFl ‘1

—Z((1-ok)R' - 1F,,
_rg—cK%HGKFHZ)I L

TE KKkR'-1F, + iKR'YF| , 1 KR'-1F, —ikR'XF| , 1 0
™ “ZIR IF 1 - RIXF, ) —Z(IKR 1F, 1 — RYF, ) RICF = Fys 1+ Z°F )
Magnetic field h
Mode h/ J€o/Ho hy/ /€l Mo WLV

LV(e)) +iolV(e) | (I(1 —D)R'~2(1—ok) + KRHF, | (iI(I — )R~k —0) + ickZR)F, —Z(1A - 0|K+)?Kt' "R
—(R'-Yx[2 - oK] + ioy) + (IR~ Y(y[20K — 1] —iKX) — PRI )
+ QRI)FI ‘1 + Xrl—OKQRI + GKFI v |- iO'gil)H ‘1 + yrl—OthI + UKFI ‘2

. . _ -1 —
LV(hy) +ioLV(h) | —okR'ZF, |, —KR'ZF, , +kc|r%1 *’KFé(tﬂ oKK%I .

TE
™

“Z(R' -, —RIXF, 0
—ki K%l _1F| - |k@l|yF| +1

—Z(IKR' 1R 1 - RIYF o)
KR -IF, +ikRXF, , ¢

R —Fy 1+ Z%F 1))
0

| 1l(R)

w”:J.(R)% FR= 1 9= Gor i), 2= 2417, 0= 41, k= 21

with respect to the eigenmaodes of a nonparaxial beam.
However, in contrast to the fiber case, the intrinsic
fields of a nonparaxial vortex are degenerate with
respect to the quantum number k since the beam in the
free space propagates with the speed of light c. As will
be shown below, the beam modes are nondegenerate
with respect to both the spectrum of phase singularities
and the spectrum of topological phases.

Using astandard method for the passage from scalar
Whittaker potentials to vectorial wave fields [5], we
arrive at the expressions for eigenmodes of a honparax-
ial vortex (see table). There are six groups of fields:
even LV(g) and LV(e)); odd LV(h,) and LV/(hy); and azi-
muthally-symmetric TE and TM modes. Figure 1 shows
typical intensity distributions in the focal plane for the
even and odd modeswith | =m=1.

It is necessary to emphasize certain important fea-
tures of the eigenmodes of a nonparaxial vortex. First,
the state of the optical vortex is characterized by a set
of three quantities: {I, o, m}. Second, the intensity dis-
tributions for the modes with predominantly linear
polarization loses axial symmetry both in the vicinity
of the focal caustic and far from the focal plane. A
detailed analysis showed that the field symmetry isbro-

TECHNICAL PHYSICS LETTERS  Vol. 27

ken as aresult of the nonsymmetric distribution of neg-
ative energy fluxes in the region of phase singularities
(Airy’sfringes). In fact, the Poynting vector field lines
in these zones appear as loops and circles. This modifi-
cation of the field symmetry leads to changes in the
state of polarization. Far from the focal plane, the light
becomes inhomogeneously polarized. In order to
restore anearly axial symmetry of the nonparaxial vor-
tex field, it is convenient to use a superposition of the
even modes LV(g) + ioLV(e) (Fig. 1c) or the odd
modes LV(h,) +ioLV(h,). Animportant circumstanceis
the asymmetry of electric and magnetic fields and the
loss of phase synchronism between these fields, which
is manifested in the topological phase difference.

The above analysis implies a difference in behavior
of the intrinsic and nonintrinsic fields in the vicinity of
the focal caustic, which can be verified experimentally.
Indeed, if aparaxial laser beam possesses the intensity
and polarization distributions structurally closeto those
of the eigenmodefield, then the beam structure near the
focal plane will be stable with respect to small incre-
ments in both z and r coordinates. Otherwise, the field
structure will exhibit sharp variations. These qualitative

No. 6 2001
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Fig. 1. The maps of intensity distribution in the focal plane for the linearly polarized (a) LV(e,) and (b) LV(ey) eigenmodes, (c) cir-
cularly polarized LV(e) +iLV(e,) modes, and (d) asuperposition of modeswith different weights 0.35LP(e,) —LV(e,) + 0.78LV(ey);
the lines of phase singularities P(x, y) = 0 in the phase plane z= 0 (kzg = 1) for (€) LV(g,) and (f) LV(e) eigenmodes.

considerations served a base for the experiments
descried below.

We used a fundamental-frequency Gaussian beam
emitted by a 40-mW He—Ne laser operating at a wave-
length of A =0.6328 um. A 100-um-thick plane-paral-
lel glass plate was introduced into the beam so that the
plate right angle was tangent to the beam axis. By
dlightly tilting the plate, it was possible to obtain an
optical vortex with an eliptical cross section in the
beam behind the diaphragm. The optical vortex forma:
tion in the initially smooth beam is caused by the field
singularity breakage from a sharp edge of the plate or

TECHNICAL PHYSICS LETTERS Vol. 27 No. 6
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from the wedge formed by the plate edges. Using this
method, it was possible to obtain optical fields with the
intensity distributions depicted in Fig. 2a and 2c. The
structure of these fields corresponds to LV(g) and
LV(h,) modes (Figs. laand 1b).

Then the beam with thisfield structure was directed
into a holographic microscope and focused with a 100
microobjective. Another 100* microobjective projected
the focal image onto the observation plane. If the field
structure in the observation plane exhibits no variations
in response to dight displacements of the second
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Fig. 2. Microphotographs of the field intensity distribution in (a, ¢) the paraxial region and (b, d) in the focal region of a 100*
microobjective: (a) LP(e,) eigenmode analog at the microscope entrance; (b) LP(ey) eigenmodein thefocal plane; (c) paraxial opti-
cal vortex with dlightly shifted dislocation (I = 1); (d) the field of this paraxial vortex in the focal plane.

microobjective, we may conclude that the initial field 2. K. N. Alexeyev, T. A. Fadeyeva, A. V. Volyar, and
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the field shows that an arbitrary optical vortex field _
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