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Abstract—The near-threshold optical emission in the 220- to 600-nm wavelength range from laser-erosion sil-
ver plasma was studied. The plasma was generated by a pulsed laser radiation with λ = 1.06 µm and a beam
power density of (1–3) × 108 W cm–2 focused on the surface of a massive silver target. The main emission lines
are due to the Ag(I) resonances with λ = 328.1 and 338.8 nm. A bottle-neck of the recombination flux populat-
ing the upper energy states of silver atoms in the 7d2D5/2AgI level of Ag(I). The main flux of the recombination
reaction Ag+ + 2e  Ag* + e passes sequentially through the following levels of Ag(I): 7d  6d 
5d  5s. The results can be used to increase the quality of thin silver films and to optimize the process of
depositing films of complex compositions by laser erosion of the crystal targets of the AgGa(Al,In)S(Se)2 type.
© 2001 MAIK “Nauka/Interperiodica”.
Silver is widely used in modern microelectronics in
the form of thin metal films and is an important compo-
nent of the polycrystalline compositions based on com-
pounds of the AgGa(Al,In)S(Se)2 type employed (as
well as the CuInS(Se)2 films [1]) in manufacturing solar
cell elements by laser erosion. In order to obtain high-
quality films of silver or multicomponent silver-con-
taining compositions, it is important to select optimum
parameters of the laser plasma. The emission spectra of
multicomponent laser plasmas are rather complicated
and still insufficiently studied, especially in the case of
a near-threshold laser action upon the target [2, 3].
Solving this problem requires quantitative investigation
of the optical characteristics of laser plasmas generated
from individual components of the composite targets.
The optical characteristics of the laser plasmas from
Cu, Ga, and In targets were reported previously [4–6].
No such data were previously reported for the laser
plasma of silver.

Reported below are the results of investigations
of the laser-erosion silver plasma obtained with the aid
of a YAG : Nd3+ laser operated at a power density of
(1−3) × 108 W cm–2 at the point of focusing and a laser
pulse duration of 20 ns. The experimental method,
instrumentation, and conditions were analogous to
those used previously [4–6]. The plasma was generated
by laser erosion of a massive target made of a special
purity grade silver, mounted in a vacuum chamber with
a residual air pressure of P = 3–5 Pa. The optical emis-
sion spectra were interpreted based on the published
reference data [7–9].

The optical emission spectrum of a laser-erosion sil-
ver plasma is shown in the figure. The interpretation of
this spectrum is presented in the table, where J/kλ is the
relative intensity of the emission lines, kλ is the relative
1063-7850/01/2710- $21.00 © 20801
spectral sensitivity of a monochromator–photomulti-
plier system employed, and ∆J/kλ is the ratio of the line
intensity (with the continuous background subtracted)
to the total intensity of all the registered spectral lines
of silver. The review spectrum displayed only the spec-
tral lines of atomic silver. The line emission from silver
atoms in the laser plasma was observed on a weak con-
tinuous background (see the figure). The most intense
emission lines corresponded to the Ag(I) resonances
with λ = 328.1 and 338.3 nm. In the visible spectral
range, the maximum intensity was observed for the
spectral lines of Ag(I) with λ = 520.9 and 546.5 nm.

A considerable self-absorption of the Ag(I) reso-
nance radiation makes it possible to perform diagnos-
tics of the laser plasma of silver using well resolved and

300 350 400 450 500 550
λ, nm

328.1 nm Ag (I)

338.3 nm Ag (I)

421.1(3) nm Ag (I)

520.9 nm Ag (I)

546.5 nm Ag (I)

The optical emission spectrum of a laser erosion silver
plasma measured from a point spaced by 1 mm from the tar-
get surface.
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Optical emission intensity distribution in the spectrum of laser erosion silver plasma

λ, nm Transition, Ag(I) E0, cm–1 E1, cm–1 J/kλ, a.u. ∆J/kλ, % Q, 10–18, cm2

328.1 5s2S1/2–5p2P3/2 0 30473 1.00 39 1020

338.3 5s2S1/2–5p2P3/2 0 29552 0.68 25 340

381.1 5p2P3/2–7d2D5/2 30473 56706 0.03 1 11.7

381.2 5p2P1/2–7d2D3/2 30473 56700

405.5 5p2P1/2–6d2D3/2 29552 54203 0.07 3 5.8

421.1 5p2P3/2–6d2D5/2 30473 54214 0.15 6 9.2

421.3 5p2P3/2–6d2D3/2 30473 54203

520.9 5p2P1/2–5d2D3/2 29552 48744 0.22 9 17.0

546.5 5p2P3/2–5d2D5/2 30473 48764 0.45 17 20.0
comparatively intense lines in the visible range. A com-
parison of the optical emission intensity distribution to
the effective cross sections Q for the electron-impact
excitation of Ag(I) [7] showed a lack of correlation.
Similar to the case of the laser erosion plasmas of Al,
Ga, and In [4–6], the most probable mechanism for
population of the excited states in Ag(I) is the recombi-
nation reaction AgI (Ag+ + 2e  Ag* + e).

A bottle-neck of the recombination flux populating
the upper energy states of silver atoms in the 7d2D5/2
level of Ag(I). As can be seen from the table, the inten-
sity of emission from Ag(I) gradually decreases with
the energy of the upper excited state decreasing from
the bottle-neck level to the resonance states of silver.
Under the experimental conditions studied, the recom-
bination flux passes sequentially through the following
levels of Ag(I): 7d  6d  5d  5s.

Thus, it was demonstrated that the pulsed radiation of
a neodymium laser with a power of (1–3) × 108 W cm–2

acting upon a massive silver target in vacuum generates
a silver plasma with the main contribution to the optical
emission from the resonance Ag(I) lines. A bottle-neck
of the recombination flux is the 7d2D5/2 level of Ag(I)
with an energy of ε = 56706 cm–1. Diagnostics of the
laser erosion silver plasma by emission spectroscopy
can be performed using the visible spectral lines of
Ag(I) atoms with λ = 520.9 and 546.5 nm.
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Abstract—A microwave pulse compressor, representing a three-mirror resonator supplied with a radiation
beam reflected from a corrugated mirror, was constructed and experimentally tested. A fivefold compression of
microwave pulses with a 70% efficiency was obtained in a 9-mm wavelength range. © 2001 MAIK
“Nauka/Interperiodica”.
Introduction. On going to a short microwave range
in linear accelerators, limitations related to the micro-
wave breakdown in the accelerating structure are
removed and the use of accelerating electric fields reach-
ing hundreds megaelectronvolts per meter becomes pos-
sible, which allows the accelerator length to be signifi-
cantly reduced [1]. Using microwave pulse compressors
makes the accelerator design cheaper as compared to the
case when the pulsed power is supplied to the accelerat-
ing region directly from the chain of microwave amplifi-
ers [1]. The most widely used means of compressing
phase-modulated microwave pulses in accelerators is
based on using ring-shaped resonators [2–4].

A decrease in the working wavelength, at a retained
level of energy stored in a resonator and the same reso-
nator size on the wavelength scale, is accompanied by
an increase in the electric field strength in the resonator
that may lead to the microwave breakdown develop-
ment. Aimed at avoiding the microwave breakdown, an
increase in the resonator volume leads to an increase in
the ohmic losses in the resonator walls and results in
broadening of the resonance curves of the intrinsic res-
onator modes. As a result, using closed resonators in the
millimeter wave range becomes inexpedient and mirror
resonators should be preferred.

A possible method of the mirror resonator coupling
to the beam transport line is using a corrugated mirror
(Fig. 1). The field over such a mirror represents the sum
of waves diffracted in various orders. The corrugation
period is selected so as to provide that, upon scattering
from the corrugated mirror, only wave fluxes of the 0th
and (–1)st orders for both the exciting wave and the
intrinsic resonator mode would propagate far from this
mirror. The wave flux of the (–1)st order is used for the
resonator coupling to the beam transport line (Fig. 1).
1063-7850/01/2710- $21.00 © 20803
Resonator design. Initial parameters for the micro-
wave pulse compressor were taken close to the values
characteristic of a prototype of the next-generation lin-
ear accelerator (with energies up to 5 TeV) [5]: fre-
quency, ~34 GHz; input pulse duration, 80 ns; compres-
sion factor (input to output pulse duration ratio), 5. The
main task in creating this compressor was to obtain a
maximum compression efficiency (input to output
pulsed energy ratio). According to the results of calcu-
lations, an acceptable compression efficiency level
(70% or above) is reached with an external ≈70% of
~4000 and an intrinsic Q of not less than 50000.

Taking into account the above restrictions and the
modeling results, we selected an equilateral three-mir-
ror resonator scheme (Fig. 1) comprising two spherical
mirrors and a flat mirror with a sinusoidal corrugation
pattern on the surface. The resonator parameters are
listed in the table. The working mode was a high-elec-
tric-strength mode with an electric field parallel to the
corrugation groves.

1
2

1
2

4

3 3

sph

E

cor

4

C

Fig. 1. Schematic diagram of the energy input/output
scheme for a ring resonator (C) using two spherical mirrors
(sph) and a corrugated mirror (cor).
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A system for the energy input from a microwave
generator to the resonator was designed proceeding
from a given diameter of the spot of intrinsic mode on
the corrugated mirror surface. This scheme included
(Fig. 1) junction 1 between a rectangular waveguide
with the working wave H10 and a circular waveguide
with the working wave H11, horn 2 (consisting of
expanding cone-shaped circular waveguide sections [6])
converting the H11 wave into a Gaussian beam, a cylin-
drical mirror 3, and a spherical mirror 4. The energy
output scheme was identical to the input system
(Fig. 1).

Experimental setup and results. Figure 2 shows a
schematic diagram of the experimental setup including

1
2 4

5

6

7

3

9

N

S

8

A ϕ
Γ

Γ Γ

Fig. 2. Schematic diagram of the experimental setup. S is
the synchronizing signal (for other notations see the text).

Resonator parameters (||, in plane of Fig. 1; ⊥ , in the perpen-
dicular plane)

Spherical mirror size, mm || – 180, ⊥  – 196

Spherical mirror curvature radius, mm 1380

Corrugated mirror size, mm || – 181, ⊥  – 156

Corrugation period, mm 6.46

Corrugation height, mm 1.11

Distance between mirror centers, mm 296

Working frequency (experiment), GHz 33.96

Loaded Q (experiment) 3400

Intrinsic Q (experiment) 65000
TE
the following elements: (1) microwave generator;
(2) electric-field-controlled amplitude modulator form-
ing rectangular input microwave pulses; (3) supply pulse
generator; (4) electrically controlled phase-rotating cir-
cuit with a characteristic 180° rotation time of 2 ns;
(5) supply pulse generator; (6) high-precision attenua-
tor; (7) mirror resonator with input/output system (Fig. 1);
(8) detector; and (9) oscillograph.

Figure 3 shows typical oscillograms of the input
and output pulses. For an input pulse duration of 80 ns
and a fivefold pulse compression, the system showed
a compression efficiency of ~70% and a power gain (a
product of the compression factor by the efficiency) of
~3.5 (for an output pulse peak power of 4.4). These
values agree well with the results of model calcula-
tions using the parameters taken from experimental
data for the resonator. The oscillogram of the output
pulse deviates from the calculated curve by no more
than 5%.

Conclusion. The results of the experiment
described above showed the possibility of compressing
microwave pulses using the proposed quasi-optical res-
onator with an efficiency comparable to that of the best
alternative schemes [2–4]. We believe that this com-
pression method can be used in the wavelength range
from 1 cm to 1 mm for supplying particle accelerators
with the energies of up to ~1 TeV and above.

Acknowledgments. The authors are grateful to
M.I. Petelin for his permanent interest in this study.
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Fig. 3. Typical oscillograms of the (dashed) input and
(solid) output microwave power pulses.
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Abstract—Thermogravimetric and calorimetric study of the effect of fullerene C60 on the thermooxidative deg-
radation of free-radical poly(methyl methacrylate) revealed three stages in the process. © 2001 MAIK
“Nauka/Interperiodica”.
Previously [1], we studied the role of weak bonds in
the thermal degradation of free-radical poly(methyl
methacrylate) (PMMA) by differential thermogravime-
try (DTG) technique. Heating a sample in N2 was
accompanied by three peaks in the thermogram
(Fig. 1a, curve 1): peak I (~165°C) was attributed to the
degradation initiated by the chain defects of the head-
to-head type (H–H bonds); peak II (~270°C) was
assigned to the degradation caused by the unsaturated
terminal groups; the most intense peak III (~360°C)
was explained by the random degradation of the
PMMA backbone. Then we studied the effect of C60 on
the process of thermal degradation in the free-radical
PMMA by mass-spectrometric thermal analysis (MTA)
in vacuum [2]. The MTA curve of the pure PMMA
sample also displayed three peaks at approximately the
same temperatures (Fig. 1b, curve 1). After adding a
small amount of C60, peak I disappeared and peak II
significantly decreased in intensity (Fig. 1b, curve 2),
from which we concluded that fullerene C60 acts as a
trap of free radicals formed as a result of PMMA deg-
radation in the regions of peaks I and II. At the same
time, the intensity of peak III increased in the presence
of C60 and shifted by ~15 K toward higher tempera-
tures. Therefore, the fullerene inhibits the degradation
of free-radical PMMA at both low and high tempe-
ratures.

There is one circumstance that was previously not
interpreted. The widths of peaks I and II (related to the
rupture of weak bonds by a certain mechanism) were
significantly smaller than the width of peak III deter-
mined by the random breakage of intramolecular
bonds. The introduction of fullerene also reduced the
width of MTA peaks (Fig. 1b). Apparently, the spec-
trum of degradation pathways became narrower, being
determined by the PMMA degradation products
1063-7850/01/2710- $21.00 © 20806
attached to C60. Numerical estimates of the ratio of the
amounts of C60 molecules and PMMA radicals showed
approximately equal amounts of PMMA molecules
(with a given molecular mass) and C60 (at a 1% initial
concentration) per unit sample mass. Since each C60

molecule can attach at least six radicals, the initial
amount of C60 was sufficient for tapping all PMMA
radicals formed in the system. However, this does not
actually take place. Estimates of the relative areas
under the MTA peaks before introducing C60 (Fig. 1)
gave SI = 0.10, SII = 0.30, and SIII = 0.60 in agreement
with the DTG data [1]. Therefore, the fraction of degra-
dation products due to the weak bond rupture amounts
to ~0.40. Analogous data determined upon the intro-
duction of C60 allowed us to estimate the fraction of
PMMA molecules trapped by the fullerene as SFu = SI +

(SII – ), where  is the fraction of peak II after C60

introduction. It was found that SFu ≈ 0.20, which
implies that only ~20% of the C60 molecules trapped
the pairs of PMMA radicals formed upon chain break-
age or 40% of the C60 molecules trapped one such rad-
ical. It seems that the true fraction of bound fullerene
molecules is closer to 20%, since the ends of two radi-
cals formed upon the PMMA chain breakage are local-
ized virtually at one point and both these radicals are
more probably attached to the same C60 molecule,
should such a molecule appear at the site. The remain-
ing 80% of the fullerene are free. This result is impor-
tant for the adequate interpretation of experimental
data, indicating that the system contains the C60 mole-
cules of at least two types, bound and not bound to
PMMA.

A process no less interesting, especially from the
standpoint of applications, is offered by the thermooxi-
dative degradation of PMMA in air. In the presence of

SII' SII'
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oxygen (similar to the case of fullerene), peak I disap-
pears (Fig. 1a, curve 2) and a new intense peak D appears
instead at ~300°C (between peaks II and III) [1]. There-
fore, oxygen (unlike C60) plays a twofold role
increasing stability of the system at lower tempera-
tures and promoting degradation at higher tempera-
tures [1].

It is naturally suggested that the manifestations of
chain degradation observed by DTG and MTA may be
accompanied by thermal effects. In particular, the ther-
mooxidative degradation taking place in an open sys-
tem must involve at least three components: (i) endo-
thermal process of chain breakage, (ii) exothermal oxi-
dation of chains and thermal degradation products, and
(iii) endothermal process of sublimation or evaporation
of the degradation products. The purpose of this work
was to study the effect of C60 on the thermooxidative
degradation of free-radical PMMA using a combina-
tion of thermogravimetric analysis (TGA) and differen-
tial scanning calorimetry (DSC). 

The experiments were performed with fullerene C60
(99.7%) and powdered free-radical PMMA with a
molecular mass of 8.5 × 104. Fullerene C60 and PMMA
were separately dissolved in toluene and these solutions
were poured together in proportions selected so as to
provide a desired C60/PMMA ratio (1 or 10%). The
samples were prepared by casting films from solutions.
The thermal decomposition was studied on an STA 429
thermal analyzer (Netzsch, Germany) by heating the
samples in air at a rate of 5 K/min and measuring vari-
ations of the temperature and mass and the thermal
effects. The sample weight was 5 mg.

For all C60-containing samples, the curve of the
weight loss is ~30–60°C higher as compared to that for
pure PMMA (Fig. 2). This result indicates that C60 also
plays a stabilizing role with respect to the thermooxida-
tive degradation of free-radical PMMA. Simultaneously
measured DTG curves (not depicted in Fig. 2) showed a
significant narrowing of the peaks (~1.5 times) upon the
fullerene introduction into PMMA, which is explained
by the PMMA radical attachment to C60 leading to a
decrease in the set of possible reactions in the course of
subsequent degradation.

All DSC thermograms (Fig. 2) exhibit an endother-
mal peak, the intensity of which decreases with increas-
ing fullerene content. A joint analysis of the TGA and
DSC data suggests a following scheme of the process of
thermooxidative degradation of free-radical PMMA,
which can be conditionally subdivided into three
stages. In the first stage (preceding the endothermal
peak), pure PMMA features oxidation of the degrada-
tion products formed as a result of the chain breakage
at the weak binding sites. In this stage, the system loses
only ~28% of the initial mass (which is much smaller
as compared to ~40% of the total mass lost in the first
two peaks). From this we infer that either not all of the
degradation products were oxidized or not all of them
could leave the system. Nevertheless, this stage is char-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
acterized by evolution of the major part (~90%) of ther-
mal energy. The introduction of fullerene leads to a
decrease in the yield of degradation products in the first
stage (to ~15 and 23% upon adding 1 and 10% C60,
respectively).

Apparently, the effect of C60 upon the thermooxida-
tive degradation of free-radical PMMA may proceed by
two pathways. The first involves the attachment of
PMMA radicals to C60 molecules, whereby fullerene
competes with oxygen and partly displaces this oxidiz-
ing agent from reaction with PMMA (effectively shift-
ing the degradation of products toward higher tempera-
tures—to the third stage). The second pathway is
related to a possible direct interaction of C60 with oxy-
gen, which leads to a deficit in oxygen for the PMMA
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Fig. 1. Temperature variation of the yield of thermal degra-
dation products from free-radial PMMA [1]. Figures at the
peaks indicate their relative areas before and (in parenthe-
ses) after adding C60, as well as half-widths: (a) DTG ther-
mograms showing the rate of weight loss d(∆M/M0)/dt on
heating in (1) N2 and (2) in air; (b) MTA thermograms
showing the rate of monomer yield dN/dt (1) from pure
PMMA and (2) from a PMMA–C60 mixture [2].
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oxidation and to the yield of unoxidized products of
thermooxidative degradation of PMMA from the sys-
tem. Probably, the second mechanism accounts for the
fact that an increase in the C60 concentration from 1 to
10% is accompanied by some growth in the yield of the
PMMA degradation products in the first stage. Note
that the temperature corresponding to the onset of the
thermooxidative degradation is somewhat decreases on
the passage from 1 to 10% C60. The introduction of C60

is accompanied by a decrease in the amount of heat lib-
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Fig. 2. Thermooxidative degradation of free-radical PMMA
in air studied by TGA (∆M/M0 is the relative sample mass
variation) and DSC (thermal flux): (a) pure PMMA;
(b) PMMA + 1% C60; (c) PMMA + 10% C60. Dashed lines
indicate the base level. Figures at the curves indicate the
values of temperature characterizing the PMMA degrada-
tion process.
TE
erated in the corresponding weight loss peaks (the areas
of exothermal peaks in Figs. 2b and 2c decrease 1.2 and
1.5 times, respectively).

This behavior is consistent with the hypothesis that
C60 prevents the oxidation of polymer by attaching
PMMA radicals and competitively displacing oxygen.
For a rough estimate, let us assume that ~20% of
PMMA is oxidized in the first stage upon the introduc-
tion of C60. This amounts to half of the total weight loss
corresponding to peaks I and II. The other half is appar-
ently attached to fullerene. This estimate agrees with
the above value obtained from the MTA data for the
polymer fraction trapped by fullerene. It should be
emphasized that the beginning of exothermal processes
is detected in most cases much earlier than the onset of
the corresponding weight loss. Thus, a latent degrada-
tion takes place, whereby the PMMA chain is broken
but the C60 molecules bound to the degradation prod-
ucts keep them from leaving the system.

In the second stage (from beginning to peak of the
endothermicity), the degradation products are volatil-
ized with the heat uptake. These products may include
both the unoxidized degradation products and the frag-
ments of chains or radicals oxidized previously and
exhibiting subsequent degradation without additional
oxidation. In the case of pure PMMA, the fraction of
these products amounts to ~30% of the total sample
mass, while adding fullerene decreases this fraction to
~20% (for 1% C60) and ~12% (for 10% C60), which is
also an evidence of the “holding” effect of C60. A
decrease in intensity of the endothermal peak with
increasing C60 content indicates that a total heat of the
chain degradation and the degradation product subli-
mation significantly decreases upon the introduction of
fullerene.

The third oxidation stage (past the endothermal
peak) in pure PMMA begins at ~326°C. Here, C60 pre-
vents the bound products from oxidation up to ~ 338°C
(Figs. 2b and 2c) but their subsequent degradation is
accompanied by the evolution of a greater amount of
heat as compared to that in pure PMMA. This heat is
liberated in two steps, which corresponds to the peaks
at 380 and 430°C (for 1% C60) and 392 and 445°C (for
10% C60). These peaks can naturally be attributed to the
oxidation of fullerene, since the accompanying weight
losses corresponds with a high precision to the amounts
of fullerene introduced into PMMA. The presence of
two peaks in the DSC thermograms agrees with the fact
that there are two types of C60 molecules—bound and
not bound to PMMA. Past the endothermal peak, the
sample containing 1% C60 liberates the amount of heat
~5 times that evolved from pure PMMA. On the other
hand, the amount of heat evolved from the sample con-
taining 10% C60 increases only by a factor of ~3.3,
which indicates that not less that half of C60 molecules
is volatilized without oxidation.
CHNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001
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The evolution of heat and the weight losses during
the oxidative degradation of pure C60 take place at
temperatures (~570°C) much higher as compared to
those observed for C60 in the PMMA matrix. Evi-
dently, not only does C60 affect the behavior of
PMMA, but the polymer also influences the thermal
properties of fullerene as well, which was also
observed previously [3, 4].
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Abstract—The inverse problem of restoring the space of currents on an arbitrary perfectly conducting surface
is solved in the most general form. General equations with small parameter describing the synthesis of currents
on arbitrary unclosed surfaces are derived. © 2001 MAIK “Nauka/Interperiodica”.
Formulation of the problem. Consider a perfectly
conducting finite surface S coinciding with part of the
coordinate surface in an orthogonal curvilinear coordi-
nate system. Denote the surface current density by

(1)

where t1 and t2 are the unit vectors of coordinate lines.

A relation between the radiation pattern F and the
current j is given by the expressions

(2)

(3)

where iθ and iϕ are the unit vectors of the spherical coor-
dinate system (r, θ, ϕ) at the observation point, ρ is the
distance between the origin and the radiation point on
surface S, and γ is the angle between straight lines
drawn from the origin to the observation and radiation
points.

If the radiation pattern is known, relationships (2)
and (3) form a system of integral equations for an
unknown current:

(4)

where

j q1 q2,( ) t1 j1 q1 q2,( ) t2 j2 q1 q2,( ),+=

Fθ θ ϕ,( ) iθ j ikρ γ( )cos( )exp S,d

S

∫∫=

Fϕ θ ϕ,( ) iϕ j ikρ γ( )cos( )exp S,d

S

∫∫=

K11 j1 K12 j2+ Fθ,=

K21 j1 K22 j2+ Fϕ ,=



K11 j1 j1 iθ t1⋅( ) ikρ γ( )cos( )exp S,d

S

∫∫=

K12 j2 j2 iθ t2⋅( ) ikρ γ( )cos( )exp S,d

S

∫∫=
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The purpose of this study was to develop solution
methods for system (4). Previous results [1] are
extended here to the case of arbitrary surfaces.

Variational problem reduced to an operator
equation. Let us introduce spaces required for the anal-
ysis. The vector pattern F(Fθ, Fϕ) belongs to a direct
sum of spaces L2. Components jn (n = 1, 2) of the sur-
face current belong to the Hilbert spaces Hn. The cur-
rent density j belongs to a direct sum of these spaces,
j ∈  H = H1 ⊕  H2. Assume that the space H can be spec-
ified by a positive symmetric operator A, which will be
defined below.

Taking into account above definitions, we can
rewrite system (4) representing the initial synthesis
equations as a single operator equation

(5)

where

Since not every specified pattern F is realizable, we
will seek a current j that simultaneously forms a pattern
close to the specified one and has a minimum possible
norm. In other words, we minimize the functional

(6)

where α is a small parameter, (·, ·) is the inner product
in space L2 ⊕  L2, and [·, ·] is the inner product in
space H. The following theorem is valid.

K21 j1 j1 iϕ t1⋅( ) ikρ γ( )cos( )exp S,d

S

∫∫=

K22 j2 j2 iϕ t2⋅( ) ikρ γ( )cos( )exp S.d

S

∫∫=

Kj F,=

K
K11 K12

K21 K22 
 
 

.=

N j( ) α j[ ] 2 Kj F– Kj F–,( ),+=
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Theorem 1. The functional N(j) reaches a maximum
on solutions to the equation

(7)

where K* is the adjoint operator defined by the formula

acting from the space L2 ⊕  L2 of radiation patterns to
the space H of surface currents.

Proof. Let j be a solution to Eq. (7) and h be an arbi-
trary element in space H. Consider the difference

(8)

that can be transformed, with account of the definition
of adjoint operator, to

(9)

Taking into account that the current satisfies Eq. (7), we
obtain from (9) that

(10)

Since the second and third terms in (10) are nonnega-
tive quantities, the functional N(j) reaches maximum on
a solution to Eq. (7). The theorem is proven.

Multiplying both sides of Eq. (7) by A–1, we obtain

(11)

Since

Eq. (11) is the Fredholm equation of the second kind
with positive operator. As a result, the following theo-
rem is valid.

Theorem 2. For an arbitrary pattern F, Eqs. (11) and
(7) have a unique solution j minimizing the functional
N(j).

Note that the theory of second-kind Fredholm equa-
tions with small parameter is developed in sufficient
detail. Results of this theory can be applied to Eqs. (11)
and (7). There are two important propositions [2].

Proposition 1. For any ε > 0 and an arbitrary pat-
tern F, there exists a unique current j0 from the class

which minimizes the functional

αAj K*Kj+ K*F,=

K*
K11* K21*

K12* K22* 
 
 

=

N j h+( ) N j( )– α j h+ j h+,[ ]=

+ Kj Kh F–+ Kj Kh F–+,( )
–  α j j ,[ ] K j F – K j F – ,( ) –

N j h+( ) N j( )– α h h,[ ] Kh Kh,( )+=

+ h αAj, K*Kj K*F–+( )
+ αAj K*Kj K*F h,–+( ).

N j h+( ) N j( ) α h[ ] 2 Kh Kh,( ).+ +=

α j A 1– K*Kj+ A 1– K*F.=

A 1– K*Kj j,[ ] AA 1– K*Kj j,( )=

=  K*Kj j,( ) Kj Kj,( ),=

j[ ] 2 ε≤

P j( ) Kj F– Kj F–,( ),=
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and thus creates a radiation pattern closest to the speci-
fied one.

 

Proposition 2.

 

 For any 

 

ε

 

 > 0 and an arbitrary pattern

 

F

 

, there exists a unique current 

 

j

 

0

 

 from the class of cur-
rents satisfying the condition

that has the minimum norm.

These propositions can readily be proved using the
results obtained in [2]. Thus, an arbitrary pattern 

 

F

 

 can
be approached to with in any prescribed accuracy; there
exists a unique current with minimum norm that
ensures the approximation of the specified pattern; this
current can be found from Eq. (7).

 
Analysis equation and the space of currents.

 
 It

only remains to choose the space of currents. This can
be done using two methods. According to the first
method, the space is chosen from the condition of a lim-
ited field in the near zone [1]. However, the space of
currents can also be determined from the analysis equa-
tion. Both approaches were found to yield identical
results. Below, we use the second approach.

The analysis equation has the form [3]

(12)

where 

 

E

 

0

 

 is the primary electric field, 

 

n

 

 is the normal to
the surface 

 

S

 

, 

 

R

 

 is the distance from the radiation point

 

Q

 

 to the observation point 

 

P

 

, 

 

ω 

 

is the circular frequency,
and 

 

ε

 

 is the absolute permittivity of medium.

Upon the analysis of Eq. (12), we can express the
main singular operator in the form

(13)

Here, the subscript 

 

τ

 

 denotes the tangent component.

 

Theorem 3.

 

 The operator

 

 A is symmetric and posi-
tive.

Proof. Let us prove first that the second term in (13),

(14)

P j( ) ε≤

gradP gradQ
ikR–( )exp

4πR
-------------------------- j, 

  Sd

S

∫∫

– k2 j
ikR–( )exp

4πR
-------------------------- Sd

S

∫∫ n, iωε E0 n,[ ] ,=

Aj gradτ , div j
R–( )exp

R
--------------------- Sd

S

∫∫–=

+ t1 j1
R–( )exp

R
--------------------- S t2 j2

R–( )exp
R

--------------------- S.d

S

∫∫+d

S

∫∫

A1 j1 j1
R–( )exp

R
--------------------- S,d

S

∫∫=
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is a symmetric and positive operator. For this purpose,
we use the well-known Fourier integral expansion of
the Green function:

(15)

where x = x(q1, q2), y = y(q1, q2), and z = z(q1, q2) are the
coordinates of the observation point located on the sur-
face S and x' = x'( , ), y' = y'( , ), and z' = z'( ,

) are the coordinates of the radiation point on the sur-
face S.

From (14) and (15), we obtain 

(16)

where

Formula (16) shows that the second operator in (13) is
positive and symmetric.

The first term in (13) is, generally, an unbounded
operator. Therefore, we should consider this operator
on a dense set of functions vanishing at the boundary.
Performing integration by parts and using representa-

R–( )exp
R

---------------------
1

2π3
--------=

×
iχ1 x x'–( )– iχ2 y y'–( ) iχ3 z z'–( )––[ ]exp

χ1
2 χ2

2 χ3
2+ +

------------------------------------------------------------------------------------------------------∫
R

3

∫∫
× dχ1dχ2dχ3,

q1' q2' q1' q2' q1'

q2'

A1 j1 j1,( ) 1

2π3
--------

j̃1
2

χ1
2 χ2

2 χ3
2+ +

---------------------------- χ1d χ2d χ3,d∫
R

3

∫∫=

j̃1 j1 iχ1x' iχ2y' iχ3z'+ +( ) S.d

S

∫∫=
TE
tion (15) for the Green function, we can prove that this
operator is symmetric and positive. Therefore, the
whole operator (13) is symmetric and positive. The the-
orem is proven.

Synthesis equation with small parameter.Thus,
we have derived a new equation with small parameter:

(17)

where the integrodifferential operator A is given by the
formula

The operator A is symmetric and positive. The cur-
rent j determined from (17) is an element of the energy
space of operator A. The current demonstrates a correct
behavior near the surface edge, because the operator A
contains the information on the properties of the sur-
face current.
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αAj K*Kj+ K*F,=

Aj gradτdiv j
R–( )exp

R
--------------------- Sd

S

∫∫–=

+ t1 j1
R–( )exp

R
--------------------- Sd

S

∫∫ t2 j2
R–( )exp

R
--------------------- S.d

S

∫∫+
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Abstract—The results of experiments on the removal of styrene vapors from air with the aid of nanosecond
electron beam pulses and a non-self-sustained volume discharge are reported. The macrokinetic equations
based on these results allow the experimental data to be systematized and extrapolated beyond the range of
vapor concentrations and deposited energies studied. © 2001 MAIK “Nauka/Interperiodica”.
Contamination of the air with styrene vapors takes
place in the production of related plastics and during
the fabrication of articles from these materials. In the
case of a low concentration of styrene vapors, their
removal from air by traditional chemical methods (e.g.,
catalytical burning) is not very effective. In such cases,
methods employing electron beams and various electric
discharges may be advantageous [1]. 

For example, it was demonstrated (see, e.g., [2, 3])
that styrene vapors can be removed from air with the
aid of a pulsed discharge of the streamer crown type,
but this process was characterized by a relatively high
energy consumption. Recently [4], it was found that the
use of electron beams allows organic impurities (in par-
ticular, acrolein vapors) to be removed at the expense of
lower deposited energies. Below, we present the results
of experiments on the removal of styrene vapors from
air with the aid of a pulsed electron beam and a non-
self-sustained volume discharge.

The experiments were performed in a setup analo-
gous to that described previously [4], based on a nano-
second-pulsed electron accelerator. The accelerator
produced a beam of electrons with the following
parameters: energy, 180 keV; total current, 800 A; input
cross section, 1 cm2; pulse duration, 5 ns; pulse repeti-
tion rate, 10 s–1. The irradiated gas volume with a length
of 1 cm and a volume of 4 cm3 was confined between a
grid electrode (through which the electron beam was
injected into the gas flow) and a continuous metal elec-
trode connected to a capacitor bank with a total capac-
itance of 13 nF charged to a voltage variable from 0 to
10 kV. The energy deposited by the electron beam in the
irradiated gas volume was 4.2 × 10–3 J per pulse, as
determined by a standard method employing film dose
monitors. Under non-self-sustained discharge condi-
tions, the energy supplied from the capacitor bank was
also taken into account.
1063-7850/01/2710- $21.00 © 20813
A ventilator mounted in the working chamber (with
a total volume of 3 dm3) created a gas flow (at an aver-
age velocity of 0.5 m/s) through the irradiated dis-
charge gap. This experimental scheme allowed a multi-
step purification process to be modeled, in which the
gas flow was subjected to repeated irradiation cycles. In
addition, averaging of the vapor concentration in the air
increased the reproducibility of the results and reduced
the error of determination of the concentration of vola-
tile organic compounds. The experiments were per-
formed with model nitrogen–oxygen mixtures (N2–O2,
80 : 20) at atmospheric pressure and room temperature,
which the concentration of styrene vapors was varied
from 50 to 1000 ppm.

The flowing gas mixture was treated by series of
1500 pulses. The organic impurity concentration was
measured in a gas sample taken after each series. The
samples were analyzed for styrene and its conversion
products by gas chromatography [5]. The error of deter-
mination of the impurity concentration did not exceed
5% in the 100- to 1000-ppm range and 12% in the 10-
to 100-ppm range. The results were expressed by the
total amount of removed molecules ∆C = C0 – C per
unit volume [cm–3], the degree of the gas purification
from impurity η = ∆C/C0, and the energy consumed per
one styrene molecule removed ε = (Wb + Wd)/(e∆C)
[eV/molecule] (C0 and C are the initial and current
impurity concentrations, respectively; Wb and Wd are
the energies deposited in the gas phase by the pulsed
electron beam and by the volume discharge, respec-
tively; and e is the electron charge).

Variation of the impurity concentration C with the
number of electron beam pulses is described by charac-
teristic descending curves analogous to those reported
in [3] for the streamer crown discharge. In the region of
small impurity concentrations (from 50 to ~300 ppm),
variation of the C value obeys the exponential law. The
same character of variation of the current impurity con-
001 MAIK “Nauka/Interperiodica”
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centration was observed for the non-self-sustained vol-
ume discharge, with the slope of the curves depending
on the discharge energy deposited in the gas.

Figure 1 shows typical plots of the logarithm of the
initial to current impurity concentration ratio ln(C0/C)
versus deposited energy W for a styrene-containing gas
mixture irradiated by a pulsed electron beam. The
energy W was determined as a total energy deposited in
a series of the electron beam pulses. As is seen, the
right-hand wings of the curves in Fig. 1 corresponding
to small initial impurity concentrations can be approxi-
mated by straight lines. The slope of these lines can be
considered as a characteristic coefficient β [measured
in J/l] relating the efficiency of the purification process
to the energy consumption:

(1)

The physical meaning of this coefficient is that the β

C0/C( )ln W /β.=

2.5

2.0

1.5

1.0

0.5

0 5 10 15 20 25
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W, J/l
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2

3 4

Fig. 1. The plots of ln(C0/C) versus specific energy W
deposited in the gas for various initial impurity (styrene)
concentrations C0 = 75 (1); 310 (2); 460 (3); 520 ppm (4).
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Fig. 2. The plots of parameters (1) β and (2) σ versus elec-
tric field strength E.
TE
value indicates the amount of energy that has to be
deposited in the gas in order to reduce the impurity con-
centration by a factor of e.

It must be noted that strict validity of the relation-
ship (1) would imply the pseudo-first-order macroki-
netics of the styrene vapor removal reaction (with
K[Ri] = const, where K is a constant factor):

(2)

This is possible only provided that the concentration
[Ri] of all reactive particles involved in the process of
styrene removal is almost constant (in other words,
these particles are in considerable excess relative to the
impurity concentration C). The major part of energy
deposited in the gas is spent for generating the active
particles, while the fraction spent for the styrene
decomposition is small. Since [Ri] @ C the concentra-
tion of the active particles changes mostly in their reac-
tions with other components of the gas mixture.

As can be seen from Fig. 1, the slope of the curves
(and, hence, the coefficient β) strongly depends on the
initial impurity concentration C0. The curves signifi-
cantly deviate from linearity when ln(C/C0) is smaller
than unity. This fact indicates that styrene molecules
present in a sufficiently large amount begin to influence
(decrease) the concentration of reactive particles. In
this case, we can no longer assume that [Ri] @ C0 and,
therefore, the second order of reaction (2) is manifested
at large C0 values. We may suggest that, at very large
impurity concentrations, equation (2) will describe a
process of the zero order with respect to the removed
component (i.e., the amount of removed molecules will
be proportional to the deposited energy). Of course, this
assumption is valid only if an increase in the concentra-
tion does not lead to a change in the mechanism of
impurity removal.

Using the energy coefficient β, one may evaluate the
degree of purification η and the energy spent ε per
removed impurity molecule from the following rela-
tionships:

(3)

(4)

Formula (4), representing a special form of the general
equation (1), shows that the energy spent to remove one
impurity molecule depends on the initial impurity con-
centration and, hence, is not a constant parameter.

Application of an external electric field to the gap
irradiated by the pulsed electron beam induces a non-
self-sustained volume discharge in the gap. Figure 2
shows an experimental plot of the parameter β versus
field strength E (curve 1) in the discharge column for
C0 = 300 ppm. As is seen from these data, a minimum
in the consumed energy is observed for E ~ 500 V/cm.

A major contribution to the process of styrene vapor
removal from air is due to reactions involving active

dC/dW dC/dt≅ K Ri[ ] C.–=

η 1 C[ ] C0[ ] 1––( )≡ 1 Wβ 1––( ),exp–=

ε 235.5βη 1– C0[ ] 1– 1 η–( ) 1– .ln=
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oxygen species [2, 3]. Indeed, styrene is virtually not
removed from an oxygen-free gas mixture. Reacting
with styrene molecules, the active oxygen species, such
as atomic and singlet oxygen, ozone, and negative and
positive oxygen ions, initiate the polymerization and
oxidation reactions. The final products of these reac-
tions in our experiments had the form of a thin polysty-
rene film containing a certain amount of oxygen, which
was deposited on the chamber walls and discharge gap
electrodes. A probable mechanism of the polystyrene
film formation includes the production of active oxygen
species in the gas volume, interaction of these species
with styrene molecules and migration of the products
toward the walls, activation of the wall surface, and
growth of the polymer film on this activated surface.

Another reaction product detected in our experi-
ments was benzaldehyde that is probably formed as a
result of the interaction of styrene with ozone generated
by the electron beam and discharge. The concentration
of benzaldehyde (CBA) observed in our experiments
was significantly lower compared to the initial styrene
concentration C0. In order to evaluate the content of
benzaldehyde in the gas phase after the irradiation and
discharge treatment, we used the parameter σ = (C0 –
C)/CBA representing the amount of benzaldehyde mol-
ecules per removed styrene molecule. The process of
benzaldehyde formation depended on the external elec-
tric field strength in the gap. This is illustrated in Fig. 2
by a plot of the parameter σ versus field strength E
(curve 2) for N ~ 5 × 103 pulses. As is seen, there is an
optimum electric field strength at which the amount of
produced benzaldehyde decreases several times as
compared to that observed in the absence of applied elec-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
tric field. For a gas mixture with an initial styrene concen-
tration of 300 ppm irradiated with N ~ 5 × 103 pulses at a
field strength of 0.8–1.0 kV/cm in the discharge col-
umn, the benzaldehyde parameter decreases to σ =
0.06. This regime can be recommended for develop-
ment of the corresponding technology of the waste gas
purification. The above relationships between the
parameters ε, β, and σ together with formulas (3) and
(4) provide estimates of the energy characteristics of
the process of air purification from styrene vapors.
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Abstract—A method based on the electrodynamic localization of optical radiation with the aid of sharp metal
objects is proposed, which allows the properties of materials to be modified over a range significantly smaller
than the radiation wavelength. © 2001 MAIK “Nauka/Interperiodica”.
The general trend of decreasing the size of elements
(e.g., in microelectronics) down to a nanometer range,
based on the application of usual optical principles,
requires that the radiation wavelength accordingly
decrease so as to be smaller than the object dimensions.
Obeying this requirement meets large difficulties and
leads to considerable expenditures. We suggest to use
an electrodynamic method for localization of the opti-
cal radiation within a region significantly smaller com-
pared to the radiation wavelength, by analogy with the
situation realized with the aid of antennas.

The role of a metal object capable of localizing the
optical radiation was played by the gate of a GaAs-
based metal–oxide–semiconductor field-effect transis-
tor (MOSFET). The quanta of radiation of a neody-
mium laser had an energy of about 1.3 eV (1.06 µm),
which is smaller than the GaAs bandgap width. This
circumstance allowed the samples to be irradiated both
from the front side, on which the MOSFET structures
were fabricated, and from the rear side (i.e., through the
substrate). The gate section [1] had a rhombic shape
(0.3 × 0.5 µm) and the lower rhombus vertex was
rounded with a radius of 15 nm. The gate size in the
third coordinate could vary within 50–300 µm.

In the case of illumination through the substrate, the
optical field in the material under the gate can be pre-
sented as a sum of the fields of the incident radiation,
that reflected from the radiation wedge sides, and a
cylindrical wave radiated from the wedge rib. The field
superposition near the wedge rib leads to a local
increase in the field component perpendicular to the
metal surface within a range determined by the size and
shape of the sharp objects rather than by the radiation
wavelength.

Objects localizing the radiation were modeled by a
wedge formed by the lower gate surface and a strongly
elongated ellipsoid roughly approximating the gate
shape. In the case of diffraction on the wedge, the laser
1063-7850/01/2710- $21.00 © 20816
radiation field can be described by the following
expression [2]:

where C is an integration contour C in the ξ plane com-
prising two loops with ends at the infinity; r and ψ are
the radial and azimuthal cylindrical coordinates,
respectively. The current in a source producing a cylin-
drical wave is proportional to r–1/2; that is, it exhibits a
singularity at r  0 (where r is the distance to the
wedge rib) [3, 4]. In the case of a rounded wedge, r is
naturally taken equal to the radius of rounding. For the
gate modeled by an elongated ellipsoid, we employed
the classical Abraham solution for this electrodynamic
problem (see [5]), which allowed resonance properties
of the object producing localization of the radiation to
be taken into account (these properties are determined
by the object geometry).

In the above considerations, it was assumed that the
metal is ideal and the radiation does not penetrate into
the object. However, the scale of the problem under
consideration (hundreds nanometers) is comparable to
the skin layer thickness. Nevertheless, a sharp bound-
ary between the gate metal and semiconductor provides
for a sharp change in the permittivity. The size of the
region featuring a local field amplification remains the
same, although the field strength at the singular point
decreases. The skin layer thickness was evaluated using
a formula for the normal skin effect, because electrons
cannot travel through the whole free path length during
the period of the field oscillation and the radiation fre-
quency is lower than the plasma frequency [6]. Accord-
ing to the experimental data [7], the skin layer thickness
in Au is about 24 nm.

It was assumed that the heat evolution takes place
over a laser pulse duration and is localized at the axis of
a cylinder corresponding to the wedge rib, with a diam-
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eter of 15 nm comparable with the rib radius. The char-
acteristic dimensions of the region of field localization
and the pulse duration required for the aerial modifica-
tion were determined from a solution to the thermal
conductivity (written in the cylindrical coordinates
with the cylinder axis directed along the wedge rib).

Modification of a given material as a result of the
local power deposition takes place upon exceeding a
certain threshold determined by the material properties
under the conditions of a rapid quasi-adiabatic energy
evolution, whereby the spreading heat losses due to the
thermal conductivity are small. The first condition
determines the radiation source power, while the sec-
ond condition poses limitations on the laser pulse dura-
tion. The smaller the volume of a region to be modified,
the more stringent the limitations because a decrease in
size leads to increase in the surface to volume ratio.
Calculations showed that, with a threshold temperature
of 500°C for the defect formation, the modification
takes place in a region with dimensions on the order of
60 nm. Figure 1 shows time variation of the tempera-
ture in a modified region for layers situated at various
depths under the gate vertex. In the case of instanta-
neous energy deposition on the metal wedge surface,
the time during which the temperature exceeds the
modification threshold is on the order of 300 ps.

For research purposes, we fabricated GaAs
MOSFETs with the gate lengths 10, 1, 05, and 0.25 µm,
the last was V-shaped [1]. The gate metallization thick-
ness was 0.5 µm. The substrate thickness for all sam-
ples was 100 µm. The gate–drain (source) spacing was
varied from 1.5 to 3 µm. The lateral metallization size
of the drain and source was 40 µm.

The experiments were performed with a neody-
mium laser producing pulsed radiation with an energy
of 30 mJ/pulse, a single pulse duration of 5–10 ns, and
a spot diameter of 2 mm. The inhomogeneity of inten-
sity in the spot reached 200%. After each exposure to
laser pulses, the samples were characterized by measur-
ing the current–voltage and capacitance–voltage
curves.

1. Transistors with the gate length greater than
or comparable with the radiation wavelength. The
study of the effect of laser radiation on the MOSFETs
with the gate length from 10 to 0.5 µm showed analo-
gous patterns of changes in the characteristics for the
samples irradiated from either front or rear sides. This
is explained by a small coefficient of the irradiation
absorption in GaAs and by a smooth optical field struc-
ture varying on the wavelength scale. A change in the
shape of characteristics is related to the thermostimu-
lated diffusion of atoms over distances comparable to
the MOSFET channel thickness and to the charge car-
rier trapping on the thermogenerated traps appearing
during the laser irradiation. A change in the rate of vari-
ation of the MOSFET characteristics depending on the
radiation power exhibits a threshold character. As the
radiation energy power decreases to 2 mJ/pulse, the
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
MOSFET characteristics remained unchanged to
within the accuracy of measurements.

Solving the thermal conductivity equation revealed
two characteristic time intervals related to spreading of
the evolved heat. During the laser pulse (10 ns), the
metal contacts heat up to 800–1000°C, after which the
sample cools down to 100°C during a time period of
about 1 µs.

The conditions of heat removal from a crystal were
improved with the aid of glycerin, which possesses suf-
ficiently high insulating properties and does not impair
the MOSFET operation. Our experiments showed that
the transistor parameters remained unchanged when the
samples were irradiated from the rear (substrate) side
and the heat was removed from the front side (on which
the MOSFET structure was formed). This is explained
by a rapid heat removal through a thin metallization
layer on the transistor contacts.

2. Transistors with the gate length smaller than
the radiation wavelength. In contrast to the case of
long-gate MOSFETs, the laser irradiation of transistors
with short V-shaped gates leads to different effects
depending on the side of exposure. For the samples irra-
diated from the front side, the device characteristics
remained virtually unchanged over a series of ten laser
pulses, whereas the samples irradiated from the rear
side showed a significant degradation of the character-
istics after the first 4–6 pulses (Fig. 2). This is evidence
that the gate vertex plays the role of a “concentrator” of
the laser radiation field in the working region of the
transistor channel. No such concentration takes place
during exposure of the front side, and hence, the radia-
tion effect is much less pronounced.
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Fig. 1. Time variation of the temperature in the laser-modi-
fied region (1) at the gate vertex and (2–4) at a distance of
45, 75, and 105 nm from the vertex, respectively. Dashed
line indicates the modification threshold; black squares
show the results of measurements.
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In order to confirm a local character of the material
heating under the action of the laser radiation, we con-
ducted experiments in which the rate of heat removal
from the front side of MOSFETs was varied during
their irradiation from the rear side. When the conditions
of heat removal were improved with the aid of glycerin,
the modification effect was still observed, showing evi-
dence of the quasi-adiabatic character of processes
responsible for the change in MOSFET characteristics.

An analysis of the current–voltage and capacitance–
voltage curves of the samples showed that a modified
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Fig. 2. Relative changes in the parameters of a MOSFET
structure with a short V-shaped gate in the course of irradi-
ation with neodymium laser from the rear (substrate) side:
(1) input resistance; (2) drain current; (3) gate–drain break-
down voltage; (4) drain–source breakdown voltage. N are
the numbers of sequential laser pulses.
TEC
region was located under the gate and had a size not
exceeding 100 nm, while the resistance of deeper layers
remained unchanged. By measuring variation of the
drain current immediately during the irradiation, we
evaluated a change in the MOSFET channel tempera-
ture with time and established that this behavior was
consistent with the results of calculations (Fig. 1).

The results of our experiments show possibility of a
local modification of the properties of materials due to
the laser radiation field concentrated at a preset site
with the aid of sharp metal objects.
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Anomalous Electron-Beam-Induced Excitation of Argon 
in Pulsed Supersonic Streams of Ar + CH4, Ar + SiH4, 

and Ar + CH4 + SiH4 Mixtures
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Abstract—The energy exchange in supersonic streams of argon mixtures with methane and monosilane acti-
vated by an electron beam was studied. In the initial condensation stage, the stream features a selective excita-
tion of the atomic energy levels of argon. The threshold values of parameters were determined, for which the
anomalous optical emission from the electron-beam-excited mixtures is observed. © 2001 MAIK
“Nauka/Interperiodica”.
Development of highly effective plasmachemical
flow technologies, widely used for the deposition of
coatings, conversion of hydrocarbons, and utilization of
industrial waste gases, stimulates the study of energy
exchange processes occurring in the condensing gas
flows activated by electron beam plasmas [1]. In this
context, we have studied the process of anomalous
excitation of the radiative states of argon atoms in
supersonic streams of argon mixtures with methane and
monosilane activated by an electron beam under con-
densation conditions.

The experiments were performed on the LEMPUS
complex setup [2] at Novosibirsk State University. The
optical emission spectra excited by an electron beam
[3] in pulsed supersonic streams of 5% SiH4 + 95% Ar,
5% CH4 + 95% Ar, and 5% SiH4 + 5% CH4 + 90% Ar
were measured in the range of retarding pressures P0 =
0–1500 kPa at a temperature of T0 = 295 K. The mea-
surements were performed at a distance of x/d∗  = 30
from the supersonic nozzle edge, where d∗  = 0.55 mm
is the nozzle edge diameter. The intensities of the reso-
nance emission lines of argon atom (λ = 549.6 nm) and
ion (λ = 461.0 nm) were studied as functions of the
retarding pressure.

The phenomenon of anomalous increase in the
intensity of certain emission lines of argon atoms in the
mixtures with monosilane activated by electron beams
was originally observed and reported in [4], where the
effect was interpreted in terms of the flow condensation
process. However, the use of a stationary method for
the gas stream production limited the range of retarding
pressures studied in that work. Application of a pulsed
method allowed this range to be significantly extended,
so as to determine the boundary parameters of the
stream at which the effect is observed. In addition, it
was found that the anomalous optical emission can be
1063-7850/01/2710- $21.00 © 20819
observed in argon diluted with methane and in a ternary
Ar–SiH4–CH4 mixture.

The experimental data presented in Fig. 1 show that
the intensity of the argon ion line (λ = 461.0 nm) always
increases linearly with the pressure P0. For the atomic
emission line (λ = 549.6 nm), the intensity exhibits a
short initial portion fitting to the same linear growth,
then increases more sharply, and eventually returns to
the line approximating the initial portion (solid line in
Fig. 1). Both the deviation from and return to the linear

549.6 (CH4 + Ar)
461.0 (CH4 + Ar)

549.6 (SiH4 + Ar)

461.0 (SiH4 + Ar)

549.6 (SiH4 + CH4 + Ar)

461.0 (SiH4 + CH4 + Ar)

1000

100

10

1 10 100 1000
P0d, kPa mm

I, a.u.

Fig. 1. Intensity of the resonance emission lines of argon
atom (λ = 549.6 nm) and ion versus the retarding pressure.
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approximation took place at different retarding pres-
sures depending on the mixture composition. The
boundaries of the pressure range featuring the nonlin-
ear growth can be seen in Fig. 2a, showing the intensity
of the atomic emission line normalized to the retarding
pressure (with a coefficient equating the normalized
intensity to unity at small P0 values). With this normal-
ization, it is possible to determine the boundaries of the
effect and to compare contributions to the radiative
atomic state excitation due to the secondary process
(leading to the anomalous intensity increase) and the
direct electron impact. Since the Ar + SiH4 mixture exhib-
its an eightfold increase in the atomic emission line inten-
sity (against fourfold growth for the other mixtures), we
may conclude that this secondary process involves a
highly efficient excitation channel related to an anoma-
lously large cross section of the collision interaction.

A comparison of the curves showing the optical
emission intensity variation to the results of our previ-
ous mass-spectrometric measurements [5] for the same
gas mixtures (Fig. 2b) shows that the onset of the anom-

Ar + SiH4

Ar + CH4

Ar + SiH4 + CH4

P0 × d0.8, kPa mm

m/e = 40 (Ar + SiH4)
m/e = 31 (Ar + SiH4)
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m/e = 31 (Ar + SiH4 + CH4)
m/e = 15 (Ar + SiH4 + CH4)
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Fig. 2. A comparison of the results of (a) spectroscopic and
(b) mass-spectrometric measurements in electron-beam-
activated pulsed argon gas streams.

(a)

(b)
TE
alous excitation process correlates with the initial stage
of condensation in the flow, while termination of the
former process corresponds to the formation of large
(including mixed) clusters [6]. For convenience, the
results of the spectral and mass-spectrometric measure-
ments are plotted versus the similarity parameter

d0.8 widely used in the condensation theory.

The observed features of the anomalous argon exci-
tation process (correlation with the mass-spectrometric
data, linear dependence on the beam current [4], large
cross section of the energy exchange process, and large
lifetime of the intermediate excited states) suggest that
the atomic argon is energy pumped due to an ion–clus-
ter interaction initiated by the electron beam plasma in
the stream. This process results in the formation of
long-living excited complexes including atoms of both
the carrier gas and the admixture. The excitation trans-
fer to the radiative states of argon is apparently fol-
lowed by ejection of the excited argon atom from the
cluster and by the emission event.

Thus, the effect of the anomalous excitation of
argon atoms in the gas mixtures is observed in the range
of retardation parameters determined by the conditions
of cluster formation and is probably caused by a selective
energy exchange in the ion–cluster interaction. The max-
imum manifestation of the effect corresponds to the
region of growing intensity of small clusters [6] detected
by methods of the molecular-beam mass spectrometry.
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Abstract—The scattering angles of ions formed upon the transmission of a monoenergetic beam of hydrogen
(5–230 keV), deuterium (5–25 keV), or helium-4 (52–230 keV) atoms through a thin (2.7 µg/cm2) carbon foil
were measured. The experimental data are compared to the results of calculations using an SRIM-2000 numer-
ical modeling program. For hydrogen, the isotope effect (i.e., dependence of the angular distribution on the iso-
tope mass) is estimated. © 2001 MAIK “Nauka/Interperiodica”.
A promising approach to the diagnostics of thermo-
nuclear plasma is based on the analysis of a flux of
hydrogen, deuterium, tritium, and helium atoms emit-
ted from the plasma [1]. At present, such an analysis is
considered as the main method for determining the iso-
tope composition of a deuterium–tritium fuel mixture
in a future tokamak reactor [2]. In the neutral particle
analyzers used to monitor the flux of atoms ejected
from the plasma, the stripping of atoms is frequently
effected by thin-foil targets, after which the flux of sec-
ondary ions is analyzed with respect to mass and energy
in electric and magnetic field [3]. For optimizing the
electric and magnetic field configuration and providing
for the most complete particle collection, it is necessary
to take into account the scattering of ions in the strip-
ping foil. From this standpoint, the most important
energy range of the primary atoms extends from a few
units to several hundred kiloelectronvolts.

The purpose of this study was to measure the angu-
lar distributions of ions formed upon the transmission
of a monoenergetic beam of hydrogen (5–230 keV), deu-
terium (5–25 keV), or helium-4 (52–230 keV) atoms
through a thin (2.7 µg/cm2) carbon foil and to evaluate
the isotope effect (i.e., the dependence of the angular dis-
tribution on the isotope mass) for hydrogen ions.

The experiments were performed with a monoener-
getic beam of ions that was converted into an equivalent
atomic beam upon recharge in a gas target. The atomic
beam collimated with a 2-mm diaphragm was directed
onto a thin carbon foil oriented perpendicularly to the
beam axis. The scattered ions were detected by a chan-
neltron with a 2-mm input hole moved in the plane per-
pendicular to the beam axis. The distance from the foil
target to detector was 390 mm. By measuring the signal
from detector as a function of the distance from the
beam axis, it is possible to study the angular distribu-
tion of the scattered ions and evaluate the angular beam
1063-7850/01/2710- $21.00 © 20821
scatter with an allowance for the real experimental
geometry.

The experimental data were compared to the results
of theoretical calculations of the angular distributions
of scattered ions performed using an SRIM-2000
numerical modeling program. The SRIM (Stopping
Range of Ions in Matter) code is a program package for
calculating the stopping and range of ions in substances
in the energy range from 10 eV/amu to 2 GeV/amu) [4].
Using this software, it is possible to calculate the final
three-dimensional distribution of ions and the events
accompanying the ion energy losses, including the target
fracture, sputtering ionization, and phonon generation.

Figure 1 shows the typical angular distributions of
ions formed upon the transmission of a monoenergetic
beam of 5- and 25-keV hydrogen atoms through a car-
bon foil with a mass thickness of 2.7 µg/cm2.

1

0
–10–20 0 10 20

θ, deg

N, a.u.

1

2

Fig. 1. The experimental angular distributions of ions
formed upon the transmission of a monoenergetic beam of
(1) 5-keV and (2) 25-keV hydrogen atoms through carbon
foil with a mass thickness of 2.7 µg/cm2.
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Figure 2 presents the experimental data on the angu-
lar scatter of hydrogen, deuterium, and helium ions of
various primary energies in comparison to the theoreti-
cal energy dependence calculated for hydrogen and
helium ions. Here, the ordinate is the square root of the
mean-square deviation (this parameter was introduced
by Williams in the theory of small-angle multiple scat-
tering [5]). A comparison of the experimental data
shows that the angular scatter of hydrogen and deute-
rium beams in the 5- to 25-keV energy range coincide
to within 5%. A conclusion of the absence of a signifi-
cant isotope effect for hydrogen atoms scattered in thin
carbon foils was also made in [6], where analogous
measurements were performed in the energy range
from 3 to 54 keV. A comparison of the calculated and
measured values for hydrogen and helium shows a
coincidence to within 20 and 15%, respectively, in the
energy range up to 230 keV.

A good agreement of the results of experimental
measurements and numerical modeling allow us to con-
sider the scattering data calculated for other elements as
reliable as well. In particular, we may use the theoreti-
cal data for tritium, which are necessary for the devel-
opment of a diagnostic equipment for deuterium–tri-
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Fig. 2. A plot of the angular scatter versus initial particle
energy by experimental data for (1) hydrogen, (2) deute-
rium, and (3) helium-4 and the results of calculations for
(4) hydrogen and (5) helium-4.
TE
tium plasmas, since the experiments with tritium beams
are difficult and expensive.

An analysis of data on the angular scatter of hydro-
gen, deuterium, and tritium ions depending on the pri-
mary atomic beam energy showed that the results coin-
cide for all three hydrogen isotopes to within a 12%
accuracy.

The results of our investigation led to the following
conclusions.

(i) A comparison of the experimental data on the
angular scatter of hydrogen and deuterium ions formed
upon the transmission of monoenergetic atomic beams
through a thin carbon foil showed that no isotope effect
takes place in the energy range from 5 to 25 keV. This
result agrees with the theoretical predictions based on
the SRIM-2000 model calculations.

(ii) A comparative analysis of the experimental and
calculated data for hydrogen, deuterium, and helium
ions indicates a good agreement between the results of
measurements and computer simulation. This coinci-
dence allows a difficult experiment with tritium to be
replaced by the model calculation.

(iii) A comparison of the calculated vales of the
angular scatter of hydrogen, deuterium, and tritium
ions shows that no isotope scattering effect takes place
in the energy range from 5 to 230 keV.
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Abstract—The microstructure of diamond-like films on silicon substrates was studied using a laser micro-
projector with the image brightness enhancer. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, the interest in obtaining diamond
films on silicon and diamond substrates has grown in
connection with the development of a large class of
high-temperature and radiation resistant devices such
as microwave semiconductor diodes, transistors, opto-
electronic devices, etc.

Despite certain progress in the technology of dia-
mond films, the problem of the instability of such
films [1], related both to the diamond–carbon phase
transition and with a considerable mismatch between
the lattice constants of diamond and carbon (0.367 ver-
sus 0.755 nm, respectively), is still unsolved. An impor-
tant role in the development of methods for the low-
temperature deposition of diamond-like films belongs
to the application of new techniques for monitoring the
film microstructure.

We deposited diamond-like films from a carbon-
containing gas mixture (3% methane in hydrogen) onto
(111)-oriented silicon wafers with the aid of a 1-kW
microwave generator. A silicon substrate was mounted
in a working chamber on a heated molybdenum table to
which a positive voltage was applied from a universal
power supply unit. The microwave generator inductor
was situated above the substrate. The sample tempera-
ture was monitored by a chromel–alumel thermocouple
connected to a KSP-4 recording potentiometer. The
working gas mixture was admitted to the chamber via
needle leak valves.

The influence of the gas phase composition and
pressure and the substrate temperature on the shape and
size of diamond nuclei formed in the deposits was stud-
ied using a laser microprojector with the image bright-
ness enhancer [2, 3]. The image brightness enhancement
was provided by a laser light amplifier. The use of laser
light amplifiers in optical schemes is effectively imple-
mented with a copper vapor based active element [4].
Such amplifiers can be employed in the optical data
transfer systems, in the technological complexes of
material processing for microelectronics [3], and some
other applications [4].

Although laser microprojectors with the image
brightness enhancers feature large light fluxes, the use
1063-7850/01/2710- $21.00 © 20823
of an effective laser light enhancer and the selection of
a proper optical scheme allow the intensity of irradia-
tion to be reduced to a level producing no damage to the
sample surface. For this reason, the study of some
objects with a laser microprojector is highly effective,
especially with the aid of additional techniques such as
the dark-field, bright-field, phase contrast, and polar-
ization methods, etc. The image monitoring can be
facilitated by real-time display on screen or in other
external readout devices.

Our experimental scheme was based on a Jena-Mik-
roscope 250-CF instrument equipped with a standard
set of planachromatic objective lenses (3.2/0.10;
10/0.25; 20/40; 40/65) and a microobjective lens
(5.5/0.16). The entrance and exit pupils of the system
coincided with the objective lens barrel, while the exit
port coincided with the rear side of the active element.
The images were observed and photographed on the
screen. The image scale was varied up to 10000. The
optical scheme reliably resolved a diffraction grating of
1200 lines/mm.

The laser light amplifier implemented a copper
vapor based active element with a GL-202 tube (dis-
charge channel length, 102 cm; diameter, 12 mm) oper-
ating at a wavelength of 510.6 and 578.2 nm [5]. The

1

2

3
4 5

6

7

3

3

3

Fig. 1. The optical scheme of a laser microprojector with the
image brightness enhancer: (1) object; (2) microobjective
lens; (3) mirrors; (4) laser light amplifier; (5) optical filter;
(6) screen; (7) image.
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output light pulses had a duration of 20 ns and were
repeated at a rate variable from 8.5 to 11.5 kHz. We
have selected an optimum regime for the GL-202 tube
operating in the laser microprojector scheme [6]. It was
found that the most favorable image observation was
provided at a rectifier output power of 2.5 kW (the max-
imum output power was obtained at a pulse repetition
rate of 8.5 kHz). The aforementioned additional tech-
niques (imaging modes) were specially selected for
each particular case. The green line (510.6 nm) was
separated with the aid of an optical filter possessing a
single transmission band with a peak at 490 nm and a
halfwidth of 100 nm.

The method described above was used to study the
microstructure of diamond-like films on silicon. Figure 2
shows typical photographs of the sample structure
made from the screen, which clearly reveal triangular

Fig. 2. Typical photographs of diamond-like films on silicon
obtained with the aid of a laser microprojector (magnifica-
tion, ×300).
TE
nuclei of the diamond phase in a diamond-like film
grown for 1.5 h on a silicon substrate heated to 100°C. 

The proposed laser microprojector method has
some advantages over scanning electron microscopy:
(i) the absence of the film charging effects inherent in
the electron microscopy (the laser images are free of the
fog typical of the electron-microscopic images);
(ii) thin diamond-like films do not degrade in the laser
microprojector (in contrast to what takes place in a
scanning electron microscope); (iii) no high-vacuum
conditions are required for investigation of the sample
surface structure.
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The Mechanism of Mechanoelectric Transformations
in Composite Materials
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Abstract—The electromagnetic response to impact excitation in high-ohmic composite materials may contain
three components. The first component is determined by a change in the dipole moment induced by a striker
approaching the surface of a sample possessing a random (surface or bulk) charge; the second component is due
to the electrization of a sample material at the point of impact; and the third component is determined by mech-
anoelectric transformations at the matrix–filler phase boundary. © 2001 MAIK “Nauka/Interperiodica”.
As is known, the mechanical excitation of dielectric
materials gives rise to an electromagnetic response sig-
nal [1]. Previously [2, 3], we reported on the results of
experimental and theoretical investigation devoted to of
the main laws, sources, and mechanisms of mechano-
electric transformations in concretes. A relationship
between the electromagnetic response and the material
strength was demonstrated in [4]. On the other hand, it
was established that not all components of the response
signal are determined by the strength. From the stand-
point of a signal used for the strength determination,
these components of the response appear as noise
impairing the measurement algorithm.

Below, we present some new experimental results of
our investigations devoted at establishing the mecha-
nisms of the mechanoelectric transformations in com-
posite materials under impact excitation conditions.
This research is aimed at refining the algorithm of a
nondestructive electromagnetic method developed for
the material strength monitoring.

The experiment was conducted as follows. An elec-
tromechanical device produced a single dynamic
impact on the sample surface. The exciting impact load
was normalized in strength and had a pulse duration of
3 × 10–5 s at a striker velocity of about of 2 m/s. The
electromagnetic response was detected by an instru-
ment of the EMISSION type [5], which also provided
controlled operation of the impact device and performed
digitization of the electromagnetic response measured.
During the experiments, the arrangement of signal detec-
tors and impact device was always the same.

The results of investigations performed on various
heterogeneous materials showed that the electromag-
netic response observed upon the impact excitation of
some composites, such as silicate ceramics, certain nat-
ural minerals, and certain asphalt concretes, differs in
shape from the analogous signals detected during the
experiments on concretes. Figure 1 shows the shapes of
typical electromagnetic signals observed upon the
1063-7850/01/2710- $21.00 © 20825
impact excitation of concrete and ceramics. As can be
seen, the response of the ceramic sample exhibits a
leading front less steep as compared to that in the case
of concrete. It was previously established that the pro-
cess of mechanoelectric transformations in concretes
involves two stages: (i) electrization of a sample at the
point of impact and (i) mechanoelectric transforma-
tions at the matrix–filler phase boundary [6]. The rela-
tively slowly increasing leading front of the response
signal from high-ohmic ceramic materials can be
related to the presence of uncompensated charge on the
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Fig. 1. Typical shapes of the electromagnetic response
observed upon the impact excitation of (a) concrete and
(b) ceramic samples.
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surface or in the volume of these materials. A change in
the dipole moment induced by a striker approaching the
charged sample surface may give rise to an electric cur-
rent in the measuring circuit. An evidence for this sug-
gestion is an exponential character of the signal kinet-
ics observed when the striker approaches the sample
surface.

In order to check for the validity of this mechanism,
we conducted the following experiment. A grounded
electrode layer was deposited onto the sample surface,
and then the electromagnetic signal was measured in

1.5

1.0

0.5
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–0.5

–1.0
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A, a.u.
(a)

(b)1.0

0.5
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0 0.6 1.2 1.8
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Fig. 2. Typical shapes of the electromagnetic response
observed upon the impact excitation of a ceramic sample
(a) without and (b) with electrode.
TE
response to the impact. Figure 2 shows the shapes of the
electromagnetic signals observed upon the impact exci-
tation of the same sample with and without such a
grounded electrode. As is seen, the character of varia-
tion of the leading front of the electromagnetic
response in the two cases exhibits significant distinc-
tions. The response signal observed upon impact on the
sample with electrode exhibits a steeper leading front
as compared to that of the signal from a sample without
grounded electrode. Direct measurements of the charge
values in the ceramic and concrete samples by means of
a vibrating electrode technique [7] showed that the
ceramic sample bears a surface charge with a density of
~10–12 C/cm2, whereas no such charge was detected in
the concrete sample.

Thus, the impact excitation of a dielectric material
with the aid of a special electromechanical device
equipped with a moving metal striker gives rise to a
noise component in the response signal when the sam-
ple bears a surface or bulk electric charge. This kind of
noise can be excluded by applying a grounded elec-
trode layer on the sample surface.
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The Mechanism of Photoluminescence Quenching
in Porous Silicon by Electron Irradiation of Various Intensity
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Abstract—The charged particle density in an electron beam irradiating porous silicon (por-Si) affects the kinet-
ics of desorption of the surface complexes from por-Si and, accordingly, the degree of photoluminescence
quenching in this material. Electron irradiation at a beam density above 5.5 × 1013 cm–2 s–1 leads to charging
of the por-Si surface and to a decrease in the adsorption capacity for the donor molecular groups. © 2001 MAIK
“Nauka/Interperiodica”.
In the past decade, porous silicon (por-Si) has
become an object of the extensive investigation in
many research groups. This interest was inspired by
Canham [1], who suggested a quantum character of the
photoluminescence (PL) effect in por-Si. At present,
the fact that the visible PL in por-Si is related to the
nanocrystalline silicon grains with a transverse size of
2–12 nm is reliably established and almost commonly
recognized [2, 3], although particular mechanisms of
the radiative recombination are still subject to discus-
sion [2, 4]. Most actively developed in the past years
was the PL model according to which the light-emitting
properties of por-Si are explained by the presence of
various molecular groups on the surface of quantum-
sized silicon crystal grains [4–7].

Previously [5, 6], the dependence of the PL in por-
Si on the electron fluence was studied and it was dem-
onstrated that irradiation of the por-Si surface with
medium-energy (2–4 keV) electrons also leads to
decomposition of the adsorbed complexes and to a
decrease in PL intensity. The degree of the PL quench-
ing by electrons significantly depends on both energy
and fluence of the charged particles. The effect of the
electron beam intensity was not taken into account and
until now has not been studied. However, it is evident
that the density of the incident charged particle beam
must also influence the kinetics of decomposition of the
surface molecular groups. In order to obtain the most
complete information about processes occurring on the
por-Si surface during electron irradiation, we have
studied the effect of the electron beam density on the
PL in this material.

The samples were prepared using (100)-oriented
n-Si single crystal wafers with a resistivity of 32 Ω cm,
in which a por-Si layer was formed by a standard pro-
cedure of electrochemical etching in a mixed HF–
C2H5OH (1 : 1) electrolyte. The etching was carried out
for 40 min at a current density of 15 mA/cm2 under illu-
1063-7850/01/2710- $21.00 © 20827
mination with a halogen lamp. The por-Si samples were
irradiated with electrons in the analytical chamber of an
Auger electron spectrometer (09IOS-10-005 type) at a
residual gas pressure below 10–7 Pa. The irradiation was
performed at an electron energy of E = 3 keV to a total
dose of D = 6.25 × 1015 cm–2. According to previous
results [6], the electron irradiation under these condi-
tions leads to virtually complete decomposition of
mono- and dihydride groups passivating walls in the
pores, while the radiation defects are not accumulated
in any significant amount. The density of charged par-
ticles jel in the primary electron beam could be varied
from 2.4 × 1013 to 8.3 × 1013 cm–2 s–1, this interval being
determined only by the characteristics of the available
electron gun. For the total fluence to remain constant,
the irradiation time was varied from 78 to 260 s. Imme-
diately after irradiation, the samples were brought into
contact with air and time variation of the integral laser-
excited PL intensity in por-Si was measured. The PL
was excited by UV radiation (λ = 325 nm) of a He–Cd
laser operating at a beam power density of P <
80 mW/cm2.

Figure 1 shows the curves representing the PL deg-
radation in electron-irradiated por-Si prepared and
measured as described above. As can be seen from
these data, the density of the electron beam used for the
preliminary irradiation of por-Si samples significantly
affects both intensity and kinetics of the photostimu-
lated surface processes in por-Si. Following the model
developed in a number of works [4, 5, 7], the electron-
induced degradation of PL excited by the laser radia-
tion is related to decomposition of the hydrogen- and
carbon-containing molecular groups, which is mani-
fested by two characteristic times τH and τC in the PL
decay. According to this, each curve in Fig. 1 can be
approximated by an equation of the type

(1)IPL A0 AH t/τH–( )exp AC t/τC–( ),exp+ +=
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where A0 is the PL saturation constant; τH and τC are the
characteristic times of decomposition of the hydrogen-
and carbon-containing molecular groups, respectively;
and the preexponential factors AH and AC are functions
of the initial concentrations of these surface groups and
the characteristic decomposition times. 
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Fig. 1. PL Degradation in various regions of the same por-Si
(1) unirradiated and (2–6) preliminarily irradiated with
electrons to a constant dose of D = 6.25 × 1015 cm–2 using
a beam of variable intensity jel = 2.4 × 1013 cm–2 s–1 (2);

jel = 3.9 × 1013 cm–2 s–1 (3); jel = 5.3 × 1013 cm–2 s–1 (4);

jel = 6.6 × 1013 cm–2 s–1 (5); jel = 8.0 × 1013 cm–2 s–1 (6).
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Preliminary calculations showed that, under the
experimental conditions employed, the τH and τC values
in Eq. (1) fall within the intervals 15–27 and 145–267 s,
respectively. Figure 2 shows the plots of AH and AC as
functions of the electron beam density during the irra-
diation. The curves are normalized to the values calcu-
lated for the por-Si surface not irradiated with electrons

( , ). This normalization reveals variation of the

concentrations of hydrogen- (AH/ ) and carbon-con-

taining (AC/ ) centers in por-Si as a result of the pre-
liminary electron irradiation in vacuum.

The obtained experimental results can be interpreted
within the framework of a model taking into account
several possible channels for variation in the concentra-
tion of chemisorbed complexes on the surface of quan-
tum filaments. The concentration of these surface com-
plexes decreases in as a result of the electron-stimulated
desorption [5, 6, 8] and increases due to the adsorption
from atmosphere in the pores, which is accompanied by
the transfer of desorbed species to the vacuum chamber.
Since hydrogen atoms and carbon-containing mole-
cules diffuse in the pores independently of each other,
the continuity equations describing variation of the
concentrations of these species on the surface and in the
volume of pores can be written in the following form:

(2)

where CS and CG are the concentrations of hydrogen
atoms or carbon-containing molecules on the surface
and in the volume of pores, respectively; C0 is the total
concentration of the adsorption centers; kc and kd are
the coefficients of adsorption and desorption of the sur-
face complexes; x is the pore depth coordinate (a max-
imum electron penetration depth was take equal
to 0.5 µm [5, 6]); and DKn is the Knudsen diffusion coef-
ficient [5] of the corresponding desorption products.

Thus, a por-Si sample features three fluxes of spe-
cies in the course of the electron irradiation—diffusion,
adsorption, and desorption—proportional to the corre-
sponding coefficients DKn, kc, and kd in system (2). The
diffusion coefficient in Eqs. (2) was varied from 0 to
1.28 × 10–8 cm2/s (the diffusion coefficient of molecular
hydrogen in the gas phase [9]).

Numerical calculations showed that the adsorption
and desorption fluxes are in equilibrium in the initial
irradiation stage (very small irradiation times t < 1 s).
Then the diffusion flux begins to gradually remove the
desorption products, thus controlling the kinetics of
decomposition of the surface complexes. For the irradi-
ation times t < 100 s, the diffusion flux is insufficient to
remove all desorbed products, so that we may expect a

decay in the AH/  and AC/  values with time fol-
lowed by attaining certain constant levels. For the max-
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∂GG/∂t DKn∂
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imum electron irradiation time (t = 150 s), the attaining
of a constant level observed for the hydrogen-con-

taining PL centers (AH/  in Fig. 2) is possible only
for the hydrogen diffusion coefficients exceeding
DKn = 10–12 cm2/s. This value determines the lower
boundary of this diffusion coefficient and agrees with
the room-temperature value of DKn = 8 × 10–12 cm2/s
reported previously [6].

The experimental results showed anomalous behav-
ior (Fig. 2), which was manifested by a growth in the

AH/  and AC/  values instead of the expected decay.
This fact required a more detailed consideration of pro-
cesses accompanying the electron irradiation and a
more thorough analysis of the parameters of system (2).
In this context, we have numerically estimated the con-
tributions to the removal of electrons from the sample
surface due to secondary emission, diffusion through a
high-ohmic [10] porous layer, and drift current. The
obtained estimates showed that the surface of quantum
filaments must be charged when the por-Si samples are
irradiated with electrons at a beam density above
1012 cm–2 s–1. The surface charging of por-Si up to a
level corresponding to a surface charge carrier density
of 1011 cm–2 under the action of 1.2–5 eV light quanta
was observed in [11]. In addition, it is known that the
adsorption capacity of a sample surface in the course of
charging varies with the accumulated potential accord-
ing to the exponential law [12]. Taking into account that
the experiment shows accumulation of the negative
charge and that a decrease in the adsorption capacity
(and the corresponding adsorption flux) is possible only
for donorlike particles [12], we may conclude that the
hydrogen- and carbon-containing molecular groups
behave as the donor-like centers. With an allowance for
all possible processes, the coefficients kd and kc were
taken in the following form [12]:

(3)

where σ0 is the interaction cross section, m ≈ 10 is a
dimensionless coefficient, kc0 is the coefficient of
adsorption of the uncharged surface, and j0 is the elec-
tron beam density for which the surface charging
becomes a factor significant for the adsorption capacity.

Approximation of the experimental AH/  and

AC/  values (Fig. 2) by smooth lines according to
Eq. (2) shows that an allowance for the surface charg-
ing provided for a sufficiently adequate description of
the experiment. The results of calculations showed that
the adsorption coefficient kc decreases by half for an
electron beam density of j0 = 5 × 1013 cm–2 s–1. Figure 2
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(curve 1) indicates that there is a certain discrepancy
between theory and experiment for the carbon-contain-
ing surface complexes; in addition, no clearly pro-
nounced saturation is observed for the electron beam
intensities below 5 × 1013 cm–2 s–1 and the experimental

AC/  value exceeds the level of 100%. In our opinion,
this fact can be explained by assuming that an electron-
stimulated adsorption of carbon on the surface of quan-
tum filaments (also observed in [13]) rather than des-
orption takes place in our samples.

Thus, we have studied the influence of the electron
irradiation intensity on the PL in por-Si. The experi-
mental data were adequately explained in terms of the
desorption and adsorption of hydrogen- and carbon-
containing groups, their diffusion removal from pores
in the course of electron irradiation, and charging of the
sample surface.
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A Model of Coupled Resonators for Calculating
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Abstract—The problem of excitation of a one-dimensional planar Bragg grating is studied. A model of coupled
resonators is proposed for investigating the diffraction of electromagnetic waves on a waveguide surface with
arbitrary corrugation profile. The model is based on the strict relationships derived from a solution to a two-
dimensional boundary problem for the Helmholtz equation. A particular form of equations is presented for the
case of a rectangular corrugation of plates in the grating. © 2001 MAIK “Nauka/Interperiodica”.
A promising approach to the creation of electrody-
namic systems for free-electron masers is based on the
use of Bragg resonators [1–4], implementing distrib-
uted feedback and providing for a spatially coherent
radiation. The Bragg resonators for such systems repre-
sent waveguide sections with one- and two-period cor-
rugation (Bragg gratings) [1, 5].

The mathematical models used in descriptions [1–5]
of the mode spectra and reflection coefficients of the
Bragg gratings are based on the theory of coupled
modes [1] in which deformation of the waveguide sur-
face l(r) = 0 (determined by the corrugation) is replaced
by an “equivalent” boundary condition on the nonper-
turbed surface of a regular waveguide (Fig. 1) [6]:

(1)

where n is the outward normal to the waveguide sur-
face; E, H ∝  exp(–iωt) are the electric and magnetic
fields in the regular waveguide; and ω is the circular
frequency of the radiation.

Conditions for the applicability of this approxima-
tion [6] are (i) the smallness of deformation (corruga-
tion depth must be much smaller compared to the wave-
length of the incident radiation and to the corrugation
period) and (ii) the smallness of the angle of intersec-
tion between deformed and nondeformed surfaces.

Almost all experiments with the Bragg resonators
employ the gratings with rectangular corrugation [1–5],
which satisfy the condition of small deformations and
fail to obey the condition smallness of the intersection
angle. Therefore, it is very important to develop a phys-
ical–mathematical model adequately describing the
diffraction of electromagnetic waves on one- and two-
dimensional Bragg gratings without using the perturba-
tion theory. Below, we present the model of coupled

Eτ ∇ l r( )E n⋅( ) i
ω
c
----l r( ) n H,[ ] ,–=
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resonators for calculating the diffraction of electromag-
netic waves on a one-dimensional planar Bragg grating.

Let us consider a planar waveguide with perfectly
conducting (metal) walls, which is infinite in the OY
direction, symmetric relative to the OX axis, and bears
a finite number of corrugations described by the func-
tions x = lq(z) (0 ≤ z ≤ L; q = 1, …, M), determined so
that the surface of a nonperturbed (regular) waveguide
corresponds to x = l0(z) = ±Lx (Fig. 1). The consider-
ation will be restricted to the case of excitation of the
TM modes, in which only the Ex, Ez, Hy components are
nonzero. Let the Bragg grating be excited by a TEM
mode of the nonperturbed waveguide from the side of
negative z. In this case, the initial vector problem of
determining the electromagnetic waves reduces to a
boundary problem for the scalar Helmholtz equation
relative to the magnetic field component H ≡ Hy(x, z):

(2)

where Ω0 = {0 < x < Lx, –∞ < z < ∞} is the regular
waveguide region; Ωq = {Lx < x < lq(z), 0 < z < L} is the
region of the qth corrugation; q = 1, …, M. The Helm-
holtz equation is solved with the following boundary
conditions.

(i) Conditions on the metal surface and in the OZ
symmetry plane:

(3)

∂2

∂x2
-------- ∂2

∂z2
------- k2+ + 

  H 0,=

x z,( ) Ω∈ Ω q Ω0,∪
q 1=

M

∪=

∂H
∂n
-------

S  =

0;=
x lq z( )={ }

q

 

∪ x 0={ }∪
001 MAIK “Nauka/Interperiodica”



        

A MODEL OF COUPLED RESONATORS 831

                           
(ii) a condition of the TM mode excitation at z = 0:

(4)

and (iii) a condition of the free wave escape from the
system at z = L:

(5)

A solution to Eq. (2) with the boundary conditions
(3)–(5) will be obtained separately for each qth corru-
gation and for the regular waveguide region (in the lat-
ter region, the solution is presented as a sum of the inci-
dent and scattered fields):

(6)

Taking into account the condition of continuity of the
tangential field components at the regular waveguide
boundary x = l0(z) = Lx, we obtain the relationship

(7)

Assuming that, at the boundary between corrugated
and regular waveguide regions, the electric field com-
ponent along OZ is determined by a certain function
Ez(x = Lx, z) = Eτ(z), we obtain the following boundary
problem for determining Hs in the Ω0 region:

(8)

A solution to this problem can be presented in terms of
the Green function [7]:

(9)

(10)

On the regular waveguide surface, expression (9) for

(z) ≡ Hs(x = Lx, z) can be conveniently written in a
more compact form:

(11)

∂H
∂z
------- ikH+ 2ik;=

∂H
∂z
------- ikH– 0.=

H
H0 Hs, r Ω0,∈+

Hq, r Ωq.∈



=

Hq z( ) H0 z( ) Hs z( ).+=

∂2

∂x2
-------- ∂2

∂z2
------- k2+ + 

  Hs = 0,
∂Hs

∂z
---------± ikHs+

z 0= L,
 = 0,

∂Hs

∂x
---------

x 0=

0, ∂Hs

∂x
---------

x Lx=

ikEτ z( ).–= =

Hs x z,( ) ik
4π
------ z'Gk x z Lx z', , ,( )Eτ z'( ),d

0

L

∫–=

Gk x z x' z', , ,( ) = 
2πi
Lx

-------- εν gνx( ) gνx'( )e
i z z'– hν

hν
-----------------,coscos

ν 0=

∞

∑

gν
πν
Lx

------, hν k2 gν
2– , εν

2, ν 0,=

1, ν 0.≠



= = =

Hs
s

Hs
s ikĜREτ ,–=

ĜR
i

2Lx

--------
εν

hν
----- z' ihν z z'–( ).expd

0

L

∫
ν 0=

∞

∑=
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Let us find a relationship between the electric field
Eτ(z) and the magnetic field Hq at the boundary of the
qth corrugation Ωq and the regular waveguide x = l0(z),
aq, 1 ≤ z ≤ aq, 2. In the region of Ωq = {aq, 1 ≤ z ≤ aq, 2, L ≤
x ≤ lq(z)}, the magnetic field Hq(x, z) is a solution to
Eq. (2) with the homogeneous Neiman conditions (3) on
the metal corrugation surface x = lq(z) and condition (7)
on the boundary with the regular waveguide surface
x = l0(z). Using the Green function [7], the magnetic
field Hq(x, z) can be expressed through the values of the
field on the boundary of the qth corrugation Sq = {x =
lq(z)} ∪  {x = l0(z)}, aq, 1 ≤ z ≤ aq, 2:

(12)

where Gq is the surface Green function for the Helm-
holtz equation in the Ωq region, which satisfies the same
boundary conditions on Sq as does the Hq(x, z) field to

be determined. Accordingly, the electric field (x, z)
in the region of the qth corrugation is

(13)

Taking into account the mutual arrangement of cor-
rugations, the expression for Eτ(z) on the entire regular
waveguide surface z ∈  [0, L] can be written in terms of

Hq x z,( ) SqH rs'( )Gq x z rs', ,( )d

Sq

∫°=

=  z' H0
s z'( ) Hs

s z'( )+( )Gq x z z', ,( ),d

aq 1,

aq 2,

∫

Ez
q

Ez
q x z,( ) 1

ik
----

∂Hq x z,( )
∂x

-----------------------–=

=  
1
ik
---- z' H0

s z'( ) Hs
s z'( )+( ) ∂

∂x
------Gq x z z', ,( ).d

aq 1,

qq 2,

∫–

Fig. 1. Schematic diagram of a planar Bragg grating.
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the Heaviside function η(x) = {0, x < 0; 1, x > 0} in the
operator form

(14)

(15)

Using relationships (11) and (14), we obtain the fol-
lowing Fredholm equation of the first kind for deter-

mining (z):

(16)

The solution to this equation can be written as

(17)

Using this (z) function, we can determine Eτ(z)
from relationship (14) and then calculate Hy(x, z)
according to expression (9) at any point of the electro-
dynamic structure.

Based on the obtained expression, we may derive
some qualitative conclusions about the behavior of the
solution; in particular, we can approximately determine
the region of resonance scattering. If the corrugation is

described by a periodic function of the type  ~

Eτ z( ) 1
ik
----Ĝin H0

s Hs
s+( ),–=

Ĝin η z aq 1,–( ) η z aq 2,–( )–( )Ĝin
q

,
q 1=

M

∑=

Ĝin
q

z'
∂
∂x
------Gq x z z', ,( ) x Lx= .d

aq 1,

aq 2,

∫=

Hs
s
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s ĜRĜinHs

s– ĜRĜinH0
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Hs
s Î ĜRĜin–( ) 1–

ĜRĜinH0
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s

Ĝin
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Fig. 2. The reflection coefficient of a TEM wave in the
Bragg resonance (hν + h0 ≈ h, ν = 75 GHz) as a function of
the length of a one-dimensional Bragg grating with a period
of 0.2 cm bearing a rectangular corrugation with the width
a = 0.1 cm and the depth d = 0.03 cm calculated by methods
of (1) coupled modes, (2) coupled resonators, and (3) finite
elements.
TE
cos(hz) with h = 2π/b and  ~ exp(ihν|z – z'|), the scat-
tered field in the region z < 0 is

(18)

This relationship indicates that the resonance scattering
of a wave with the longitudinal wavenumber h0 into a
wave with the wavenumber hν takes place when the
sum of these wavevectors is close to the corrugation
wavevector (the Bragg resonance condition):

(19)

The operator  determines the influence of the
corrugation profile on the diffraction field. The simplest
example is offered by a rectangular corrugation profile
with a width a, a depth d = max(lq(z)) (z ∈  [0, L]), and
a period b on the surface of a plane waveguide. Using
an explicit expression for the Green function in the
form of a series for the Helmholtz equation (2) in a rect-
angular region with the homogeneous Neiman condi-
tions on three boundaries and an inhomogeneous
Dirichlet condition on the fourth boundary, we obtain a

formula for the operator :

(20)

Since practical applications of the Bragg gratings
are mostly related to their reflection properties, it is
interesting to determine the region of highly effective
and selective reflection of electromagnetic waves
depending on the corrugation length and the incident
radiation frequency for a given corrugation period and
depth. We determined the reflection properties of a one-
dimensional Bragg grating for a planar waveguide with
the plate spacing 2Lx = 1 cm, a rectangular corrugation
profile with a period of 0.2 cm and a width of a = 0.1 cm.

Figure 2 shows the results of calculations of the
reflection coefficient for a TEM mode with the fre-
quency ν = 75 GHz satisfying the Bragg resonance con-
dition (19). The reflection coefficient was calculated as
a function of the corrugation length using the model of
coupled resonators (CR) through numerical solution of

Eq. (17) with operator  in the form (20). For com-
parison, Fig. 2 presents the reflection coefficients calcu-

ĜR

Hs ĜRĜinH0 ihνz–( ) z' i hν h0 h+ +( )z'( )exp(d∫exp∝∼

– i hν h0 h–+( )z'( ) ).exp

hν h0 h.≈+

Ĝin
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a
--- η zq( ) η zq a–( )–[ ]

q 0=

M 1–
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× γn χnzq( ) z' χn z' bq–( )( )cosd

zq
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∫cos
n

∑ 
 
 

,

γn

βn

εn

----- βnd( ), χntanh
πn
a

------,= =

βn χn
2 k2– , zq z qb.–= =

Ĝin
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lated using the theory of coupled modes (CM) [1, 5]
and the method of finite elements (FE) [8].

Figure 3 presents the total reflection coefficient as a
function of the TEM mode frequency for a Bragg grat-
ing with the length L = 5 cm calculated by various
numerical methods. As can be seen, the region of wave
reflection is determined by the Bragg resonance condi-
tion (19): TEM to TEM for the frequency ν = 75 GHz
and TEM to TM02 for ν = 78 GHz. However, the reflec-
tion coefficients determined by the FE and CR methods
significantly differ from the values obtained using the
CM method. The coupled mode model only qualita-
tively determines the positions of resonance reflection
bands and roughly estimates their widths and reflection
coefficients.

The obtained results indicate that, in comparison
with the model of coupled modes, the method of cou-
pled resonators more correctly describes dependence of
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Fig. 3. The reflection coefficient of a TEM wave versus fre-
quency for a one-dimensional Bragg grating with the length
L = 5 cm bearing a rectangular corrugation with the period
0.2 cm, the width a = 0.1 cm and the depth d = 0.03 cm cal-
culated by methods of (1) coupled modes, (2) coupled res-
onators, and (3) finite elements.
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the refection coefficient R on the incident radiation fre-
quency and the corrugation length of a one-dimensional
grating. The values obtained by the method of coupled
resonators agree well with the results of numerical
modeling using the method of finite elements; however,
an advantage of the method of coupled resonators is the
significant decrease in the computational time.

Thus, we developed a model of coupled resonators
intended for calculating the electromagnetic fields
excited in a one-dimensional Bragg grating. The model
equation, derived without additional assumptions from
the solution to a two-dimensional boundary problem
for the Helmholtz equation, can be used for calculating
the corrugated waveguide structures of arbitrary shapes
and dimensions. Moreover, the proposed approach
allows a direct and quite clear generalization to a two-
dimensional case. This is important for the calculation
of electromagnetic fields in two-dimensional Bragg
gratings, where direct modeling is related to solving
three-dimensional problems.

REFERENCES
1. G. G. Denisov and M. G. Reznikov, Izv. Vyssh. Uchebn.

Zaved., Radiofiz. 25 (5), 562 (1982).
2. V. L. Bratman, N. S. Ginzburg, and G. G. Denisov,

Pis’ma Zh. Tekh. Fiz. 7 (21), 1320 (1981) [Sov. Tech.
Phys. Lett. 7, 565 (1981)].

3. N. S. Ginzburg, N. Yu. Peskov, and A. S. Sergeev, Pis’ma
Zh. Tekh. Fiz. 18 (9), 23 (1992) [Sov. Tech. Phys. Lett.
18, 285 (1992)].

4. N. S. Ginzburg, N. Yu. Peskov, A. S. Sergeev, et al.,
Nucl. Instrum. Methods Phys. Res. A 358, 189 (1995).

5. N. Yu. Peskov, N. S. Ginzburg, G. G. Denisov, et al.,
Pis’ma Zh. Tekh. Fiz. 26 (8), 72 (2000) [Tech. Phys.
Lett. 26, 348 (2000)].

6. B. Z. Katsenelenbaum, Theory of Irregular Waveguides
with Slowly Varying Parameters (Akad. Nauk SSSR,
Moscow, 1961).

7. P. M. Morse and H. Feshbach, Methods of Theoretical
Physics (McGraw-Hill, New York, 1953; Inostrannaya
Literatura, Moscow, 1958, 1959), Vols. 1 and 2.

8. Partial Differential Equation Toolbox User’s Guide (The
MathWorks Inc., 1997).

Translated by P. Pozdeev
01



  

Technical Physics Letters, Vol. 27, No. 10, 2001, pp. 834–837. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 19, 2001, pp. 76–84.
Original Russian Text Copyright © 2001 by Skvortsov, Orlov, Salanov.

                                                                                                                                        
Degradation Processes in the Aluminum–Silicon System
Induced by Pulsed Electric Signals

A. A. Skvortsov*, A. M. Orlov, and A. A. Salanov
Ul’yanovsk State University, Ul’yanovsk, Russia

*e-mail: scvor@sv.uven.ru
Received May 11, 2001

Abstract—Thermal conditions in a metallization layer deposited onto a single crystal silicon substrate were
studied during the passage of single electric pulses with a current density of j = (1–8) × 1010 A/m2 and a duration
of τ = 50–800 µs. Mechanisms of the irreversible degradation in the aluminum–silicon contact under the pulsed
current action are established. The degradation is manifested by the contact melting and the metallization layer
fusion. Methods for the identification of these phenomena and determination of the critical current densities jk
are proposed. The critical current density depends on the current pulse duration as described by the relationship

jk ~ 1/ . It is established that the passage of single current pulses with j ≥ 5 × 1010 A/m2 and τ ≥ 200 µs leads
to the formation of linear defects in the region of maximum temperature gradient in the test structure. © 2001
MAIK “Nauka/Interperiodica”.

τ4
As is known, breakage of the metal–semiconductor
contacts and degradation of the metallization layers leads
to irreversible failures in semiconductor devices [1–3].
These events are preceded by electrically stimulated
degradation phenomena typically beginning at the sites
of metal film bending, mechanical and structural defect
localization, and phase contacts. We believe that espe-
cially significant effects are produced by pulsed electric
signals, since the resulting electric transport processes
can lead (within a time period as short as 10–100 µs [2, 3])
to irreversible degradation of a contact system. In connec-
tion with this, our aim was to study the degradation pro-
cesses in most widely used aluminum–silicon (Al–Si) sys-
tem caused by the passage of rectangular electric pulses
with a current density of (1–8) × 1010 A/m2 and a duration
of τ = 100–800 µs.

The temperature regimes of operation of the test
structures wee studied as described elsewhere [4, 5].
The semiconductor substrates represented 350-µm-
thick (111)-oriented phosphorus-doped silicon single
crystal wafers with a resistivity of 20–30 Ω cm. Such
substrates virtually do not short the metallization lay-
ers, which markedly facilitates the analysis of the ther-
mal flux redistribution in the test structures.

Aluminum films were deposited by electron-beam
evaporation in vacuum onto the silicon substrates
heated to 473 K at a residual pressure of 7 × 10–4 Pa.
The deposition was performed at a rate of 2 nm/s for a
time not exceeding 40 min. After the metal film deposi-
tion, the test structures depicted in Fig. 1 were formed
by methods of contact photolithography.

The temperature regimes of the test structure func-
tioning were studied by measuring the switch-on volt-
1063-7850/01/2710- $21.00 © 20834
age oscillograms U(t) with the aid of various potential
contacts of the sample. The temperature dynamics ∆T =
T – T0 in a given region of the test structure was readily
evaluated from U(t) by the formula

(1)

where α (K–1) is the temperature coefficient of resis-
tance U0 = IR0, I is the current passing in the structure
(A), and R0 (Ω) is the resistance at ∆T = 0.

A change in the system characteristics during the cur-
rent pulse was monitored by the dynamics of tempera-
ture variation of the aluminum film, which is related to
the semiconductor matrix by a relationship [6]

(2)

Here, I is the current pulse amplitude; S (m2) is the area
of the metal–semiconductor thermal contact; R (Ω) is
the resistance of the metallization strip; C (J/(kg K)),
a (m2/s), and d (kg/m3) are the heat capacity, tempera-
ture diffusivity, and density of silicon, respectively. The
upper bar indicates a temperature-integral average.1

The behavior predicted by relationship (2) is consis-
tent with experiment up to a current density of 4 ×
1010 A/m2. In this range, the true current densities j do

1 The temperature-integral average of a quantity  is defined as

 = (T)dT.
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α
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----------- 1– 

  ,=

∆T TI T0–
I2R

dSC
---------- t

a
---.= =

b

b
1

∆T
------- b

T0

T1∫
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not reach a critical level,2 as indicated by a monotonic
variation of U(t) in the experimental oscillograms
(Fig. 2, curve 1). It must be noted that a possible degra-
dation of some local microscopic regions of aluminum
does not introduce significant thermal perturbations
into the test structure conducting the current pulses
with subcritical amplitudes j.

The pulses with large j values modify the structure
of local areas in the current-conducting film. This is
manifested by the formation of a liquid layer at the Al–Si
interface caused by the contact melting of components
upon heating up to the eutectic temperature (850 K). The
oscillograms measured in such areas not only allow the
beginning and end of the overall degradation phenom-
ena to be determined but indicate a sequence of the
stages of the contact melting and aluminum strip fusion
during the current pulse.

Indeed, the gradual formation of a melted layer is
accompanied by the current redistribution toward liquid
phase. This phase begins to form at the eutectic temper-
ature and actively grows at elevated temperatures. The
current redistribution between conducting phases leads
to a decrease in j, which is manifested in the oscillo-
grams by a drop in the potential U(t) observed at 440 µs
(Fig. 2, curve 2).

At large densities of the thermal fluxes generated by
high j values, a dominating role in the degradation pro-
cess belongs to local fusion of the metallization layer.
This is accompanied by sharp jumps in the potential
oscillograms U(t), with the slope of the corresponding
fragment (see Fig. 2, portion AB in curve 3) being
determined by the rate of fusion of a particular area in
the metallization strip. The complete fusion corre-
sponds to a maximum potential jump, the magnitude of
which is related to a difference of the electric conduc-
tivities between the solid (ρs) and liquid (ρl = 2.2ρs) alu-
minum [7]. The subsequent events manifested by a
decay of the potential U(t) correspond to the contact
melting of Si in the liquid Al film. The process of a liq-
uid phase formation caused by large j begins at certain
“weak points” of the structure, which is clearly indi-
cated by microscopic observations. Previously, we
observed a discrete nucleation of melted zones, accom-
panied by a potential jump in Al–Si structures with
high-ohmic amorphous semiconductor sublayers [4].

The switch-on oscillograms measured at a current
density above 7 × 1010 A/m2 (especially in multilayer
structures) exhibit a strongly oscillating character in the
sage of irreversible changes. Here, the U(t) curves dis-
play jumps and drops of the potential against the back-
ground of a clearly pronounced tendency to decrease as

2 By the critical current density jk we imply the value at which irre-
versible damage (contact melting, fusion, breakage, etc.) takes
place in the metallization layer and in the whole metal–semicon-
ductor structure in the course of the current pulse passage.
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a result of the contact melting of silicon. These oscilla-
tions are poorly reproduced, although the general trend
is clearly manifested [4].

It was previously established [4] that this pattern of
changes is related to numerous breaks in the deformed
metal film and to the parallel process of merging of the
fused zones under the action of electro- and ther-
motransfer forces. The random variation of the poten-
tial is determined by poor adhesion in multilayer sys-
tems and a pronounced random character of the forma-
tion of fused metal zones.

P P P P P P

P P P P P P

II

16 µm

75 µm

A

A

Fig. 1. A diagram of the test Al–Si structure bearing 12
potential (P) and two current (I) contact areas. The inset A
shows a fragment of the test structure (magnification, ×21).
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Fig. 2. Typical switch-on voltage oscillograms measured
during the passage of a single rectangular current pulse with
a duration of 500 µs and an amplitude of (1) 4.5 × 1010 A/m2,
(2) 5.0 × 1010 A/m2 (contact melting without Al fusion), and
(3) 5.6 × 1010 A/m2 (contact melting with Al fusion). Poten-
tial electrodes spaced by 3.5 mm; aluminum; film thickness,
3 µm.
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In contrast to the behavior of multilayer systems, the
formation of local liquid regions in the Al–Si structures
studied, which are characterized by a better adhesion of
film to substrate, exhibits a more ordered character. In

100

80

60

40

20

0 40 80 120 160
t, µs

U, mV

7

6

5

4

0.2 0.3 0.4
t–1/4, µs–1/4

j, 1010 A/m2

Fig. 3. A switch-on voltage oscillogram measured during
the passage of a single rectangular current pulse with a
duration of 160 µs and an amplitude of 6 × 1010 A/m2.

Fig. 4. A plot of the critical current density versus current
pulse duration in the test Al–Si structure.
TE
this case, variations of the oscillating potential take
place at the same sites of the fused zone. This must lead
to an ordered arrangement of the points of oscillating
potential.

Indeed, the experimental oscillograms measured in
the Al–Si structure after attaining the melting tempera-
ture of aluminum display the contribution from all local
fusion zones (three such contributions are indicated by
dashed lines connecting the points in Fig. 3). Moreover,
the number of such dashed lines corresponds to the
number of nucleated local zones in a given metalliza-
tion region, from which the U(t) signal is measured.

In practice, important information is provided by the
values of the critical current densities leading to irre-
versible degradation processes. These values can be
readily estimated using Eq. (2) by relating the degrada-
tion onset to the moment of the potential deviation from
the parabolic growth of U (and, hence, of T):

(3)

As can be seen from this formula, the plot of the critical
current density jc versus the pulse duration must fit to a

straight line in the coordinates of jc versus 1/ , in
good agreement with experiment (Fig. 4). The higher
the current density, the faster the onset of the test struc-
ture degradation.

By comparing the experimental data (Fig. 4) to
Eq. (3), we may estimate the critical temperature Tc

corresponding to the onset of irreversible changes at the
Al–Si contact under the action of a pulsed electric cur-
rent. The results of calculations showed that this tem-
perature corresponds to the eutectic melting of the sys-
tem components (Tc = 870 K). The calculations were
performed using the following experimental tempera-
ture dependences of the parameters [8, 9]:

The thermal impact on the silicon surface favors the
development of strong temperature gradients, which
give rise to considerable mechanical stresses. This
favors the formation of linear defects in the region of
maximum gradients (~107 K/cm) even after the passage
of a single current pulse with j ~ 5 × 1010 A/cm2 and
τ = 100 µs.

The results of our metallographic investigations
showed the presence of dislocation etch pits on the sur-

jc
∆T( )SCd

bh( )2R
----------------------- a

τ
---4 .=

τ4

d
2328

1 7.5 10 6– T×+( )
------------------------------------------ kg/m3( ),=

C 800 8 10 2– T 1.5 103T 2– J/(kg K)( ),×–×+=

λ 12 104T 1.2– W/(m K)( ),×=

α 4.3 10 3– K 1–( ).×=
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face of silicon upon removal of the metallization layer.
The aluminum film was removed by etching in ortho-
phosphoric acid solution, while the dislocation etch pits
on the exposed silicon were revealed by a standard CP
etchant.

Thus, the degradation processes taking place in Al–
Si structures under the action of strong current pulses
are related to the intensive phase formation processes.
The main stages in the development of this type of the
heterostructure degradation are established. The results
of oscillographic measurements allowed the stages of
metal fusion and contact melting on the silicon surface
to be separated and analyzed. The regions of the mani-
festation of these effects are determined. The initial
stages of the metallization layer degradation are estab-
lished at various current densities j interpreted as the
critical degradation current densities. It was established
that single current pulses with a duration of 100 µs and
an amplitude of 5 × 1010 A/m2 favor the formation of
linear defects in the region of maximum temperature
gradients. Some features in the manifestation of this
effect need a special investigation, the results of which
will be reported soon.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
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Abstract—The interaction of a supersonic pure xenon plasma flow at M ~ 4.0 with a magnetic field of B ~ 1 T
was studied. The integral current passing in the plasma was measured depending on the initial ionization
level. The experimental data are compared to the results of numerical modeling. © 2001 MAIK
“Nauka/Interperiodica”.
The problem of controlling supersonic flows in low-
temperature plasmas is actively discussed in relation to
the prospects of creating a new generation of aircraft. In
particular, one possibility is to control the air flow in the
entrance device (air intake) of such a system. Several
years ago, it was suggested that this problem can be
solved by using the phenomenon of a magnetohydrody-
namic (MHD) interaction between weakly ionized air
and a magnetic field [1, 2]. Obviously, the solution to
this task requires a complex approach combining fun-
damental investigations in many fields and the search
for new technical solutions.

A complex experimental MHD setup for investiga-
tion of the interaction of supersonic flows of ionized
gases with an external magnetic field was created based
on the Big Shock Wave Tube [3] in the Laboratory of
Physical Gasdynamics at the Ioffe Physicotechnical
1063-7850/01/2710- $21.00 © 20838
Institute (St. Petersburg). In this setup, a plasma flow is
generated in the shock wave tube channel by heating
gas with a reflected shock wave 1 (see Fig. 1). The
shock wave tube operates in a regime with intermediate
chamber, owing to which it is possible to hold a plasma
at a temperature of up to T ~ 104 K and a pressure of up
to P ~ 5 MPa for 1–1.5 ms. Then the ionized gas is
accelerated in the supersonic nozzle 2 and directed to
the working chamber 3 featuring the MHD interaction.

The working chamber is situated in the gap between
two horizontal coils 4 spaced by 210 mm. The coils are
a part of the system generating a pulsed magnetic field,
also including a capacitor bank with a total capacitance
of 30 mF, a 5-kV charging unit, a current switch, and a
monitoring instrumentation. The half-period of the
capacitor bank discharge is 4 ms. The maximum value
of the magnetic induction at the center of the gap
B
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B
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V

Fig. 1. Schematic diagrams of the working chamber and the measuring circuit (see the text for explanations).
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between coils is 1.5 T. The side walls of the working
chamber bear a pair of optical windows 5 with a diameter
of 140 mm, which are used for visualization of a gasdy-
namic pattern of the flow in the region of the MHD
interaction with the aid of a special optical system.

In this study, the experiments were performed in a
working medium representing a xenon plasma acceler-
ated in a flat supersonic nozzle up to a Mach number of
M = 4.0. The nozzle parameters are as follows: width,
75 mm; aperture angle, 22°; critical cross section, 10 mm;
output cross section, 60 mm; supersonic part length,
130 mm. The MHD channel represents a dielectric
chamber with a 75-mm-wide rectangular cross section
accommodating a system of electrodes 6 mounted on
the inner surface of the side walls and oriented perpen-
dicularly to the nozzle axis of symmetry 7. A double
wedge 8 is situated near the exit edge of the nozzle,
with the wedge surfaces forming angles of 10° and 20°
with the nozzle wall.

In an analogous experiments carried out previously
[4], we failed to generate a current in the plasma using
only an external magnetic field. The reason was that the
magnitude of a near-electrode potential fall exceeded
the magnetic-field-induced emf. For compensating the
near-electrode potential fall and creating a current suf-
ficient for the MHD interaction, an external voltage
source was connected to the electrodes. The magnetic-
field-induced emf ε is equal to the product BVL, where
B is the absolute value of the magnetic induction, V is
the plasma velocity, and L is the interelectrode distance.
Thus, the emf depends, in particular, on the electrode
spacing L. In this study, we employed an MHD channel
with L = 70 mm, which is 2.5 times the channel size
used in [4].

The magnetic-field-induced current was monitored
by measuring a voltage drop across resistor 9 with R =
0.1 Ω between a pair of electrodes situated most closely
to the nozzle. A distance from the nozzle entrance to the
measuring cross section was 180 mm. The mutual orien-
tation of the vectors of magnetic induction B, flow
velocity V, and induced current I is illustrated in the
Fig. 1.

The plasma parameters were modified by changing
the shock wave intensity, which was achieved by vary-
ing the initial xenon pressure P1 in the shock wave
channel. The initial conditions, measured vales, and the
results of a model calculation of the flow parameters are
presented in the table below (during the measurements,
the magnetic induction was maintained on a constant
level of B ~ 1 T).

As can be seen from data in the table, a change in the
flow regime (i.e., in the starting Mach number Ms1) vir-
tually does not affect the magnetic-field-induced emf ε
in the interelectrode gap. Therefore, we may suggest
that, under the experimental conditions studied, the cur-
rent in the working cross section is determined by the
degree of gas ionization α. In Fig. 2, points show the
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
experimental variation of the current amplitude Im in
the measuring circuit versus the degree of gas ioniza-
tion α at the nozzle entrance, which was determined
from calculations of the equilibrium ionization of Xe
behind the shock wave.

We have numerically modeled the flow regimes pre-
sented in the table within the framework of the MHD
approximation using a nonviscous gas model. The mag-
netic field was assumed to be constant and the electric
field was determined via a loading coefficient using a
formula for the Faraday generator with ideal sectioned
electrodes. A system of equations was written for a
two-temperature plasma with an allowance for the col-
lision and ionization processes. The gasdynamic equa-
tions with additional electromagnetic terms were
solved by a high-resolution finite-volume scheme of the
Godunov type in combination with a two-layer implicit
scheme used to take into account the nonequilibrium
processes. The stationary solutions were found by a set-
ting method. The numerical modeling procedure is
described in detail elsewhere [5].

The solid curves in Fig. 2 connects the three points
corresponding to the values of the integral current cal-
culated in the working cross section for three regimes
indicated in the table. These values correspond to the sta-
tionary flows featuring no changes in the current. How-
ever, an analysis of the signal measured on resistor R

Initial experimental conditions and the results of experiments
and model calculations

Regime P1, Torr Ms1 Um, V ε, V

1 40 7.7 1 131

2 25 8.2 2 132

3 12 9.5 6 135

Note: P1 is the initial xenon pressure in the low-pressure channel
of the shock wave; Ms1 is the Mach number of the incident
shock wave; Um is the voltage amplitude of resistor R.

100

10
0.02 0.04 0.06 0.08 0.10 0.12

α

I, A

Fig. 2. The plot of current amplitude I in the measuring cir-
cuit versus degree of ionization α at the nozzle entrance.
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during the experiment showed that a stationary current
was not established in the circuit during the plasma
efflux time (~500 µs). In other words, the current
amplitude measured in the experiment does not corre-
spond to the stationary flow conditions used in the
model calculations. This is probably the main reason
for the discrepancy between calculations and experi-
ment. Another reason may be related to the fact that the
calculation did not took into account processes in the
near-electrode plasma layer and that the Faraday gener-
ator model with ideal sectioned electrodes is not quite
adequate to the electrode system of a real experimental
setup.
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Abstract—Application of the synchrotron radiation (SR) to the diagnostics of explosions is considered. The
interaction of an SR beam with a cylindrical charge of a detonating explosive is described within the framework
of a one-dimensional hydrodynamic model. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. Beginning in 2000, a new direction in
the diagnostics of high-rate processes is developed
based on the use of synchrotron radiation (SR). A high
intensity, small angular divergence, and potentially
large repetition frequency of the probing radiation
pulses are obvious advantages of the SR diagnostics in
comparison to the usual X-ray transillumination tech-
niques. At the same time, the SR probing can be virtu-
ally nonperturbing. This combination of properties
makes the SR diagnostics, probably, a most promising
method for studying explosion and detonation pro-
cesses. Although only some preliminary results have
been reported (see, e.g. [1–3]), the importance of this
problem justifies preliminary analysis of the possible
applications of the SR diagnostics.

In experiments, an SR beam extracted from the
undulator of a 2-GeV electron accelerator was normally
incident onto a cylindrical charge of an explosive with
a diameter of 1 cm. By measuring the beam absorption,
it was possible to estimate the charge density. It was
also possible to measure the radiation scattered at small
angles from carbon (in particular, diamond) particles
formed as a result of the explosion. The scattered signal
exhibited a significantly sloped leading front (a few
microseconds). At first glance, this contradicts the com-
monly accepted notions about a faster diamond forma-
tion during a detonation process (within a submicrosec-
ond chemical reaction zone [4]). Based on the results of
modeling of the interaction of an SR beam with a deto-
nating charge, we propose an interpretation consis-
tently combining new data with the concept of rapid
particle formation.

Model description. The most important circum-
stance is that a carbon particle formed as a result of the
explosion is immersed into a dense gas. This medium
reduces the electron density contrast as the particle sur-
face and, hence, decreases the scattering intensity. As
the explosion products expand with a characteristic
time on the order of a few microseconds, the gas den-
sity drops and the contrast (as well as the scattering sig-
nal) grows. This circumstance accounts for an impor-
1063-7850/01/2710- $21.00 © 20841
tant role of the expansion dynamics in the analysis of
SR beam absorption.

The expansion gasdynamics was numerically calcu-
lated in a one-dimensional approximation. Although a
one-dimensional model cannot give exact values of the
medium density on the ray path, this approximation can
be used for estimation purposes. It was assumed the
Jouguet state was instantaneously established behind
the detonation front, followed by the cylindrical expan-
sion stage. The detonation products were assumed to
obey the equation of state [5], and the surrounding air
was considered as the ideal gas with the adiabatic expo-
nent 1.25. A system of the Lagrange equations of motion
was solved by the effective viscosity method [6].

The charge cross section was subdivided into con-
centric cells. Passed through such a cell, the beam
intensity I(r, t) decreased as reflected by the factor
exp(–µρ(r, t)|∆r|). Here, µ is the mass attenuation coef-
ficient, ρ(r, t) is the density, ∆r is the increment of the
Euler radius r (note that each cell is crossed by the
beam two times).

The current beam intensity I(r, t) generates scatter-
ing in the cell. In the experiment, the maximum photon
energy was about 30 keV. For a characteristic particle
size of R ~ 4 nm, the main maximum of the small-angle
scattering function corresponds to the scattering angle
on the order of 0.5°. Upon averaging over the ensemble
of particles and the spectrum, this function yields a fac-
tor on the order of unity. The aforementioned immer-
sion makes the scattered signal proportional to a square
difference of the electron densities of particle and gas
or, with a good precision, to the square difference of the
mass densities of diamond (ρd) and gas (ρg); for ele-
ments entering into the composition of explosives, a
deviation from the atomic number to mass ratio of 1/2
is observed only for hydrogen whose mass fraction is
very small. The scattering intensity can be presented in
the form convenient for comparison to the gasdynamic
calculation:

(1)∆IS I r t,( )ρ r t,( ) αd/ρd( ) ρd ρg–( )2R3∆r,∼
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Time variation of the intensity of the transmitted (I) and scattered (IS) SR beams. Points present the experimental data for (1') TNT
and (2') TH 50/50 [2]; sold curves show the results of the model calculation for (1) TNT and (2) TH 50/50.
where αd is the explosive mass fraction corresponding
to the diamond phase. If the condensed product is not
entirely diamond, this relationship can naturally be
corrected.

Experimental limitations made it necessary to
employ the entire radiation spectrum (white beam). The
absorption is strongly dependent on the radiation wave-
length. The rigid component is transmitted first; as the
density decreases, the soft radiation component is also
manifested and, hence, the polychromatic character of
the radiation beam employed also affects the resolution
characteristics.

The whole spectral energy range from 0 to 30 keV
was divided into 20 equal parts. The calculations of
absorption and scattering according to Eq. (1) were car-
ried out separately in each energy interval. The initial
radiation spectrum was taken from [7] (for a wiggler
field strength of 2 T) and corrected for the absorption in
air (on the path to the charge) and in the entrance beryl-
lium window. Then the intensities of the transmitted
I(E) and scattered IS(E) beams in each cell of the charge
were calculated for each beam component with an
allowance for absorption of the scattered radiation.
Finally, the absorption in air (on the path to the detec-
tor) and in the exit window was taken into account. The
mass attenuation coefficients were interpolated using
the tabulated data [8]. It was assumed that the detector
signal is proportional to the radiation power integrated
over the whole spectrum.

Results and discussion. A comparison of the results
of the model calculation to the experimental data [2] for
a pressed trinitrotoluene (TNT) charge with a density of
1.6 g/cm3 and a cast 50% TNT–50% hexogen (TH)
composition is presented in the figure. It was assumed
that the beam traveled in air a distance of 1 m from
source to charge and 50 cm from charge to detector. The
initial beam intensity was matched to the experimental
value. Note a good coincidence of calculated and
experimental data for the transmitted beam.
TEC
The yields of condensed carbon and diamond, as
well as the particle dimensions, were taken from [4];
the condensation process was assumed to be instanta-
neous. The scattering signal was determined according
to Eq. (1) to within a constant factor and the maximum
was matched to the experimental value for TNT.
Despite a smaller amount of carbon, the intensity of
scattering for TH is somewhat greater, in agreement
with experiment. This is explained by a higher yield of
diamond (producing a stronger scattering signal as
compared to that of carbon).

The dynamics of scattering is reproduced only qual-
itatively. The calculated signal initially increases due to
the growing contrast and then decays as a result of the
general expansion (leading to a decrease in the amount
of particles interacting with the beam). The maximum
signal level is attained at approximately 3 µs for both
explosives. In the TH experiment, the experimental
growth is somewhat faster than calculated, while the
TNT experiment lags significantly behind the calcula-
tion. In should be noted that the expansion stage in the
model employed is somewhat retarded because we did
not take into account the axial expansion of the detona-
tion products. A two-dimensional model would provide
for a faster buildup of the signal, which may explain the
discrepancy with the TH experiment. However, the
same correction would be expected for TNT (due to the
close expansion gasdynamics in the two cases).

It was suggested [2] that condensation not only
takes place in the chemical reaction zone but proceeds
in the expanding detonation products as well. The
above estimates show that the scattering signal
increases for a few microseconds even assuming the
“instantaneous” condensation of carbon. The delayed
condensation might probably take place only for TNT,
where the signal grows at a slower rate. This can be due
to, for example, incomplete conversion, whereby the
reaction continues and the carbon particles form on the
background of expansion.

In contrast to the detonation diamonds, the graphite
and amorphous carbon particles dominating in the TNT
HNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001
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detonation products were studied much less exten-
sively. The variant of delayed condensation, implying
the growth of coarser particles (up to tens nanometers
in size), seems to be unlikely because of the size limi-
tations [9]. Moreover, the signal from coarse particles is
determined by the “tail” of the scattering profile (i.e., is
roughly proportional to 1/R) rather than by the first
maximum; in this region of parameters, the signal
growth implies a decrease in the particle size. Although
coarse graphite-like particles were found in the retained
product, the formation of this fraction is probably
related to the action of high temperatures in the later
stages of explosion.

It seems more likely that the observed phenomena
are due to the constraint effect. The TNT detonation
products are characterized by a very large concentra-
tion of free carbon. This leads to the formation of a spa-
tial structure of fine graphite particles, which accounts
for the high conductivity of such medium [9, 10]. In the
course of expansion, the structure breaks with the for-
mation of fresh surfaces that increase the scattering
intensity. This possibility offers an alternative to the
explanation proposed in [2].

In the monochromatic approximation (ignoring
“development” of the beam spectrum), the time of the
scattering signal buildup was twice as short (~1.5 µs).
Therefore, the contributions of the immersion and the
beam polychromaticity to the signal front sloping are
approximately equal. Use of a monochromatic SR
beam would sharply increase the quality of the trans-
mitted signal independent of the contrast.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
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Abstract—A simple model is proposed for calculating a change in the electron work function caused by the
adsorption of Cs atoms on the (111) rutile surface. The model takes into account both the dipole–dipole repul-
sion of adatoms and the adlayer metallization at large coverages. The results of the calculation using this model
agree well with the experimental data. © 2001 MAIK “Nauka/Interperiodica”.
The electron work function is one of the most impor-
tant characteristics of any adsorption system [1, 2]. From
the theoretical standpoint, the most interesting problem
is to calculate a change ∆φ in the work function related
to an increase in the surface coverage with adsorbed
atoms Θ = Na/NML, where Na is the surface concentra-
tion of adatoms and NML is the surface concentration
corresponding to a monolayer (ML) coverage. The
results of such calculations allow us to judge on the
character of interaction between atoms in the adsorp-
tion layer [3, 4].

In contrast to the case of adsorption of metal atoms
on the surface of metals [2, 5], Group IV semiconduc-
tors, and A3B5 semiconductor compounds (see, e.g., [6]
and references therein), the adsorption on metal oxide
substrates has not been studied until quite recently [7, 8].
In this paper, we will analyze the experimental results
of Grant and Campbell [9] on the electron work func-
tion of a (110) rutile surface and its change caused by
the adsorption of Cs atoms.

The first point to be noted is that the ∆φ(Θ) curves
obtained in [9, 10] exhibit, despite significant distinc-
tions, generally the same character as the analogous
curves observed for the adsorption of alkali metals on
refractory metal substrates (cf. experimental data
in [9, 10] and, e.g., those in [2, 5]). Therefore, it is nat-
ural to construct the first approximation based on the
approach developed for calculating the ∆φ(Θ) curves
for the adsorption of metals on metal [11–13] and semi-
conductor [14, 15] substrates.

The purpose of this study was to develop a phenom-
enological model for calculating the ∆φ(Θ) curves
describing the adsorption of metals on metal oxides, in
particular, for the Cs/TiO2(110) system. In this stage of
the system description, we ignore details of the geomet-
ric structure of the adlayer and take into account only a
change in the surface concentration of adatoms (i.e.,
adlayer density). At the same time, we will take into
account that, as surface coverage Θ increases, the
quasilevel of an adatom (broadened due the interaction
1063-7850/01/2710- $21.00 © 20844
with the substrate) smears so as to form a band as a
result of both indirect [16] and direct interaction
between adatoms [17]. This smearing can be described
by introducing a Θ-dependent quasilevel halfwidth Γ:

(1)

where Γ0 is the quasilevel halfwidth of an isolated ada-
tom [3, 4] and γ is a dimensionless coefficient. This
approach to describing the quasilevel smearing into a
band was previously employed in [18].1 

Let us consider an atom with a single electron on the
outer s shell. As a result of adsorption, leading to the
possibility for the electron to ass from adatom to sub-
strate (in our case, from Cs atom to Ti4+ ion), the s orbital
occupancy n differs from unity and the adatom acquires
a charge Z = 1 – n. Dependence of the Z value on the cov-
erage Θ is described by the formula [11–13, 15]

(2)

where Ω is the quasilevel energy of the adatom relative
to the substrate Fermi level, ξ is the constant of the
dipole–dipole repulsion between adatoms, 2λ is the
surface dipole length, and A ~ 10 is a dimensionless
coefficient weakly dependent on the adatom lattice
geometry.

A change in the electron work function is deter-
mined by the formula [2, 11, 12]

(3)

1 On accepting the structureless adlayer model, we believe that the
location of an adatom is random and assume that the quasilevel
broadening is proportional to the first power of the coverage (for
details, see [16]).

Γ Θ( ) Γ0 1 γΘ+( ),=

Z Θ( ) 2
π
--- Ω ξθ3/2Z Θ( )–

Γ Θ( )
-----------------------------------,arctan=

ξ 2e2λ2NML
3/2 A,=

∆φ Θ( ) ΦΘZ ,–=

Φ 4πe2NMLλ .=
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At this point, it is necessary to specify the model
parameters. For this purpose, we will use the experi-
mental data from [9]. The λ value can be determined
from the dipole moment p = Z0eλ2 (Z0 ≡ Z(Θ = 0)) for
Θ  0 [2]. Using the value p = 6D for Θ = 0.1,
we obtain Z0λ = 1.25 Å.

Assuming that

(4)

and taking I = 3.89 eV for the ionization energy of Cs
and φ = 5.30 eV for the work function of the (110) rutile
surface [20], we obtain Ω = 1.41 eV. Substituting
Eq. (4) into formula (2) with Θ = 0 and taking Γ0 =
0.5 eV, we obtain Z0 = 0.78 and λ = 1.60 Å. Note that
this λ value is not much greater than a halfsum of the
ion radii ri (see [20] of Cs+ and Ti3+ (1.28 Å) and almost
coincides with a halfsum of the ion radii of Cs+ and O2–

(1.61 Å).

Taking 1 ML = 4 × 1014 cm–2 [9], we obtain esti-
mates of the parameters ξ = 5.87 eV and Φ = 11.58 eV.
For ∆φML ≡ ∆φ(Θ = 1) = –2.20 eV [9] and a monolayer
coverage, relationship (3) gives the adatom charge
ZML ≡ Z(Θ = 1) = 0.19. Then, Eq. (2) yields

(5)

from which it follows that γ = 1.
The curve of ∆φ(Θ) calculated using the above

model is presented in the figure in comparison to the
experimental data from [9]. It should be noted that
Grant and Campbell [9] draw a smooth curve through
the experimental points denoted by crosses, consider-
ing the break at Θ ~ 0.5 as an artifact; taking into
account that the ∆φ(Θ) curve in [9] exhibits a pro-
nounced minimum, the agreement between our calcula-
tion and that experiment can be considered as quite sat-
isfactory.

Now let us discuss the numerical values adopted as
the model parameters. Since the dipole length is quite
reasonable (see above), it is also natural that the param-
eters ξ and Φ fall within standard limits (see, e.g.,
[20, 21]). Note that, within the framework of the com-
monly accepted model (employing Anderson’s Hamil-
tonian [22, 23]) of the adsorption on metals, the half-
width of the quasilevel of an isolated adatom is given by
the formula Γ0 = πV 2ρS , where V is (in our case) the
matrix element of interaction between the s orbital of
adatom and the d orbital of titanium and ρS is the den-
sity of states of the substrate. The matrix element can be
calculated using the method of Harrison [24] as V ≡
Vsdσ = –3.16"2 /m(2λ)7/2 (where m is the electron
mass, rd = 0.99 Å is the radius of the d state [25]); this
yields V = 0.89 eV. Since we took Γ0 = 0.5 eV and ρS

can be represented as ~1/W, where W is the width of an

Ω φ I–=

γ
Ω ξZML–

Γ0
π
2
---ZML 

 tan

--------------------------------- 1,–=

rd
3/2
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adsorption-active band, the above values lead to an esti-
mate of W = 5 eV, virtually coinciding with the width of
the valence d band of TiO2 [7, 8]. The value of γ = 1 also
seems quite reasonable, leading to the estimates of
ΓML = 2Γ0 = 1 eV for a monolayer coverage (Θ = 1).

Thus, we have demonstrated that a simple model
with reasonable values of the parameters can be con-
structed within the framework of a standard approach
of the adsorption on metals. The model adequately
describes a change in the electron work function upon
the adsorption of alkali metals on metal oxides.
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Abstract—The conversion of hydrocarbons (eicosane, naphthalene, and synthetic bitumen) dissolved in super-
critical water (SCW) was studied in a batch reactor at a pressure of P = 30 MPa and a range of temperatures
from 450 to 750°C. It was established that water participates in the conversion process on a chemical level: in
particular, oxygen from water molecules is involved in the formation of carbon oxides. Even in the absence of
added molecular oxygen, the process of naphthalene and bitumen conversion in a certain temperature interval
exhibited an exothermal character. Upon adding O2 into SCW, the oxidation reaction may proceed in a burning
regime with self-heating of the mixture. Under certain conditions, the self-heating process may lead to the ther-
mal explosion effect accompanied by ejection of the substance from the reactor, which is explained by the high
rate of hydrocarbon burning in SCW. © 2001 MAIK “Nauka/Interperiodica”.
Under conditions significantly beyond the critical
pressures and temperatures (P = 22.1 MPa, T = 374°C),
water is capable of dissolving unlimited amounts of
weakly polar and nonpolar substances and oxygen [1].
This property of supercritical water (SCW) can be used
for the partial burning of organic compounds and
obtaining high-quality or harmless target products.
However, this would require some additional basic
knowledge, in particular, on the mechanisms, kinetics,
and energetics of the chemical processes in SCW. 

We have experimentally studied the partial oxida-
tion of a series of “fuels,” including eicosane (C20H42),
naphthalene (C10H8), and a synthetic bitumen (C/H =
1 : 1.43), in pure SCW and in that containing O2 addi-
tives. The fuels were supplied with the aid of a piston
into a vertical cylindrical reactor preliminarily charged
with SCW or an SCW–O2 mixture. This procedure
ensured rapid a (<1 s) mixing of the reagents. SCW was
supplied from a prereactor with a volume of about
30 times the reactor volume, which ensured damping of
the pressure jump in the reactor as a result of the fuel
decomposition. After reacting with SCW for a certain
time t (the time of stay in the reactor), the substance was
discharged into a cryogenic separator and than trans-
ferred in portions via pipelines heated to 120°C into a
receiver and a vacuum chamber. A flow of the gaseous
reaction products entering into the vacuum chamber
was converted into a molecular beam [2] that crossed an
ionization source (ionizing electron beam) of a quadru-
pole mass spectrometer of the MS-7303 type. The non-
volatile reaction products were analyzed by conven-
tional physicochemical methods [3]. 

Figure 1 shows plots of the relative amount N versus
reaction temperature T for various reaction products
determining the features of the fuel oxidation in SCW:
1063-7850/01/2710- $21.00 © 20847
methane (1, 1'), carbon dioxide (2, 2'), carbon monox-
ide (3, 3'), molecular hydrogen (4, 4'), water chemically
formed and consumed in the reactions (5, 5'), and resid-
ual fuels (6, 6'). The N values were determined by
dividing the amount of a given product by the amount
of the initial fuel charged at a preset T and P = 30 MPa
in SCW. Note that the products contained neither O2
nor oxygen-containing substances other than those
indicated in Fig. 1. The experimental conditions for
Fig. 1 are as follows: (a) t = 300 s, mass ratio (MR)
H2O : C20H42 : O2 = 1 : 0.5 : 0; (b) t = 300 s, mass ratio
H2O : C20H42 : O2 = 1 : 0.5 : 0.15; (c) t = 600 s, mass ratio
H2O : C10H8 : O2 = 1 : 0.5 : 0.26 or H2O : C10H8 : O2 =
1 : 0.5 : 0 (for some points at T = 710°C); (d) t = 600 s,
mass ratio H2O : bitumen : O2 = 1 : 0.3 : 0 or H2O : bitu-
men : O2 = 1 : 0.3 : 0.25 (for dashed curves denoted by
primed numbers). A change in the amount of water in
each reaction was calculated proceeding from the bal-
ance of oxygen and hydrogen before and after reaction. 

As can be seen from Fig. 1 (curves 5 and 5'), water
participates in the conversion of hydrocarbons on a
chemical level: in particular, oxygen from water mole-
cules is involved in the formation of carbon oxides
(curves 2 and 3), while hydrogen is involved in the
hydrogenation of hydrocarbons and in the H2 produc-
tion. The latter conclusion follows from the analysis of
hydrogen balance in the reaction products. The process
of naphthalene decomposition begins (simultaneously
with water decomposition) at T ≈ 600°C (Fig. 1c). This
is explained by the high thermodynamic stability of the
aromatic molecules studied. Direct measurements of
the eicosane and naphthalene residues in SCW without
O2 additives in the region of 75 s < t < 600 s and the
temperatures T indicated in Figs. 1a and 1c allowed us
to determine the corresponding decomposition rate
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Plots of the relative amount N versus reaction temperature T for some products of the conversion of (a, b) eicosane, (c) naph-
thalene, and (d) synthetic bitumen in supercritical water. 
constants k(T). According to [4], we expected to obtain
a first-order kinetics and the Arrhenius relationship for
k(T): dL/dt = –kL, where L is the amount of fuel in SCW;
k(T) = Aexp(–E/T), where E is the activation energy. We
obtained k = 1016.5 ± 0.5exp[–(32000 ± 2000)/T] s–1 for
eicosane and k = 1012.3exp[–(35400/T] s–1 for naphtha-
lene. Since bitumen is a mixture of hydrocarbons, the
chemical interaction of water with bitumen and the gas-
ification of bitumen are observed already at T = 500°C
(Fig. 1d). 

It should be noted that the composition of the prod-
ucts of hydrocarbon conversion in SCW depends on the
C : H ratio in the initial fuel. The products of C10H8 con-
version always contained soot, which was never
observed in the experiments with C20H42 and bitumen.
Adding oxygen did non change the qualitative compo-
sition of the volatile reaction products. However, the
conversion of bitumen in a mixture of SCW with O2

was accompanied by the formation of soot, the amount
and composition (C : H ratio) of which depended on the
amount of oxygen and the reaction temperature. The
amount of metal oxides in the system was insignificant
and did not affect the main conclusions. 
TE
Once the quantitative composition of the products of
hydrocarbon conversion in SCW was known, we used
the reference data [5, 6] and determined the thermal
effect Q of the reactions studied. Figure 2 shows the
plots of Q(T) for eicosane (curves 7 and 7'), naphtha-
lene (point 8 and curve 8'), and bitumen (points 9
and 9') obtained for the same conditions as in Fig. 1.
The primed numbers refer to the data for a mixture of
SCW and O2. As is seen, the hydrocarbon conversion
can be exothermal even in the absence of molecular
oxygen. This is a consequence of the fact that the heat
consumed for the decomposition of molecules are com-
pensated by the exothermal reactions of oxidation and
hydrogenation by the O and H atoms of water. For
example, in the exothermal reaction 

Q = 246.2 and 238.7 kJ/mol for eicosane and naphtha-
lene, respectively. 

Judging by the products of naphthalene conversion
in SCW at T = 660°C, the thermal effect of this process

CiH j i j/4–( )H2O+

=  i/2 j/8–( )CO2 i/2 j/8+( )CH4 Q,+ +
CHNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001
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can be qualitatively described by the reactions 

The ambiguous behavior of the Q(T) curve for bitu-
men (Fig. 2, curve 8) is explained by the complicated
composition of this mixture of hydrocarbons. A sharp
decrease in Q at T = 750°C observed for the conversion
of eicosane and bitumen (Fig. 2, curves 7 and 9) is
explained by delayed hydrogenation (methanation) and
accelerated H2 production. 

Adding molecular oxygen in to SCW significantly
modifies the mechanisms and energetics of the hydro-
carbon conversion processes. The former is clearly
illustrated by the behavior of H2O (curves 5 and 5') and
the C : H ratio in the hydrocarbon products. The latter
is confirmed by the Q(T) values (curves 7, 7'–9, 9'). In
the case of naphthalene conversion, oxygen completely
oxidized a part of naphthalene to CO2 and H2O:
C10H8 + 12O2 = 10CO2 + 4H2O + 5000 kJ/mol. The
amount of soot was independent of the O2 content in
SCW (the molar ratio C10H8 : O2 was varied from 0
to 2.5), which indicates that soot was formed in the
slower (compared to burning) process of naphthalene
pyrolysis in SCW. The process of fuel burning at T ≥
660°C was so rapid that, under certain conditions (fuel
injection time < 10 s, mass ratio H2O : fuel : O2 =
1 : 0.5 : 0.2 or above), the mixture exhibited self-heat-
ing in the reactor; sometimes this was even accompa-
nied by ejection of substance from the reactor into pre-
reactor. A small self-heating was monitored by a
increase in the total (reactor plus prereactor) volume of
the gaseous reaction products. 

The ejection of substance from reactor was related
to the effect of thermal explosion. Using the data [7] on
the rate of benzene oxidation in an SCW–O2 mixture
(no such data are available for C10H8, C20H42, and bitu-
men), we determined for T = 700°C and the mass ratio
H2O : C6H6 : O2 = 1 : 0.5 : 0.2 that 90% of O2 would
react for 2 s with the evolution of Q = 5.3 kJ per gram
of C6H6. Taking into account the thermal losses thor-
ough reactor walls and assuming that the valve between
reactor and prereactor is closed, the temperature jump
may reach up to ∆T ~ 670°C and the pressure jump, up
to ∆P ~ 21 MPa. The results of the T calculation for
SCW performed in an adiabatic approximation using the
thermal parameters taken from [8] are depicted for the
conversion of eicosane in Fig. 2 (curve 10') (under the
conditions corresponding to Fig. 1b, i.e., curve 7 ' in
Fig. 2). As can be seen, even a small O2 additive to SCW
may give rise to a significant temperature jump in the
reactor. 

Thus, in studying the conversion of organic sub-
stances in supercritical water under isothermal condi-

C10H8 H2O+

=  C6H6 CH4 CO 0.2C10 10.6 kJ/mol,+ + + +

CO H2O+ CO2 H2 24 kJ/mol.+ +=
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
tions, it is necessary to thoroughly control the amount
and rate of heat evolution. Adding oxygen to SCW
(e.g., for ensuring the autothermicity) requires great
care, especially in the process initiation stage, in order
to avoid the thermal explosion development that may
lead to self-oscillation of the process parameters and
even to the system failure. We are planing to study these
processes in more detail. 
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Abstract—The kinetics of melting of an ionic crystal treated in a pulsed magnetic field (H ~ 106 A/m) was stud-
ied by a computer-aided DTA technique. Significant changes in the nonequilibrium thermodynamic parameters
of transient processes during melting and in the enthalpy of melting were observed for KCl crystals, which is
evidence that the magnetic field induces a special nonequilibrium state in these nonmagnetic crystals. © 2001
MAIK “Nauka/Interperiodica”.
The results of our investigation of the kinetics of
KCl melting by DTA measurements above and below
the melting temperature (Tm) showed the presence of
cooperative transient processes different from the effect
of fusion as such [1–3]. These effects, considered as
representing a new class of universality in the kinetic
phase transitions involved in the real melting of both
ionic crystals and the crystals possessing other types of
chemical bonds, are characterized by a system of exper-
imentally measured thermodynamic parameters J [3, 4].

There is much reported on the effects of constant
and pulsed magnetic fields on the real structure and
physical properties of crystals [5–8]. Under this action,
the ionic crystals exhibit a number of macroscopic phe-
nomena, such as the magnetoplastic effect, induced
luminescence, and a change in the mechanical proper-
ties [5, 6]. Showing a nonequilibrium character, these
phenomena are retained even upon prolonged high-tem-
perature annealing and possess, according to [5, 7], a
spin-dependent nature. All this gives grounds for studying
the effect of magnetic fields on the real melting, including
both transient processes and the effect of fusion as such.

The purpose of this work was to study the kinetics of
melting of KCl crystals treated in a pulsed magnetic field.
The melting kinetics was studied by computer-aided DTA
using a procedure described elsewhere [2–4]. The ther-
mal measurements were conducted in evacuated quartz
Stepanov vessels heated at a rate of v  = 5 or 10 K/min.
The experiments were performed with 2-g samples of
crystalline KCl (reagent grade, doubly recrystallized).

A pulsed magnetic field (PMF) was generated by a
solenoid [9]; the pulses had a semisinusoidal shape
with an amplitude of H ~ 106 A/m and a duration of
30 µs. The treatment was performed at a pulse repeti-
tion rate of 50 Hz for t = 30 s. The samples were treated
and stored prior to measurements at room temperature.
The DTA measurements were conducted in the sequen-
tial and cyclic regimes. In the sequential experiment,
1063-7850/01/2710- $21.00 © 20850
four independent series of samples were measured 24,
48, 72, and 96 h after treatment in the magnetic field.
The cyclic measurements were carried out on the same
sample, which was measured daily over a period of five
days after the PMF treatment. Prior to the PMF treat-
ment, each sample was characterized by the initial pre-
and postmelting parameters.

The sequential DTA measurements showed that the
PMF treatment has a latent character, with the maxi-
mum effect manifestations observed 72 h after pretreat-
ment. It is important to note that significant variations
of the characteristic pre- and postmelting J values are
related to a radical change in a basic parameter such as
the enthalpy of melting at a virtually constant melting
temperature (Figs. 1 and 2).

Upon the PMF treatment, the pre- and postmelting
transient processes in KCl show (in comparison to the
initial characteristics) a significant increase in their
temperature–time interval, smearing of the heat pulse
front, and a change in the frequency spectrum of the dis-
sipation heat fluctuations. Figure 1 presents typical pre-
and postmelting DTA curves for KCl crystals measured
72 h after PMF treatment, in comparison to those for the
initial sample. As can be seen, the initial transient states
are retained after the PMF treatment, but the pre- and
postmelting heat pulses are significantly modified. The
dissipation heat fluctuations become more inhomoge-
neous and increase in amplitude. In contrast to the
untreated crystalline KCl, the transient excited premelt-
ing states appear at a premelting onset temperature

( ) that is 70–100 K lower than that for the initial
sample, while the transient excited postmelting states
appear at a postmelting onset temperature ( ) that
is 7–10 K higher than that for the untreated sample.

Figure 2 illustrates changes in the shape and area of
the DTA peaks of melting which were observed in the
course of storage of a KCl sample after pretreatment. A

Tpre-m'

Tpost-m'
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Fig. 1. Typical (a) pre- and (b) postmelting DTA curves for KCl crystals (m = 2g, v  = 5 K/min) measured (1) before and (2) 72 h
after PMF treatment (H ~ 106 A/m, t = 30 s).
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Fig. 2. Evolution of the shape and area of the DTA peaks of KCl melting measured during storage after the PMF treatment (H ~
106 A/m, t = 30 s): a, initial; b, 24 h; c, 48 h; d, 72 h; e, 96 h.
change in the area under the melting peak for the sam-
ples after PMF treatment was determined relative to the
initial value (S0): SIMF/S0 = ∆HIMF/∆Hm0. The area under
the peak was calculated using a trapezoid formula. A
significant change in the enthalpy of melting was
observed beginning with the second day after the PMF
treatment. The relative change in the enthalpy exhibits
an extremum (∆HIMF/∆Hm0 ~ 0.4) 72 h after the treat-
ment. Beginning on the fourth day of the observation, the
enthalpy of melting exhibits relaxation. In this stage, the
peak acquires a complicated shape, with additional
effects manifested on the smooth melting background. In
the general case, the relaxation exhibits a long-term char-
acter, with a certain “memory” of the PMF treatment
retained even on the 10th day after the PMF treatment.

The cyclic DTA measurements showed that the
effect of the PMF treatment on the KCl melting kinetics
is the same as that observed in the sequential experi-
ment, with a minimum ∆HIMF/∆Hm0 value of ~0.4
reached 72 h after the treatment and the relaxation
beginning on the fourth to fifth day of observation.

Thus, the PMF treatment of KCl crystals at room
temperature induces the formation of a thermodynami-
cally nonequilibrium mesophase in the sample. The
melting kinetics of this mesophase shows the following
characteristic features: (i) latent character; (ii) variation
of the transient process parameters on melting; (iii) a
significant decrease in the enthalpy of melting at a vir-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
tually constant Tm; (iv) long-term relaxation of the
mesophase to the initial state; (v) “memory” of the
PMF treatment retained after heating above Tm.
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Abstract—The energy levels created by zirconium in silicon (0.65, 0.52, and 0.32 eV) were determined from
the photoconductivity data. The oxygen solubility in zirconium-doped silicon was studied. It was established
that zirconium affects the solubility of interstitial oxygen. © 2001 MAIK “Nauka/Interperiodica”.
The efficiency and reliability of integrated circuits
(especially of the VLSI type) depend on the quality of
an internal oxygen getter formed in the silicon sub-
strate. It was established that the best gettering layer
(autogetter) is obtained when the atomic concentration
of oxygen in a silicon wafer falls within a narrow inter-
val (7–9) × 1017 cm–3 and deviates from this interval by
no more than 10% over the cross section [1]. Usually,
the oxygen concentration varies along the length of a
silicon single crystal ingot from 1.8 × 1018 cm–3 at the
beginning to (5–6) × 1017 cm–3 at the end. Therefore, no
effective gettering band can be formed in the wafers cut
from most of such an ingot. By doping silicon with zir-
conium (Zr), it is possible to provide for a uniform dis-
tribution of oxygen in both length and cross section of
a single crystal ingot.

Lemke [2] studied the electrical properties of zirco-
nium and revealed three electron levels with close ener-
gies. Numerous investigations devoted to the behavior
of oxygen in silicon showed that the influence of this
impurity on the properties of the crystal matrix is deter-
mined by the concentration and by the character of ther-
mal treatment (prehistory) of single crystal wafers.
Therefore, it is necessary to develop a detailed proce-
dure for the preparation of silicon substrates with con-
trolled oxygen content. The main purpose is to establish
the optimum concentration of oxygen and find the most
favorable regimes of thermal annealing for a given base
material.

Silicon single crystal ingots of the KDB-12 grade
with a diameter of 100 mm were grown by the Czo-
chralski method from a silicon melt with zirconium at
an atomic concentration from 5 × 1018 to 5 × 1019 cm–3.
As is known, dopants are nonuniformly distributed
along the length of ingots grown by this method. The
average content of zirconium atoms in our silicon crys-
tals was 1016 cm–3, while the local concentration gradu-
1063-7850/01/2710- $21.00 © 20852
ally increased from the beginning to the end of the
ingot. For this reason, we separated the ingots into four
parts and studied the wafers cut from each part.

The sample wafers were studied by method of pho-
toconductivity. The photoconductivity peaks in zirco-
nium-doped silicon were observed at 0.32, 0.52, and
0.65 eV. Measurements of the temperature variation of
the conductivity showed the electron energy levels at
0.51 and 0.15 eV. These results agree with the data
obtained by the deep transient level spectroscopy [2],
which revealed the levels at Ec – 0.14 eV, Ec – 0.41 eV,
and Ev + 0.32 eV in silicon single crystals grown by a
crucibleless floating zone technique.

The concentration of interstitial oxygen is usually
determined by a method based on the optical absorption
measurements at a wavelength of 1106 cm–1. The oxy-
gen content is calculated from the differential absorp-
tion data using the formula [1]

(1)

where α1 and α2 are the absorption coefficients at
1106 cm–1 measured in the doped and oxygen-free sili-
con, respectively, and K = 2.45 × 1017 cm–2.

The concentration of interstitial oxygen in silicon
wafers is frequently monitored using “asymmetric”
samples with only one side polished. In addition, mea-
surements of the oxygen content in such wafers must
take into account the effect of multiple internal light
reflection in the crystal volume.

The optical transmittance of silicon at 1106 cm–1

(for the normal light incidence onto the polished wafer
side) and the reflectances R1 and R2 (for a light inci-
dence angle of γ = 70° on the polished and rough sides,
respectively) were measured with a Specord M-80

Nox K α1 α2–( ), cm
3–
,=
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spectrophotometer (Germany). These reflection coeffi-
cients can be expressed trough the absorption coeffi-
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cient α and the reflection coefficients r1 and r2 by the
formulas
(2)

(3)

R1

r1 1 r1r2 2αd–( )exp– 1 r1–( )2r2+[ ] 1
1

n2
----- γsin

2
– 2αd–( )exp

1 r1r2 2αd–( )exp–
----------------------------------------------------------------------------------------------------------------------------------------------------,=

R2

r2 1 r1r2 2αd–( )exp– 1 r2–( )2r1+[ ] 1
1

n2
----- γsin

2
– 2αd–( )exp

1 r1r2 2αd–( )exp–
----------------------------------------------------------------------------------------------------------------------------------------------------,=
(4)

where d is the silicon wafer thickness. Equations (2)–(4)
were derived with an allowance for the multiple reflec-
tion of light from the internal surfaces.

By numerically solving the system of Eqs. (2)–(4),
it is possible to determine the absorption coefficient at
1106 cm–1 with a good precision, taking into account
both the multiple internal reflection and the different
sample surface finish. Using these data, the interstitial
oxygen concentration can be calculated by formula (1).
With neglect of the multiple internal reflection effect,
the error of determination of the reflection coefficients
for a silicon wafer with a thickness of d = 500 µm is
about 10%.

Possessing a large covalent radius, zirconium atoms
create considerable internal stresses in silicon [3] that
may affect the solubility of oxygen. Using the method
described above, we determined the oxygen content in
the wafers cut from various parts of the single crystal
ingot. The results are presented in the figure, where the
error bars reflect the inhomogeneous radial distribution
of oxygen in the wafers. It was established that the con-
centration of zirconium grows and the oxygen content
drops from the beginning to the end of the ingot. In the
undoped (zirconium-free) silicon wafers, the atomic
concentration of oxygen amounts to (1.2–0.7) ×
1018 cm–3. In the zirconium-doped samples, the content
of oxygen decreased to (0.85–0.65) × 1018 cm–3.

A decrease in the oxygen solubility may be caused
by the elastic stresses created by zirconium atoms in the
silicon lattice. As is known, the solubility of oxygen in
silicon is described by the relationship

(5)

where H is the enthalpy of dissolution. We can suggest
that the elastic stresses lead to an increase in
the enthalpy:

T
1 r1–( ) 1 r2–( ) αd–( )exp

1 r1r2 2αd–( )exp–
--------------------------------------------------------------,=

Nox A
H
kT
------– 

  ,exp=
(6)

Here, the quantity Ω describes interaction of the ensem-
ble of zirconium atoms with an oxygen atom. Under the
modified conditions, formula (5) transforms to

(7)

Combining formulas (6) and (7), we obtain

(8)

Using this relationship, the constant characterizing the
elastic interaction of zirconium and oxygen was found
to vary from 0.025 eV at the beginning to 0.058 eV at
the end of the ingot.

Thus, we have developed a method for determining
the concentration of interstitial oxygen in silicon

H' H Ω.+=

Nox Zr( ) A
H'
kT
------– 

  .exp=

Nox Zr( )

Nox
--------------- Ω

kT
------– 

  .exp=
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Variation of the atomic concentration of oxygen along the
length of a Czochralski-grown zirconium-doped silicon
ingot.
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wafers from the results of optical measurements, with
an allowance for the multiple internal reflection and the
different sample surface finish. Investigation of the
oxygen solubility in zirconium-doped silicon showed
that the concentration of oxygen is affected by the level
of doping. It is suggested that this effect is related to the
elastic stresses developed by zirconium atoms in the sil-
icon crystal lattice. The energy levels created by zirco-
nium in silicon were determined from the photocon-
ductivity data.
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Abstract—Asymptotics of the lower boundary of continuous spectrum is determined for quantum layers cou-
pled by a periodic system of small windows. © 2001 MAIK “Nauka/Interperiodica”.
The development of nanoelectronics has led to the
appearance of a new class of objects, including quan-
tum dots, waveguides, and layers, using which it is pos-
sible to create basically new electronic devices (see,
e.g., [1]). In order to describe the functioning of such
devices, it is necessary to study the transport of elec-
trons in the above quantum structures. This, in turn,
implies the investigation of spectral properties of the
corresponding quantum-mechanical operator. In recent
years, considerable attention was paid to the study of
coupled quantum layers [2] treated as mesoscopic sys-
tems—small so as to make it necessary to describe elec-
trons as quantum objects but, on the other hand, suffi-
ciently large to consider these electrons as moving in an
average field, not separating their interaction with indi-
vidual atoms.

This study is devoted to description of the quantum
layers Ω± = {(x1, x2, x3) ∈  R2 × [0, ±d±]} coupled by a
periodic system of small windows. The case of one
window ωa representing an aperture with the diameter
2a (ωa = aω) was considered in [3]. It was demon-
strated that a Laplacian obeying the Dirichlet condition
possesses a bound state λa close to the boundary of con-
tinuum, for which the following estimates were
obtained for sufficiently small a and d+ ≥ d–:

, (1)

where c1 and c2 are some constant factors.
Below, we will consider the case of quantum layers

coupled by a periodic chain and a periodic lattice of
windows. The system is described using the method of
matching of the asymptotic expansions of solutions to
boundary problems [4, 5]. A variant of this method for
the eigenvalues close to the boundary of continuum was
developed previously [6–10].

First, consider a periodic chain of the coupling win-
dows. Let Λ1 = {x, x = (qL, 0, 0), q ∈ Z} be the corre-

e
c1a

3–– π2

d+
2

----- λa e
c2a

3––
≤–≤
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sponding Bravais lattice with an elementary cell con-

taining only one window center (  = aωi, ω0, i = ωi).
By virtue of the periodicity, the corresponding solution
ψa obeys the Bloch condition: ψa(x + L) = eiθLψa(x),
where θ is the quasimomentum (–πL–1 ≤ θ ≤ πL–1). For
a fixed quasimomentum, the system possesses the

eigenvalue . Our purpose is to find an asymptotic for
this eigenvalue and then determine the zone parameters
by varying θ. The asymptotic expansion for some func-

tion  of  =  is obtained in the following form:

(2)

The asymptotic expansion of the corresponding eigen-
function is as follows:

(3)

(4)

where (Dy) =  (the Bloch condition leads to

the relationship  = eiθLq ) and G±(x, y, ka, θ) is the
Green function for the layer Ω±. Using the procedure of
matching of the asymptotic expansions, we obtain
asymptotics of the zone boundary. It appears that, pro-
vided a is sufficiently small, the solution has no gap and

ωi
a

λa
θ

f Λ1
λa

θ
ka θ,

2

f Λ1
ka θ,( ) = L π2 ka θ,

2 d+
2– θ2d+

2+  = k3
θa3 o a3( ).+

ψa x( ) f Λ1
ka θ,( )±=

× a j Pp 1+
q j, Dy( )G± x y ka θ,, ,( )( )

y z
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,

q ∞–=
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a
1/2

q ,∈

ψa x( ) v j
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the lower boundary of continuous spectrum of the
Dirichlet Laplacian exhibits the following asymptotics:

Here,  is the average virtual mass of the window. In
the case of small round windows ωi with a dimension-
less radius R, the values of  are known [11] and we
obtain

Now consider a periodic lattice of the coupling win-
dows with the corresponding Bravais lattice Λ2:

where a1 and a2 are linearly independent vectors in R2.

Let the reciprocal lattice Γ2, the Wigner–Seitz cell ,

and the Brillouin zone  be such that

Here, the asymptotics is constructed using the same
scheme as that for the chain, but the function (ka, θ)

with the asymptotics (2) is replaced by (ka, θ) such
that

λmin a,

π2

d+
2

-----
π6

d+
6 L2

-----------bω0

2 a6– o a6( ), d+ d–,>+
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a2
-----
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
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bω0
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16π4
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4π2 γθ θ+ 2 π2d+
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γθ θ+ 2 γ θ+ 2,
γ Γ2∈
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TE
In this case, the solution for sufficiently small win-
dows also does not exhibit a gap and the lower-bound-
ary asymptotics of continuous spectrum is as follows:

For small round windows, this yields
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Abstract—The process of voltage distribution over serially connected elements of a high-power semiconductor
current interrupter in the stage of current breakage is studied within the framework of a previously developed
physicomathematical model. It is established that a mechanism is operative that provides for the voltage drop
leveling between unit structures of the p+–p–n–n+ type with various depths Xp of the p–n junctions. The mech-
anism is related to the fact that the formation of a strong field region on the stage of current breakage in the unit
structures with larger Xp begins later, but the expansion of this region proceeds faster than the same processes
in the units with smaller Xp . © 2001 MAIK “Nauka/Interperiodica”.
Introduction. The SOS-diode-based semiconduc-
tor current interrupters are employed in the generators
of high-power nanosecond pulses in the schemes with
inductive energy storage [1]. An SOS diode is a system
comprising a large number of serially connected unit
structures of the p+–p–n–n+ type. In practice, an impor-
tant problem related to the proper functioning of such a
serial system of semiconductor devices is to provide a
uniform voltage distribution over elements of the SOS
diode structure, which is necessary to ensure reliable
failure-proof operation of the pulse-switching device.
This task is solved either by using resistive voltage
dividers (compensating the technological scatter in char-
acteristics of the individual elements arising in the fabri-
cation stage) or by selecting component structures, prior
to assembling an SOS diode, with respect to the capaci-
tance–voltage and current–voltage characteristics [2]. 

The experience of using SOS diodes showed that
these devices can reliably operate on a megavolt signal
even without taking the above measures, provided that
the number of serially connected structural elements in
the current interrupter exceeds 103. Based on this fact,
we may suggest that an internal mechanism is inherent
in the SOS diodes which is capable of providing for a
uniform voltage distribution over a large number of
serially connected elements. A special feature of the
dopant distribution profile in SOS diodes is a large
depth Xp of the p–n junction (reaching up to 200 µm [3,
4]). The Xp value is the main characteristic determining
the process of a strong field region (SFR) formation in
an SOS diode structure in the stage of current breakage.
The SFR width and the SFR formation rate are factors
determining the maximum possible voltage applicable
to a given structure. 
1063-7850/01/2710- $21.00 © 20857
The purpose of this study was to describe the pro-
cess of voltage distribution over serially connected
structural elements of an SOS diode in the stage of cur-
rent breakage. 

Description of model. The calculations were con-
ducted using a physicomathematical model developed
previously [5]. The SOS diode structure and the pump-
ing scheme were analogous to those described in [3].
The SOS diode studied contained 10 serially connected
unit elements. For modeling the technological scatter of
parameters, the Xp values of individual elements were
varied in a range from 170 to 188 µm at a 2 µm step. All
elements had an area of 0.24 cm2. 

After switching on the direct pump capacitor, a dc
current with a density of up to 1.75 kA/cm2 was passing
through the SOS diode elements over a time period of
420 ns. During the subsequent switching on the reverse
pump capacitor, the system conducted a reverse current
over a time period of 70 ns, with a density reaching
4.6 kA/cm2 by the instant of current breakage. 

The notation is illustrated in Fig. 1. In the stage of
current breakage, a characteristic strong field region of
width W with clear boundaries is formed in the p layer
of each element. This region expands at a velocity of
V = V1 – V2, where V1 and V2 are the velocities of the
left- and right-hand boundaries, respectively. The right-
hand SFR boundary coincides with the position of the
excess plasma front, while the left-hand boundary cor-
responds to the point where the current saturation con-
dition is obeyed. The breakdown field strength in the
SFR amounts to 200 kV/cm and varies rather weakly in
the current breakage stage. The voltage drop across the
SOS diode element is determined mostly by the SFR
001 MAIK “Nauka/Interperiodica”
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breakage (current density, 4.6 kA/cm2). Arrows indicate the
position of the p–n junction and the SFR boundary velo-
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width W. In the beginning of the current breakage pro-
cess, the V1 value is greater than V2, the SFR expands,
and the voltage difference across the element increases.
Then the velocities of both SFR boundaries decrease so
that V2 becomes greater than V1. As a result, the SFR
width decreases and the voltage difference across the
element falls [3]. 

It should be noted that a characteristic strong field
region in the current breakage stage also exists in the
right-hand part of the element, near the n–n+ junction
(Fig. 1). However, this SFR is only a few microns wide
and virtually does not influence the process of current
breakage and the voltage drop across the element. 

Results and discussion. It was found that the SFR
formation in the SOS diode elements with smaller Xp

values begins earlier than the process in elements with
greater depths of the junction. The maximum difference
in the onset time of the SFR formation, observed for the
elements with most strongly differing Xp values (170
vs. 188 µm), is 2.5 ns (Fig. 2). The same elements
exhibit a maximum difference in W and, hence, in the
voltage drop. The mechanism responsible for the earlier
operation of structures with smaller Xp is as follows. In
the stage of direct pumping, when the charge is accu-
mulated in the p layer of each element, the excess
plasma density is higher in the elements with smaller
Xp , where the same accumulated charge is distributed
over the p layer of a smaller thickness. Accordingly, the
elements with smaller Xp are characterized by a higher
intensity of the recombination processes and by a lower
amount of the accumulated charge that can be subse-
quently carried by the reverse current. In the stage or
reverse pumping, for the same law of the current den-
sity variation in time (determined by the serial connec-
tion of elements), a lower amount of the charge accu-
mulated in the elements with smaller Xp results in that
the carrier velocity saturation in the p layer and the SFR
formation in these elements begin earlier than in the
elements with large Xp . 

By the onset time of the SFR formation in the ele-
ment with Xp = 188 µm (see Fig. 2, curve 2), the SFR
width in the element with Xp = 170 µm (see Fig. 2,
curve 1) already reaches 11.5 µm. At this instant, an
inhomogeneity of the voltage distribution over ele-
ments is most pronounced. A maximum deviation δ =
56% of the voltage drop across a given element from
the average value is observed for the element with Xp =
170 µm. This deviation is determined by the formula
δ = |Ui – Uav| × 100%/Uav × 100%, where Uav is the
arithmetic mean for an element in the SOS diode struc-
ture (Fig. 2, curve 6). 

Darznek et al. [3] showed that the elements with
larger Xp values are characterized by higher SFR expan-
sion velocities owing to a lower excess plasma density
in the p layer. As can be seen from Fig. 2 (cf. curves 3
and 4), the velocity V of the SFR expansion in the ele-
ment with Xp = 188 µm always exceeds that in the ele-
CHNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001
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ment with Xp = 170 µm. This circumstance results in
that both the SFR width difference ∆W and the voltage
drop deviation δ decrease in the course of the current
breakage. By the moment of attaining the maximum
voltage drop (maximum W), a difference in the SFR
width does not exceed 5 µm (Fig. 2, curve 5) and the δ
value drops down to 4% (Fig. 2, curve 6). 

Conclusion. The model calculations showed that a
SOS diode composed of serially connected elements
features a mechanism providing for the voltage drop
leveling between the elements with different depths of
the p–n junction. The mechanism is related to the fact
that the formation of a strong field region on the stage
of current breakage in the unit structures with larger Xp

begins later, but the expansion of this region proceeds
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
faster than the same processes in the units with
smaller Xp . 
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Abstract—It is experimentally established that a contactless exposure of liquids representing the homologous
series of alkanes to a high-strength electric field leads to the appearance of an optical anisotropy. The effect,
related to a field-induced partial ordering (orientation) of extended molecules, is more clearly manifested in the
liquids possessing higher molecular masses (longer molecules). © 2001 MAIK “Nauka/Interperiodica”.
When a dielectric liquid exposed to an electric field
is not in contact with the potential electrodes, we may
neglect the electric current irrespective of the electric
conductivity of the liquid [1]. We have studied the
behavior of nonpolar liquids in an electric field gener-
ated by a source of dc voltage U = 5–15 kV. The liquid
was separated from the upper electrode by an air–vapor
gap and from the lower electrode, by the insulating
(organic glass) cell bottom, so that the measuring sys-
tem represented a three-layer capacitor.

The experiments were performed with compounds
representing the homologous series of alkanes, includ-
ing n-nonane (C9H20), n-decane (C10H22), n-undecane
(C11H24), and n-dodecane (C12H26), occurring under
normal conditions in the form of liquids. Compounds in
the series studied possess identical molecular struc-
tures, differing from each other by one added CH2

group. The permittivity slightly increases (from 1.598
to 2.006) on the passage from light to heavier sub-
stances [2]. The optical transmission of a polarized
light was measured and characterized as percentage rel-
ative to the value observed in the absence of the electric
field. The optical cell with a liquid was placed between
electrodes at a voltage of 10 kV. The air gap width was
17 mm, the liquid layer thickness was 25 mm, and the
insulating bottom thickness was 3 mm. The method of
measurements was described previously [1].

The experimental data are presented in Fig. 1. All
four liquids studied show a decrease in the relative opti-
cal transmission after switching the field on, followed
by attaining a certain individual saturation level. Upon
switching the field off, the transmission gradually
restores on the initial level observed before the voltage
application. As the molecular mass (chain length)
increases, the relative transmission also varies: the η
value for n-dodecane is almost two times that for
n-nonane. The same refers to the relaxation time, as is
clearly observed after the field switch-off.
1063-7850/01/2710- $21.00 © 20860
The experimentally observed variation in the optical
transmission under the action of the applied electric
field can be related to the orientational ordering of
hydrocarbon molecules, whereby structures intermedi-
ate between those typical of liquid and solid crystalline
states are formed in the paraffins. Following [3], the main
role in this process may belong to the methylene (CH2)
groups, the number of which increases by unity on the
passage to each next member of the series studied.

The molecules of n-paraffins in the liquid state are
involved in the dispersive and sterical interactions,
tending to arrange “apex-to-apex” with respect to one
another. The molecules most probably rotate about lon-
gitudinal axes terminated by symmetric CH3 groups [4].
For the electric field action to take place, it is necessary
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Fig. 1. Time variation of the transmission of a polarized
light η in the liquids studied (percentage of that for the con-
trol sample) exposed to the electric field (switched on at t =
0 and off at t = 5 min): (1) n-nonane (C9H20); (2) n-decane
(C10H22); (3) n-undecane (C11H24); (4) n-dodecane
(C12H26).
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that the integrally nonpolar molecules would contain
electrically active elements. Although the hydrocarbon
molecules possess (on the whole) no dipole moment,
there are nonzero dipole moments of the individual CH2

groups amounting to 0.4D (D = 3.33 × 10–30 C m) [5].

Let us consider a saw-tooth-shaped n-paraffin mol-
ecule as a system of dipoles arranged at the apices facing
opposite directions (Fig. 2). We may suggest that each
dipole p is subject to a rotating moment M = [p × E].
Acting upon such dipole systems, the rotating moments
tend to order the molecules so as to reverse one (upper)
group and rotate another (lower) group in the field E.
The energy of interaction between the field and the
dipoles is determined by the scalar product W = –pE. In
the limit, the limiting W values can be obtained for the
dipoles of both groups. The upper group is character-
ized by a maximum (unstable equilibrium), while the
lower group possesses a minimum reflecting a stable
equilibrium for the molecule exposed to the field E.
Thus, the existence of individual dipole moments due
to the CH2 groups implies manifestations of a partial
ordering of the hydrocarbon molecules, with their lon-
gitudinal axes arranged perpendicularly to the applied
field E. The process of ordering proceeds by a mecha-
nism of the anomalous relaxation type [6].

The proposed model corresponds to a possible phys-
ical approach, not stating that it is the only possible
variant. It should be pointed out that notions of the vol-
ume–charge polarization [1] characteristic of the dipole
liquids (water and alcohols) either possess restricted
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
validity or are not at all applicable to the system under
consideration.
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Abstract—Features of the profiles of silver ions implanted into a soda–lime silicate glass were studied depend-
ing on the substrate temperature varied in a narrow range from 20 to 100°C. The implant depth–concentration
profiles were modeled with an allowance for a thermostimulated increase in the diffusion mobility of the
implanted impurity in the sample volume. It is shown that an increase in the substrate temperature by several
tens of degrees leads to a diffusion smearing of the implanted impurity profile and, hence, to a decrease in the
local implant concentration hindering the metal silver nucleation. An analysis of the results of modeling points
to the need in thoroughly controlling the substrate temperature in order to provide for the required conditions
of the metal nanoparticle synthesis and to obtain the metal–glass composites with reproducible characteristics.
© 2001 MAIK “Nauka/Interperiodica”.
The task of obtaining thin composite layers based on
inorganic glasses containing synthesized metal nano-
particles is currently important for various practical
applications. One of the actively developed methods for
the preparation of such layers is ion implantation,
which allows reaching high values of the filling factor
for a metal implanted into dielectric substrates [1, 2].
By varying on the ion implantation parameters, includ-
ing the ion energy and dose, ion beam current, and the
target temperature, it is possible to modify the condi-
tions of synthesis of the implanted metal nanoparticles. 

The latter implantation process parameter—the tar-
get temperature—was recently demonstrated (see, e.g.,
[3–5]) to significantly affect the distribution of
implanted metal ions in glass substrates and, hence, the
final properties of metal–glass composites. Despite a
broad (but not systematic) set of substrate temperatures
used in the cited papers (from 77 to 300 K), it was sug-
gested that one of the pathways for the temperature
influence is a thermoinduced increase in the diffusion
mobility of implanted impurity in the substrate mate-
rial. On the whole, this problem is still insufficiently
studied and the available data are very restricted.
Recent experimental investigations of the metal ion
implantation showed that the optical properties of com-
posites may significantly differ even when the temper-
ature of a soda–lime glass substrate varies in a narrow
interval from 20 to 50°C [5, 6]. 

The purpose of this study was to model the effect of
the temperature of a soda–lime silicate glass, varied in
a narrow range from 20 to 100°C, on the depth profile
of implanted Ag+ ions with an allowance for the ther-
mostimulated impurity diffusion process. 
1063-7850/01/2710- $21.00 © 20862
The modeling was performed for the ion energies
(30–150 keV) and doses (2 × 1016 ion/cm2) typically
employed in the ion- implantation synthesis of metal
nanoparticles [1]. Since the problem refers to the stage
of Ag+ ion implantation preceding the metal nanoparti-
cle formation, the calculations are restricted to the dose
indicated above. Once this level is exceeded, the accu-
mulated concentration of Ag0 impurity atoms in the
near-surface region increases above the solubility limit
of silver in the glass substrate and the silver nanoparti-
cles form to become effective sinks for the delivered
Ag+ ions, which hinders further spreading of the
implant deeper into the substrate [1, 5]. Moreover, the
phase composition of the implanted layer containing
metal nanoparticles becomes significantly different
from that of the initial soda–lime silicate glass. 

On the whole, the ion implantation process can be
subdivided with respect to time into several stages,
including the incorporation of accelerated ions, the dif-
fusion of implant, and the nanoparticle nucleation and
growth. In the initial implantation stage, the implant
concentration profile can be described (ignoring the
surface sputtering effects) by a statistical Gauss distri-
bution function. This distribution can be calculated by
the Monte Carlo method, for example, using the
TRIM (Transport of Ions in Matter) or SRIM (Stop-
ping and Range of Ions in Solids) computer program
packages [7]. However, these models do not take into
account the effect of the ion dose on the implant distri-
bution profile in depth of the target [8]. In this study, the
contribution of the temperature-dependent diffusion
mobility of implanted metal ions on their concentration
redistribution in various implantation stages (i.e., on the
001 MAIK “Nauka/Interperiodica”
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irradiation time and/or dose) is taken into account by
using the diffusion equation with a continuous source [1]: 

(1)

Here, N(x, t) is the implanted ion concentration, D is
the impurity diffusion coefficient, n(x, t) is the amount
of impurity introduced by ion implantation, x is the dis-
tance (depth) measured from the surface, and t is the
implantation duration (time). To simplify the problem,
the D value in Eq. (1) is assumed to be independent of
x and the temperature of the soda–lime silicate glass
substrate is assumed to be fixed (constant in time). We
will also assume that n(x, t) at the initial time instant is
descried by a Gaussian distribution function [7] 

(2)

where Φ is the ion flux (ion current) per unit area, Rp is
the average projected range of implanted ions in the
sample, and ∆Rp is the corresponding standard devia-
tion from Rp. The Rp and ∆Rp values corresponding to
the irradiation of soda–lime silicate glass substrates by
Ag+ ions with the energies 30, 60, 100, and 150 keV
were calculated within the framework of the standard
TRIM procedure using an SRIM-2000 program [7].
The solution of Eq. (1) under the conditions of step-by-
step ion dose increase in the substrate, with an allow-
ance for the dynamic implant profile variation in time
the as a result of diffusion, leads to determination of the
resulting implant distribution in depth of the substrate.
For modeling the Ag+ ion distribution in the soda–lime
silicate glass substrate, we will use an analytical solu-
tion of Eq. (1) obtained previously for the implantation
of semiconductors [9]: 

(3)

where α = x – Rp. As follows from this expression, the
temperature-dependent diffusion coefficient D(t) deter-
mines the shape of the resulting impurity profile deviat-
ing from the initial Gaussian distribution. To estimate
the diffusion coefficients of Ag+ ions (DAg) in the soda–
lime silicate glass substrate, we will use the Arrhenius
equation with the diffusion activation energy Ea =
0.69 eV and the preexponential term D0 = 5.6 ×
10−5 cm2/s determined in [10]. The obtained DAg values
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are assumed to be independent of the ion implantation
duration at a fixed temperature of the glass substrate. 

The model profiles of the Ag+ ion distribution in
depth of the soda–lime silicate glass substrates
implanted at various ion energies are presented in the fig-
ure. The samples were implanted over 360 s using an ion
beam with a current density of 5.58 × 1013 ion/(cm2 s),
which corresponds to a total dose of 2 × 1016 ion/cm2. As
can be seen from the figure, an increase in the substrate
temperature from 20 to 100°C (and the corresponding
growth in the diffusion coefficient DAg from 2.88 × 10–17

to 2.66 × 10–14 cm2/s) leads to a significant broadening
of the initial Gaussian profile of the impurity distribu-
tion and to a decrease in the implant concentration in
the distribution peak even without an allowance for the
radiation-stimulated diffusion. The redistribution of sil-
ver (diffusion-induced ion loss) from the implanted
layer is related to a concentration gradient and an
increase in the diffusion coefficient with growing tem-
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perature, which is especially important for the implan-
tation at lower energies. 

Thus, the distribution of implanted Ag+ ions in a
sample may significantly vary even upon a small
change in the temperature of the soda–lime silicate
glass substrate. Therefore, the substrate temperature is
one of the critical factors determining the process of sil-
ver accumulation in local regions of the implanted lay-
ers. As the temperature increases, other conditions
being equal, a higher total irradiation dose would be
required in order to reach the critical impurity concen-
tration necessary for the nucleation of nanoparticles. 

It must be emphasized that the temperature interval
leading to such a significant change in the implant dis-
tribution profile only rather insignificantly exceeds
room temperature, which is indicative of a high temper-
ature sensitivity of the process of silver ion implanta-
tion into silicate glasses. Apparently, the high diffusion
mobility of Ag atoms and the resulting loss from the
implanted layer at a sufficiently high temperature may
hinder the synthesis of metal nanoparticles in the bulk
of a glass substrate within a reasonable implantation
time. This was in fact observed previously for a soda–
lime silicate glass substrate implanted with 60-keV Ag+

ions at a temperature of 180°C [4, 5]. It should also be
recalled that the results of modeling presented above
were obtained assuming that the glass substrate temper-
ature and the local temperature in the implanted region
are equal. In practice, however, the implanted glass sur-
face possesses a higher temperature due to the radia-
tion-induced heating that was ignored in our model cal-
culations. 

Conclusion. Thus, we have modeled the process of
Ag+ ion implantation into a soda–lime silicate glass
substrate and studied the profiles of implanted impurity
distribution in depth with an allowance for the substrate
temperature, that is, for the thermostimulated diffusion
process. It was shown that even a small (within several
tens of degrees) heating of the glass substrate above
room temperature leads to “smearing” of the impurity
distribution profile as a result of the outward (to the sur-
face) and inward (to the sample bulk) diffusion of
implanted silver atoms. As a result, the implantation of
metal ions into a glass substrate occurring at an ele-
vated temperature must be performed to a higher total
dose in order to reach the critical implant concentration
in the implanted layer necessary for the nucleation of
metal nanoparticles. 
TE
An analysis of the obtained results points to the
necessity of thoroughly monitoring and controlling the
substrate temperature during the implantation. This is
especially important for the dielectric substrates pos-
sessing low thermal conductivities which, heated by the
ion beam current, cannot be effectively cooled by stan-
dard technical means. The overheating would unavoid-
ably affect the conditions of nanoparticle synthesis and
the reproducibility of characteristics of the metal–glass
composites. 
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Abstract—The structure of a protective film formed on the copper counterbody surface during the sliding
boundary friction in the presence of fullerene C60 additives in a lubricant oil was studied by transmission elec-
tron microscopy and electron diffraction. © 2001 MAIK “Nauka/Interperiodica”.
Previously [1–3], we reported that a fullerene-con-
taining soot and the pure powder of fullerene C60 added
to a commercial lubricant oil provide for a significant
increase in the antifriction and antiwear properties of
copper–steel couples in the sliding boundary friction
regime. The structure and the mechanical properties of
the surface of a copper counterbody were studied by a
combination of physical techniques [2, 3]. The wide-
angle X-ray diffraction data showed that the structure
of the friction surface of the copper counterbody remains
almost unchanged when C60 is present in the lubricant
oil, whereas significant structural changes take place for
the same base oil without fullerene additives.

The fact that the counterbody surface structure
remained intact was explained by a thin protective film
(with a thickness not exceeding 1000 Å) formed on the
copper surface in the course of friction, which was con-
firmed by scanning electron microscopy. Possessing a
very small thickness, the film did not contribute to the
X-ray diffraction pattern; nor did we manage to sepa-
rate the film from the copper foil and study the film
structure immediately without substrate. In this study,
we employed a different experimental approach,
whereby a copper foil with the film formed during fric-
tion was sputtered by an ion beam from the rear side
(opposite to the friction contact surface) unless a crater
with a through hole was etched. A thin edge of this hole
was studied by transmission electron microscopy
(TEM) in both light and dark field, as well as by the
electron diffraction technique.

For comparison, we have studied 200-µm-thick cop-
per foil counterbody samples of the two types, obtained
upon the friction test with steel lubricated with a base
(fullerene-free) lubricant oil and with the same oil con-
taining a 5 wt % C60 additive. The TEM measurements
were performed on a Philips EM-420 electron micro-
scope operated at an accelerating voltage of up to
100 kV.
1063-7850/01/2710- $21.00 © 20865
Figure 1a shows a TEM image of the hole edge
region in the foil tested with the fullerene-free lubricant
oil in the so-called “wearless” friction mode [4]. As can
be seen, the hole edge (i.e., the friction surface) bears a
film that apparently accounts for a low value of the fric-
tion coefficient and prevents from the mutual mass
transfer between dissimilar metal counterbodies and
their intermixing on a microscopic level [5]. The film,
with a thickness estimated at ~100 Å, shows a good sta-
bility with respect to the electron beam action and
exhibits an amorphous structure (producing no reflec-
tions in the corresponding electron diffraction pat-
terns). The film is likely to represent a strongly
crosslinked tribopolymer network composed of low-
molecular-weight hydrocarbon chains (present in the
oil) [6]. Under this film, the friction surface displays a
finely dispersed structure with a grain size on the order
of 0.1 µm. This observation is consistent with the
results of our previous investigation using the scanning
electron microscopy technique [4]. A self-organized
structure of this type probably ensures dissipation of
the friction energy by means of the grain displacement
and rotation in the near-surface layer. The electron dif-
fraction patterns (Fig. 1b) confirm that the near-surface
layer is composed of the crystalline copper grains with
an admixture of Cu2O particles. No traces of the trans-
fer of steel particles to the friction surface of the copper
counterbody was observed in this system.

In the presence of C60, no fragmentation of the near-
surface copper layer was observed either (Fig. 2a). In
this case, an amorphous surface film is also formed on
copper in the course of friction. However, the film
thickness is about ten times that (below 1000 Å)
observed in the absence of fullerene and is readily dam-
aged by the electron beam. The latter circumstance can
be explained by a lower energy of the β bonds in the
hydrocarbon chains covalently bound to C60 [3, 7] and
001 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) A light-field TEM micrograph of the ion-etched hole edge (O) and the surrounding craterlike “section” in a foil copper
upon friction with a base lubricant oil (×150000) showing a ~100-Å-thick surface film (region A) and a block structure of ~0.1-µm-
sized (1000 Å) grains in a near-surface metal layer (region B). (b) Electron diffraction pattern from the block structure, representing
a superposition of diffractograms typical of the Cu and Cu2O lattices (diffraction brightness index, 140).

(‡)

(b)

(c)

B

A
A

D

0.1 µm 0.1 µm

Fig. 2. (a) The same as in Fig. 1a, but after friction with the same lubricant oil containing 5% C60 (O indicating the hole; A, a
~1000-Å-thick film; B, a near-surface copper layer without block structure); (b) a typical electron diffraction pattern from the film A
(diffraction brightness index, 120); (c) a dark-field image of the film A (in superimposed 200 Cu2O and 111 copper lattice reflec-
tions) showing inclusions of wear particles D.

O
O

by the conditions of heat removal being less favorable
in thicker films.

The electron diffraction reflections from the protec-
tive film and the near-surface copper layer (Fig. 2b)
correspond to a textured Cu2O [111] lattice (with an
interplanar spacing of 2.45 Å). The dark field image of
the film (Fig. 2c) obtained in the 111 copper lattice and
200 cuprous oxide lattice reflections (the two reflec-
TE
tions strongly overlap) displays the inclusions of finely
dispersed particles with dimensions between ~100 and
~1000 Å. These are probably the wear particles formed
from an oxidized surface material in the initial friction
stage.

The electron diffraction patterns exhibit no signals
characteristic of the crystalline state of fullerene C60 or
the related compounds. However, this by no means
CHNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001
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implies that the fullerene does not participate in the film
formation. On the contrary, the fullerene molecules
apparently act as the agents initiating the tribopolymer-
ization process (this circumstance explains the easy for-
mation and considerable thickness of the film) [3, 7].
The fact that the film is insoluble in toluene indicates
that it most likely comprises a network of hydrocarbon
molecules in which the C60 molecules may play the role
of junctions or the centers of agglomerates (of the
molecular coil type) formed of the hydrocarbon lubri-
cant molecules.

Thus, the results of this study confirmed the previ-
ously proposed model [4] of the two-layer surface
structure formed on a copper counterbody in the “wear-
less” friction regime. This structure, comprising a thin
tribopolymer film above a layer of friction-modified
finely dispersed copper, is just what accounts for the
protection of metals in the friction couple from fracture
and wear by featuring the rotational modes during the
shear deformation development on the friction surface.
The amorphous surface film formed in the presence of
fullerene C60 is ten times thicker than that in the previ-
ous case. This thick protective film simultaneously per-
forms several functions, preventing the surface mass
transfer, reducing the friction coefficients, and accept-
ing the shear stresses arising during friction (rather than
transferring stress to the underlying metal layers). This
is possible, in particular, provided that there is a fine
surface film containing structural elements capable of
converting the shear deformation into rotational modes.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
This role is probably performed by molecular coils
formed around fullerene molecules.

Therefore, a positive effect of the fullerene additive
in a base lubricant oil consists in facilitating the forma-
tion of such a single-layer protective structure during
friction. This process developing more readily than
fragmentation of the metal surface, the “wearless” fric-
tion regime is more easily attained in the presence of
fullerene [1, 2].
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Abstract—It is established for the first time that the phenomenon of ion-stimulated surface segregation can be
used to increase the depth resolution of Auger profiling during analysis of the InxGa1 – xAs/GaAs heterostruc-
tures. It is demonstrated that, by varying the energy of the sputtering Ar+ ion beam from 1 to 0.5 keV in the
region of the GaAs/InGaAs heterojunction, the junction sharpness can be estimated at a resolution on the order
of 0.5 nm determined by a difference in the projected range of Ar+ ions and independent of the escape depth of
the Auger electrons. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. Informativity of the elemental depth
profiling of structures by Auger spectroscopy in combi-
nation with ion sputtering depends to a considerable
extent on the depth resolution (∆Z) achieved during the
analysis of each particular junction. Under optimum
ion sputtering conditions, the depth resolution is deter-
mined by the escape depth of Auger electrons and by
the artifacts of ion sputtering in the collision cascades.
For a low-energy (below 1 keV) ion beam used in the
sputtering stage, the limiting ∆Z is 1–1.2 nm [1, 2]. 

In the case of semiconductor structures, where the
∆Z value is additionally influenced by the ion-stimu-
lated diffusion and segregation processes, the limiting
∆Z value increases to 1.5–2 nm. From the standpoint of
investigation of the semiconductor structures with het-
erojunctions, this is a significant drawback since the ∆Z
value is considerably greater than the characteristic size
of structural inhomogeneities. As a result, the method
fails to distinguish between structures fabricated under
different conditions if the differences fall within the ∆Z
limits. 

Hofmann [2] suggested that, in systems featuring
the ion-stimulated segregation, the directed transfer of
atoms from a subsurface layer toward the surface may
compensate for the sputter front smearing as a result of
the atomic mixing in the collision cascades and the dif-
fusion processes. This phenomenon might lead to a
rather curious situation, whereby the depth resolution is
improved by the ion-stimulated processes. However,
this effect was never observed in practice. We believe
that the positive (from the standpoint of depth profiling)
influence of the segregation is masked by the effect of
preferential sputtering: the atoms of elements more sus-
ceptible to segregation typically possess greater sput-
tering coefficients and are selectively removed from the
surface [3, 4]. 
1063-7850/01/2710- $21.00 © 20868
Below, we propose a new approach to the Auger
depth profiling of structures with sharp junctions,
which allows a positive influence of the directed trans-
fer of atoms toward the surface as a result of the ion-
stimulated segregation to be manifested. The idea of the
new approach is to vary the energy of the sputtering ion
beam used for the depth profiling immediately in the
region of sharp changes in the elemental profiles. Vari-
ation of the ion beam energy during sputtering of the
surface of homogeneous multicomponent materials
was employed for a long time in analysis of the mech-
anisms of the ion–surface interaction [5, 6]. Using this
method, it is possible to separate various phenomena
(possessing a dissimilar character of the nonstationary
response) such as the preferential sputtering, recoil
implantation, atomic mixing in collision cascades, and
radiation-stimulated diffusion and segregation pro-
cesses. 

In the application to inhomogeneous structures, this
approach can be considered as a nonstationary method
of depth profiling in which a change in the sputtering
ion energy is used to modify the depth resolution func-
tion within certain layers and, hence, to separate the
contribution due to the real elemental profile of the
inhomogeneous structure. To our knowledge, this pos-
sibility was never considered in the literature. We may
only point to the investigations [7, 8] where the ion
beams of variable energy were employed for the depth
profiling of multilayer Mo/Si and Ge/Si structures in
order to identify the ion sputtering artifacts (atomic
mixing and surface roughness development). 

Experimental. We have studied a series of multi-
layer heterostructures of the GaAs/InxGa1 – xAs/GaAs
system with quantum wells. The samples were pre-
pared by metalorganic vapor phase epitaxy in various
growth regimes. Typical structures were represented by
001 MAIK “Nauka/Interperiodica”
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H142 and H341 samples with the InxGa1 – xAs layer
thickness of 10 and 7 nm, respectively, and x = 0.12. 

The depth profiling analysis was performed in an
ESO-3 Auger electron spectrometer, in which the sput-
tering was effected by 0.5- or 1-keV Ar+ ions incident
at an angle of 38° relative to the sample surface normal.
Details of the Auger profiling procedure were described
previously [9, 10]. The sputtering velocity was cali-
brated using specially prepared multilayer test struc-
tures of the InxGa1 – xAs/GaAs type with the layer thick-
ness determined using the X-ray diffraction measure-
ments (DRON-4 diffractometer). 

Results and discussion. Figures 1a and 1b show
typical In Auger depth profiles in the semiconductor
heterostructures studied. Despite different growth con-
ditions for the H142 and H341 samples, the profiles of
indium distribution in the two cases are much alike. The
widths of In junctions between the levels of 0.2 and 0.8
of the maximum in Figs. 1a and 1b is 1.4–1.6 nm. The
traditional Auger depth profiling cannot provide for a
better accuracy in determining the sharpness of junc-
tions. Figures 2a and 2b show the indium distribution in
the same structures measured with the sputtering ion
energy switched from 1 to 0.5 keV in the vicinity of the
first (facing surface) front of the InGaAs layer. As is
seen, the profiles of In in H142 and H341 samples
observed in this case are significantly different. The
former sample analyzed using a decreased sputtering
ion beam energy shows an additional indium peak with
sharp decay at a depth on the order of and below 1 nm.
This was not the only case: a similar behavior of In was
observed upon the energy variation in some other sample
heterostructures. The distribution of In in H341 is signif-
icantly different: measured with the ion energy variation
in the same region as in Fig. 2a, the profile in Fig. 2b only
shows a somewhat lower slope of the first front. 

In our opinion, the observed behavior of In is related
to the effect of ion-stimulated segregation of In atoms
in the course of the depth profiling. The transfer of
atoms involved in the ion-stimulated phenomena takes
place within a near-surface layer with a thickness on the
order of the ion diffusion path. The minimum diffusion
path coincides with the collision cascade length, which
is close to the projected ion range LP . 

During the depth profiling with a 1-keV ion beam,
In atoms appear on the sputtered surface of GaAs when
the sputter crater front approaches the InGaAs layer to a

distance of . The concentration of In on the sample
surface is determined by competition of the opposite
effects of In segregation and preferential sputtering [4].
The measured In peak intensity is determined by depth-
averaged yield of the corresponding Auger electrons. 

Upon the stepwise change of the ion energy from 1

to 0.5 keV, the projected range decreases to . In the
case of a sharp heterojunction, the region featuring the
ion-stimulated transfer of In atoms will not reach the

LP
1( )

LP
2( )
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InGaAs layer. This results in a sharp drop in the In peak
intensity, which begins to increase only upon removal
of an additional layer of GaAs (Fig. 2a). After a drop in
the surface concentration of In, the preferential sputter-
ing of In atoms is no longer a compensating factor
determining the profile shape as mentioned above. In
the case of a smooth junction, the decrease in LP leads
to no significant changes in the In profile (Fig. 2b)
because of a small In concentration gradient in the

region corresponding to the ion projected ranges 

and . 

Thus, a characteristic depth resolution scale in the
proposed method of Auger depth profiling is on the

order of the difference between and , which is
not related to the yield depth of Auger electrons.
According to [11, 12], for Ar+ ions with the energies of
1 and 0.5 keV this difference amounts to about 0.5 nm.
The profiles in Figs 2a and 2b allow us unambiguously

LP
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Fig. 1. Auger depth profiles of In in (a) H142 and (b) H341
samples of a InGaAs/GaAs heterostructure measured with a
constant Ar ion sputtering energy of 0.5 keV. 

Fig. 2. Auger depth profiles of In in (a) H142 and (b) H341
sample structures measured with the Ar ion sputtering
energy changed from 1 to 0.5 keV in the region of the first
front of the InGaAs layer. 
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distinguishing between H142 and H341 samples: the
heterojunction width in the former structure is smaller
and that in the latter structure is greater than this char-
acteristic length. Note that the proposed method of
depth profiling only estimates the sharpness of a junc-
tion, rather than the exact profile shape. The distribu-
tion of elements in the region of the heterojunction can
be restored by mathematical processing of the experi-
mental profile with an allowance for the depth resolu-
tion function. The necessary investigation of the ion-
stimulated phenomena taking place in semiconductor
heterostructures and the influence of these processes on
the results of Auger depth profiling is in progress. 

Conclusion. We have observed for the first time the
effect of sharp increase and decay in the In depth–con-
centration profiles of GaAs/InxGa1 – xAs/GaAs hetero-
structures on a resolution scale below than 1 nm, which
was related to a stepwise change in the sputtering ion
energy from 1 to 0.5 keV in the region of the hetero-
junctions. The effect is interpreted as a manifestation of
the ion-stimulated segregation phenomenon—a
directed transfer of In atoms toward the surface in the
course of the sputtering front passage through the het-
erojunction region. The proposed method of nonsta-
tionary Auger depth profiling allows the heterojunction
sharpness to be estimated on a level of the order of

 –  ≈ 0.5 nm not related to the escape depth of
Auger electrons. On this level, it is possible to distin-
guish between heterojunctions showing close elemen-
tal profiles during the traditional Auger depth profiling
with a constant ion sputtering energy. Of course, this
new approach is effective only in the analysis of struc-
tures featuring significant manifestations of the ion-
stimulated segregation phenomena. However, the class
of such structures is rather wide and includes, besides

LP
1( )

LP
2( )
TE
the InGaAs/GaAs system, many other semiconductor
heterostructures such as AlGaAs/GaAs and Ge/Si, as
well as multilayer structures with metals. 
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Abstract—It is experimentally demonstrated that the process of impact ionization in cadmium telluride crys-
tals is stimulated by holes. The ratio of the impact ionization coefficients of holes (αp) and electrons (αn)
amounts to αp/αn ≈ 30–40. © 2001 MAIK “Nauka/Interperiodica”.
The extensive development of optoelectronics led to
the need in fast-response photodetectors highly sensi-
tive in a certain spectral range, which is achieved by
means of the internal photocurrent amplification. Ava-
lanche photodiodes representing this class of optoelec-
tronic devices are most frequently based on Ge, Si, and
A3B5 semiconductor compounds [1]. To provide for a
minimum internal noise level in these photodiodes, it is
necessary to use materials possessing a maximum dif-
ference between the impact ionization coefficients of
holes (αp) and electrons (αn) [2]. Unfortunately, this
criterion fails to be valid in GaAs, the compound most
widely used in optoelectronics, which is characterized
by αn ≈ αp [3]. The purpose of this study was to deter-
mine the αn/αp ratio in cadmium telluride, a compound
many properties of which are much like those of gal-
lium arsenide.

The avalanche processes in diode structures are most
frequently studied by analyzing their photoelectric char-
acteristics measured in a negative bias regime [4]. In
practice, the amplification coefficient M is usually
determined as the ratio of the photocurrent Ip(V) at a
given voltage V to the value Ip0 for which no internal
gain takes place. Figure 1 shows the Ip(V) curves for
two surface-barrier diodes fabricated using materials
possessing close values of the free carrier density but
belonging to different conductivity types. The devices
were illuminated trough a transparent rectifying contact
by a total (nonmonochromatic) light of an incandescent
tungsten-filament lamp. Note that a sharp increase in the
photocurrent beginning at a certain voltage is not related
to the light-induced heating of the samples, since the
shape of the Ip(V) curves remains the same when the
light intensity varies by several orders of magnitude.

A particular shape of the M(V) characteristic is
determined by the mode of potential variation in the
photodiode space-charge region and by the ratio of αn

and αp [4]. For a sharp surface barrier and strongly dif-
1063-7850/01/2710- $21.00 © 20871
ferent impact ionization coefficients, the amplification
coefficient is

(1)

while for αn = αp we obtain a relationship

(2)

where N is the ionization coefficient. The voltage-inde-
pendent quantities a and b are determined by parame-
ters of the material and the diode structure. According
to [4], the b/a ratio determines to the first approximation
the impact ionization threshold energy Ei, the experi-
mental value of which in CdTe at 300 K is ~2 eV [5]. A
comparison of the experimental M(V) plots to the rela-
tionships (1) and (2) shows a better coincidence with
the theory assuming that αn and αp strongly different.
This result is consistent with the conclusions made in
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b
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Fig. 1. Plots of the room-temperature photocurrent Ip(V)
versus reverse bias voltage V for (1) ITO–p-CdTe and
(2) i-Au–n-CdTe surface-barrier diodes.
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[5], but the question as to which type of carriers domi-
nates in the impact ionization process remains open.

To elucidate this question, we have additionally
studied the spectral dependence of the amplification
coefficient as it was done by Baranov et al. [6] for a
variband p–n structure based on the Ga1 – xAlxSb1 – yAsy

system. The photon energy dependence M("ω) in our
case (Fig. 2) is related to a difference in the photocur-
rent contributions due to the charge carriers produced in
different regions of the surface-barrier diode structure.
Let us analyze this difference in more detail for a struc-
ture of the Au–n-CdTe type. In this system, the high-
energy photons with "ω exceeding the semiconductor
bandgap width Eg are absorbed on the surface and,
hence, only electrons can penetrate through a strong
field region in the structure with “plus” on the base sub-
strate, while holes sink to the gold “minus” contact.
Under these conditions, only electrons participate in the
impact ionization process for M ≤ 2. For "ω < Eg , the
charge carriers are generated at the boundary between
the space-charge region and a quasineutral base region.
Hence, only holes can penetrate through the strong field
region and produce the impact ionization. The opposite

1

2

300 K

4

3

2

1

0
1.2 1.4 1.6 1.8

"ω, eV

M

Fig. 2. The room-temperature spectral dependence of the
amplification coefficient M for (1) ITO–p-CdTe and
(2) i-Au–n-CdTe surface-barrier diodes.
TE
situation takes place in structures of the ITO–p-CdTe
type, where holes produce the impact ionization for
"ω > Eg and electrons, for "ω < Eg . An analysis of the
data presented in Fig. 2 shows that αp is greater than αn

in cadmium telluride. In order to quantitatively estimate
the αp/αn ratio, we can use a relationship obtained
in [6]:

(3)

For the Mn and Mp values from the corresponding satu-
ration regions, formula (3) yields αp/αn ≈ 30–40.

Thus, the process of avalanche amplification in cad-
mium telluride crystals is stimulated by holes. This cir-
cumstance has to be taken into account in the develop-
ment of avalanche photodiodes based on this material.
In particular, a low internal noise level and a high prod-
uct of the amplification coefficient by the bandgap
width in the Schottky barrier avalanche photodiodes are
more readily achieved with p-CdTe. Optimization of
the other important parameters of these photodetectors
(as well as those based on the different barrier type)
needs special consideration that goes beyond the frame-
work of this communication.
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Abstract—Li0.13Na0.87NbO3 crystals were studied by dilatometric, dielectric, acoustic emission, and optical
methods on heating in a temperature range from 20 to 700°C. Based on the results of these measurements, the
following sequence of phases was established: 20–350°C, ferroelectric orthorhombic Pmm2; 350–400°C, fer-
roelectric orthorhombic Pmmm; 400–630°C, ferroelectric tetragonal, 14/mmm; above 630°C, cubic Pm3m. The
latter two transformations can be classified as second-order ferroelectric phase transitions. © 2001 MAIK
“Nauka/Interperiodica”.
Solid solutions of the (1 – X)NaNbO3–XLiNbO3
system have drawn the attention of researchers by
exhibiting a number of various phase transitions and by
possessing pyro- and piezoelectric properties promis-
ing from the standpoint of practical applications. Both
ceramic [1–4] and single crystal [5, 6] samples were
studied. The temperature intervals of phases existing in
the ceramics with 0 < X < 0.145 (corresponding to the
complete solubility of LiNbO3 in NaNbO3) were deter-
mined in [1, 2]. According to the data for X = 0.13
reported in [1], the phases change from monoclinic (0–
100°C) to tetragonal (100–400°C) and cubic (above
400°C). A different sequence was established in [2],
where the stable phases changed from ferroelectric
orthorhombic (0–350°C) to paraelectric orthorhombic
(350–400°C), tetragonal (400–450°C), “contracted”
cubic (450–630°C), and cubic (above 630°C). Thus,
there is an obvious discrepancy between the experi-
mental results reported in [1, 2].

In recent years, the phase transitions have been suc-
cessfully studied, in addition to the traditional methods
based on the dilatometric, dielectric, and optical mea-
surements, by the method of acoustic emission (AE).
Using this technique, it is possible to determine the Curie
temperature (TC) with sufficient accuracy and estimate
the degree of coherency of the adjacent phases [7].

The purpose of this study was to reveal the phase
transitions and determine the sequence of phases in
Li0.13Na0.87NbO3 crystals using dilatometric, dielectric,
optical, and AE measurements. 

The experiments were performed on thin plates cut
from Li0.13Na0.87NbO3 crystal ingots (kindly provided
by Prof. M.F. Kupriyanov), with large faces parallel to
(001) crystal faces of the initial setting. Most of the
plates were of a milk white color, but there were some
exhibiting sufficiently large colorless transparent
1063-7850/01/2710- $21.00 © 20873
regions in which the domain structure could be
observed.

The relative dilatancy (∆L/L) and the AE activity

( ) were simultaneously measured in the course of
heating the crystal plates to 700°C using a combined
method described in [8]. In parallel, the permittivity ε
was measured by a bridge technique at a frequency of
20 kHz. The results of these measurements are pre-
sented in the figure.

The domain structure was observed in both trans-
mitted and reflected polarized light [9]. The room-tem-
perature domain structure is usually highly involved,
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representing a large number of small wedge-shaped 90°
and 60° twins (characteristic of an orthorhombic phase)
randomly distributed over the crystal volume. At room
temperature, the coercive field is Ec = 1.4 × 106 V Ω–1;
the spontaneous polarization exhibits a large scatter
within (3–10) × 10–2 K m2, which can be related to the
involved domain structure.

In the course of heating to 350°C, the ferroelectric
phase remains stable and the domain structure changes
insignificantly. At T = 350°C, the ε value exhibits a
characteristic maximum and then falls according to the
Curie–Weiss law with a constant of C = (1.5–2.5) ×
105 K. The maximum in permittivity is accompanied by
a jump in the crystal dilatancy (characteristic of the
first-order phase transition) and by the acoustic emis-
sion. The AE signal measured reflects rearrangement of
the domain structure with the formation of a new phase
(also orthorhombic, as evidenced by the twin boundary
orientation).

As the heating is continued to T = 480°C, another
phase transition takes place with the formation of a new
phase, which is tetragonal judging by the presence of
90° twins. Upon this phase transition, the twins
increase in size (frequently, acquiring a platelike mor-
phology) and the crystals become transparent. Appar-
ently, the initial milk white color of the crystals is due
to the light scattering from numerous boundaries of fine
orthorhombic twins. The phase transition at 480°C is
accompanied by a small dilatancy jump and an acoustic
emission related to the corresponding domain structure
rearrangement.

On heating to 630°C, the crystal experiences the
transition to a cubic phase. During this phase transition,
some crystals exhibit moving planar interphase bound-
aries with an orientation close to (110). The presence of
boundaries with this orientation is indicative of an
TEC
almost coherent matching between phases. For this rea-
son, the accompanying AE signal is weak, while the
corresponding dilatancy jump is quite large. It should
be noted that the last two transitions lead to no dielec-
tric anomalies and, hence, can be classified as the first-
order ferroelectric phase transitions.

Thus, the results of our investigation suggest the fol-
lowing sequence of stable phases in Li0.13Na0.87NbO3
crystals heated in the temperature range from 20 to
700°C: 20–350°C, ferroelectric orthorhombic Pmm2;
350–400°C, ferroelectric orthorhombic Pmmm; 400–
630°C, ferroelectric tetragonal 14/mmm; above 630°C,
cubic Pm3m.
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Abstract—Nonlinear oscillations of a charged drop caused by a multimode initial deformation of the equilib-
rium spherical shape are studied using an asymptotic analytical technique. It is shown that, when the spec-
trum of modes describing the initial deformation contains two adjacent modes, the center of the drop charge
oscillates near the center of mass, which causes the generation of an electromagnetic radiation of the dipole
type. © 2001 MAIK “Nauka/Interperiodica”.
1. Investigation of the capillary oscillations and sta-
bility of a charged drop is of great interest both in basic
research and in numerous technological applications
where charged drops play an important role (see, e.g.,
[1–3] and references therein). In particular, problems
related to the generation of an electromagnetic radia-
tion by oscillating charged drops in clouds and rains
may be of interest in the radar sounding of meteorolog-
ical objects [4]. Earlier, the electromagnetic radiation
generated by oscillating drops was studied using a lin-
ear approximation for the drop deformation [5]. As to
the nonlinear approximations, only a general analysis
of oscillations of a charged drop has so far been per-
formed (see, e.g., [6–9]) without studying the electro-
magnetic radiation.

2. Let us consider the time evolution of the surface
of a perfect incompressible liquid drop with the density
ρ and the surface tension coefficient σ. Assume that the
drop with the total charge Q is placed in a vacuum; the
drop volume equals that of a sphere of radius R. At the
initial time instant t = 0, the equilibrium spherical drop
is subjected to a virtual axisymmetric perturbation of a
fixed amplitude that is substantially smaller than the
drop radius.

Since the initial perturbation of the drop surface is
axisymmetric and small, we assume that the initial
axial symmetry of the drop shape is retained throughout
the process and the equation of the drop surface in a
polar coordinate system with the origin placed at the
drop center is

We use dimensionless variables in which R = ρ = σ = 1.

Assume that the motion of liquid in the drop is
potential and the velocity field of the liquid, V(r, t ) =
—ψ(r, t) is entirely determined by the velocity potential
function ψ(r, t). Mathematically, the problem of elec-

r θ t,( ) 1 ξ θ t,( ), ξ  ! 1.+=
1063-7850/01/2710- $21.00 © 20875
tromagnetic radiation of an oscillating drop is formu-
lated as follows:

In order to complete this system, we add the condi-
tions of conservation of the total drop charge and the
drop volume as well as the condition of immobility of
the drop center of mass:

The initial conditions are specified in the form of an

∆ψ r t,( ) 0; ∆E r t,( ) 1

c2
----∂2E

∂t2
---------; divE 0;= = =

r 0: ψ r t,( ) 0;

r ∞: E r t,( ) 0;

r 1 ξ θ t,( ): 
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∂r
-------

1

r
2

----∂ξ
∂θ
------∂ψ

∂θ
-------;–= =

∆p
∂ψ
∂t
-------

1
2
--- —ψ( )2–
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4π
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initial deformation of the equilibrium spherical drop
and zero value of the initial velocity of the drop surface:

where µ ≡ cosθ, hj are the dimensionless coefficients
determining the contribution from various oscillation
modes to the initial deformation of the drop surface,
Ξ is the set of indices of excited modes, ∆p is the differ-
ence of constant pressures inside and outside the equi-
librium drop, n is the unit vector of the outer normal to
the drop surface, er is the radial unit vector in the spher-
ical coordinate system, E is the electric field of the
intrinsic charge, ε is the amplitude of initial perturba-
tion of the drop surface, Pj(µ) are the Legendre polyno-
mials of order j, and ξ0 and ξ1 are the constants deter-
mined from the conditions of constant drop volume and

t 0: ξ0P0 µ( ) ξ1P1 µ( ) ξ h jP j µ( );
j Ξ∈
∑+ +=

h j

j Ξ∈
∑ 1;

∂ξ θ( )
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Fig. 1. The dimensionless shift of the center of charge of an
oscillating drop with the radius Rqz caused by the excitation
of translation mode (j = 1) vs. dimensionless time t. The ini-
tial deformations of the equilibrium spherical drop are spec-
ified as (a) 0.5ε(P3(µ) + P4(µ)) and (b) 0.5ε(P10(µ) +
P11(µ)).
TE
immobile center of mass at the initial instant. The latter
quantities can be expressed, to within terms of the sec-
ond order of smallness in the amplitude ε, as

3. The problem formulated in Section 2 was solved
in [5] using a linear approximation for the function
ξ(θ, t)/R. In this case, the problem reduces to the fol-
lowing dimensional dispersion relation for the system
under study:

where i is the imaginary unit. The imaginary part of the
frequency obtained from the dispersion relation deter-
mines the decay of capillary oscillations in the drop
related to the radiation of electromagnetic waves. An
expression for the power radiated at the frequency ωj

can be written as [5]

(1)

where Wj is the energy of the jth surface oscillation
mode.

In [5], it was assumed that principal radiators in a
cloud are the free falling strongly charged drops with
R = 1 mm which coagulate with smaller drops and,
therefore, oscillate. The intensity of the integral multi-
pole radiation (starting with the quadrupole radiation,
because the dipole radiation cannot be detected in the
linear approximation) estimated under this assumption
at a frequency of 120 kHz for a 5-km-diameter cloud is
about 30 mW. This figure seems to be a substantial
overestimate since experimental values of the concen-
tration and charge of large drops are significantly
smaller than those used in [5] (see [10]).

4. Here, the problem is solved using the asymptotic
multiscale method (application of this method to the
analysis of stability of charged drops is detailed, e.g.,
in [6, 7, 9]) and retaining the terms of the second order
of smallness in the function ξ(θ, t)/R. The solution indi-
cates that, when the spectrum excited at the initial
instant contains two adjacent modes, the capillary
oscillations of the drop give rise to a mode with n = 1
(the translation mode) and the center of the drop charge
begins to oscillate about the center of mass. The dimen-
sional time dependence of the amplitude of these oscil-
lations is given by

ξ0 ε2 h j
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CHNICAL PHYSICS LETTERS      Vol. 27      No. 10      2001



ELECTROMAGNETIC RADIATION OF A NONLINEARLY OSCILLATING CHARGED DROP 877
(1)

The time variation of the position of the center of
charge of an oscillating drop for different initial pertur-
bations is shown in the figure.

Oscillations of the charge center make the drop a
dipolelike radiator of electromagnetic waves. In accor-
dance with the well-known expression [11], the inten-
sity Ie of electromagnetic radiation of an isolated drop
can be written in the form

(2)

where c is the speed of light in vacuum and  is the
dipole moment of a drop oscillating with the frequency
ωj . In the case under study,

and expression (3) can be written as

(3)

Let us use formula (4) to estimate the intensity of a
background electromagnetic radiation in the case when
the appearance of a translation mode is related to the
excitation of only two adjacent modes with j = 100 in a
drop with the medium parameters R = 30 µm and Q =
2.5 × 105 CGSE. According to the reference data [6],
the concentration n of drops in a cumulus cloud approx-
imately equals 103 cm–3. Assume also that ε2 = 0.1,
h100 = h101 = 0.5, σ = 73 dyn/cm, and ρ1 = 1 g/cm3.
Then, for a 5-km-diameter cloud, the intensity of the
dipole electromagnetic radiation generated when the
drop oscillations are caused by microphysical pro-
cesses (coagulation with smaller drops, evaporation,
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condensation, and hydrodynamic and electric interac-
tion of adjacent drops) running in the cloud equals

.

This electromagnetic radiation arises at frequencies of
about several megahertz.

If we assume that the oscillations contain all modes
with indices ranging from j to j + m, the integral radia-
tion intensity increases approximately m times.

5. In conclusion, the background dipole electromag-
netic radiation of natural and artificial clouds can be
related to a nonlinear effect associated with terms of the
second order of smallness: excitation of the translation
mode in an oscillating charged drop in the case when
the spectrum of oscillatory modes describing the initial
deformation of the drop contains two adjacent modes.
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Abstract—A gasdynamic model is proposed to describe the phase separation in heterogeneous systems of
immiscible components under the action of scanning laser pulses in the channeled penetration mode. The model
takes into account the motion of immiscible components in vortex flows of the melt under the action of
centrifugal forces. The characteristic time of the process development and the size of separated microparti-
cles are estimated. The analytical conditions for the appearance of the concentration separation are deter-
mined. © 2001 MAIK “Nauka/Interperiodica”.
As is known [1], the action of a high-power laser
radiation on heterogeneous materials (in particular,
composites) under certain conditions leads to the phase
separation of components in the liquid phase (melt),
which is retained during crystallization after termina-
tion of the laser action. The phase-separated regions,
representing a kind of defect, significantly influences
the physical and mechanical properties of the laser-pro-
cessed heterogeneous material. 

During solidification of the melted zone formed in a
target as a result of the penetration of a high-power
laser radiation forming a vapor–gas channel (e.g., in the
course of laser welding), the melt features intensive
vortex flows. The liquid velocities in these vortices may
reach up to 102–103 cm/s [2–5]. 

There are several factors that can be responsible for
the development of flows in the melt: (i) a thermocapil-
lary drag of the surface layer of the liquid [5–7] fol-
lowed by closing of the stream via the liquid volume
(with the vortex formation); (ii) entrainment of the sur-
face layer by the tangent momentum of a condensing
vapor flow [5]; (iii) injection of a stream from the melt
formed at the frontal wall of a vapor–gas channel into
the melt bath, with a “step” (generated by a three-
dimensional thermal field in the frontal zone on this
wall [2–5]) moving along this stream from entrance to
bottom of the channel [3, 5]; (iv) injection of a stream
from the frontal wall of a vapor–gas channel into the
melt bath, which is driven by momentum pulses of
vapor pressure [5] arising in the vapor–gas channel
under the action of microscopic droplets dropping into
the channel from the melt surface [4, 5]. If the melt
formed under the laser action is multicomponent, the
solidified vapor–gas channel may contain the structures
corresponding to such vortices existed in the melt. 
1063-7850/01/2710- $21.00 © 20878
The purpose of this study was (i) to elucidate a
mechanism of the liquid-phase separation in heteroge-
neous materials based on immiscible components under
the action of scanning laser beam and (ii) to develop a
qualitative physical model of this phenomenon. 

Let us consider a medium containing immiscible
components A and B, representing a matrix (e.g., of the
light component A) with dispersed microparticles (e.g.,
of the heavier component B), exposed to a high-power
laser beam. The microparticles may possess the shape
of droplets formed as a result of the cluster formation in
the melt, followed by the diffusion coalescence of these
droplets, so that the dimensions of such microparticles
may range from 10–4 to 10–2 cm [1]. An example is
offered by Pb microparticles in a Fe matrix [1]. Alter-
natively, the microparticles may represent solid species
of the same dimensions composed of a more refractory
material than the matrix (e.g., W in Fe). 

If a melt containing the microparticles of insoluble
impurity features vortex motions, the microparticles
will be entrained (accelerated) first along the current
lines (by the kinetic head of the flow of the main com-
ponent A) and then toward the periphery of the vortex
(by the centrifugal force). A stationary radial (relative
to the vortex center) motion of the microparticles rela-
tive to the matrix A must be established within a suffi-
ciently short time, the velocity of this motion being
determined by a balance between the centrifugal force
and a viscous hydrodynamic drag of the medium. The
maximum size of entrained particles is determined by a
relationship between the dynamic pressure of the
matrix moving relative to the droplet and the Laplace
pressure determined by the surface tension of the impu-
rity droplet occurring in the matrix. 
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In the regions of contact between two adjacent vor-
tices, the concentration of microparticles must increase,
which would result (after the solidification) in the
appearance of layers enriched with the impurity com-
ponent B. 

Now, we will obtain estimates for the characteristic
times and velocities of the centrifugal phase separation
of microparticles in the zones of vortex motion. Let vm

be the azimuthal velocity of the vortex motion of the
main liquid component A; rW, the characteristic vortex
size; vϕ and v p , the azimuthal and radial components of
the microparticle, respectively; rp , the characteristic
particle size; ρL and ρp , the densities of liquid A and
particle B, respectively; and ν, the kinematic viscosity
of liquid A. The motion of an isolated microparticle in
the radial direction is described by the equation 

; (1)

the first term in the right-hand part of Eq. (1) describes
the hydrodynamic drag of the spherical particle for the
radial motion and the second term takes into account
the effect of centrifugal forces. 

The particle drag in the melt can be expressed as 

(2)

where  is the particle drag coefficient and vL is the
local radial velocity of the carrying liquid phase. For a
Reynolds number Rep = 2rp|vL – v p|/ν in the interval

1 < Rep < 500,  is given by the formula [8] 

(3)

Since the concentration and size of the particles are
sufficiently small, the motion of the melt under the
action of particles is ignored. In addition, we neglect
the gravity forces in comparison to the other forces act-
ing in the system. Using formulas (2) and (3), Eq. (1)
can be written in the following form: 

(4)

Below, we will consider the radial motion of a
microparticle in a stationary regime, that is, for the time
t @ τϕ, where τϕ is a characteristic time for the particle
motion in the azimuthal direction. Assuming vϕ ≅  vm in
Eq. (4), we obtain 
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where τs = ρp/9νρL is the characteristic time of the

viscous relaxation of particles and  = (ρp –
ρL)rw/vmρp . 

For vL = const, Eq. (5) has the following solution: 

In a stationary regime (for t @ τs), this yields 

(6)

For the parameters ρL = 8 g/cm3 (Fe), ρp = 11 g/cm3

(Pb), rp = 3 × 10–3 cm, ν = 3 × 10–3 cm2/s, vm = 102 cm/s
[3], and rw = 10–1 cm, the values of the characteristic
times and the radial velocity are as follows: τs ≅  2 ×
10−5 s; τm ≅  10–3 s;  ≅  10 cm/s. 

Let h be the height of the melt bath. The character-
istic vortex radius is rw ≈ h/4. For a sufficiently large
laser beam scan velocity, the length of the melt bath
exceeds the height. In this case, the characteristic
geometry of the melt velocity field corresponds to two
vortices, with the vortex velocity directions coinciding
in the central part of the melted zone (see the figure). If
the melt contains insoluble particles with dimensions
rp ≈ 10–3–10–2 cm, which are heavier than the matrix,
their centrifugal velocity (for h ~ 0.5 cm) would amount
to v p ≅  1–102 cm/s. 

If the heavy microparticles move toward the middle
part of the melt bath (i.e., toward the vortex periphery)
by a characteristic distance of h/4 during the solidifica-
tion time rf , the central zone will contain a solidified
layer of the impurity. Light particles (in the case of two
vortices with the bath height) will gather at a distance
of h/4 from the melt bath top and bottom (along the vor-
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A schematic diagram illustrating the geometry of a vapor–
gas channel and a melt bath formed under the action of
scanning laser beam: (1) laser beam; (2) vapor–gas channel;
(3) frontal melt layer; (4) step; (5) melt; (6) sold phase;
(7) a layer of particles; (8) directed front motion; (9) laser
beam scan direction. 
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tex center trajectory). A condition for the formation of
such layers can be written in the following form: 

(7)

The time of the melt solidification equals, on the

order of magnitude, to τf ≅  2 /χ, where r0 is the vapor–
gas channel radius and χ is the thermal diffusivity of
the melt. 

In this case, condition (7) can be written as (ρp/ρL –
1)(rpr0vm/n)2(χν)–1 ≥ 0.3. Using this relationship for a
typical system with vm ≅  102 cm/s [3], r0 ≅  2 × 10–2 cm,
v  ≅  3 × 10–3 cm2/s, χ ≅  10–1 cm2/s, and h ≅  0.5 cm, we
obtain an estimate of the characteristic size rp of micro-
particles that can participate in the formation of layers:
rp ≥ 6 × 10–3 cm. Thus, microparticles with dimensions
in the region of ~10–3–10–2 cm may form layers of the
corresponding insoluble impurity upon solidification of
the melt formed by the scanning laser beam producing
deep fusion of the processed heterogeneous material. 

Now, let us consider the role of some ignored fac-
tors. In the above estimates, we neglected a change in
the radial coordinate r of the microparticle during the
motion, which was acceptable for the times t ! r/v p ≅
10–2–10–1 s since we believe that microparticles of the
component B are not disintegrated under the action of

the kinetic head π (ρL /2) while moving relative to
the liquid component A, the particle size correspond to

the Weber number We = ρL rp/σ < Wecr ≅  12 (where
σ is the microparticle surface tension. σ ≅  4 ×
102 dyn/cm for Pb). This implies that the microparticle

size cannot exceed rp = rp(cr) ≅  σWecr/ρL  ≅  5 ×
10−2 cm. 

Equation (1) was written neglecting the gravity

force ∆mg (∆m = m(ρp – ρL)/ρL , m = 4π ρp/3 is the
particle mass) in comparison to the centrifugal force

∆m r–1. Indeed, the ratio of the gravity and the cen-

trifugal forces is gr/  ≅  10–4 ! 1. For the motion in
the azimuthal vortex direction in the case when the vor-
tex velocity vector coincides in direction with the grav-
ity force, the ratio of the gravity force to the kinetic
head is ~(ρp – ρL)gτϕ/ρpvm ≅  3 × 10–4 ! 1. 

If the density of the impurity B microparticles is
smaller than that of the liquid component A (i.e., ρp < ρL),
the light microparticles will float toward the vortex cen-
ter (in contrast to the heavier particles with ρp > ρL,
which would “sink” toward the vortex periphery). 

v pτ f
h
4
---.>

r0
2

rp
2 v m

2

v m
2

v m
2

rp
3

v ϕ
2

v ϕ
2

TE
Conclusion. Thus, we have considered a qualitative
model describing the formation of layer structures of
components of a heterogeneous material in a melt
solidifying after the action of a high-power laser pulse
producing deep fusion of the material. The model
explains the formation of layers by the centrifugal
recession or gathering of the impurity microparticles
with dimensions ~10–4–10–3 cm (heavier or lighter
compared to the main liquid component). The centrifu-
gal effect is manifested in the vortex flows developed in
the melt with a velocity of ~102 cm/s under the action
of hydrodynamic instabilities of a certain nature. In the
case of a continuous laser irradiation, with a laser beam
scanning over the material surface, the melt may fea-
ture nonstationary periodically repeated three-dimen-
sional vortex flows explained by injection of the sub-
merged melt flows from the front wall of a vapor–gas
channel, related to the step of the melted material mov-
ing along the wall. 

After solidification of the heterogeneous melt
behind the moving vapor–gas channel, the layers of
insoluble impurity in the form of bands perpendicular
to the laser beam axis are fixed in the solidified zones.
Such band structures were experimentally observed in
some heterogeneous systems irradiated by high-power
scanning laser beams, for example in Fe–(Cu–Pb),
where the upper and lower layers represented virtually
pure iron (phase A) and the middle layers contained a
copper–lead alloy (phase B). 
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Abstract—It is reported for the first time that the gas flow in a differentially pumped gasdynamic window can
be deviated by varying a local profile of the output element or by changing local parameters of the gas. © 2001
MAIK “Nauka/Interperiodica”.
The extraction of low-energy (100 eV and below)
electron beams through gasdynamic windows encoun-
ters the problem of minimizing the beam transport dis-
tance and the capacity of pumping facilities. This task
was traditionally solved by using window elements of
complicated shapes or by deviating the extracted beam
from the aperture axis [1, 2]. Below, we consider alter-
native methods based on changing the profile of an out-
put element from which the gas is supplied to the win-
dow and on varying the local flow temperature with the
aid of an electric discharge. Using this approach, it is
possible to deviate the gas flow from the output aperture
of the electron source, thus minimizing both the beam
transport length and the required pumping efficiency.

A schematic diagram of the gas flow pattern in a
gasdynamic window and the output element section is
presented in the figure. If the gas output element is cut
at an angle, the gas flow Q expands on reaching the vac-
uum first at point a and eventually at point b. This gives
rise to a pressure gradient across the flow direction,
which deviates the gas flow from the axis (geometric
control). The static pressure P1 established between
elements of the gasdynamic window is 5–6 times lower
than the total flow head P*. The gas pressure P3 in the
vicinity of point a outside the flow expansion zone is
comparable with P1. As a result, the pressure drop Pk/P2
across the gasdynamic window, geometrically con-
trolled by the distance between elements (h > 2d), is
independent of the shape of element 2 and the effi-
ciency of a pump evacuating the gas from the space
between elements 1 and 2 sharply increases. The cut
angle φ of the gas output element is determined as com-
plementary to the limiting angle of deviation δ of the
flow expanding into the vacuum [3]:

(1)

where k is the gas adiabat exponent (for air with k = 1.4
and the limiting angle δ = 130°27′, the cut angle is ϕ =
49°33′ ≈ 50°).

ϕ π k 1+( )/ k 1–( )[ ] 0.5 1–{ }π /2,–=
1063-7850/01/2710- $21.00 © 20881
The flow can also be affected (parametric control)
by changing the pressure Pk in front of the gasdynamic
window or by a varying the local gas temperature in the
flow at point a with the aid of a electric discharge initi-
ated in the flow [4]. The discharge operation is accom-
panied by a thermobaric effect, whereby a change in the
temperature gives rise to a pressure difference. The
magnitude of the pressure difference across the flow
(P1/P3) can be evaluated using the following relation-
ship between parameters derived for a stationary ther-
mal process in the gas flow [3]:

(2)

Here, λ is the tabulated flow velocity coefficient [3]
equal to the ratio of the flow velocity to the velocity of
sound in the immobile gas flow (in air, P1/Pk = 1 and
λ = 0 corresponds to the immobile gas; P1/Pk = 0.528
and λ = 1 corresponds the air flowing at a velocity of
sound; P1/Pk = 0 and λ = 2.45 corresponds to the theoret-
ical limit of the flow velocity). In the known gasdynamic

P1/P3 1 k λ2 1–( )/ λ2 1+( ).+=

P2

P1
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A schematic diagram of the gas flow in a gasdynamic
window.
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window schemes, the pressure drop on element 1 does
not exceed (for the energy considerations) two–three
orders of magnitude. For the theoretically possible air
flow velocity coefficient (not exceeding 2.45), the lim-
iting value of the pressure drop determined from for-
mula (2) is P1/P3 ≈ 2.

An electric discharge initiated immediately at the
output element 2 creates a zone of local change in the
flow parameters, which is equivalent to modification of
the geometric shape of the element. This decreases the
influence of the shape of element 2 on the pressure drop
across the gasdynamic window.

The possibility of the proposed geometric and para-
metric flow control was experimentally verified using a
system [5] of the electron beam extraction from a three-
channel electron source into the atmosphere. The out-
put elements had the form of tubes with a beam trans-
mit aperture diameter of 1 mm. The gas output element
was cut at an angle of 50°. The gasdynamic window
was pumped to a pressure of 10 kPa with a circular
water-jet pump of the VVN-3 type; the electron source
was pumped to 50 Pa with a VN-7 mechanical pump.
Under these conditions, the gas flow deviation angle
was 25° as measured on the aerosol trace pattern.

An electrode introduced into a region in the vicinity
of point a was capable of initiating the electric dis-
charge at a voltage of U = 3000 V (with a discharge cur-
rent of up to 1 A), which allowed the pressure in the
electron source to be reduced from 150 to 50 Pa. Owing
to the gas flow deviation, the distance between the win-
dow elements can be made as small as twice the output
TEC
tube diameter (for the same minimum pressure in the
electron source). At lower pressures, the electric-dis-
charge system of creating the pressure drop is preferred
over the system employing gasdynamic effects. The
total power of the pumping facilities necessary for the
system operation decreases from 5 to 1.2 kW per mm2

of the output cross section area. In gasdynamic win-
dows with restricted beam transport length, the method
of gas flow deviation offers more promising results as
compared to the beam deviation.
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Abstract—The electrohydrodynamic autooscillations of a vapor–gas bubble and electric current accompany-
ing a diaphragm electric discharge in an electrolyte were studied for a capacitor voltage from 200 to 900 V and
a diaphragm hole diameter of 0.3–0.9 mm. The upper region of stable relaxation current oscillations was deter-
mined. © 2001 MAIK “Nauka/Interperiodica”.
Up to the present, only a few papers reported on the
properties of a diaphragm electric discharge. For exam-
ple, the investigations described in [1, 2] aimed at
obtaining a dense plasma in a condensed medium at a
storage bank energy of up to 7.5 kJ and a capacitor volt-
age up to 10 kV. Our study has pursued different pur-
poses: exciting stable autooscillations of a vapor–gas
bubble in an electric circuit by means of a diaphragm
electric discharge in an electrolyte, finding the region of
stable relaxation current oscillations, and determining
the frequency characteristics of the autooscillating
system. 

Below, we present the results on the generation of
autooscillations of the relaxation current and the vapor-
gas bubble size in diaphragms with a hole diameter of
d = 0.3–0.9 mm. The diaphragms, made of a Lavsan
(Dacron) film with a thickness of h = 50 µm, were
mounted vertically. The electrolyte was an aqueous
sodium chloride solution with a concentration of k = 1–
5 wt %. Two flat stainless steel electrodes were placed
in different compartments of a cell filled with the elec-
trolyte and separated by the polymeric diaphragm with
a hole. The distance from electrodes to the hole in the
diaphragm was H > 10d. The electrode area exceeded
the hole area by more than one order of magnitude. The
experiments were performed with a capacitive energy
storage unit composed of replaceable capacitors (C =
2–100 µF) and a contact current commutator with an
electromagnetic drive system. The current in a sample
circuit was measured with the aid of a low-inductance
Parker shunt (R = 0.148 Ω). The hydrodynamic pro-
cesses were monitored by shadowing techniques using
high-speed photoregistration systems of the SFR and
ZhFR types. 

Experimental results. The current oscillograms
presented in Fig. 1 illustrate the dynamics of the tran-
sient process development into the relaxation current
oscillations for various initial capacitor voltages in the
range U = 100–400 V and the diaphragm with a hole
1063-7850/01/2710- $21.00 © 20883
diameter of d = 0.5 mm. As can be seen from these pat-
terns, the development of the regime of stable
autooscillations has a threshold character with respect
to voltage. 

Figure 2 shows, on a common time scale, an oscillo-
gram of the current variation I(t) and a pattern of the
bubble boundary pulsations D(t) (a photoregistrogram
processed and plotted in a dimensionless form of D/d
for d = 0.5 mm) observed for U = 500 V and an electro-
lyte concentration of k = 1 wt %. Both visual observa-
tions and the photo and video records showed that the
initial stage of the electrohydrodynamic process corre-
sponds to the corona discharge development on the
perimeter of the diaphragm hole. The initial bubble has
a toroidal shape. During the first pulsation, the toroidal
bubble transforms into a spherical one. Subsequent
radial pulsations of the spherical bubble proceed rela-
tive to the center of the diaphragm. The bubble pulsa-
tion kinetics is close to the Rayleigh law. As the bubble
size grows to approach D/d ≈ 2.4, the current halts so
that the bubble performs the function of a current inter-
rupter. When the bubble collapses to D/d = 1.2–1.4, the
current circuit is closed again. This cyclic process
repeats as long as the stored energy is consumed. Fig-
ure 1d clearly displays the dynamics of current commu-
tation and shows variation of the current pulse duration
and repetition period accompanying a decrease in the
stored energy. 

As can be seen from Fig. 2, the minimum (maxi-
mum) bubble size corresponds to the maximum (mini-
mum) current. The minimum bubble size is always
greater than the hole diameter. The energy lost during
the bubble pulsation is compensated by the electric dis-
charge initiated in the bubble along the hole perimeter
at D/d ≈ 1.2–1.4. 

The results of these experiments showed that the
period of relaxation current oscillations in the stable
regime depends but weakly on the electrolyte concen-
tration and capacitor voltage. The most pronounced and
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Fig. 1. The dynamics of a transient (threshold) process development into a stable regime of the relaxation current oscillations in a
system with the diaphragm hole diameter d = 0.5 mm and a capacitor of C = 2 µF charged to various initial voltages U = 100 (a);
200 (b); 300 (c); 400 V (d). 
important dependence of the self-oscillation process on
the system parameters is the relationship between the
period T of the relaxation current oscillations and the
diaphragm hole diameter d, which can be approxi-
mately described as T ≈ 390d µs (with T in microsec-
onds and d in millimeters). 

In the range of parameters (d and U) studied, the
current pulses are unipolar, exhibit a steep leading
front, and decay within a time of t ~ (0.2–0.5)T. The
current pulse decay dynamics depends on the capacitor
voltage (Fig. 1). 
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Fig. 2. Synchronous registration of the current I and the
bubble size (presented in the dimensionless form of D/d)
pulsations in a common time scale for a system with d =
0.5 mm, U = 500 V, and k = 1 wt %. 
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The experiments showed that a stable regime of
autooscillations is attained in a limited region of the
capacitor voltages U and diaphragm hole diameters d.
We determined the upper limiting values of the hole
diameter and the capacitor voltage for which the
autooscillations may take place. A minimum voltage at
which the autooscillations begin to develop are
referred to as the lower “threshold,” while a voltage at
which the instabilities are developed is called the upper
“boundary.” 

Figure 3 shows a diagram of the upper domain of
existence of the electrohydrodynamic autooscillations.
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Fig. 3. A diagram of the domain of existence of the electro-
hydrodynamic autooscillations. No stable self-oscillation
regime is possible in the right-hand region outside the
domain depicted by the solid curve. 
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No stable autooscillations take place in the right-hand
region outside the domain. Increasing the voltage leads
to instability of the self-oscillation processes, a sharp
increase in the current, a corona discharge development
over the whole diaphragm cross section, and the bubble
size growth up to D > 3d. 

The breakage of a stable self-oscillation process
may be related to several factors such as the bubble cen-
ter displacement off the diaphragm center, instability
development on the bubble surface during collapse
from D > 3 mm, etc. The dynamics of processes devel-
oped in a diaphragm discharge at still higher voltages
(i.e., for D > 5d) is described elsewhere [1, 2]. 

Conclusion. An analysis of the results of our exper-
iments leads to the following conclusions: 

(i) Using the diaphragm discharge in an electrolyte,
it is possible to generate autooscillations of the current
and the vapor-gas bubble. A nonlinear element in the
electric chain is a cell with the diaphragm, which plays
the role of a nonlinear resistor in the circuit [3]. The
nonlinear resistance depends on the current density in
the diaphragm hole and the minimum and maximum
bubble size. 

(ii) The experiments showed that the current is
switched by the oscillating bubble. The current is inter-
rupted when the bubble grows to a maximum size of
D = 2.4d. Upon the hydrodynamic collapse to D = (1.2–
1.4)d, the current is switched on and the corona dis-
charge initiated over the perimeter of the diaphragm
hole. This is accompanied by the supply of an addi-
tional electric energy providing for the continued pulsa-
tion of the bubble. Thus, the electrohydrodynamic cur-
rent commutation with the cyclic energy supply and
loss in the diaphragm hole is repeated in the form of a
self-sustained oscillation process. 

(iii) Important parameters of the self-sustained
oscillation process in the system under consideration
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
are the period (T) of pulsations of the bubble and cur-
rent involving the energy conversion from one to
another type in the form of electromagnetic radiation,
light, heat, hydrodynamic pulses, and acoustic waves.
The experimental results obtained for diaphragms with
the hole diameter ranging from 0.3 to 0.9 mm showed
that the period of pulsations obeys the relationship T ~
Kd with K = 380 µs/mm. The current pulses are unipo-
lar, exhibit a steep leading front, and decay within a
time of t ~ (0.2–0.5)T. 

(iv) The process of autooscillations in the system
studied can be implemented in acoustics, hydrodynam-
ics, electrodynamics, biophysics, and in a number of
other applications related to modeling and development
of the self-oscillating systems employing phase transi-
tions in liquid media. 
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Abstract—The effect of an electric field on the surface energy anisotropy in alloys is considered for the first
time with an allowance for the surface segregation. © 2001 MAIK “Nauka/Interperiodica”.
The effect of an electric field on the surface proper-
ties of pure metals was extensively studied [1–4]. The
influence of this factor on the surface energy and sur-
face segregation in metal alloys is known to a lesser
extent [5, 6]. It was demonstrated that a significant
change in the surface properties such as the segregation
of components, electron density distribution at the
interphase boundary, surface energy, etc., takes place in
the fields of considerable strength E ~ 108 V/cm.

In this paper, we will consider, within the frame-
work of the electron density functional method, the
effect of an electric field on the surface energy anisot-
ropy in alkali metal alloys of the AxB1 – x type. The alloy
is modeled in the virtual crystal approximation [5, 7]. In
this model, the surface segregation is taken into account
in terms of the function characterizing a stepwise
change in the charge density at the alloy–vacuum inter-
face:

(1)

where θ(z) is the Heaviside step function; n = [xΩA +
(1 – x)ΩB]–1 is the average positive charge density in
the bulk of the alloy; ΩA and ΩB are the atomic volumes
of the alloy components A and B, respectively; ns =
[xsΩA + (1 – xs)ΩB]–1 is the average positive charge den-
sity in the surface (segregated) layer; D is the segre-
gated layer thickness; and x and xs are the concentra-
tions of component A in the bulk and in the surface
layer, respectively. Both the composition (xs) and
charging (ns) of the segregated layer depend on the
electric field strength E (E > 0 for the field directed
along outward normal to the alloy surface).

The electron density distribution will be described
in terms of a two-parametric trial function, which is
preferred to single-parametric functions [1] for more
adequately describing the symmetry violation in the

n+ z( ) nθ z–( ) nsθ z( )θ D z–( ),+=
1063-7850/01/2710- $21.00 © 20886
electron density distribution under the action of the
electric field inside and outside the alloy:

(2)

Here, α and β are the variation parameters determined
from the condition of minimum surface energy σ =

(α, β, ns); z is the coordinate along the normal to

the sample surface, measured from the inner boundary
of the segregated layer; and ZG is the coordinate of the
Gibbs interface determined from the condition of elec-
troneutrality of the system

(3)

In formula (3), the variation parameters α and β
depend on the field strength E and characterize the
reciprocal lengths of the “tail” of the electron density
distribution inside and outside the alloy. The last term
in formula (3) reflects the fact that the center-of-gravity
of the electron density distribution shifts by z0 = ±E/4πn
under the action of the applied electric field. The elec-
trostatic potential ϕ(z)on the alloy–vacuum interface is
determined from the Poisson equation

(4)

Once the distribution of n+(z), n–(z), and ϕ(z) at the
interface is known, the total surface energy can be cal-
culated by the formula

(5)

n z( ) n 1
β

α β+
------------- α z ZG–( )( )exp– θ ZG z–( )=

+ n
α

α β+
------------- β ZG z–( )[ ]θ z ZG–( ).exp

α β ns, ,
÷minmin

ZG 1/α 1/β ns/n( )D E/4πn.±+–=

∆ϕ z( ) 4π n– z( ) n+ z( )–[ ] .–=

σ σ j δσps δσcl.+ +=
001 MAIK “Nauka/Interperiodica”
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Here, the first term

(6)

is the homogeneous background contribution, w[n(z)]
being the kinetic energy density of a noninteracting gas
(with a correction for the field inhomogeneity in the
Weizsäcker–Kirzhnits approximation) and the
exchange–correlation interaction energy (with a nonlo-
cal correction in the Geldart–Rasolt approximation).
The second term (δσps) in Eq. (5) is a correction to the
“jelly” model due to the electron–electron interaction,
and the third term (δσcl) is the surface Madelung energy
related to the ion–ion interaction [7].

The second term in formula (6) characterizes the
energy of electrostatic interaction δσes(E) of the elec-
tron gas with the “jelly” charge and the positive charge
of segregated layer. An expression for calculating this
energy can be presented as a sum of two terms:

(7)

where (α, β) is determined by the formulas derived
for alloys in the absence of the field [7], involving the
variation parameters α(E) and β(E). For ZG > D, the

(α, β, E) value is described by the expression

(8)

All other contributions to the surface energy enter-
ing into (5) and (6) are calculated using the relation-
ships analogous to those derived for E = 0 [7], with the
variation parameters α(E) and β(E) and the positive
charge density ns(E) in the segregated layer determined
as functions of the applied field E.

Thus, we describe the influence of an applied field
on the interfacial characteristics with an allowance for
the following effects: (i) displacement of the center-of-
gravity of the induced charge, (ii) a change in the length
of the electron density distribution “tail” inside and out-
side the alloy, and (iii) a change in the positive charge
density ns in the segregated layer (and, hence, in the
thickness D of this layer).

σ j w n– z( )[ ] w n+ z( )[ ]–{ } zd

∞–

∞

∫=

+
1
2
--- ϕ z( ) n– z( ) n+ z( )–[ ] zd

∞–

∞

∫

σes E( ) 1/2( ) ϕ z( ) n– z( ) n+ z( )–[ ] zd∫=

=  σes
0 α β,( ) σes

E α β E, ,( ),+

σes
0

σes
E

σes
E EDns/n E2/8πn+( )=

× nsD/2 nZG/2 nβ/ 2α α β+( )( )+–( )

+ ED2 n ns–( )/2 nE ZG
2 D2–( )/4+

– En/2α2( ) ZGα 1– α D ZG–( )( )exp+[ ] .
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 10      20
The total surface energy σ(E) was calculated for
alkali metal alloys of the Na–K system. The results of
these calculations are presented in Figs. 1 and 2. Fig-
ure 1 shows the plots of σ versus the alloy concentra-
tion (atomic fraction of Na) for the (110) crystal face in
the absence of an applied field (E = 0) and for a field
strength of ±2.6 × 107 V/cm. As can be seen from these
data, the negative fields increase the surface energy
while the positive fields decrease this energy equally in
the entire concentration range.

Figure 2 shows a relative change in the surface
energy as a function of the field strength (for E > 0) cal-

1

2

3

230

190

150

0.2 0.4 0.6 0.8 NaK

σ, mJ/m2

Fig. 1. The plots of σ versus atomic fraction of Na in Na– K
alloys calculated for the field strength E = –2.6 × 107 (1),
0 (2), 2.6 × 107 V/cm (3).
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Fig. 2. Plots of a relative change in the surface energy versus
field strength (E > 0) for (1) (100) and (2) (110) crystal faces
of the Na0.5K0.5 alloy.
01
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culated for the alloy crystal faces (100) and (110).
These plots indicate that a difference in the field effect
on the surface energy of the two faces increases with
the field strength. This is evidence that the electric field
influences anisotropy in the surface energy of crystal
faces in metal alloys.
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