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#### Abstract

The joint influence of two current-induced effects, namely, longitudinal nonequilibrium spin injection and surface torque, on spin-valve-type ferromagnetic metallic junctions is considered theoretically. The current flows normally to layer boundaries. The analysis is based on solving a system of coupled equations of motion for mobile electron and lattice magnetizations. The boundary conditions for the equations of motion are derived from the continuity condition for the total magnetization flux in these subsystems. A dispersion relation is derived for spin wave fluctuations depending on the current through the junction. The fluctuations become unstable at currents exceeding some threshold value (usually, $10^{6}-3 \times 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$ ). The joint action of longitudinal spin injection and torque lowers the instability threshold. Current-induced spin injection decreases spin wave frequencies near the threshold and can strengthen magnetization pinning at the injecting contact. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

In recent years, considerable attention has been given to the special features of current flowing through so-called ferromagnetic junctions, that is, layered structures with contacting thin ferromagnetic layers. Experiments showed that current can influence the magnetic state of layers in these junctions substantially. This leads to characteristic resistance jumps [1-3] and microwave radiation emission [4-6].

The mechanism of the influence of current on the junction magnetic state still remains incompletely understood. The mechanism suggested in [7] explains the effect of current on the ferromagnetic layer magnetization $\mathbf{M}$ by the injection of nonequilibrium longitudinal (i.e., collinear with M) spins into the layer. The corresponding theory was formulated in [8-10]. Injection creates nonequilibrium carrier spin polarization in the layer. This polarization in turn contributes to the $s-$ $d$ exchange energy $U_{s-d}(\mathbf{j})$ and the corresponding effective $s-d$ exchange field $\mathbf{H}_{s-d}(\mathbf{j})$, which depend on the electric current density j . Above some threshold current density, a first-order reorientation phase transition in the field $\mathbf{H}_{s-d}(\mathbf{j})$ occurs and the magnetization vector $\mathbf{M}$ direction changes jumpwise. This current-induced magnetization reversal (or current-induced magnetization switching) leads to electrical resistance jumps, in close agreement with the experimental data [1-3].

Another mechanism was suggested in [11, 12] to describe current effects on the state of ferromagnetic layers long before the experimental data [1-6] appeared. According to this mechanism, the flux of
transverse (with respect to $\mathbf{M}$ ) electron spins must disappear near the interface between two noncollinear ferromagnets. Because of the interaction of mobile electrons with the magnetic lattice ( $s-d$ exchange interaction), a torque appears at the interface. This torque acts on the lattice and turns the disappearing spin current to it. As a result, the total spin flux of mobile electrons and the lattice remains continuous at the interface.

In addition to this torque proportional to the current, a dissipation-induced moment acts on the $\mathbf{M}$ vector to restore magnetic equilibrium. The dissipation effect should eventually be outbalanced by the torque moment as the current density $\mathbf{j}$ increases. Equilibrium then becomes unstable, and the reorientation of the magnetization vector occurs. Estimates show that such a magnetization switching mechanism is also in agreement with the experimental data [1-6].

It was assumed in original works [11, 12] that the transverse electron spin flux disappeared under ballistic transport conditions. The opposite limiting case, that of the predominance of diffusion transport, was considered in [13, 14]. In this work, we, however, follow the approach suggested in $[11,12]$ and assume that transport in the immediate vicinity of the interface can be considered ballistic. The quantitative criteria of the validity of this assumption are presented in Section 2.

An important question arises concerning the situation with real experiments when both effects coexist, namely, longitudinal spin injection and the corresponding current-dependent effective field on the one hand and current-dependent torque at the interface in a mag-


Fig. 1. Scheme of the magnetic junction under consideration illustrating processes in layer 2. 1, 2, and 3 are the contacting layers. The arrows show the directions of the vectors $\mathbf{M}_{1}$ and $\mathbf{m}_{1}$ (magnetizations in layer 1 ), $\mathbf{M}$ and $\mathbf{m}$ (magnetizations in layer 2), $\mathbf{H}$ (external magnetic field in the $x=0$ junction plane), and $\mathbf{j} / e$ (electron flux density). The vertical dashed lines are the boundaries of two sublayers in layer 2. In the $0 \leq x \leq \lambda_{F}$ sublayer, there is precession conventionally shown by ovals. The $\mathbf{m}$ vector then has both the longitudinal $\mathbf{m}_{\|}$and transverse $\mathbf{m}_{\perp}$ components. The precession angle decreases as $x$ increases. In the $x>\lambda_{F}$ sublayer, precession stops and only one of the $\mathbf{m}$ vector components specified above (the longitudinal component) remains.
netic junction on the other. Previously, these effects were always studied separately. They, however, not only coexist but influence each other. Therefore, to understand the experimental situation better, the two effects must be taken into consideration simultaneously within the scope of a unified theory. This is the approach taken in the present paper.

Two points should be mentioned. First, a theoretical description of the "anatomy" of the torque is a rather difficult microscopic quantum problem, as follows from original [11, 12] and other works, including paper [15], specially concerned with such a description. Undoubtedly, a solution to this problem would be of great interest in itself. In our view, applying this approach to construct the desired unified theory would, however, be an excessive complication. We think it more reasonable to take advantage of the difference between the spatial scales of the action of the two factors under consideration (spin injection and torque). The torque is a purely surface effect. According to [11, 12], it acts near the interface at distances $d$ from the interface between ferromagnetic layers. These distances are of the same order of magnitude as the electron quantum wave length on the Fermi surface, $\lambda_{F} \sim 1 \mathrm{~nm}$. On the other hand, nonequilibrium longitudinal spins are injected inside a film much more deeply, by the spin diffusion length $l(l \approx 10-100 \mathrm{~nm}$ for ferromagnetic metals at room temperature). It follows that spin injection is to a much greater degree a volume effect than the torque. Spin injection is therefore described below by solving a system of coupled equations for mobile electrons and the lattice magnetization vector $\mathbf{M}$ in the bulk of the ferromagnetic layer, while the torque is included as a boundary condition for these equations. We show that such a boundary condition can be obtained rather easily from the condition of total spin flux conservation.

Next, some comments should be made concerning the methodology of this work. Earlier (e.g., see [8-10]), we used the variational principle of minimum magnetic
energy. In this work, the problem is solved purely dynamically on the basis of the linearized Landau-Lif-shitz-Gilbert equations. In [8-10], we described a spin injection-induced reorientation phase transition which corresponded to the energy minimum disappearance without taking the surface torque into account. We show below that torque-induced instability has no bearing on phase transitions and energy minima. Rather, it is caused by the energy generation mechanism that exceeds dissipative loss. We must therefore use the most general approach based on the equations of motion to describe both types of instability simultaneously. The approaches mentioned above are equivalent when applied to the purely injection mechanism [9]. This conclusion is substantiated by the calculations performed in the present work.

## 2. A MAGNETIC JUNCTION MODEL

Let us consider a spin-valve-type magnetic junction with current flowing normally to layer interfaces (see Fig. 1). The junction contains ferromagnetic layer 1 with a fixed orientation of the lattice and free electron spins. This orientation is attained most effectively if there is fairly strong induced magnetic anisotropy in layer $l$ and layer $l$ is made of a semimetal in which only one of the two spin subbands participates in conduction [16]. Another ferromagnetic metal layer 2 with magnetization $\mathbf{M}$ is assumed to contain free spins, and the magnetization direction can change in it under the action of external magnetic field $\mathbf{H}$ or spin-polarized current $\mathbf{j}$. There is a very thin nonmagnetic spacer between layers 1 and 2 (shown by a thick line in Fig. 1). The electric circuit is closed by nonmagnetic metal layer 3.

The plane $x=0$ is the interface between layers 1 and 2. Within layer 1 , the lattice $\mathbf{M}_{1}$ and mobile electron $\mathbf{m}_{1}$ magnetization vectors are collinear, and it is assumed that $\mathbf{M}_{1}$ is parallel to the $x=0$ plane. The angle
between the $\mathbf{M}_{1}$ and $\mathbf{M}$ vectors can be nonzero, $\chi \neq 0$. The electrons transferred by the current into layer 2 are therefore in a nonstationary quantum state near the $x=0$ boundary and "migrate" between the spin subbands. This corresponds to precession of the mobile electron $\mathbf{m}$ and lattice $\mathbf{M}$ magnetizations (Fig. 1). According to [11, 12], the spin of every electron precesses with its own initial phase

$$
\begin{equation*}
\varphi(d)=\left[k_{x \uparrow}-k_{x \downarrow}\right] d, \tag{1}
\end{equation*}
$$

which depends on the distance $d$ between the electron and the interface. In (1), the $k_{x \uparrow}$ and $k_{x \downarrow}$ values are the electron wave vector $\mathbf{k}$ components in the spin-up (along $\mathbf{M}$ ) and spin-down subbands. Because of the statistical spread of electron velocities, the term in square brackets in (1) changes in magnitude from 0 to $2 \pi / \lambda_{F}$, where $\lambda_{F}$ is the wavelength on the Fermi surface. Phase (1) is therefore distributed within the interval $0 \leq$ $\varphi \leq 2 \pi$ at $d=\lambda_{F}$. Since the transverse (with respect to $\mathbf{M}$ ) component $\mathbf{m}_{\perp}$ of the $\mathbf{m}$ vector is the sum of the transverse components of individual electrons $\delta \mathbf{m}_{\perp}$, the terms of this sum almost exactly cancel each other, and we have

$$
\begin{equation*}
\mathbf{m}_{\perp}=\sum \delta \mathbf{m}_{\perp} \longrightarrow 0 . \tag{2}
\end{equation*}
$$

We stress that $l \gg \lambda_{F}$, and spin relaxation therefore has no influence on the fulfillment of condition (2). In addition, this condition was derived on the assumption of ballistic electron motion conditions in the $0 \leq x \leq \lambda_{F}$ layer. The $\mathbf{k}$ vector therefore does not change as a result of collisions. This is valid if $l_{p}>\lambda_{F}$, where $l_{p}$ is the momentum mean free path. Typically, $l_{p} \sim 1-10 \mathrm{~nm}$ and $\lambda_{F} \sim 1 \mathrm{~nm}$. The ballistic motion conditions can therefore be well satisfied. Layer 2 is further assumed to be rather extended and have thickness $L \gtrdot \lambda_{F}, l_{p}$.

Corollaries to (2) are two conclusions important for what follows.
(1) Precession in layer 2 stops at a small distance $d \sim$ $\lambda_{F} \sim 1 \mathrm{~nm}$ from the interface separating layers 1 and 2 . As a result, the transverse component of mobile electron magnetization and the related spin flux disappear. According to [11, 12], this is the reason for the appearance of a torque, which acts on the lattice and ensures continuity of the flux of the transverse component of the total magnetization $\left(\mathbf{M}_{\perp}+\mathbf{m}_{\perp}\right)$.
2) At $x>d \sim \lambda_{F}$, the mobile electrons adapt themselves to the new quantization axis direction (vector $\mathbf{M}$ direction) and occupy spin subbands new for them. The subband populations, however, depend on the current and are far from equilibrium. They are determined by the continuity condition for the longitudinal component of the mobile electron magnetization flux (vector $\mathbf{m}_{\|}$ flux) across the interface. The longitudinal flux component does not change at distances $x \ll l$ from the interface. This is the spin injection effect considered for the first time, we believe, in [17]. In essence, it is similar to
the well-known charge injection effect in semiconductors [18]. ${ }^{1}$ According to typical parameter estimates, $l \gg l_{p}$, and the motion of injected electrons deep in layer 2 occurs under diffusion conditions.

## 3. BASIC EQUATIONS

Let us consider processes in layer 2. They are described by a system of dynamical equations for the magnetization vectors $\mathbf{M}$ and $\mathbf{m}$. The lattice magnetization $^{2} \mathbf{M}$ obeys the Landau-Lifshitz-Gilbert equation

$$
\begin{equation*}
\frac{\partial \mathbf{M}}{\partial t}=-\gamma\left[\mathbf{M} \times \mathbf{H}_{\mathrm{eff}}\right]+\frac{\kappa}{M}\left[\mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t}\right], \tag{3}
\end{equation*}
$$

where $\gamma$ is the gyromagnetic ratio, $\kappa$ is the dimensionless damping constant $(0<\kappa \ll 1)$, $t$ is the time, and $\mathbf{H}_{\text {eff }}$ is the effective field

$$
\begin{equation*}
\mathbf{H}_{\mathrm{eff}}=\mathbf{H}+\beta(\mathbf{M} \cdot \mathbf{n}) \cdot \mathbf{n}+A \frac{\partial^{2} \mathbf{M}}{\partial x^{2}}+\mathbf{H}_{s-d}+\mathbf{H}_{d} . \tag{4}
\end{equation*}
$$

Here, $\beta$ is the dimensionless anisotropy constant, $\mathbf{n}$ is the unit vector along the anisotropy axis, $A$ is the inhomogeneous exchange constant, $\mathbf{H}_{d}$ is the demagnetizing field, and $\mathbf{H}_{s-d}$ is the effective $s-d$ exchange field. According to the definitions given in [20], $\mathbf{H}_{s-d}$ has the form

$$
\begin{equation*}
\mathbf{H}_{s-d}(x, t)=-\frac{\delta U_{s-d}}{\delta \mathbf{M}(x, t)}, \tag{5}
\end{equation*}
$$

where $\delta / \delta \mathbf{M}(x, t)$ is the variational derivative. The $s-d$ exchange energy is given by

$$
\begin{equation*}
U_{s-d}=-\alpha \int_{0}^{L} d x^{\prime} \mathbf{m}\left(x^{\prime}, t\right) \mathbf{M}\left(x^{\prime}, t\right), \tag{6}
\end{equation*}
$$

where $\alpha$ is the dimensionless $s-d$ exchange interaction constant (typically, $\alpha \sim 10^{4}-10^{6}$ [8]). Term (5) in (4) couples the oscillations of the $\mathbf{M}$ and $\mathbf{m}$ vectors.

The magnetization $\mathbf{m}$ of mobile electrons obeys the general continuity equation [17, 21]

$$
\begin{equation*}
\frac{\partial \mathbf{m}}{\partial t}+\frac{\partial \mathbf{J}}{\partial x}+\gamma \alpha[\mathbf{m} \times \mathbf{M}]+\frac{\mathbf{m}-\overline{\mathbf{m}}}{\tau}=0 \tag{7}
\end{equation*}
$$

where $\tau$ is the time of relaxation to the locally equilibrium $\overline{\mathbf{m}}=\bar{m} \cdot \hat{\mathbf{M}}$ value, $\hat{\mathbf{M}} \equiv \mathbf{M} / M$ is the unit vector,

[^0]and $\mathbf{J}$ is the magnetization flux density. For subsequent estimations, let us substitute $\partial \mathbf{m} / \partial t=\omega \Delta \mathbf{m}$, where $\Delta \mathbf{m} \equiv \mathbf{m}-\overline{\mathbf{m}}$ and $\omega$ is the effective frequency of vector $\mathbf{m}$ oscillations in time, into (7).

According to Section 2, the vector $\mathbf{m}$ precesses at a high rate in the $s-d$ exchange field. Therefore, $\omega \sim$ $\gamma \alpha M \equiv \omega_{s-d}$. At the typical parameter values $\alpha \sim 2 \times 10^{4}$, $M \sim 10^{3} \mathrm{G}$, and $\tau \sim 3 \times 10^{-13} \mathrm{~s}$, we have $\omega_{s-d} \tau \sim 10^{2} \gg 1$. The last relaxation term in (7) can therefore be ignored. We can then calculate the products ( $\Delta \mathbf{m} \cdot \mathbf{M}$ ) and [ $\Delta \mathbf{m} \times \mathbf{M}]$ using (7). Solving (7) with respect to $\Delta \mathbf{m}$, now explicitly present in it, yields

$$
\begin{gather*}
\Delta \mathbf{m}=-\omega^{-1} \\
\times \frac{\partial \mathbf{J} / \partial x+\zeta[\hat{\mathbf{M}} \times \partial \mathbf{J} / \partial x]+\zeta^{2} \hat{\mathbf{M}}(\hat{\mathbf{M}} \cdot \partial \mathbf{J} / \partial x)}{1+\zeta^{2}} \tag{8}
\end{gather*}
$$

Here, we introduced the parameter $\zeta=\omega_{s-d} \omega^{-1} \sim 1$. It follows from (8) and an estimate for this parameter that the longitudinal and transverse (with respect to $\mathbf{M}$ ) $\Delta \mathbf{m}$ components can be comparable in magnitude, which is in agreement with the picture of electronic spin precession in the boundary sublayer (see Section 2).

A detailed analysis of the motion of spins in this sublayer is, however, impeded, because it involves calculations of the flux $\mathbf{J}$ expressing it via the $\mathbf{m}$ vector. In the sublayer $0 \leq x<\lambda_{F}$, this would require additionally solving an equation for the spin density matrix, because the electrons are in a quantum nonstationary and inhomogeneous state. We shall circumvent this difficulty and show (see Section 4) that solving such a quantum problem is not necessary for our purposes and can be replaced by the introduction of some new boundary condition.

We must perform a detailed analysis of motions for the $x>\lambda_{F}$ sublayer. The $\mathbf{m}$ and $\mathbf{M}$ vectors in this sublayer should be almost collinear. Accordingly, the effective frequency $\omega$ should be determined by the precession of the $\mathbf{M}$ vector in comparatively low fields $H$, $\beta M, H_{d} \ll \alpha M$. We suggest the fulfillment of the condition

$$
\begin{equation*}
\omega \tau \ll 1 \tag{9}
\end{equation*}
$$

This allows us to ignore the derivative with respect to time compared with the relaxation term (Eq. (7)). The representation of $\Delta \mathbf{m}$ in form (8) then remains valid, but we must replace $\omega^{-1}$ with $\tau$ and $\zeta$ with $\omega_{s-d} \tau \gg 1$. As a result, the estimates of the terms in (8) change. The last term in the numerator of (8) becomes predominant, and we can write

$$
\begin{equation*}
\Delta \mathbf{m}=-\tau \hat{\mathbf{M}}(\hat{\mathbf{M}} \cdot \pi \partial / \partial x) \tag{10}
\end{equation*}
$$

This substantiates the validity of the suggestion that the $\Delta \mathbf{m}$ (therefore, the whole $\mathbf{m}$ ) and $\mathbf{M}$ vectors are collinear. The transverse $\mathbf{m}$ components nevertheless exist,
but they are small with respect to the $\left(\omega_{s-d} \tau\right)^{-1} \sim 10^{-2} \ll 1$ parameter and will be ignored below.

The mobile electrons occupy two spin subbands in the $x>\lambda_{F}$ sublayer, with spins up (parallel to $\mathbf{M}$ ) and down (antiparallel to $\mathbf{M}$ ). The magnetization $\mathbf{m}$ contains contributions from these two subbands and can be represented as

$$
\begin{equation*}
\mathbf{m}=\mu_{B}\left(n_{\uparrow}-n_{\downarrow}\right) \hat{\mathbf{M}} \equiv m \hat{\mathbf{M}} \tag{11}
\end{equation*}
$$

where $\mu_{B}$ is the Bohr magneton and $n \uparrow, \downarrow$ are the partial electron densities in the spin subbands. The total electron density $n=n_{\uparrow}+n_{\downarrow}$ is independent of $x$ and $t$ by virtue of the local metal neutrality condition. The magnetization flux $\mathbf{J}$ in (10) can also be related to the partial electric current densities in the subbands, $j_{\uparrow}$ and $j_{\downarrow}$. Clearly, the corresponding equation has the form

$$
\begin{equation*}
\mathbf{J}=\frac{\mu_{B}}{e}\left(j_{\uparrow}-j_{\downarrow}\right) \hat{\mathbf{M}} \tag{12}
\end{equation*}
$$

The total current $j=j_{\uparrow}+j_{\downarrow}$ is also independent of $x$ and $t$ because of the one-dimensional character of our model.

Let us consider a simple situation when the $s-d$ exchange gap in layer 2 is independent of $x$ and $t$ and, therefore, the $\hat{\mathbf{M}}$ vector direction. In addition, the transport relaxation times in metals are rather short at room temperatures, and the current can therefore be represented by the drift and diffusion terms. Spin current (12) calculations were performed in [9] on these assumptions. Substituting the well-known equations for the partial currents into (12) and following the procedure for calculations described in [9], we obtain

$$
\begin{equation*}
\mathbf{J}=\left(\frac{\mu_{B}}{e} Q j-\tilde{D} \frac{\partial m}{\partial x}\right) \hat{\mathbf{M}} \tag{13}
\end{equation*}
$$

where $Q=\left(\sigma_{\uparrow}-\sigma_{\downarrow}\right) /\left(\sigma_{\uparrow}+\sigma_{\downarrow}\right)$ is the current spin polarization and $\tilde{D}=\left(\sigma_{\uparrow} D_{\downarrow}+\sigma_{\downarrow} D_{\uparrow}\right) /\left(\sigma_{\uparrow}+\sigma_{\downarrow}\right)$ is the spin diffusion coefficient. Here, $\sigma_{\uparrow}, \sigma_{\downarrow}$ and $D_{\uparrow}, D_{\downarrow}$ are the specific partial conductivities and diffusion coefficients, respectively, for the electrons with spins up and down. To obtain (13), we in addition assumed that

$$
\begin{equation*}
\frac{j}{j_{D}} \ll 1 \tag{14}
\end{equation*}
$$

where $j_{D} \equiv e n l / \tau$ is the characteristic current density in layer 2. Condition (14) means that the current disturbs subband populations comparatively weakly, and the level of spin injection is low. Substituting the typical parameter values $n \sim 10^{22} \mathrm{~cm}^{-3}, l \sim 3 \times 10^{-6} \mathrm{~cm}$ and $\tau \sim$ $3 \times 10^{-13} \mathrm{~s}$ into ( 14 ) yields $j_{D} \sim 1.6 \times 10^{10} \mathrm{~A} / \mathrm{cm}^{2}$. Below, our concern will be much lower currents $j \leq 10^{7}$ $10^{8} \mathrm{~A} / \mathrm{cm}^{2}$, because such is the order of magnitude of
the instability thresholds obtained in this study. Therefore, condition (14) is more than well satisfied in our calculations.

It remains to substitute flux (13) into representation (10) of equation of motion (7). This yields

$$
\begin{equation*}
\frac{\partial^{2} m}{\partial x^{2}}-\frac{m-\bar{m}}{l^{2}}=0 \tag{15}
\end{equation*}
$$

where the $m(x, t)$ function is defined in (11) and its locally equilibrium value $\bar{m}$ is defined in the comments to (7). As the $s-d$ exchange gap is fixed, $\bar{m}$ should be considered independent of $x$ and $t$. The spin diffusion length is $l=\sqrt{\tilde{D} \tau}$.

## 4. BOUNDARY CONDITIONS

We must now determine what solutions to basic dynamic equations (3) and (15) should be sought. This will be done by deriving boundary conditions for these equations. The derivation will be based on the continuity condition for the total magnetization flux (mobile electron plus lattice magnetization fluxes) at interlayer boundaries.

Since the lattice in layer $l$ is pinned, the magnetization flux $\mathbf{J}_{1}$ in this layer is only caused by the transfer of mobile electron spins induced by the electric current $\mathbf{j}$. The magnetization flux is then given by an equation similar to (13) but without the second term containing the derivative with respect to the coordinate. Indeed, the magnetization vector of mobile electrons is fixed in layer $l$ and cannot change depending on $x$. The flux $\mathbf{J}_{1}$ therefore takes the form

$$
\begin{equation*}
\mathbf{J}_{1}=\frac{\mu_{B}}{e} Q_{1} j \hat{\mathbf{M}}_{1} \tag{16}
\end{equation*}
$$

where $\hat{\mathbf{M}}_{1}=\mathbf{M}_{1} /\left|\mathbf{M}_{1}\right|$ and $Q_{1}$ is defined as $Q$ in (13) but with the partial conductivities and diffusion coefficients for layer 1. Flux (16) has longitudinal and transverse components with respect to the $\hat{\mathbf{M}}$ vector; these are

$$
\begin{gather*}
\mathbf{J}_{1| |}=\frac{\mu_{B}}{e} Q_{1} j\left(\hat{\mathbf{M}}_{1} \cdot \hat{\mathbf{M}}\right) \hat{\mathbf{M}}  \tag{17}\\
\mathbf{J}_{1 \perp}=\frac{\mu_{B}}{e} Q_{1} j\left[\hat{\mathbf{M}} \times\left[\hat{\mathbf{M}}_{1} \times \hat{\mathbf{M}}\right]\right] . \tag{18}
\end{gather*}
$$

Longitudinal spin relaxation is absent in the $0 \leq x<$ $\lambda_{F}$ sublayer. The longitudinal flux (16) component should therefore coincide with flux (13) close to the $x=$ 0 interface. Let us write this equality of fluxes explicitly and find the scalar products of its both sides by $\hat{\mathbf{M}}$ taking into account that $\hat{\mathbf{M}}_{1}=-\hat{\mathbf{y}} \sin \chi+\hat{\mathbf{z}} \cos \chi$, where $\hat{\mathbf{x}}$,
$\hat{\mathbf{y}}$, and $\hat{\mathbf{z}}$ are the unit vectors along the coordinate axes. We then find that the equality

$$
\begin{gather*}
\frac{\mu_{B}}{e} Q_{1} j\left(-\hat{M}_{y} \sin \chi+\hat{M}_{z} \cos \chi\right) \\
=\frac{\mu_{B}}{e} Q j-\tilde{D} \frac{\partial m}{\partial x} \tag{19}
\end{gather*}
$$

should be satisfied at $x=0$. This is the first boundary condition for our problem.

The second boundary condition is obtained taking into account that the transverse component of the mobile electron magnetization flux disappears in the sublayer $0 \leq x<\lambda_{F}$ (see (2) and comments to it). The condition of the total (mobile electron and lattice) flux continuity therefore requires that flux (18) continue in layer 2 as a lattice magnetization flux. The equation for this flux is derived in Appendix I (see (I.4)). Equating it to (18) at $x=0$ yields

$$
\begin{equation*}
\frac{\mu_{B}}{e} Q_{1} j\left[\hat{\mathbf{M}} \times\left[\hat{\mathbf{M}}_{1} \times \hat{\mathbf{M}}\right]\right]=a M\left[\hat{\mathbf{M}} \times \frac{\partial \hat{\mathbf{M}}}{\partial x}\right], \tag{20}
\end{equation*}
$$

where $a=\gamma M A$ according to Appendix I. Condition (19) in a slightly different form was discussed and applied earlier (e.g., see [9]). As concerns condition (20), it is likely new. In the selected coordinate system (see Fig. 1), condition (20) gives two independent equations valid at $x=0$,

$$
\begin{gather*}
\frac{\partial \hat{M}_{x}}{\partial x}+k \hat{M}_{y} \cos \chi+k \hat{M}_{z} \sin \chi=0 \\
\frac{\partial \hat{M}_{y}}{\partial x}-k \hat{M}_{x} \cos \chi=0 \tag{21}
\end{gather*}
$$

where $k=\mu_{B} Q_{i} j / e a M$ and the component $\hat{M}_{z}$ can be found from the equality $|\hat{\mathbf{M}}|=1$.

Next, let us consider the interface between layers 2 and 3 at $x=L$. Layer 3 is nonmagnetic, and $Q_{3}=0$. The continuity condition for the longitudinal flux therefore gives

$$
\begin{equation*}
\frac{\mu_{B}}{e} Q j-\tilde{D} \frac{\partial m}{\partial x}=-\tilde{D}_{3} \frac{\partial m_{3}}{\partial x} \tag{22}
\end{equation*}
$$

at $x=L$. Since lattice magnetization is absent in layer 3, the lattice magnetization flux should disappear at this interface; that is, $a M[\hat{\mathbf{M}} \times(\partial \hat{\mathbf{M}} / \partial x)]=0$, or, in terms of the vector components,

$$
\begin{equation*}
\frac{\partial \hat{M}_{x}}{\partial x}=0, \quad \frac{\partial \hat{M}_{y}}{\partial x}=0 \tag{23}
\end{equation*}
$$

at $x=L$.

Several other important conditions are related to the exchange of mobile electrons through interlayer boundaries. This exchange should ensure continuity of the differences in the chemical potentials of spin subbands on the two sides of the interfaces. We ignore the thermal spread of the Fermi distribution for electrons in both subbands. Direct calculations then give the following equation for the difference of the chemical potentials:

$$
\begin{gather*}
\zeta_{\uparrow}-\zeta_{\downarrow} \\
=\left(2 \mu_{B}\right)^{-1}\left(\frac{1}{g_{\uparrow}(\bar{\zeta})}+\frac{1}{g_{\downarrow}(\bar{\zeta})}\right) \Delta m \equiv N \Delta m \tag{24}
\end{gather*}
$$

where $g_{\uparrow, \downarrow}$ are the energy-dependent partial densities of electron states in the subbands and $\bar{\zeta}$ is the equilibrium chemical potential value. The continuity condition for (24) at the interface between layers 2 and 3 is

$$
\begin{equation*}
\Delta m N=\Delta m_{3} N_{3} \tag{25}
\end{equation*}
$$

The chemical potential difference has a discontinuity at the interface between layers 1 and 2. This discontinuity appears because our model idealizes layer 1 . Recall that we assume all spins to be strictly fixed in this layer.

Let us find the solution to (15) that satisfies boundary conditions (19), (22), and (25). This yields the following injected magnetization distribution $\Delta m(x)$ in layer 2 :

$$
\begin{gather*}
\Delta m(x)=\left(\frac{j}{j_{D}}\right) \frac{\mu_{B} n}{\sinh \lambda+v \cosh \lambda} \\
\times\left\{Q \cosh \xi+\left[Q_{1}\left(-\hat{M}_{y} \sin \chi+\hat{M}_{z} \cos \chi\right)-Q\right]\right.  \tag{26}\\
\times[\cosh (\lambda-\xi)+v \sinh (\lambda-\xi)]\}
\end{gather*}
$$

Equation (26) contains dimensionless lengths $\lambda=L / l$ and $\xi=x / l$. The parameter

$$
\begin{equation*}
v=\frac{n N}{n_{3} N_{3}} \frac{j_{D 3}}{j_{D}} \tag{27}
\end{equation*}
$$

describes the influence of layer 3.

## 5. THE STATIC STATE AND FLUCTUATIONS

Let an external field $\mathbf{H}$ be applied in the positive direction of axis $\mathbf{z}$ and the anisotropy field be also parallel to this axis. Then clearly, magnetization in layer 2 is aligned with $\mathbf{z}$ in the absence of current, when the layers in our model are not coupled.

With current switched on, spins flow through the interfaces $x=0, L$. This creates a connection between layers 1,2 and 3 and can change the magnetization direction in layer 2. To describe this process, let us cal-
culate the $U_{s-d}$ energy by substituting (26) into (6). This yields

$$
\begin{align*}
& U_{s-d}=-\alpha \bar{m} M L-\alpha\left(\hat{\mathbf{M}}_{1} \cdot \mathbf{M}(+0)\right) l \\
& \times \mu_{B} n Q_{1}\left(\frac{j}{j_{D}}\right)\left(1-\frac{v}{\sinh \lambda+v \cosh \lambda}\right) \tag{28}
\end{align*}
$$

Here, we ignore corrections on the order of the $j / j_{D}$ ratio, which is small (see (14)), in the first term proportional to $M$. Calculations of variational derivative (5) require representing (28) as a functional of the $\mathbf{M}(x)$ vector. We then obtain

$$
\begin{align*}
& \frac{\delta}{\delta \mathbf{M}(x)}(M L)=\frac{\delta}{\delta \mathbf{M}(x)} \int_{0}^{L} M d x^{\prime} \\
= & \int_{0}^{L} \hat{\mathbf{M}}\left(x^{\prime}\right) \delta\left(x^{\prime}-x\right) d x^{\prime}=\hat{\mathbf{M}}(x),  \tag{29}\\
& \frac{\delta}{\delta \mathbf{M}(x)}\left(\hat{\mathbf{M}}_{1} \cdot \mathbf{M}(+0)\right)=\hat{\mathbf{M}}_{1} \delta(x-\varepsilon)
\end{align*}
$$

as $\varepsilon \longrightarrow+0$. Equations (28) and (29) can be used to calculate the $s-d$ exchange field according to (5),

$$
\begin{gather*}
\mathbf{H}_{s-d}(x)=\alpha \bar{m} \hat{\mathbf{M}}(x)+\alpha \hat{\mathbf{M}} \mu_{1} n Q_{1}\left(\frac{j}{j_{D}}\right) \\
\quad \times\left(1-\frac{v}{\sinh \lambda+v \cosh \lambda}\right) l \delta(x-\varepsilon) \tag{30}
\end{gather*}
$$

The first term in (30) is directed along $\mathbf{M}$ and therefore drops out of equation of motion (3). The second term is directed along $\mathbf{M}_{1}$. If the angle $\chi$ is arbitrary, this term and, on the whole, the $\mathbf{H}_{s-d}$ and effective $\mathbf{H}_{\text {eff }}$ (4) fields can be not aligned with axis $\mathbf{z}$. Clearly, the magnetization $\overline{\mathbf{M}}$ in the static state, which is found from the equation $\overline{\mathbf{M}} \times \mathbf{H}_{\text {eff }}=0$, can also deviate from $\mathbf{z}$. In addition, by virtue of boundary conditions (21), the magnetization $\overline{\mathbf{M}}$ is inhomogeneous within layer 2. Moreover, the Landau-Lifshitz-Gilbert equation for $\overline{\mathbf{M}}$ is nonlinear, which creates serious difficulties.

However, fortunately, there are two definite angles $\chi$ ( $\chi=0, \pi$ ) for which the vector $\overline{\mathbf{M}}$ can easily be found. Indeed, at these angles, (21) and (23) are satisfied for the $x$-independent vector $\overline{\mathbf{M}}$, whose components are $\bar{M}_{x}=0$ and $\bar{M}_{y}=0$. In addition, the vector $\mathbf{M}_{1}$ is parallel to the $\mathbf{z}$ axis, and equation of motion (3) is therefore also satisfied in the static state. At $\chi=0$, $\pi$, we obtain

$$
\begin{equation*}
\bar{M}_{x}=\bar{M}_{y}=0 \text { and } \bar{M}_{z}=M>0 \tag{31}
\end{equation*}
$$

Our further analysis will be limited to consideration of the specified angles only; that is, we will study the stability of static state (31). In particular, we have $\mathbf{M}_{1}=$ $M_{1} \mathbf{z}$ at $\chi=\pi$, where $M_{1}=\cos \pi\left|\mathbf{M}_{1}\right|=-\left|\mathbf{M}_{1}\right|<0$.

For calculation purposes, the $\delta$ function in (30) can conveniently be replaced by the finite function

$$
\begin{equation*}
\delta(x-\varepsilon) \longrightarrow \frac{1}{r} \exp \left(-\frac{x}{r}\right) \tag{32}
\end{equation*}
$$

bearing in mind the subsequent passage to the limit $r \longrightarrow+0$. The right-hand side of (32) is then nonzero only at $x=0$. In addition, the integral of (32) in $x$ over the interval $0 \leq x<\infty$ is 1 . Let us introduce fluctuations $\Delta \mathbf{M}$ as

$$
\begin{equation*}
\mathbf{M}=M \hat{\mathbf{z}}+\Delta \mathbf{M} . \tag{33}
\end{equation*}
$$

The linearization of Landau-Lifshitz-Gilbert equations (3) with respect to $\Delta \mathbf{M}$ and the substitution of exchange field (30) and the demagnetization field $\mathbf{H}_{d}=$ $-4 \pi \Delta M_{x} \cdot \hat{\mathbf{x}}$ into these equations yields

$$
\begin{gather*}
\frac{\partial \Delta M_{x}}{\partial t}+\kappa \frac{\partial \Delta M_{y}}{\partial t}=a \frac{\partial^{2} \Delta M_{y}}{\partial x^{2}} \\
-\left(\Omega_{y}-\gamma B \frac{l}{r} \exp \left(-\frac{x}{r}\right)\right) \Delta M_{y}, \\
\frac{\partial \Delta M_{y}}{\partial t}-\kappa \frac{\partial \Delta M_{x}}{\partial t}=-a \frac{\partial^{2} \Delta M_{x}}{\partial x^{2}}  \tag{34}\\
+\left(\Omega_{x}-\gamma B \frac{l}{r} \exp \left(-\frac{x}{r}\right)\right) \Delta M_{x} .
\end{gather*}
$$

Here, we use the notation

$$
\begin{gather*}
\Omega_{x}=\gamma(H+\beta M+4 \pi M)  \tag{35}\\
\Omega_{y}=\gamma(H+\beta M) \\
B=\alpha \frac{\mu_{B} j l}{e \tilde{D}} Q_{1}\left(1-\frac{v}{\sinh \lambda+v \cosh \lambda}\right) . \tag{36}
\end{gather*}
$$

The coefficients of (34) contain $x$ as an independent variable. It can conveniently be replaced with the use of the equalities

$$
\begin{equation*}
y=b \exp \left(-\frac{x}{2 r}\right), \quad b=2 \sqrt{\frac{\gamma B l r}{a}} . \tag{37}
\end{equation*}
$$

For the temporal Fourier components $\Delta M_{x}, \Delta M_{y} \sim$
$\exp (-i \omega t)$, we obtain

$$
\begin{gather*}
y^{2} \frac{\partial^{2} \Delta M_{x}}{\partial y^{2}}+y \frac{\partial \Delta M_{x}}{\partial y} \\
+\left(y^{2}-\frac{4 r^{2} \Omega_{x}}{a}+\frac{4 r^{2}}{a} i \kappa \omega\right) \Delta M_{x}=\frac{4 r^{2}}{a} i \omega \Delta M_{y} \\
y^{2} \frac{\partial^{2} \Delta M_{y}}{\partial y^{2}}+y \frac{\partial \Delta M_{y}}{\partial y}  \tag{38}\\
+\left(y^{2}-\frac{4 r^{2} \Omega_{y}}{a}+\frac{4 r^{2}}{a} i \kappa \omega\right) \Delta M_{y}=-\frac{4 r^{2}}{a} i \omega \Delta M_{x} .
\end{gather*}
$$

Equations (38) are close in structure to the equations for the Bessel function. The $\Delta M_{x}$ and $\Delta M_{y}$ components are, however, coupled with each other in both equations (38). To uncouple them, consider the system

$$
\begin{align*}
& {\left[s^{2}-\frac{4 r^{2}}{a}\left(\Omega_{x}-i \kappa \omega\right)\right] \Delta M_{x}-\frac{4 r^{2}}{a} i \omega \Delta M_{y}=0} \\
& {\left[s^{2}-\frac{4 r^{2}}{a}\left(\Omega_{y}-i \kappa \omega\right)\right] \Delta M_{y}+\frac{4 r^{2}}{a} i \omega \Delta M_{x}=0} \tag{39}
\end{align*}
$$

The solvability condition for (39) yields the $s^{2}$ parameter in the form

$$
\begin{equation*}
s^{2}=\frac{2 r^{2}}{a}\left[\Omega_{x}+\Omega_{y}-2 i \kappa \omega \pm \sqrt{\left(\Omega_{x}-\Omega_{y}\right)^{2}+4 \omega^{2}}\right] . \tag{40}
\end{equation*}
$$

It follows from (40) that there are two different $s^{2}$ values. Each of them corresponds to a certain type of fluctuation and should therefore be included in stability analysis. Let us take some solution to (40), substitute it into (39), and use these equations to exclude the $\Delta M_{y}$ component from the first and $\Delta M_{x}$ from the second equation in (38). As a result, both equations in (38) transform into the standard equation for Bessel functions with index $s$. The general solution to (38) can therefore be written as

$$
\begin{equation*}
\Delta M_{x, y}(y)=A_{x, y} J_{s}(y)+B_{x, y} Y_{s}(y) \tag{41}
\end{equation*}
$$

where $J_{s}$ and $Y_{s}$ are the Bessel functions of the first and second kind, respectively [22], and $A_{x, y}$ and $B_{x, y}$ are constants that must be found from boundary conditions (21) and (23) at $\chi=\pi$. The solvability condition for the equations for the four constants $A_{x, y}$ and $B_{x, y}$ is given in Appendix II. The passage to the limit $r \longrightarrow+0$ (its possibility is provided by substitution (32)) is also performed in Appendix II. As a result, we obtain the following dispersion equation for fluctuations:

$$
\begin{equation*}
q L \tan q L=\Phi \tag{42}
\end{equation*}
$$



Fig. 2. Diagram for determining junction parameters corresponding to various values of the effective lattice spin pinning parameter $|\Phi|$. We have $|\Phi|=1$ at the $\theta(j)$ level, $|\Phi|$ < 1 below this level, and $|\Phi|>1$ above this level; $v$ parameter values: (1) 0 , (2) 0.5 , (3) 1.0 , (4) 3.0 , (5) 10 , and (6) $\infty$.
where

$$
\begin{equation*}
\Phi=-\frac{\gamma B L^{2}}{a \lambda} \pm i k L \tag{43}
\end{equation*}
$$

and the $q \equiv i s / 2 r$ parameter determined by (40) further plays the role of the wavenumber. Equation (42) coincides in form with the well-known dispersion equation for standing spin waves in layer 2 [20, 23]. The righthand side $(\Phi)$ has the meaning of the effective lattice spin pinning parameter at the end layer surfaces (at the $x=0$ plane of our model). We stress that, in our model, there is spin pinning at the boundaries in the absence of a current, as directly follows from boundary conditions (21) and (23). Effective pinning nevertheless occurs under the action of the current $j$. According to (43), the real part of $\Phi$ describes pinning caused by the effective exchange field, and the imaginary part describes effective pinning caused by the torque. Note that experimental studies of spin wave resonance absorption in magnetic junctions could give important information about the character of surface spin pinning.

We will use dispersion equation (42) to calculate the complex eigenfrequency $\omega$ of fluctuations under consideration and determine instability conditions, that is, the conditions under which $\operatorname{Im} \omega \geq 0$.

## 6. INSTABILITY OF FLUCTUATIONS

Let us analyze solutions to (42). The simplest situation corresponds to the absence of a current. By definition of $B$ and $k$ in (36) and (21), it follows from (43) that the right-hand side $\Phi=0$ at $j=0$. This corresponds to
spin wave resonance when spins at the end surfaces are not pinned. The solutions to (42) are then

$$
\begin{gather*}
q L=n \pi \text { and } \omega=\sqrt{\left(\Omega_{x}+a \frac{n^{2} \pi^{2}}{L^{2}}\right)\left(\Omega_{y}+a \frac{n^{2} \pi^{2}}{L^{2}}\right)}  \tag{44}\\
-\frac{i \kappa}{2}\left(\Omega_{x}+\Omega_{y}+2 a \frac{n^{2} \pi^{2}}{L^{2}}\right)
\end{gather*}
$$

where $n=0, \pm 1, \pm 2, \ldots$. Expressions (44) are obtained using the definition $q \equiv i s / 2 r$ and Eq. (40). Since $\operatorname{Im} \omega<$ 0 in (44), fluctuations are stable because of dissipation in the absence of a current.

Next, let a current be turned on and $j / e$ be larger than 0 . According to (43), we then have

$$
\begin{equation*}
\operatorname{Im} \Phi / \operatorname{Re} \Phi=\kappa \eta \ll 1 \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta \equiv\left[a \gamma M \tau \kappa\left(1-\frac{v}{\sinh \lambda+\nu \cosh \lambda}\right)\right]^{-1} \tag{46}
\end{equation*}
$$

Parameter (46) can be smaller than, on the order of, or larger than one. We show below that it is this parameter that describes the relation between the torque and spin injection contributions to the current-induced instability threshold and increment. As dissipation is weak, that is, $\kappa \ll 1$, the strong inequality in (45) is, as a rule, fulfilled.

Bearing in mind (45), let us estimate the right-hand side of (42). We have

$$
\begin{equation*}
|\Phi| \approx \operatorname{Re} \Phi=\lambda\left(1-\frac{v}{\sinh \lambda+v \cosh \lambda}\right) \theta^{-1}(j) \tag{47}
\end{equation*}
$$

Here, the $\theta(j) \equiv e A M / a \mu_{B} j \tau Q_{1} l$ value is, in particular, determined by the current. By way of example, let us use the typical parameters $\alpha \sim 2 \times 10^{4}, Q_{1} \sim 0.3, \tau \sim 3 \times$ $10^{-13} \mathrm{~s}, l \sim 17 \mathrm{~nm}, A \sim 10^{-12} \mathrm{~cm}^{2}$, and $M \sim 10^{3} \mathrm{G}$. This gives $\theta(j) \approx 0.17$ at the current $j \sim 3.3 \times 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$, which corresponds to the instability threshold (e.g., see $[1-3])$. Figure 2 allows us to determine those $\lambda=\lambda^{\prime}$ values for which $|\Phi|=1$ at several $\vee$ parameter values. We see that $0.4<\lambda^{\prime}<0.7$, which corresponds to $7 \leq L \leq$ 12 nm . As far as we know, only thicknesses $L$ of 2 to 10 nm have been studied thus far [1]. According to the estimates above, the inequality $|\Phi| \ll 1$ or $|\Phi| \leq 1$ should then be satisfied. At somewhat larger thicknesses of $L \approx 20-80 \mathrm{~nm}$ (or $\lambda \approx 1-5$ ), however, we may have $|\Phi| \gg 1$. For this reason, we consider both large and small $|\Phi|$ values (more exactly, the limiting cases $|\Phi| \ll 1$ and $|\Phi| \gg 1$ ).
6.1. Let us consider instability at $|\Phi| \ll 1$. The solutions to (42) are then close to spin wave resonance modes (44). First, consider the solution that is close to homogeneous resonance with the number $n=0$. We
only retain the main term $q^{2} L^{2} \ll 1$ in the left-hand side of (42) and use the definition $q=i s / 2 r$ and Eqs. (40) and (43). The frequency $\omega$ is then given by the quadratic equation

$$
\begin{align*}
\omega^{2} & =\left[\Omega_{x}-\frac{\gamma B}{\lambda}-i\left(\kappa \omega \pm \frac{a k}{L}\right)\right]  \tag{48}\\
& \times\left[\Omega_{y}-\frac{\gamma B}{\lambda}-i\left(\kappa \omega \pm \frac{a k}{L}\right)\right] .
\end{align*}
$$

This equation has complex roots. Separate equations for the real and imaginary parts of these roots will be necessary. Direct calculations yield

$$
\begin{gather*}
\left(1+\kappa^{2}\right) \operatorname{Re} \omega= \pm \frac{\kappa a k}{L} \pm \frac{1}{\sqrt{2}} \sqrt{W+\sqrt{W^{2}+V^{2}}}  \tag{49}\\
\left(1+\kappa^{2}\right) \operatorname{Im} \omega=-\frac{\kappa}{2}\left(\Omega_{x}+\Omega_{y}-\frac{2 \gamma B}{\lambda}\right)  \tag{50}\\
\pm \frac{1}{\sqrt{2}} \sqrt{-W+\sqrt{W^{2}+V^{2}}}
\end{gather*}
$$

In (49), we can use arbitrary sign combinations. In addition,

$$
\begin{align*}
& W=\left(\Omega_{x}-\frac{\gamma B}{\lambda}\right)\left(\Omega_{y}-\frac{\gamma B}{\lambda}\right) \\
& -\frac{(a k)^{2}}{L^{2}}-\frac{\kappa^{2}}{4}\left(\Omega_{x}-\Omega_{y}\right)^{2},  \tag{51}\\
& V=\frac{a k}{L}\left(\Omega_{x}+\Omega_{y}-\frac{2 \gamma B}{\lambda}\right) .
\end{align*}
$$

In (50), we only retain the upper sign, which admits instability. The instability condition then takes the form

$$
\begin{equation*}
\kappa^{2}\left(\Omega_{x}-\frac{\gamma B}{\lambda}\right)\left(\Omega_{y}-\frac{\gamma B}{\lambda}\right)-\left(\frac{a k}{L}\right)^{2} \leq 0 . \tag{52}
\end{equation*}
$$

Condition (52) clearly shows that there are two sources of instability. One of these is the current-injected longitudinal spin contribution to effective field (30). This contribution is described by the terms proportional to the $B$ parameter (see (36)). The other source of instability is the torque contribution at the $x=0$ boundary. This contribution appears because of boundary conditions (21); it is described by the term proportional to $k^{2}$.

According to (52), dissipation influences these two contributions quite differently. Dissipation is inessential to the appearance of the injection-type instability because it is then sufficient that $\gamma B / \lambda$ be larger than $\Omega_{y}$. However, if the torque only remains ( $B \longrightarrow 0$ ), overcoming some threshold caused by dissipation is neces-
sary. At the same time, the joint action of both mechanisms always decreases the left-hand side of (52) and therefore facilitates the appearance of instability.

Since $B$ and $k$ are proportional to $j$, we can obtain a quadratic equation for the threshold current density $j_{\text {th }}$ by setting the left-hand side of (52) equal to zero. Solving this equation yields

$$
\begin{equation*}
\frac{j_{\mathrm{th}}}{\dot{j}_{\perp}}=\eta \frac{\left(f+f^{-1}\right)-\sqrt{\left(f-f^{-1}\right)^{2}+4 \eta^{2}}}{2\left(1-\eta^{2}\right)} \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
j_{\perp}=\frac{\kappa e M \omega_{0} L}{\mu_{B} Q_{1}} \tag{54}
\end{equation*}
$$

$\omega_{0}=\sqrt{\Omega_{x} \Omega_{y}}$ is the spin wave resonance frequency at the number $n=0$ (cf. (44)), and $f=\sqrt{\Omega_{y} / \Omega_{x}}$. The $j_{\perp}$ value (54) is nothing but the threshold current density under the torque action only (at $B=0$ ). It follows from general equation (53) for the threshold that $j_{\text {th }} \longrightarrow j_{\perp}$ if $\eta \gg 1$. However, if $\eta \ll 1$, the spin-injection instability mechanism predominates. The threshold is then given by

$$
\begin{gather*}
j_{\mathrm{th}} \longrightarrow j_{\perp} f \eta \\
=j_{D} \frac{\left(H+H_{a}\right) \lambda(\sinh \lambda+v \cosh \lambda)}{\alpha \mu_{B} n Q_{1}[\sinh \lambda+v(\cosh \lambda-1)]} . \tag{55}
\end{gather*}
$$

This coincides with the equation obtained earlier [9] by another method, namely, from the requirement of minimum magnetic energy (recall that the current $j_{D}$ is defined in (14) and $H_{a}=\beta M$ ). As in [9], threshold (55) is for homogeneous fluctuations because of the use of the spin wave resonance mode with $q L \ll 1$.

Note an important relation between threshold currents and spin wave resonance frequencies. It follows from (49) and (50) that

$$
\begin{equation*}
\frac{(\operatorname{Re} \omega)_{\mathrm{th}}}{\omega_{0}}=\frac{j_{\mathrm{th}}}{j_{\perp}} \tag{56}
\end{equation*}
$$

Ratio (56) tends to zero as $\eta \longrightarrow 0$ and to 1 as $\eta \longrightarrow$ $\infty$, because the torque only influences spin wave resonance damping and changes its sign at the instability threshold. The resonance frequency remains constant. Conversely, injection in addition influences the real part of the frequency and makes it vanish at the threshold. The eigenfrequency then softens; that is, it behaves as under the conditions of a reorientation phase transition in an external magnetic field. This opens up an interesting possibility of experimentally identifying the injection mechanism by measuring the resonance frequency at current densities close to the threshold value.


Fig. 3. Threshold current and spin wave eigenfrequency at the threshold as functions of the $\eta$ parameter characterizing the relative torque and spin injection contributions. The curves correspond to different $f=\sqrt{\Omega_{y} / \Omega_{x}}$ parameter values: $f=(1) 0.1$, (2) 0.2 , and (3) 0.5 .

Ratio (56) as a function of the $\eta$ parameter at various $f$ values is shown in Fig. 3. Interestingly, the instability threshold is always lower than threshold (54). Let us estimate threshold (54) using the set of typical parameters specified for (47) with the dissipation parameter $\kappa=3 \times 10^{-2}$, frequency $\omega_{0}=2.3 \times 10^{10} \mathrm{~s}^{-1}$, and $\lambda=0.4$ added to it. This yields $j_{\perp} \approx 2.7 \times 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$. Approximate equation (55) gives a similar estimate within the range of its applicability. We find that, on the whole, threshold current density estimates are in agreement with the experimental data.
6.2. Let us consider instability of inhomogeneous spin wave modes with $n \neq 0$ at $|\Phi| \ll 1$. Solutions to (42) are then close to the zeros of $\tan q L$; that is,

$$
\begin{equation*}
q \approx \frac{n \pi}{L}-\frac{\Phi}{n \pi L} \tag{57}
\end{equation*}
$$

Again applying (40) and using the definitions $q=i s / 2 r$ and (43), we obtain a quadratic equation for the frequency $\omega$. Let us separate the real and imaginary parts of the roots of this equation, as with (48) above. The instability condition $\operatorname{Im} \omega>0$ then takes the form

$$
\begin{gather*}
\kappa^{2}\left[\Omega_{x}+a\left(\frac{n \pi}{L}\right)^{2}-\frac{2 \gamma B}{\lambda}\right] \\
\times\left[\Omega_{y}+a\left(\frac{n \pi}{L}\right)^{2}-\frac{2 \gamma B}{\lambda}\right]-\left(\frac{2 a k}{L}\right)^{2}<0 . \tag{58}
\end{gather*}
$$

Condition (58) has the structure of (52). The conclusions about the effective field and torque contributions therefore remain valid.

The threshold current density $j_{\mathrm{th}}^{n}$ for $n \neq 0$ is calculated the same way as previously. We obtain

$$
\begin{gather*}
j_{\mathrm{th}}^{n}=\frac{1}{2} j_{\perp} \frac{\eta}{2\left(1-\eta^{2}\right)}\left[2 n^{2} g+f+f^{-1}\right.  \tag{59}\\
\left.-\sqrt{\left(f^{-1}-f\right)^{2}+4\left(1+n^{2} g f\right)\left(1+n^{2} g f^{-1}\right) \eta^{2}}\right]
\end{gather*}
$$

where we introduced the new parameter $g=\pi^{2} a / \omega_{0} L^{2}$. It follows from (59) that the instability threshold sharply increases as the number $n$ grows.
6.3. Let us consider instability at $|\Phi| \gg 1$. Dispersion relation (42) is then substantially modified by current. As strong inequality (45) is fulfilled in our model, direct substitution shows that there is a solution in which the imaginary part of $q$ predominates. For this solution,

$$
\begin{equation*}
q^{2} \approx-(\Phi / L)^{2} \tag{60}
\end{equation*}
$$

The definitions $q=i s / 2 r$ and (43) allow (42) to be transformed into the quadratic equation for the frequency

$$
\begin{align*}
& \omega^{2}=\left[\Omega_{x}-\frac{(\gamma B l)^{2}}{a}+a k^{2}-i(\kappa \omega \pm 2 \gamma B l k)\right]  \tag{61}\\
& \quad \times\left[\Omega_{y}-\frac{(\gamma B l)^{2}}{a}+a k^{2}-i(\kappa \omega \pm 2 \gamma B l k)\right]
\end{align*}
$$

Equation (61) is qualitatively different from (48) in two respects. First, the current-induced corrections to the frequencies $\Omega_{x, y}$ are quadratic rather than linear in the current. Secondly, both factors, the injection field $(\sim B)$ and torque $\left(\sim k^{2}\right)$, contribute simultaneously to both the real and imaginary parts of the multipliers on the right-hand side of (61).

Equation (61) yields the instability condition $\operatorname{Im} \omega>$ 0 in the form

$$
\begin{gather*}
\kappa^{2}\left[\Omega_{x}-\frac{(\gamma B l)^{2}}{a}+a k^{2}\right]  \tag{62}\\
\times\left[\Omega_{y}-\frac{(\gamma B l)^{2}}{a}+a k^{2}\right]-(2 \gamma B l k)^{2}<0 .
\end{gather*}
$$

As distinct from condition (52), the appearance of instability is now impossible in the absence of an effective injection field, that is, if $B=0$. If there is no surface torque $\left(k^{2}=0\right)$, instability nevertheless appears at $(\gamma B l)^{2} / a>\Omega_{y}$.

Since $B \sim j$ and $k \sim j$, setting the left-hand side of (62) equal to zero yields a biquadratic equation for
the threshold current density. The solution to this equation has the form

$$
\begin{gather*}
j_{\mathrm{th}}=\frac{e}{\mu_{B} \alpha \gamma \tau Q_{1}} \sqrt{\frac{a}{2\left(1-4 \eta^{2}\right)}}  \tag{63}\\
\times \sqrt{\Omega_{x}+\Omega_{y}-\sqrt{\left(\Omega_{x}-\Omega_{y}\right)^{2}+16 \eta^{2} \Omega_{x} \Omega_{y}}}
\end{gather*}
$$

Equation (63) is valid if the condition $|\Phi| \gg 1$ is met. The region in Fig. 2 that corresponds to this inequality lies much higher than the $\theta$ level. All curves in this region increase linearly as $\lambda$ grows. According to (46), the $\eta$ parameter is then virtually independent of $\lambda$, that is, layer thickness $L$. It is therefore clear that threshold (63) is also independent of $L$. This property sharply contrasts with a linear increase in the threshold in (54) and (55) at $|\Phi| \ll 1$. This difference appears because inhomogeneous fluctuations with $|q L| \gg 1$ (see (60)) are most unstable in the case under consideration. A still more interesting result is obtained when we numerically estimate threshold (63). Substituting the standard set of parameters into it, we find that the condition $|\Phi| \gg 1$ can only be satisfied for layers of thickness $L \geq 20 \mathrm{~nm}$. The threshold current density then equals $j_{\text {th }} \approx 3 \times 10^{6} \mathrm{~A} / \mathrm{cm}^{2}$ at the frequencies $\Omega_{x} \approx 2.3 \times$ $10^{11} \mathrm{~s}^{-1}$ and $\Omega_{y} \approx 1.8 \times 10^{9} \mathrm{~s}^{-1}$. This value is an order of magnitude smaller than the estimates obtained by (54) and (55).

## 7. THE ELECTRIC CURRENT EFFECT ON THE SPECTRUM OF SPIN WAVES

Current through a junction influences not only the spin wave decrement $\operatorname{Im} \omega$ but also the spin wave spectrum Rew. Let us discuss this influence in more detail for the example of two effects: (1) spin mode eigenfrequency softening near the instability threshold, and (2) the appearance of current-induced new spin modes.
7.1. The softening effect will be considered for the $n=0$ mode ignoring dissipation, that is, on the assumption that $\kappa \ll 1$. For definiteness, put $|\Phi| \ll 1$. Equation (48) directly yields

$$
\begin{equation*}
\frac{\operatorname{Re} \omega}{\omega_{0}}=\sqrt{\left(1-\frac{f}{\eta} \frac{j}{j_{\perp}}\right)\left(1-\frac{1}{f \eta} \frac{j}{j_{\perp}}\right)} . \tag{64}
\end{equation*}
$$

Let us substitute the equality $j / j_{\perp}=\left(j / j_{\mathrm{th}}\right)\left(j_{\mathrm{th}} / j_{\perp}\right)$ into (64) and use (53). We eventually obtain

$$
\begin{gather*}
\frac{\operatorname{Re} \omega}{\omega_{0}} \\
=\left\{\left[1-\frac{f\left[f^{-1}+f-\sqrt{\left(f^{-1}-f\right)^{2}+4 \eta^{2}}\right]}{2\left(1-\eta^{2}\right)} \frac{j}{j_{\mathrm{th}}}\right]\right.  \tag{65}\\
\left.\times\left[1-\frac{f^{-1}+f-\sqrt{\left(f^{-1}-f\right)^{2}+4 \eta^{2}}}{2 f\left(1-\eta^{2}\right)} \frac{j}{j_{\mathrm{th}}}\right]\right\}^{1 / 2} .
\end{gather*}
$$

We for the first time considered the joint action of two electric current-induced effects, namely, (1) nonequilibrium spin injection and (2) surface torque. These effects influence the state of ferromagnetic layers in spin-valve-type metallic junctions.

At current densities exceeding a certain threshold (usually $10^{6}-3 \times 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$ ), spin wave fluctuations in junctions become unstable. The joint action of the effects specified above lowers the instability threshold.

The surface torque determines the instability threshold in junctions with a comparatively small free ferromagnetic layer thickness ( $L \sim 2-7 \mathrm{~nm}$ ) and a small Lan-dau-Lifshitz-Gilbert dissipation parameter $\left(\kappa<10^{-2}\right)$. The instability threshold linearly increases as $L$ grows and corresponds to virtually homogeneous ferromagnetic layer excitation.

Current-induced nonequilibrium spin injection determines the instability threshold at comparatively large thicknesses and dissipation parameters of the free ferromagnetic layer, for instance, at $L>20 \mathrm{~nm}$ and $\kappa$ ~ $3 \times 10^{-2}$. As the thickness increases, the instability threshold begins to correspond to essentially inhomogeneous layer excitation. The current density at the threshold is then comparatively low, of about $10^{6} \mathrm{~A} / \mathrm{cm}^{2}$.

Current-induced injection of nonequilibrium spins results in instability because of an orientation phase transition in the effective exchange field created by these spins. Injection therefore influences not only the fluctuation decrement but also the spectrum of fluctuations. The eigenfrequencies of spin fluctuations decrease to zero ("soften") as the current increases and approaches the threshold value.

Conversely, surface torque only influences the decrement and not the spin fluctuation spectrum. This circumstance allows the mechanism of instability to be identified experimentally.

Strong current-induced spin injection into a ferromagnetic metallic layer causes effective pinning of layer lattice magnetization near the surface of injection. According to calculations, such pinning should result in the appearance of new spin wave resonance lines as the current increases.
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## The Lattice Magnetization Flux Density

Let us explicitly separate the exchange terms (intralattice exchange and $s-d$ exchange) in Landau-Lifshitz-Gilbert equation (3). We obtain

$$
\begin{gather*}
\frac{\partial \mathbf{M}}{\partial t}=-\gamma A\left[\mathbf{M} \times \frac{\partial^{2} \mathbf{M}}{\partial x^{2}}\right]  \tag{I.1}\\
-\gamma\left[\mathbf{M} \times \mathbf{H}_{s-d}\right]-\gamma\left[\mathbf{M} \times \mathbf{H}^{\prime}\right]+\kappa\left[\hat{\mathbf{M}} \times \frac{\partial \mathbf{M}}{\partial t}\right],
\end{gather*}
$$

where $\mathbf{H}^{\prime} \equiv \mathbf{H}+\beta(\mathbf{M} \cdot \mathbf{n}) \mathbf{n}+\mathbf{H}_{d}$. Suppose that the estimates $\kappa \ll 1$ and $\left|\mathbf{M} \times \mathbf{H}^{\prime}\right| \ll \mid \mathbf{M} \times \mathbf{H}_{s-d}$ are valid within the $0 \leq x<\lambda_{F}$ sublayer. These estimates allow the last two terms in the right-hand side of (I.1) to be eliminated. Let us transform the vector product in (I.1) containing the second derivative as follows:

$$
\begin{gather*}
{\left[\mathbf{M} \times \frac{\partial^{2} \mathbf{M}}{\partial x^{2}}\right]=\frac{\partial}{\partial x}\left[\mathbf{M} \times \frac{\partial \mathbf{M}}{\partial x}\right]}  \tag{I.2}\\
-\left[\frac{\partial \mathbf{M}}{\partial x} \times \frac{\partial \mathbf{M}}{\partial x}\right]=\frac{\partial}{\partial x}\left[\mathbf{M} \times \frac{\partial \mathbf{M}}{\partial x}\right]
\end{gather*}
$$

The simplifications introduced and Eq. (I.2) allow (I.1) to be written in the form

$$
\begin{equation*}
\frac{\partial \mathbf{M}}{\partial t}+\gamma\left[\mathbf{M} \times \mathbf{H}_{s-d}\right]+\frac{\partial}{\partial x}\left\{a\left[\hat{\mathbf{M}} \times \frac{\partial \mathbf{M}}{\partial x}\right]\right\}=0 \tag{I.3}
\end{equation*}
$$

where $a=\gamma A M$.
The first term in (I.3) describes time-dependent magnetization changes, and the second term is proportional to the moment of forces that appear because of the action of mobile electrons on the lattice. The last term is therefore the divergence of the lattice magnetization flux. It follows that the value

$$
\begin{equation*}
\mathbf{J}_{\perp}=a\left[\hat{\mathbf{M}} \times \frac{\partial \mathbf{M}}{\partial x}\right] \tag{I.4}
\end{equation*}
$$

has the meaning of the lattice magnetization flux, and the $a$ parameter is the magnetization diffusion constant.

APPENDIX II

## The Derivation of the Dispersion Equation for Fluctuations

The substitution of general solution (41) into boundary conditions (21) and (23) yields the solvability condition

$$
\begin{equation*}
I_{1}^{2}+4 k^{2} I_{2}^{2}=0 \tag{II.1}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{1}=J_{s}^{\prime}(b) Y_{s}^{\prime}\left(b e^{-L / 2 r}\right)-Y_{s}^{\prime}(b) J_{s}^{\prime}\left(b e^{-L / 2 r}\right) \\
I_{2}=\frac{r}{b}\left[J_{s}(b) Y_{s}^{\prime}\left(b e^{-L / 2 r}\right)-Y_{s}(b) J_{s}^{\prime}\left(b e^{-L / 2 r}\right)\right] \tag{II.2}
\end{gather*}
$$

Here, primes denote differentiation with respect to the argument. According to (32), we must take the limit as $r \longrightarrow+0$. This, in particular, implies the transition to the limiting case of small Bessel function indices and arguments, because, according to (37) and (40), $b \sim \sqrt{r}$ and $s \sim r$. We will use the following representations of the Bessel functions of the first and second kind [22]:

$$
\begin{gather*}
J_{s}(y) \approx \frac{y^{s}}{2^{s} \Gamma(s+1)}\left[1-\frac{y^{2}}{4(s+1)}\right],  \tag{II.3}\\
Y_{s}(y) \approx \frac{1}{\pi s} \\
\times\left[\frac{y^{s}}{2^{s} \Gamma(s+1)}-\frac{y^{-s}}{2^{-s} \Gamma(-s+1)}\right]\left(1-\frac{y^{2}}{4}\right) . \tag{II.4}
\end{gather*}
$$

Let us differentiate (II.3) and (II.4) with respect to the argument and calculate these functions and their derivatives at $y=b$ and $y=b e^{-L / 2 r}$. Substituting the results into (II.2) while retaining the main terms as $r \longrightarrow 0$ yields

$$
\begin{gather*}
I_{1} \approx \frac{2}{\pi} e^{L / 2 r} \frac{s}{b^{2}}\left(\sinh \frac{L s}{2 r}-\frac{b^{2}}{2 r} \cosh \frac{L s}{2 r}\right),  \tag{II.5}\\
I_{2} \approx \frac{2}{\pi} e^{L / 2 r} \frac{r}{b^{2}} \cosh \frac{L s}{2 r}
\end{gather*}
$$

Here, it is taken into account that $\Gamma(s+1)=s \Gamma(s)$ and $\Gamma(s) \Gamma(-s)=-\pi / s \sin \pi s \approx-1 / s^{2}$.

Substituting (II.5) into (II.1) yields

$$
\begin{equation*}
\left(\tanh \frac{L s}{2 r}-\frac{b^{2}}{2 s}\right)^{2}+\left(\frac{2 k r}{s}\right)^{2}=0 \tag{II.6}
\end{equation*}
$$

The $s / r$ and $b^{2} / s$ values tend to finite limits as $r \longrightarrow 0$. Using the denotation $q=i s / 2 r$ and the definition of $b$ (Eq. (37)), we obtain the dispersion equation in form (42).
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#### Abstract

We present the results of our numerical simulations of mass-transport processes on short observation time scales for extended quasi-two-dimensional and three-dimensional nonideal dissipative systems of macroparticles interacting through a screened Coulomb potential. The simulations were performed for the parameters corresponding to the experimental conditions in laboratory dusty plasmas. The evolution of the rms macroparticle displacement on short observation time scales in nonideal liquid systems is shown to be similar to the evolution of the thermal particle oscillations at lattice sites. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Problems related to mass-transport processes in dissipative systems of interacting particles are of considerable interest in various fields of science and technology (hydrodynamics, plasma physics, medical industry, polymer physics and chemistry, etc.) [1-9]. The main problem in studying the physical properties of such systems is associated with the absence of an analytical theory for a liquid that could explain its thermodynamic properties, give an equation of state, describe the heatand mass-transport phenomena, etc. [7-10]. The development of approximate models to describe the liquid state of a substance is based on two main approaches. The first approach is a semiempirical method for determining the relationship of the liquid parameters to one another and to the properties of the original crystals that relies on analogies between the crystalline and liquid states of a substance [7-10]. The second approach is based on a complete statistical calculation of the properties of nonideal media by means of molecular dynamics using model data on the particle interaction energy [11, 12]. Such simulations allow various physical phenomena (phase transitions, thermal macroparticle diffusion, the dynamics of the approach of a system to an equilibrium state, etc.) to be studied. Numerical simulations of the dynamics of nonideal systems are of great importance in the theory of a liquid, because there is no small parameter in such systems that could be used to analytically describe its state and thermodynamic properties, as can be done for a gas, due to strong interparticle interaction.

A laboratory dusty plasma, a weakly ionized gas with disperse-phase micron-sized macroparticles (dust particles), is a good experimental model for studying
the properties of nonideal systems [13-17]. A dusty plasma is a widespread natural object, and it is often produced through various technological processes. The micron-sized dust particles in plasma can acquire a significant electric charge and form quasi-stationary dust structures similar to liquids or solids. Depending on the experimental conditions, such structures can be similar to homogeneous three-dimensional systems or have a highly anisotropic one-dimensional or quasi-twodimensional pattern, such as the chains of macroparticles observed in a direct-current glow discharge plasma [16, 17] or the separate dust layers (usually from one to ten) in the near-electrode region of a highfrequency discharge [13-15]. In contrast to real liquids, the macroparticles in plasma can be recorded by a video camera. This simplifies significantly the use of direct nonintrusive diagnostic techniques and makes it possible to study the physical properties of nonideal systems at the kinetic level. Such studies could play a significant rule both in testing existing analytical models for the structure of a liquid and in developing new ones.

Most of the numerical studies of dusty plasmas are based on the model of a screened Coulomb potential:

$$
\begin{equation*}
U=(e Z)^{2} \exp (-l / \lambda) / l \tag{1}
\end{equation*}
$$

where $l$ is the interparticle distance, $\lambda$ is the screening length, and $e Z$ is the macroparticle charge in elementary electron charges $e$. The properties of nonideal systems of macroparticles interacting with a screened potential are also of considerable interest in analyzing the various kinetic processes in molecular biology, polymer chemistry, etc. [2, 5]. The two dimensionless parameters responsible for the mass-transport processes and the phase state in systems with a screened

Coulomb potential for screening parameters $\kappa=l_{p} / \lambda<$ $6-7$ were determined in [18-20]. (Here, $l_{p}$ is the mean interparticle distance, which is equal to the inverse square root of the particle surface density for twodimensional systems and to the inverse cubic root of the particle volume density for three-dimensional systems). The first is the effective coupling parameter responsible for the phase state of a system of interacting particles:

$$
\begin{equation*}
\Gamma^{*}=\frac{a(Z e)^{2}}{T l_{p}}\left\{\left(1+\kappa+\frac{\kappa^{2}}{2}\right) \exp (-\kappa)\right\}^{1 / 2} \tag{2}
\end{equation*}
$$

The second is the scale parameter responsible for the scaling of the dynamical processes in dissipative systems and is the ratio of the characteristic energy scattering frequency $\omega^{*}$ (as the charged macroparticles move toward the displacement of the system's center of mass) to the effective frequency $v_{f r}$ of their collisions with neutrals of the ambient gas (which characterizes the rate of energy exchange between the neutrals and the dust particle [2, 5, 21, 22]):

$$
\begin{equation*}
\xi \equiv \frac{\omega^{*}}{V_{f r}}=\frac{e Z}{V_{f r}}\left\{b\left(1+\kappa+\frac{\kappa^{2}}{2}\right) \frac{\exp (-\kappa)}{l_{p}^{3} \pi M}\right\}^{1 / 2} \tag{3}
\end{equation*}
$$

Here, $M$ and $T$ are the mass and temperature of the dust particle, and the coefficients $a$ and $b$ depend on the dimensionality of the problem: $a \equiv b=1$ for a homogeneous three-dimensional system and $a=1.5, b=2$ for the solution of the quasi-two-dimensional problem that models an extended dust layer. These coefficients were introduced for convenience to describe the transport characteristics of liquid systems (such as the diffusion coefficient $D$ and the pair correlation functions $g(l)$ ), which, given the proposed normalization, have similar values at the same parameters $\Gamma^{*}$ and $\xi$. As $\Gamma^{*}$ increases to $\Gamma_{m}^{*} \approx 106(\kappa<6)$, a body-centered crystal structure is formed in a three-dimensional system, while a twodimensional system crystallizes into a hexagonal lattice structure.

The diffusion of macroparticles is the main masstransport process that determines the energy losses (dissipation) in plasma-dust systems and their dynamical properties, such as the phase state and the conditions for the propagation of waves and for the formation of dust instabilities. The theory of diffusion in liquids has been developed in two directions, one of which (more fundamental) is based on the general principles of statistical physics. The other approach (the theory of jumps) is based on analogies between liquids and solids. The essence of this theory is that the molecules of such a liquid are in an equilibrium (settled) state for the time it takes for an (activation) energy high enough for the potential bonds to be broken between the neighboring molecules and for the transition into the surround-
ings of other molecules to a new settled state to be imparted to them. Thus, a diffusing (active) particle may be assumed to be capable of occupying the energetically equivalent locations at the sites of an imaginary lattice and migrating by jumping to one of the equivalent locations. The random motion of an active particle over the lattice sites after a large number of jumps is described by macroscopic diffusion equations (with a constant time-independent coefficient $D$ ); i.e., Fick's laws are applicable [2, 5]. However, the current state of the art of experimental physics necessitates going outside the scope of the diffusion approximation, and the currently available simulation methods based on the theory of stochastic processes make this possible. In particular, the description in terms of macroscopic (Fick) kinetics may prove to be inadequate for analyzing the transport processes on physically short time scales. Investigating the mass-transport processes on short observation time scales is of particular importance in studying fast processes (such as the propagation of shock waves, impulsive actions, or the motion of the front of chemical conversions in condensed media $[5,23])$ and in analyzing the transport properties of weakly dispersive $(\xi \gg 1)$ nonideal media (such as colloidal solutions, combustion-product plasmas, atmospheric-pressure nuclear-induced dusty plasmas $[2,24,25]$ ), where the proper measurement of the macroparticle diffusion coefficients requires carrying out prolonged experiments.

## 2. PARTICLE MASS-TRANSPORT PROCESSES IN NONIDEAL MEDIA

Using the hydrodynamic approaches allows the mass-transport processes to be successfully described only in the case of short-range interactions. When the forces of interparticle interaction are not as weak as those in gases, the construction of a proper kinetic equation fails. The fundamental theories of diffusion in liquids are based on the fact that the particle number density for each component of the system under consideration is a hydrodynamic variable that slowly varies in space and time. Such systems are in a statistical equilibrium state, and they can be characterized by a certain set of physical parameters, for example, the density, kinetic temperature, and pressure, which can fluctuate only slightly about their mean equilibrium values. In statistical physics, such a state is described by using various Gibbs distributions, depending on the type of contact between the system and the ambient medium (a thermostat) that forbids or permits the energy or particle exchange with it, and Nyquist's formulas, Green's functions, and the fluctuational-dissipative theorem are used to analyze the equilibrium fluctuations and the transport coefficients [21, 26].

In the case of small deviations of the system under study from a statistical equilibrium, the particle diffu-
sion coefficient $D$ is described by a relation that is a special case of the Green-Kubo formulas [2]:

$$
\begin{equation*}
D=\int_{0}^{\infty}\langle V(0) V(t)\rangle d t / m \tag{4}
\end{equation*}
$$

where $\langle V(0) V(t)\rangle$ is the autocorrelation function of the particle velocities $V, t$ is the time, and $m=2$ or $m=3$ are for two-dimensional or three-dimensional systems, respectively. To investigate the evolution of the mass transport with time, $D(t)$, the autocorrelation function of the particle velocities in Eq. (4) is integrated over a finite time interval:

$$
D(t)=\int_{0}^{t}\langle V(0) V(t)\rangle d t / m
$$

The diffusion coefficient for interacting particles can also be determined by analyzing the particle heat transport through a unit area in a homogeneous medium for $t \longrightarrow \infty$ :

$$
\begin{equation*}
D=\lim _{t \rightarrow \infty} D(t), \tag{5}
\end{equation*}
$$

where the evolution of the mass transport with time, $D(t)$, is defined by the relation [5]

$$
\begin{equation*}
D(t)=\frac{\left\langle\left\langle(\Delta l)^{2}\right\rangle_{N}\right\rangle_{t}}{2 m t} \tag{6}
\end{equation*}
$$

Here, $\Delta l=\Delta l(t)$ is the displacement of an individual particle in time $t,\langle \rangle_{N}$ is the averaging over an ensemble of $N$ particles, and $\left\rangle_{t}\right.$ is the averaging over all time intervals of duration $t$ in the total measurement time. The latter is necessitated by the requirement that the mean characteristics be properly determined for liquid systems in accordance with the theory of jumps. Thus, for example, it was shown in [18] that the dynamical behavior of strongly nonideal systems is not ergodic, and the ensemble averaging

$$
\left\langle\{\Delta l(t)\}^{2}\right\rangle_{N} \approx\left\langle\left\langle\{\Delta l(t)\}^{2}\right\rangle_{N}\right\rangle_{t}
$$

is only for $\Gamma^{*}<40-50$.
Since no assumptions about the pattern of thermal motion are made when deriving relations (4)-(6), they are valid both for gases and for liquids and solids. In most cases, however, the calculation of the diffusion coefficient using these relations admits no analytical solutions. The simple solution $D \equiv D_{0}=T_{p} / v_{f_{r}} M$, which is known as Einstein's relation, can be obtained only for noninteracting (Brownian) particles. Here, it should be noted that the quantity $f=\mathrm{v}_{f r} M$ (usually called the coefficient of macroparticle friction) does not depend on the density of the dust particle material, but is determined by the particle size and relative velocity, the conditions
for the accommodation of neutrals on the particle surface, and the Knudsen number (Kn); for a spherical particle, the latter is equal to the ratio of the neutral mean free path $l_{n}$ to its radius $a_{p}[2,5,21,22]$. In the hydrodynamic regime $(\mathrm{Kn} \ll 1), f=6 \pi \eta a_{p}$, where $\eta$ is the viscosity of the ambient gas.

In the semiempirical theory of jumps, the analytical relation for the diffusion coefficient of molecules can be represented as [1, 9]

$$
\begin{equation*}
D=\frac{d^{2}}{2 m \tau_{0}} \exp \left(-\frac{W}{T}\right) \tag{7}
\end{equation*}
$$

where $d$ is the mean distance between the molecules, $\tau_{0}$ is the characteristic time that determines the frequency of their transitions from one settled state to another, and $W$ is the energy barrier overcome during these transitions. The exponential dependence of $D$ on the temperature $T$ of molecular liquids is confirmed experimentally. A similar temperature dependence for the thermal diffusion coefficient $D$ of macroparticles was found for dissipative systems with a screened potential in [18, 27]. In these papers, it was shown that the diffusion coefficient for strongly nonideal liquid structures could be represented as

$$
\begin{equation*}
D \approx \frac{T \Gamma^{*}}{12 \pi(\xi+1) v_{f r} M} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}^{*}}\right), \tag{8}
\end{equation*}
$$

where $\Gamma_{c}^{*}=102$ is the crystallization point. For $\Gamma^{*}$ in the range from 50 to 102 , the error with which the calculated $D$ is fitted by formula (8) does not exceed 5$10 \%$ for both three- and two-dimensional systems.

As was said above, no exact analytical relation for the function $D(t)$ that would describe the evolution of the mass-transport processes with time can be obtained in the case of liquids. Disregarding the interparticle interaction, the mean square of the displacement of the $j$ th particle per degree of freedom under the action of a random force $F_{\text {run }}$ can be determined from Langevin's equation, represented as [18]

$$
\begin{equation*}
M \frac{d^{2} x_{j}^{2}}{d t^{2}}=-M v_{f r} \frac{d x_{j}^{2}}{d t}+2 M\left(\frac{d x_{j}}{d t}\right)^{2}+2 x_{j} F_{\mathrm{run}} \tag{9}
\end{equation*}
$$

In the absence of a correlation between the slow particle displacement and the fast stochastic action $\left(\left\langle F_{\text {run }} x_{j}\right\rangle=0\right)$, the simultaneous solution of Eqs. (6) and (9) for a homogeneous medium $\left(M\left\langle\left(d x_{i} / d t\right)^{2}\right\rangle \equiv T\right.$, $\left.\left\langle(\Delta l)^{2}\right\rangle=m\left\langle x_{j}^{2}\right\rangle\right)$ can then be written as [5]

$$
\begin{equation*}
\frac{D(t)}{D_{0}}=1-\frac{1-\exp \left(-v_{f r} t\right)}{v_{f r} t} \tag{10}
\end{equation*}
$$

Thus, the function $D(t)=D_{0}$ for noninteracting particles on long time scales compared to the reciprocal of
the friction frequency $\left(v_{f r} t \gg 1\right)$, while the ballistic pattern of particle motion manifests itself on short time scales $\left(v_{f r} t \ll 1\right):\left\langle x_{j}^{2}\right\rangle \approx T t^{2} / M$ and $D(t)=\left\langle x_{j}^{2}\right\rangle / 2 t \propto t$.

Let us consider the motion of a macroparticle at a site of an imaginary crystal lattice. If the restoring force $F_{r}=-M \omega_{c}^{2} x_{j}$ acting on the particle in this lattice can be described by one characteristic frequency $\omega_{c}$, the equation of motion in the field of this force can be transformed to

$$
\begin{align*}
& M \frac{d^{2} x_{j}^{2}}{d t^{2}}-M{v_{f r}} \frac{d x_{j}^{2}}{d t}-2 M \omega_{c}^{2} x_{j}^{2}  \tag{11}\\
& \quad+2 M\left(\frac{d x_{j}}{d t}\right)^{2}+2 x_{j} F_{\mathrm{run}}
\end{align*}
$$

In the absence of a correlation between the displacement $x_{j}$ and the random force $\left(\left\langle F_{\text {run }} x_{j}\right\rangle=0\right)$, the simultaneous solution of Eqs. (6) and (11) for a homogeneous medium $\left(M\left\langle\left(d x_{i} / d t\right)^{2}\right\rangle \equiv T,\left\langle(\Delta l)^{2}\right\rangle=m\left\langle x_{j}^{2}\right\rangle\right)$ can be written as

$$
\begin{align*}
& \frac{D(t)}{D_{0}}=\frac{1}{2 \xi *^{2}{ }_{V_{f r}} t}\left\{1-\exp \left(-\frac{v_{f r} t}{2}\right)\right. \\
& \times\left(\cosh \frac{V_{f r} t \sqrt{1-8 \xi * *^{2}}}{2}\right.  \tag{12a}\\
& \left.\left.+\sinh \frac{v_{f r} t \sqrt{1-8 \xi *^{2}}}{2} \frac{1}{\sqrt{1-8 \xi *^{2}}}\right)\right\} \\
& \text { at } \xi^{*}=\frac{\omega_{c}}{V_{f r}}<\frac{\sqrt{2}}{4} \text {, } \\
& \frac{D(t)}{D_{0}}=\frac{1}{2 \xi *^{2}{ }_{V_{f r}} t}\left\{1-\exp \left(-\frac{V_{f r} t}{2}\right)\right. \\
& \times\left(\cos \frac{V_{f r} t \sqrt{8 \xi *^{2}-1}}{2}\right.  \tag{12b}\\
& \left.\left.+\sin \frac{\mathrm{V}_{f r} t \sqrt{8 \xi *^{2}-1}}{2} \frac{1}{\sqrt{8 \xi *^{2}-1}}\right)\right\} \\
& \text { at } \xi^{*}=\frac{\omega_{c}}{V_{f r}}>\frac{\sqrt{2}}{4} \text {. }
\end{align*}
$$

It is easy to see that the ballistic regime of motion $\left(\left\langle x_{j}^{2}\right\rangle \approx T t^{2} / M, D(t)=\left\langle x_{j}^{2}\right\rangle / 2 t \propto t\right)$ is also characteristic of the particle at a lattice site on short observation time


Fig. 1. Illustration of our numerical simulation using periodic boundary conditions
scales $\left(v_{f_{r}} t \ll 1+\xi^{*}\right)$, as in the case of noninteracting particles. The mass-transport processes on short observation time scales for various parameters $\xi^{*}$ (solutions (10), (12a), and (12b)) are illustrated in Fig. 1.

The function $D(t)=\left\langle(\Delta l)^{2}\right\rangle / 2 t \longrightarrow 0$ for a particle at a lattice site as the observation time increases $\left(v_{f r} t \geqslant 1\right)$, since the rms deviation $\left\langle(\Delta l)^{2}\right\rangle$ of this particle from its equilibrium position is constant and corresponds to the deviation of a harmonic oscillator

$$
\begin{equation*}
\left\langle(\Delta l)^{2}\right\rangle=m T / M \omega_{c}^{2} . \tag{13}
\end{equation*}
$$

Either the quasi-harmonic approximation or Einstein's approximation [28,29] is used most commonly to determine the frequency $\omega_{c}$, which characterizes the deviation of a particle from its equilibrium position in crystal lattices of various types. These approximations are based on the calculations of the oscillation frequency for an individual particle when the positions of the remaining particles are fixed. The frequencies obtained by these methods have no analytical dependence on the parameters of the interparticle interaction potential ( $Z$ and $\lambda$ ) and need additional fitting to describe the results of the existing numerical calculations of phase diagrams for systems with a screened pair interaction. For this purpose, the numerical data are fitted by linear, quadratic, or cubic functions on different (short) segments of the phase diagram [19, 28, 29]. A simple relation for the characteristic particle oscillation frequency $\omega_{c}=\omega_{b c c}$ that defines the melting line of a body-centered cubic lattice (according to Lindemann's criterion) and that requires no empirical fitting of the numerical data was suggested in [19]:

$$
\begin{equation*}
\omega_{b c c}^{2} \approx \frac{(2 e Z)^{2} \exp (-\kappa)}{l_{p}^{3} M \pi}\left(1+\kappa+\frac{\kappa^{2}}{2}\right) \tag{14}
\end{equation*}
$$

The interparticle collision probability $\sim N_{c n} / 4 \pi$, where $N_{c n}$ is the number of pairs of the closest neighbors of an individual particle (located along with it on the same straight line) that ensure its stable position at the lattice site, was taken into account in this paper. (For a bodycentered cubic lattice, $N_{c n}=4$.) It was also assumed in
the above paper that the restoring force $F_{r}$ acting on the particle at the center of a cubic cell is proportional to twice the second derivative of the interparticle interaction potential at $l=l_{p}$. No such relation has been suggested previously for the characteristic macroparticle oscillation frequency $\omega_{c}=\omega_{h}$ in a quasi-two-dimensional hexagonal lattice. If we followed the reasoning of [19], then, given the interparticle collision probability in a plane hexagonal cell $\sim 3 / 2 \pi$, we could assume that $\omega_{h}^{2} \approx 1.5 \omega_{b c c}^{2}$. This assumption agrees well with the calculated value of $\left\langle(\Delta l)^{2} / l_{p}^{2}\right\rangle$ on the melting line of two-dimensional structures [30]. In a quasi-two-dimensional structure, however, the particles have an additional degree of freedom that allows them to be displaced perpendicularly to the lattice plane. Such fluctuations do not activate the restoring forces in the crystal plane, but reduce the probability of effective collisions by a value of $\sim 3 N_{t} /(2 \pi)^{3}$, where $N_{t}=4$ is the number of possible combinations for the simultaneous displacement of three particles (located on the same straight line) orthogonally to the lattice plane. Thus, the following fit may be suggested to estimate the characteristic macroparticle oscillation frequency in a quasi-twodimensional hexagonal lattice:

$$
\begin{align*}
\omega_{h}^{2} & \approx 6\left(1-\pi^{-2}\right) \frac{(e Z)^{2} \exp (-\kappa)}{l_{p}^{3} M \pi}\left(1+\kappa+\frac{\kappa^{2}}{2}\right)  \tag{15}\\
& \approx 5.4 \frac{(e Z)^{2} \exp (-\kappa)}{l_{p}^{3} M \pi}\left(1+\kappa+\frac{\kappa^{2}}{2}\right) .
\end{align*}
$$

## 3. USING THE METHOD OF MOLECULAR DYNAMICS TO MODEL THE TRANSPORT PROCESSES IN A DUSTY PLASMA

Two well-known numerical algorithms, the Monte Carlo method and the method of molecular dynamics, are commonly used to analyze the transport properties of systems of interacting macroparticles. In contrast to the Monte Carlo method, which was developed to calculate equilibrium quantities, the method of molecular dynamics allows the approach of the system under study to an equilibrium state to be described. Therefore, it is an irreplaceable tool for studying the heat- and mass-transport processes, the propagation of waves, and the formation dynamics of instabilities.

The method of molecular dynamics is based on the solution of a system of ordinary differential equations, the equations of particle motion in the field of various forces. Within the framework of this approach, we can separate the method of molecular dynamics that is based on the integration of reversible equations of particle motion (MRD) and the method of Brownian (or Langevin) dynamics that is based on the solution of Langevin's equations and that includes the irreversibil-
ity of the processes under study (MBD). In the first case (MRD), only the elastic interactions between particles are taken into consideration, while the dissipation (friction) and other processes of energy exchange between the particles and the ambient medium (a thermostat) are disregarded. The motion of particles in such a system is unstable (in Lyapunov's sense), and the computational data are renormalized after a certain number of integration steps to maintain their equilibrium temperature. This approach allows the processes in atomic systems to be properly modeled and is unsuitable for analyzing the motion of macroparticles in laboratory plasmas, where the dissipation due to collisions with atoms or molecules of the gas plays a significant role. In contrast to the MRD, the method of Brownian dynamics incorporates the particle kinetic energy losses through friction, and the equilibrium state of a system with a constant temperature is maintained through its energy exchange with the thermostat. This exchange is specified by the random force $F_{\text {run }}$ reconciled with the forces of friction in the system under consideration by using the fluctuational-dissipative theorem [26]. The particular significance of the MBD in modeling the dynamics of macroparticles in dusty plasmas lies in the fact that Langevin's equations allow the interaction of dust particles with the thermostat particles that maintain a statistical equilibrium in the system under consideration to be taken into account. Such an equilibrium is observed in many experimental situations where the Maxwellian dust particle velocity distributions are recorded. In this case, the MBD allows one to take into account the energy exchange between the macroparticles and the ambient medium not only through their collisions with molecules of the ambient gas, but also through other stochastic processes, for example, through the macroparticle charge fluctuations that cause their kinetic temperature $T$ to rise relative to the gas temperature [31, 32].

To model the equilibrium microscopic processes in extended homogeneous clouds of interacting macroparticles, apart from the random forces $F_{\text {run }}$, which are the source of thermal particle motion, the forces of pair interparticle interaction $F_{\text {int }}$ are included in the system of $N_{p}$ equations of motion ( $N_{p}$ is the number of particles):

$$
\begin{align*}
M \frac{d^{2} \mathbf{l}_{k}}{d t^{2}} & =\left.\sum_{j} F_{\text {int }}(l)\right|_{l=\mid \mathbf{l}_{k}-\mathbf{1}_{j}} \frac{\mathbf{l}_{k}-\mathbf{l}_{j}}{\left|\mathbf{l}_{k}-\mathbf{l}_{j}\right|}  \tag{16}\\
& -M v_{f r} \frac{d \mathbf{l}_{k}}{d t}+\mathbf{F}_{\text {run }} .
\end{align*}
$$

Here, $F_{\text {int }}(l)=\partial U / \partial l$, and $l=\left|\mathbf{l}_{k}-\mathbf{l}_{j}\right|$ is the interparticle distance. Under local thermodynamic equilibrium conditions, the mean value of the random force is $\left\langle F_{\text {run }}\right\rangle=0$, while the autocorrelation function

$$
\left\langle F_{\text {run }}(0) F_{\text {run }}(t)\right\rangle=6 T M \mathrm{v}_{f r} \delta(t)
$$

describes a delta-correlated Gaussian process [2, 5]. Here, $\delta(t)$ is the delta-function. The random increments in macroparticle momentum can be used to model such stochastic processes,

$$
p_{\text {run }}^{x}=\left(2 T v_{f r} \Delta t M\right)^{1 / 2} \psi,
$$

where $p_{\text {run }}^{x}$ is the momentum increment per degree of freedom, $\psi$ is a random variable with a normal distribution with an rms deviation of 1 , and $\Delta t$ is the time integration step for the equations of motion (16). For the random forces to be properly modeled, the integration step $\Delta t$ must satisfy the condition $\Delta t \ll \max \left(v_{f r}, \omega^{*}\right)$.

Periodic boundary conditions along the $x, y$, and $z$ axes are commonly used to study the equilibrium processes in extended three-dimensional dust systems; these conditions allow the number of particles and their mean kinetic energy to be kept constant. Such boundary conditions can be realized by modeling 27 identical cubic cells the spatial arrangement of particles in which is kept similar to their arrangement in the central cell at each time of the computation (see Fig. 2). When crossing any boundary of the central cell, a particle returns with the velocity of its escape from the cell, but on the diametrically opposite side. In this case, what should be studied is the microscopic particle transport produced by the random forces that are balanced by the dissipation processes and the forces of interparticle interaction. To model the dynamics of macroparticles in extended dust layers, which are formed, for example, in the near-electrode plasma layer of a high-frequency capacitive discharge, periodic boundary conditions only in two selected directions (nine computational cells) are used, while the action of the balanced external forces is commonly considered along the remaining axis.

The numerical simulation procedure is as follows. The particles are arranged randomly within the central cell at the initial time of the computation, and a selforganization then begins via the interaction between them. Once an equilibrium configuration of the particle system for the specified parameters of the problem has been reached, data on the successive particle positions are written to the computer memory for their subsequent analysis. The dynamical characteristics (particle velocities and displacements) are analyzed only for the central cell.

All the particles of the full system of 27 (or 9, for the solution of the two-dimensional problem) cells that fall within the range of action of the pair potential are taken into account when calculating the forces of interparticle interaction. In this case, the interparticle interaction is often cut off at a certain distance $l=L_{\text {cut }}$ determined by the condition for weak disturbance of the system's electroneutrality. For systems with a screened Coulomb potential, this condition can be represented as

$$
\frac{Z_{L_{\text {cut }}}}{Z} \sim\left(\frac{L_{\text {cut }}}{l_{p}}\right)^{3} \exp \left(-\frac{L_{\text {cut }}}{\lambda}\right) \ll 1,
$$



Fig. 2. Illustration of the mass-transport processes on short observation time scales. The function $D(t) / D_{0}$ is plotted against $t_{f_{f r}}: 1$-the ballistic regime $(D(t) \propto t), 2$-noninteracting particles (10), and the solution of the problem for a harmonic oscillator at various parameters $\xi^{*}: 3-0.033$ (12a), $4-0.33$ (12a), $5-0.38$ (12b), and 6-2 (12b).
where $Z_{L_{\text {cut }}}$ is the uncompensated charge in the modeled system. Hence, the size $L$ of the computational cell for the proper modeling of the macroparticle dynamics in systems with a screened potential is specified by the condition $L \gtrdot \lambda$ [33]. The parameters of the problem at which the length $L_{\text {cut }}$ does not exceed (4-8) $l_{p}$, which corresponds to the number of independent particles (in the central cell) from 64 to 512, are used to perform most of the computations. In this case, cutting off the interaction potential does not lead to any significant error for screening parameters $\kappa=l_{p} / \lambda>1$. When modeling systems with $\kappa<1$, the longer-range interactions should also be taken into account. This can be done by using an appropriate algorithm whose essence consists in modeling an infinite system by constructing a large number of translational cells [29]. This method was developed to study the properties of crystals and is by no means always suitable for modeling the dynamics of liquid systems without any long-range order in the particle arrangement.

It should be emphasized that cutting off the potential at $L_{\mathrm{cut}}$ is a necessary condition for a stable state of the modeled system containing a large, but finite number of particles. Otherwise, such a point that more particles on one side than on the other side can always be found in this system. Thus, the action of electric forces is uncompensated at this point, and the system of particles under consideration is unstable. Since the cutoff length of the potential is finite, the modeled systems have an excess positive energy (due to the uncompensated charge) [33]. In this case, the problem under consideration is equivalent to the problem of particle confinement in the trap produced by external electric forces or


Fig. 3. $D(t) / D_{0}$ versus $t v_{f r}$ for noninteracting particles (1) and for three-dimensional systems ( $\kappa=4.8$ ) at various values of $\xi$ and $\Gamma^{*}: 2-\xi=0.04, \Gamma^{*}=77 ; 3-\xi=0.14, \Gamma^{*}=$ $30 ; 4-\xi=0.14, \Gamma^{*}=77$; and $5-\xi=0.41, \Gamma^{*}=77$.
other potential forces, which ensure that a constant number of particles $N_{p}$ is within a vessel of volume $V$ and which maintain a pressure $P$ in it.

## 4. NUMERICAL SIMULATIONS OF THE EVOLUTION OF MACROPARTICLE MASS-TRANSPORT PROCESSES ON SHORT OBSERVATION TIME SCALES IN TWO-DIMENSIONAL AND THREE-DIMENSIONAL SYSTEMS

We investigated the mass-transport processes for two cases: a homogeneous three-dimensional system and a quasi-two-dimensional system modeling an extended dust layer. The scale parameter was varied over the range $\xi \approx 0.04$ to $\xi \approx 3.6$, typical of the experimental conditions in gas discharge plasmas. The effective coupling parameter $\Gamma^{*}$ was varied between 10 and 120.

For the three-dimensional problem, the main computations were performed for 125 independent particles in the central computational cell; the total number of particles in the computation of the pair interaction reached 3000 . The screening parameter was set equal to $\kappa=2.4$ and 4.8. The choice of $\lambda$ was dictated by the condition for the proper modeling of the dynamics of such systems $(L \gg \lambda)$. The interparticle interaction potential was cut off at $L_{\text {cut }}=4 l_{p}$. To check whether the computational results were independent of the number of particles and the cutoff length of the potential, we performed additional test computations for 512 independent particles at $L_{\mathrm{cut}}=7 l_{p}$ in systems with $\Gamma^{*}=1.5$, $17.5,25,49$, and 92 . The discrepancy between the


Fig. 4. $D(t) / D_{0}$ versus $t v_{f r}$ for noninteracting particles (1) and for quasi-two-dimensional systems $(\kappa=2)$ at various values of $\xi$ and $\Gamma^{*}: 2-\xi=0.93, \Gamma^{*}=27 ; 3-\xi=0.93, \Gamma^{*}=$ $56 ; 4-\xi=0.23, \Gamma^{*}=27$; and $5-\xi=0.23, \Gamma^{*}=56$.
results of these computations did not exceed the numerical error and was within $\pm(1-3) \%$.

To model an extended homogeneous layer of macroparticles, we specified periodic boundary conditions in two selected directions ( $x$ and $y$ ) and took into account the action of the gravity $M g$ compensated by the linear electric field $E_{z}=\beta z$, where $\beta$ is the electric field gradient $\left(e Z_{p} E_{z}=M g\right)$, along the $z$ axis. We varied the number $N_{p}$ of independent particles in the computational cell between 50 and 1000 and set the screening parameter $\kappa$ equal to 2 and 4 . Depending on the number of particles, the cutoff length of the potential $L_{\text {cut }}$ varied between $5 l_{p}$ and $25 l_{p}$. The gradient $\beta$ of the electric field $E_{z}$, which bounds the dust layer along the $z$ axis, was varied between $\sim 100$ to $10^{-2} \mathrm{~V} \mathrm{~cm}^{-2}$. Our simulations revealed no tangible dependence of the macroparticle dynamics on the field gradient $\beta$ and the number of independent particles $N_{p}$ adopted for the computations.

The time dependences of $D(t) / D_{0}$ (in reciprocal braking times $v_{f r}^{-1}$ ) derived by numerical simulations for three-dimensional and two-dimensional systems are shown in Figs. 3 and 4 for various parameters $\xi$ and $\Gamma^{*}$. Curve $l$ in these figures represents the exact solution of Langevin's equation for noninteracting particles (10). It is easy to see that the behavior of the function $D(t)$ for interacting particles on observation time scales $t v_{f r} \ll 1$ corresponds to the ballistic regime of particle motion. Subsequently, $D(t)$ reaches its maximum, whose value can be used to analyze the mass-transport processes on short observation time scales. In this case, neither the ratio $D_{\max } / D_{0}$ nor the position $t_{\max } V_{f r}$ of the $D(t) / D_{0}$ maximum depend on the parameter $\Gamma^{*}$ and are deter-


Fig. 5. $D(t) / D_{0}$ versus $t_{v_{f r}}$ for noninteracting particles (1), for three-dimensional systems $(\kappa=4.8)$ at $\Gamma^{*}=80, \xi=$ 0.04 (2), 0.41 (3), and for a harmonic oscillator with $\xi^{*}=$ 0.08 (4), 0.82 (5). Curves 6 and 7 represent the difference between the numerical solution of the three-dimensional problem (curves 2 and 3 ) and the solution for a harmonic oscillator with the corresponding $\xi^{*}$ (curves 4 and 5, respectively).
mined by the parameter $\xi$ for both the three-dimensional problem and the modeled two-dimensional system. This was pointed out previously in $[18,20]$. As $t \longrightarrow \infty$, the function $D(t)$ tends to its constant value, $D=\lim _{t \rightarrow \infty} D(t)$, which corresponds to the standard definition of the particle diffusion coefficient as one of the main transport coefficients.

The evolution of the mass-transport processes in the analyzed liquid ( $\Gamma^{*}$ < 102) three-dimensional and quasi-two-dimensional extended systems is compared with the behavior of the function $D(t) / D_{0}$ for a harmonic oscillator at lattice sites in Figs. 5-7. The ratio of the scale parameter $\xi=\omega^{*} / v_{f r}$ to $\xi^{*}=\omega_{c} / v_{f r}$ presented in the captions to these figures is defined as $\xi^{*} / \xi=2$ for three-dimensional problems and $\xi^{* / \xi} \approx 1.63$ for quasi-two-dimensional systems. In analyzing the threedimensional problem, we used $\omega_{c}=\omega_{b c c}$ (14), which corresponds to the macroparticle oscillation frequency in a body-centered cubic lattice, as the characteristic particle oscillation frequency. The characteristic particle oscillation frequency in a two-dimensional hexagonal lattice, $\omega_{c}=\omega_{h} \approx 1.15 \omega_{b c c}$, was determined by fitting the results of the numerical solution of the quasi-twodimensional problem and the analytical solutions (12a) and (12b). This frequency closely corresponds to fit (15), which yields $\omega_{h} \approx 1.16 \omega_{b c c}$.

We found that the functions $D(t)$ computed for extended systems closely corresponded to solutions (12a) and (12b) for a harmonic oscillator in all the analyzed systems on observation time scales $t_{\text {fr }} \leq 2 / \xi^{*}$. Thus, the jump activation time $t_{a}$ (the mean settled lifetime of the particles between the jumps) in the modeled systems was virtually independent of the temperature and was determined by the particle oscillation frequency in the settled state: $t_{a} \approx 2 / \omega_{c}$.

The differences between the harmonic solution (curve 4) and the computational results for an extended crystalline quasi-two-dimensional system (curve 2) with $\xi=1.3$ and $\Gamma^{*}=115$ are shown in Fig. 7. It is easy to see that the numerical solution for an extended crystalline system approaches zero much more slowly than


Fig. 6. $D(t) / D_{0}$ versus $t v_{f r}$ for quasi-two-dimensional systems $(\kappa=4)$ at $\xi=0.93(\mathrm{a})$ and $0.23(\mathrm{~b})$ for $\Gamma^{*}=12(2)$, 27 (3), and $56(4)$. Curves 5,6 , and 7 represent the difference between the numerical solution for the quasi-two-dimensional problem (curves 2,3 , and 4) and the solution for a harmonic oscillator (curve 1 ). The ratio $\mathrm{D}(\mathrm{t}) / \mathrm{D}_{0}$ for noninteracting particles is indicated by the dotted line.


Fig. 7. $D(t) / D_{0}$ versus $t v_{f_{r}}$ for quasi-two-dimensional systems $(\kappa=4)$ at $\xi=1.14, \Gamma^{*}=100(1)$ and $\xi=1.3, \Gamma^{*}=$ 115 (2). Curves 3 and 4 were obtained for a harmonic oscillator with the corresponding $\xi^{*}$. The ratio $D(t) / D_{0}$ for noninteracting particles is indicated by the dotted line.


Fig. 8. $D_{\text {max }} / D_{0}(\bullet, \boldsymbol{\Delta})$ and $t_{\max } v_{f r}(\bigcirc, \Delta)$ versus $\xi^{*}$ for the quasi-two-dimensional $(\Delta, \boldsymbol{\Delta})$ and three-dimensional $(\bigcirc, \bullet)$ problems. The solid lines represent the solution of the problem for a harmonic oscillator; the dotted lines represent fits (17) and (18) for $D_{\max } / D_{0}$ and $t_{\max } \nabla_{f r}$ respectively.
the analytical solution for an ideal harmonic oscillator. This may be attributable to the excitation of lower lattice vibration modes under the influence of far neighbors in the extended system.

The maximum $D_{\max }$ of the function $D(t)$ and its position $t_{\max } V_{f r}$ are plotted against $\xi^{*}$ in Fig. 8 for extended systems of macroparticles and for a one-dimensional oscillator. Since Eqs. (12a) and (12b) cannot be solved analytically, we solved these equations by the method
of simple iterations. Empirical fitting of the numerical data by convenient analytic functions yields

$$
\begin{equation*}
D_{\max } \approx D_{0} /\left(1+2 \xi^{*}\right) \tag{17}
\end{equation*}
$$

for the $\xi^{*}$ dependence of the maximum $D_{\max }$ and

$$
\begin{equation*}
t_{\max } V_{f r} \approx \frac{4 \sqrt{2}}{\pi\left(1+8 \sqrt{2} \xi^{*}\right)} \tag{18}
\end{equation*}
$$

for the position $t_{\text {max }}$ of this maximum. The suggested relations describe the numerical data (see Fig. 7), with an accuracy of $5 \%$, for two-dimensional and threedimensional systems, as well as the numerical solution for the problem of the motion of a one-dimensional oscillator in the $\xi^{*}$ range 0.2 to 10 . Thus, our numerical studies have revealed that the mass-transport processes on short observation time scales are determined by the parameter $\xi^{*}=\omega_{c} / v_{f r}$ (the value and position of the maximum of the function $D(t) / D_{0}$ depend only on $\xi^{*}$ and are the same at equal $\xi^{*}$ for both two-dimensional and three-dimensional systems). In contrast, the macroparticle diffusion coefficient $D=\lim _{t \rightarrow \infty} D(t)$ depends on $\xi=\omega^{* /} v_{f r}$ and $\Gamma^{*}$ (see (8)). Accordingly, as the time increases, the dynamical characteristics of the system (the function $D(t) / D_{0} \longrightarrow D / D_{0}$ ) cease to be determined by the characteristic macroparticle oscillation frequency $\omega_{c}$ at the lattice sites of this system in its solid state.

The evolution of the functions $D(t)$ under study illustrates the dynamics of the approach of the modeled system to a statistical equilibrium state in the case of its small deviations from this state. Our computations show that, in contrast to a system of Brownian particles, for which $D(t) \longrightarrow D_{0}$ at $t \gg v_{f r}^{-1}$, a system of interacting particles can be described by constant transport coefficients only on time scales $t \gg 2 \omega_{c}^{-1}$. An analysis of the behavior of $D(t)$ on short observation time scales can be of use both in independently estimating $\xi$ or $\xi^{*}$, which contain information about the interparticle interaction potential, and in restoring the macroparticle temperature $T$ if the resolution of the measuring instrument is too low for their velocity spectrum to be properly determined.

In conclusion, note that the difference in the ratios $\xi^{*} / \xi$ found for two-dimensional and three-dimensional systems allows us to explain the underestimated (by about $40-50 \%$ ) scale parameters $\xi \sim 0.4-0.5$ that were obtained by comparing the simulations for the threedimensional problem and the experimental measurements of the maximum $D_{\max }$ of the function $D(t)$ for the only dust layer formed in the near-electrode region of a high-frequency discharge in [34]. The parameter $\xi$ measured by two other methods (by analyzing the pair correlation functions $g(l)$ and the diffusion coefficients $D$ of macroparticles) corresponded to 0.66 , to within


Fig. 9. Measurements of the function $D(t) / D_{0}$ for the threedimensional dust structures in a direct-current discharge, $\xi \approx 0.36, \Gamma^{*} \approx 20(1)$, and for the dust layer, $\xi \approx 0.66, \Gamma^{*} \approx$ 35 , in the near-electrode region of a high-frequency discharge (2) [34]. The solution of the problem for a harmonic oscillator at $\xi^{*}=2 \xi$ for a three-dimensional cloud of macroparticles (3) and at $\xi^{*} \approx 1.63 \xi$ for a quasi-two-dimensional dust layer (4). The results of our numerical simulations of the function $D(t) / D_{0}$ for two-dimensional $(\xi=0.66$, $\left.\Gamma^{*}=35\right)$ and three-dimensional $\left(\xi=0.36, \Gamma^{*}=20\right)$ liquid systems are indicated by the heavy lines.
$5 \%$. The error lay in the fact that, when reversing the results of the measurements ( $D_{\max }$ and $t_{\max }$ ), we assumed that the ratio $\xi^{*} / \xi$ for a dust layer was equal to 2 , as in the case of three-dimensional systems (accordingly, the characteristic frequency $\omega_{h}$ in a two-dimensional hexagonal lattice was assumed to be approximately equal to $\sqrt{2} \omega_{b c c}$. Figure 9 illustrates the $D(t) / D_{0}$ measurements for the three-dimensional dust structures in a direct-current glow discharge (curve 1) and for the dust layer formed in the near-electrode region of a high-frequency discharge (curve 2) presented in [34]. The values of $\xi$ and $\Gamma^{*}$ restored in this paper from the $g(l)$ and $D$ measurements for the experimental conditions are given in the caption to the figure. It is easy to see that the behavior of the experimental $D(t) / D_{0}$ curves on observation time scales $t v_{\mathrm{fr}} \leq 2 / \xi^{*}$ is in good agreement with solutions (12a) for a harmonic oscillator at $\xi^{*}=2 \xi$ (for a three-dimensional cloud of macroparticles) and $\xi^{*} \approx 1.63 \xi$ (for a quasi-two-dimensional dust layer). Figure 9 also shows the functions $D(t) / D_{0}$ obtained by numerically simulating a quasi-two-dimensional structure (with $\xi=0.66, \Gamma^{*}=35$ ) and a three-dimensional liquid system (with $\xi=0.36, \Gamma^{*}=$ 20). The differences on the initial segment of the curves are attributable to the noise introduced by the measuring procedure [34].

## 5. CONCLUSIONS

We presented the results of our numerical simulations of mass-transport processes on short observation time scales for extended quasi-two-dimensional and three-dimensional nonideal dissipative systems of macroparticles interacting via a screened Coulomb potential. The simulations were performed for the parameters corresponding to the experimental conditions in laboratory dusty plasmas. The evolution of the rms particle displacement on short observation time scales was found to correspond to lattice vibrations with a frequency proportional to the second derivative of the pair interparticle interaction potential. These results closely agree with the theory of jumps constructed by using analogies between the liquid and solid states of the medium. We provided estimates for the characteristic particle oscillation frequencies $\left(\omega_{c}\right)$ in three-dimensional face-centered cubic lattices and two-dimensional hexagonal crystal structures. These frequencies were shown to be responsible for the mean settled particle lifetime ( $t_{a} \approx 2 / \omega_{c}$ ) in nonideal liquid systems and to determine the pattern of mass-transport processes on observation time scales $t<t_{a}$.

The results can be used for passive diagnostics of parameters of the interparticle interaction potential in weakly dispersive plasma-dust structures and to numerically analyze the pattern of fast processes on physically short time scales that are not large enough for them to be described in terms of macroscopic kinetics.
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#### Abstract

Thermophoretic effects on dust structures under temperature gradients in glow and radio-frequency discharge plasmas are studied experimentally. The geometry of dust structures consisting of micrometer-sized polydisperse grains depends on heat release in the plasma. Thermophoretic forces associated with heat release can control the formation of dust structures of different geometries. A theoretical model is proposed to describe dust separation with respect to grain size caused by the effects of radial electrostatic and thermophoretic forces. The glow discharge currents under critical conditions for grain separation predicted by the model agree with those observed experimentally. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The geometry of plasma-dust structures consisting of micrometer-sized grains depends on heat release in the plasma [1, 2]. It was found that this geometry depends on discharge current in glow discharges [3]. It was shown in [2] that nonuniform distribution of discharge current gives rise to temperature gradients and thermophoretic forces acting on dust grains. The effect of thermophoretic forces associated with heat release on dust grains can lead to the formation of dust structures having various geometries, such as annular structures [3] or more complicated ones consisting of two dust clouds [1]. The geometry of a dust cloud is determined by the parameters of the potential well resulting from the balance of different forces. The existence of various plasma-dust geometries and structures mainly depends on the balance of forces in the radial direction, because the radial well depth is much smaller than the longitudinal well depth [2]. While the ambipolar radial electric field acting on charged dust grains is directed inwards, dust grains are pushed outwards by ion friction and thermophoretic force. The latter force is proportional to the temperature gradient, and its direction is parallel to the conductive heat flux in neutral gas. In most experiments where dust grains are trapped in charged layers, ion friction is much weaker than thermophoretic forces. Thermophoretic force can be used to change the position and geometry of a dust cloud, remove dust grains from the discharge, and create thermophoretic traps in plasmas, for example, at cryogenic temperatures [1, 4]. In this study, we experimentally examine thermophoretic effects on dust structures associated with variations of heat release in glow and radio frequency (RF) discharge plasmas caused by variations
of current and power input and determine conditions for formation of complex polydisperse dust structures.

## 2. EXPERIMENTAL

We studied plasma-dust structures that develop in the first striation in a glow discharge sustained in a $2-\mathrm{cm}$ diameter discharge tube and in the electrical double layer in 13.56 MHz RF discharges sustained in 2and $5-\mathrm{cm}$ diameter discharge tubes (see Fig. 1). The anode was a grounded cylindrical electrode in the case of glow discharge and a grid placed outside the discharge tube in the case of RF discharge. The experiments were conducted in air at pressures of 0.1 to 0.2 Torr. Plasma-dust structures were created by using 5 - to $20-\mu \mathrm{m}$-diameter magnesium oxide particles and


Fig. 1. Experimental setup: (1) solid-state laser; (2) camera; (3) annular anode; (4) grid electrode; (5) glass discharge tube; (6) cathode; (7) RF generator; (8) dc voltage source; (9) oscilloscope; (10) Peltier cooler; $\theta=$ shooting angle; $A=$ ammeter; $V=$ voltmeter.


Fig. 2. Longitudinal cross-sectional images of aluminum dust structures obtained at $\theta=0$ : (a) $I=0.4 \mathrm{~mA}$; (b) $I=0.8 \mathrm{~mA}$. The lateral dimensions of the images correspond to the outer diameter of the discharge tube.


Fig. 3. Transverse cross-sectional images of aluminum dust structures obtained at $\theta=45^{\circ}$ : (a) $I=0.4 \mathrm{~mA}$; (b) $I=1.2 \mathrm{~mA}$; (c) $I=$ 1.6 mA ; (d) $I=3 \mathrm{~mA}$. The lateral dimensions of the images correspond to the inner diameter of the discharge tube.

1- to $5-\mu \mathrm{m}$-diameter aluminum particles. The properties of the structures were examined by varying the glow discharge current between 0.4 and 4 mA and the RF discharge voltage between 100 and 150 V . We measured the glow discharge voltage and current and the potential at the active electrode of the RF discharge by means of a Tektronix TDS 3032 oscilloscope. The plasma-dust structures were studied by using a Watec LCL-187 CCD camera (at a shutter speed of $1 / 1000$ ) set at various angles $\theta$ to capture the light reflected from a dust structure illuminated by mutually perpendicular laser sheets with a waist diameter of $150 \mu \mathrm{~m}$. The camera had an imaging system with $22 \times$ optical zoom. Transverse and longitudinal cross-sectional video images were taken through a window in the end wall of the tube, digitized, and computer-processed to enhance contrast. An external gradient of the temperature field in the 5 -cm-diameter discharge tube was created by using two $2.5-\mathrm{cm}$-long Peltier coolers mounted on the side wall of the tube.

## 3. RESULTS

### 3.1. Glow Discharge

In glow discharge plasmas, dust structures consisting of microscopic grains form in striations. We examined the central part of the cross section of the first striation. The geometry of a dust structure depends on the discharge current (see $[2,3]$ ). When the discharge current was $I=0.4-1 \mathrm{~mA}$, we observed the formation of an ellipsoidal structure having a diameter of about onethird or one-fourth of the tube diameter (see Fig. 2). The diameter of the structure increased with the current, reaching the size of the bright part of the striation at a current of 4 mA . The longitudinal size of the structure
decreased with increasing current (see Fig. 2). An annular structure developed at $I>1.6 \mathrm{~mA}$, and its diameter increased with the current while its width decreased (see Fig. 3). No grains were observed near the axis, and the longitudinal size of the annular structure varied weakly with increasing current. The values of the current corresponding to transitions between different geometries of dust structures depend on the gas pressure in the tube and the dust grain size. It was found in [2] that the change from disk to annulus in the crosssection of a dust structure with increasing discharge current is controlled by the radial temperature gradient associated with joule heating of the gas in the tube.

Figure 4 demonstrates that the presence of dust in a glow discharge plasma changes ambient plasma properties, shifting the current-voltage characteristic of the discharge. The discharge voltage corresponding to a particular current can increase [5] or decrease (Fig. 4) in the presence of a plasma-dust structure. The increase in voltage depends on the additional loss of electrons and ions on grain surface, grain charging, and the relative number of the electrons that are attached to the grains and do not contribute to current and ionization in the bulk plasma. The decrease in voltage can be explained by the electron emission from the grain surface induced by incident photons and ions accelerated by the fields of charged grains to the energy corresponding to the electron temperature $T_{e}$.

At a high degree of dust polydispersity in a glow discharge, a decrease in gas pressure leads to the formation of a complex dust structure with geometry depending on the discharge current, and radial separation of grains is observed in the cross section of the structure. For example, in the case of MgO particles characterized by a size distribution with peaks at about 5 and 15-20 $\mu \mathrm{m}$,


Fig. 4. Effect of aluminum dust structures on discharge cur-rent-voltage characteristics at several air pressures: $(1,2) P=0.1$ Torr; $(3,4) P=0.15$ Torr; $(5,6) P=0.2$ Torr. Closed symbols correspond to dusty plasmas.
an almost uniform dust structure is observed at the tube axis at a discharge current of 0.4 mA . As the current increases to 1.6 mA , a fraction of the dust remains at the axis, while the rest moves to the wall, which leads to the formation of two dust clouds (see Fig. 5). At a current of 2.4 mA , all dust grains concentrate at the walls, making up an annular structure. The formation of dust clouds having this complex geometry takes place in narrow ranges of discharge current, gas composition, and pressure and depends on the grain size distribution.

Analysis of results. Our experimental results can be described by the following model of dust separation with respect to grain size caused by the effects of radial electrostatic and thermophoretic forces. At a low gas pressure, the thermophoretic force is

$$
F_{T}=-4 P L a^{2} \nabla T / T,
$$

where $P$ is the neutral-gas pressure, $T$ is the gas temperature, $L$ is the mean free path of molecules, and $a$ is the
grain radius $(L \gtrdot a)$. In a glow discharge plasma, the ambipolar radial electrostatic field that sustains charged dust grains is

$$
F_{E}=Z k T_{e} \nabla n / n,
$$

where $n$ is the electron density and $e Z$ is the grain charge. The balanced state of dust grains is determined by their potential energy, which depends on grain size. Since both forces exerted by an ambipolar radial electrostatic field and thermophoretic forces are proportional to the corresponding gradients, the potential energy can be expressed as follows [2]:

$$
U(r)=-\alpha\left[1-J_{0}(2.4 r / R)\right]-\beta \ln J_{0}(2.4 r / R),
$$

where $\alpha=P L a^{2} I E /\left(2 \lambda T_{\mathrm{w}}\right) \beta=Z T_{e}, \lambda$ denotes the thermal conductivity of the gas, $E$ is the longitudinal electric field strength in the striation, and $T_{\mathrm{w}}$ is the wall temperature. In the model of a discharge plasma controlled by ionization and diffusion, the electron-density distributions in the positive column and striation are described by the Bessel function $J_{0}(2.4 r / R)$, where $R$ is the tube radius. Therefore, the force $F_{E}$ scales with radius near the axis and increases more rapidly toward the tube wall. If the heat release in the plasma is axially symmetric, then the thermophoretic force is also proportional to radius near the axis. The formation of two radially separated structures is explained by the difference in the electrostatic and thermophoretic forces acting on grains of different size. Since the thermophoretic force scales with grain cross section, whereas the electrostatic force is proportional to grain charge or radius, the potential-energy distribution may have a minimum. The minimum is located closer to the tube wall for larger grains. At particular gas pressure and discharge current, dust grains larger than certain size make up an annulus, while smaller grains are localized near the tube axis. (Larger particles are pushed out of a finitedepth potential well toward the wall by the thermophoretic force.) The conditions under which the minimum appears are the threshold conditions for transition to annular structure of dust clouds in a glow-discharge


Fig. 5. Cross-sectional images of MgO dust structures in glow discharge plasmas obtained at $\theta=90^{\circ}$ : (a) $I=1 \mathrm{~mA}$; (b) $I=1.4 \mathrm{~mA}$; (c) $I=1.8 \mathrm{~mA}$.


Fig. 6. Transition to annular structure in a glow-discharge cross section.
cross section. Figure 6 shows the transition current calculated for glow discharge in air as a function of grain size by using measured electric field strengths. Annular structure is observed at currents lying above the curve. Conditions below the curve correspond to dust grains localized near the tube axis. This model describes dust separation with respect to grain size in experiments on polydisperse dust in glow discharge. The values of current calculated by using the model agree with experimental results. Note that larger $(15-20 \mu \mathrm{~m})$ grains are additionally driven toward the wall by ion friction, which is ignored here. Thermophoretic forces can be used to change the position and geometry of a dust cloud and remove dust grains from the discharge.

### 3.2. RF Discharge

An analogous dependence of the geometry of a plasma-dust structure on heat release is observed for RF discharge. At relatively low voltages, the structure is localized in the space-charge layer at the active electrode surface. With increasing RF discharge voltage, a dust-free zone develops in the central region of the plasma-dust structure (see Figs. 7-9). This is explained by an increase in the axially symmetric power input,
which manifests itself by higher emission from the zone. We found that the average interparticle spacing increases with RF discharge voltage when the spacing is smaller than 0.2 mm . Analogous behavior was observed in glow discharge as the discharge current was increased [3]. Further increase in power input leads to transition to annular structure (see Fig. 9). When the initial average interparticle spacing is larger than 0.2 mm , it does not increase and annular structure develops at lower rates of power input. The bright area in Fig. 9 corresponds to a zone of higher power input (higher total intensity of light emitted by the plasma).

When the temperature of the RF-discharge tube wall is reduced by 20 K , the dust structure located between the Peltier coolers is stretched in the radial direction by thermophoretic forces (see Fig. 10). Its cross section becomes an ellipse stretched toward the cooled walls. Eventually, the dust cloud splits into two parts, which are attracted to the cooled walls. (An analogous effect was revealed in glow-discharge striations when the discharge tube was cooled on opposite sides [1].) Dust grains are trapped in a new balanced state sustained by superposition of the longitudinal electric field and the thermophoretic forces due to radial temperature gradients. The temperature field can be adjusted to create dust clouds of different geometries. Experimental results on splitting dust clouds can be used to estimate the binding energy for grains in the structure. Consider an initially spherical charged dust cloud that splits into two equal spherical parts, which move apart in an ambipolar radial electrostatic field. The binding energy can be estimated by using the difference between the potential energies of the charged clouds and the work done by thermophoretic forces to displace the clouds in the electric field. Suppose that the potentials of both fragments are equal to the floating potential $\varphi$ of the plasma. The change in electrostatic energy is

$$
\Delta W=0.5 \Delta C \varphi^{2}+0.4 R_{\mathrm{C}} \varphi^{2}
$$

where $\Delta C$ is the change in the capacitance of the spheres and $R_{\mathrm{C}}$ is the initial cloud radius. According to experimental observations, the initial cloud diameter is 5 mm , the number of grains in the cloud is $N \approx 6000$, and the distance between the spheres is approximately


Fig. 7. Images of dust structure in an RF-discharge cross section in a $2-\mathrm{cm}$ diameter tube obtained at $\theta=45^{\circ}$ for voltage amplitudes of (a) 100, (b) 110 , and (c) 120 V .


Fig. 8. Images of dust structure with a dust-free central zone in RF discharge in a $5-\mathrm{cm}$ diameter tube obtained at $\theta=45^{\circ}$ and a voltage of 150 V : (a) transverse cross section; (b) longitudinal cross section. The lateral frame size corresponds to the discharge tube diameter.


Fig. 9. Fragments of images of aluminum dust structures in RF discharge obtained at $\theta=90^{\circ}$ for (a) 100 , (b) 105 , and (c) 110 V . The lateral frame size is approximately equal to the framed area in Fig. 8a. The right and left columns correspond to different dust densities.


Fig. 10. Splitting of a dust structure in RF discharge caused by cooling of the discharge tube on opposite sides: (a) before cooling; (b) after cooling.
equal to their diameter $d$. The number of broken bonds, $\Delta N \approx 400$, is approximately equal to the number of grains in the cross section of the splitting. The total work is the sum of the work $\Delta C \varphi^{2}$ done by electrostatic field to displace the excess charge on the two spheres and the work $A$ done by thermophoretic forces,

$$
A+\frac{N \alpha \Delta T d^{2}}{4 T_{\mathrm{w}} \Lambda^{2}}
$$

where $\Lambda=R / 2.4$. The total work produces a change $\Delta W$ in electrostatic energy and a change $\Delta N \varepsilon$ in binding energy:

$$
\Delta C \varphi^{2}+A=\Delta W+\Delta N \varepsilon
$$

The evaluated binding energy, $\varepsilon \approx 3 \mathrm{keV}$, is comparable to the binding energy of a dust molecule calculated in [6].

## 4. CONCLUSIONS

Thermophoretic forces associated with heat release in electric discharge control the formation of complex dust structures. Thermophoretic traps can be created to produce plasma-dust clouds having various geometries. The measured current-voltage characteristics demonstrate that the properties of glow discharge change in the presence of dust grains. Thermophoretic forces induce separation with respect to grain size, which can be used in practical applications.
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#### Abstract

Within the statistical theory of multiple scattering of light in random media, the dielectric constant of a suspension is represented as a diagram series in scattering orders and concentration of particles. The contributions of double and triple scattering events are determined. The extinction length and the transport mean free path in highly concentrated suspensions calculated with the use of the optical theorem are in good agreement with the available data. It is shown that the two-particle Born approximation, combined with the Mie form factor and the Percus-Yevick structure factor, is not adequate for systems with a high concentration of scatterers. A contribution to the optical parameters is found that is missing in the above approximation. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The wide application [1] of coherent and correlation effects of multiple scattering of light in strongly inhomogeneous opaque colloidal systems (suspensions, emulsions, gels, foams, and biological tissues [2-10]) made the problem of calculating the optical parameters of these systems topical.

The main parameters that characterize radiation transfer in the multiple scattering regime are the photon mean free path $l$ (or the extinction length) and the trans-
port mean free path $l^{*}=l(1-\overline{\cos \theta})$, where $\overline{\cos \theta}$ is the average cosine of the scattering angle-the basic parameter that characterizes the anisotropy of the scattering cross section. The optical theorem in the Born approximation relates the parameters $l$ and $l^{*}$ to the scattering cross section of electromagnetic radiation in the second, the lowest nonvanishing, order with respect to the difference $\Delta \varepsilon=\varepsilon_{p}-\varepsilon_{0}$ of the dielectric constants of a particle $\varepsilon_{p}$ and the medium $\varepsilon_{0}$ in which the particles are dispersed. In this case, the differential cross section, or the scattering indicatrix, is represented as a product of a form factor, which characterizes the scattering by an individual particle, and a structure factor. To describe the structure factor of a suspension, one widely uses the Percus-Yevick approximation [11], which proved to be quite successful for describing the model of solid spheres. For most systems, the parameter $\Delta \varepsilon$ is not small. Therefore, one replaces the Ray-leigh-Gans form factor by the Mie form factor [2, 4-6], while remaining within the Born approximation. However, for condensed suspensions, the application of the Mie form factor is not consistent with the PercusYevick structure factor because the latter factor takes
into account the correlation in the positions of particles in all orders in concentration, whereas the Mie form factor involves an expression for the field near an isolated particle. The discrepancy between the measured values of the parameters and those calculated according to the above scheme amounts to $30 \%$ for condensed suspensions $[5,6]$.

In the present paper, we apply the diagram technique developed earlier [12-14] in the theory of propagation and scattering of light in random media to describe the dielectric constant of a suspension as a series in the parameter $\Delta \varepsilon$ and the concentration. This allows us to calculate the optical parameters of a suspension beyond the framework of Born approximation. It is obvious that the standard approach does not take into account multiparticle correlations of order greater than 2 . However, we show that the standard approach, based on the multiplicative representation of the scattering cross section as a product of the Mie form factor and the structure factor [2, 4-6] when the latter factor takes into account the terms of any order in the concentration, completely ignores the processes of multiple rescattering among a given number of particles; it does not even completely take into account the second-order terms in the concentration. We find an explicit expression for the correction to the dielectric constant that comes from the rescattering between two particles. This correction is of second order in the concentration and of third order in the parameter $\Delta \varepsilon$. This additional term improves the agreement between theoretical and the available experimental results [5] in the range of high concentrations.

In this paper, we consider systems without intrinsic absorption, i.e., absorption associated with inelastic


Fig. 1. Contributions of the first-, second-, and third-order terms in $\Delta \varepsilon$ in the diagram series to the dielectric constant.
interaction between light and matter. Thus, the damping in this case is attributed to the phase shifts of the field. In systems of this type, the attenuation of light is associated with the processes of multiple elastic scattering by random configurations of dielectric scatterers with a size on the order of the wavelength.

The paper is organized as follows. In the Section 2, we present a general expression for the dielectric constant of a suspension in the form of a diagram series in powers of $\Delta \varepsilon$ and concentration. Section 3 is devoted to the calculation of the optical parameters of a suspension in the Born approximation and to the comparison of the results with the available experimental data. In Section 4, we derive corrections to the Born approximation that are associated with the processes of multiple rescattering between the particles of a suspension. Conclusions are devoted to the discussion of the results.

## 2. DIAGRAM SERIES

## FOR THE DIELECTRIC CONSTANT

Consider the system as an ensemble of spherical particles that are randomly distributed in a solvent. We will neglect the intrinsic absorption associated with inelastic scattering processes.

Let a plane monochromatic electromagnetic wave of frequency $\omega$ be incident on the system. The Green function of the electromagnetic field in a random medium satisfies the Dyson equation (see, for example, [13])

$$
\begin{gather*}
\hat{T}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\hat{T}_{0}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \\
+\int d \mathbf{r}^{\prime} d \mathbf{r}^{\prime \prime} \hat{T}_{0}\left(\mathbf{r}_{1}-\mathbf{r}^{\prime}\right) \hat{\Pi}\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \hat{T}\left(\mathbf{r}^{\prime \prime}-\mathbf{r}_{2}\right) \tag{2.1}
\end{gather*}
$$

The tensor

$$
\begin{equation*}
\hat{T}_{0}(\mathbf{r})=4 \pi\left(k_{0}^{2} \hat{I}+\nabla \times \nabla\right) \int \frac{d \mathbf{q}}{(2 \pi)^{3}} \frac{e^{i \mathbf{q} \cdot \mathbf{r}}}{q^{2}-\left(k_{0}+i \eta\right)^{2}} \tag{2.2}
\end{equation*}
$$

represents the Green function of the wave equation in a pure solvent with dielectric constant $\varepsilon_{0}, \mathbf{k}_{0}$ is the wavevector in this medium, $k_{0}=2 \pi n_{0} \lambda^{-1}, n_{0}=\sqrt{\varepsilon_{0}}$ is the real refractive index of the dispersion medium, and $\lambda=\omega / c$ is the wavelength in vacuum. For short, we omit the exponential factor $\exp (i \omega t)$ that describes the time dependence of the monochromatic wave.

The kernel of the Dyson equation, or a polarization operator $\hat{\Pi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$, is represented as a series of irreducible diagrams (Fig. 1). All segments in these diagrams represent dressed Green functions. Each vertex is assigned a factor $\Delta \varepsilon / 4 \pi \varepsilon_{0}$. A multitail vertex or a star of $n$ wavy lines denotes a crossed correlator

$$
\begin{gather*}
G^{(n)}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right)=\prod_{i=1}^{n} \int d \mathbf{R}_{i} \Theta\left(\frac{D}{2}-\left|\mathbf{r}_{i}-\mathbf{R}_{i}\right|\right)  \tag{2.3}\\
\times F^{(n)}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}\right)
\end{gather*}
$$

where $D$ is the diameter of a particle; the Heaviside function $\Theta\left(D / 2-\left|\mathbf{r}_{i}-\mathbf{R}_{i}\right|\right)$ in this equation guarantees that the scattering occurs inside a particle. The correlation functions $F^{(n)}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}\right)$ are defined as connected, or cumulative, parts of $n$-particle distribution functions in the system of solid spheres centered at $\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}$. The one-particle distribution function represents the mean density of the number of particles,

$$
F^{(1)}(\mathbf{R})=\rho=\bar{N} / V
$$

where $V$ is the volume of the system and $\bar{N}$ is the mean particle number,

$$
\begin{align*}
& F^{(2)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)=\rho \delta\left(\mathbf{R}_{1}-\mathbf{R}_{2}\right)+g^{(2)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)  \tag{2.4}\\
& \quad \begin{array}{l}
F^{(3)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \mathbf{R}_{3}\right)=\rho \delta\left(\mathbf{R}_{1}-\mathbf{R}_{2}\right) \delta\left(\mathbf{R}_{1}-\mathbf{R}_{3}\right) \\
\\
\quad+\delta\left(\mathbf{R}_{1}-\mathbf{R}_{2}\right) g^{(2)}\left(\mathbf{R}_{2}, \mathbf{R}_{3}\right) \\
\quad+\delta\left(\mathbf{R}_{2}-\mathbf{R}_{3}\right) g^{(2)}\left(\mathbf{R}_{3}, \mathbf{R}_{2}\right) \\
+
\end{array} \quad \delta\left(\mathbf{R}_{3}-\mathbf{R}_{1}\right) g^{(2)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)+g^{(3)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \mathbf{R}_{3}\right)
\end{align*}
$$

where $g^{(n)}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}\right)$ are the well-known Ursell correlation functions $[11,15]$. The $\delta$ functions indicate that a lesser number of particles take part in the scattering process; thus, the terms with $\delta$ functions describe contributions of lower order to the concentration than those that do not contain $\delta$ functions.

In the general case, the terms of the diagram series represent integral convolutions of the Green functions and multiparticle correlation functions for a system of solid spheres.

The Fourier image of the polarization operator,

$$
\hat{\tilde{\Pi}}(\mathbf{k})=\int d \mathbf{r} \hat{\Pi}(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}}
$$

defines the dielectric constant $\varepsilon$ of the suspension,

$$
\begin{equation*}
\frac{\varepsilon-\varepsilon_{0}}{4 \pi \varepsilon_{0}}=\tilde{\Pi}_{\perp}(\mathbf{k}) \tag{2.6}
\end{equation*}
$$

where $\mathbf{k}=\sqrt{\varepsilon^{\prime} / \varepsilon_{0}} \mathbf{k}_{0}$ is the wavevector of a field in the suspension, the index " $\perp$ " denotes the transverse (with respect to $\mathbf{k}$ ) component of the tensor $\hat{\tilde{\Pi}}(\mathbf{k})$, and $\varepsilon^{\prime}=$ Re $\varepsilon$. The dependence of the dielectric constant on the wavevector points out that the system of finite-size scatterers is characterized by spatial dispersion.

The imaginary part of the polarization operator defines the photon mean free path,

$$
\begin{equation*}
\frac{1}{l}=\sqrt{\frac{\varepsilon^{\prime}}{\varepsilon_{0}}} 4 \pi k_{0} \operatorname{Im} \tilde{\Pi}_{\perp}(k), \tag{2.7}
\end{equation*}
$$

under the condition that $\operatorname{Im} \tilde{\Pi}_{\perp} \ll \operatorname{Re} \tilde{\Pi}_{\perp}$.

## 3. DIELECTRIC CONSTANT IN THE BORN APPROXIMATION

The diagram series for the polarization operator is ordered with respect to the number of vertices, i.e., with respect to the parameter $\Delta \varepsilon$ (hats in the symbols denoting operators are omitted in what follows). At the same time, it contains another expansion parameter-the concentration $c=\rho v$, where $v=\pi D^{3} / 6$ is the volume of a particle in the suspension. Physically, the terms of order $c^{n}$ describe the scattering by a system of $n$ mutually impermeable particles.

In Fig. 2, the polarization operator is represented as the series

$$
\begin{equation*}
\Pi=\Pi_{\mathrm{Mie}}+\Pi_{\mathrm{PY}}+\Pi_{\mathrm{R}}+\Pi_{\mathrm{M}}+\ldots \tag{3.1}
\end{equation*}
$$

which is ordered with respect to both the number of scatterers and the parameter $\Delta \varepsilon$.

The first sum of diagrams, $\Pi_{\text {Mie }}$, represents the processes of multiple scattering in the bulk of a single isolated particle. The summation over all orders $n$ gives rise to a field that is described by the Mie formulas; the integration of this expression over the volume of the sphere yields the Mie form factor. This is a contribution of maximally connected diagrams, in which all arguments of the correlation functions are related by $\delta$ functions,

$$
F^{(n)}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}\right) \sim \rho \delta\left(\mathbf{R}_{1}-\mathbf{R}_{2}\right) \ldots \delta\left(\mathbf{R}_{1}-\mathbf{R}_{n}\right)
$$

The second sum of diagrams, $\Pi_{\mathrm{PY}}$, describes successive events of scattering by two particles; the wavy line represents the correlation function of the position of particles; as a rule, one uses the Percus-Yevick approximation for this function. It is these two terms, $\Pi_{\text {Mie }}$ and $\Pi_{\mathrm{PY}}$, owing to which the representation of the scattering cross section as a product of the Mie form factor by the structure factor has found wide application.

The third group of the diagrams, $\Pi_{\mathrm{R}}$, describes the scattering by a single particle with regard to a single


Fig. 2. Diagrams of the first and second order in the concentration of scatterers. The spheres bound the domain of integration over the coordinates of vertices.
intermediate rescattering by another particle that correlates with the first particle; this type of scattering is disregarded in the standard approach. However, one can see that the diagrams contained in $\Pi_{\mathrm{R}}$ are of the same order of magnitude as the diagrams in $\Pi_{\mathrm{PY}}$, which are described as a convolution of the form factor and the structure factor.

These diagrams do not exhaust the contribution of two-particle correlations. The diagrams $\Pi_{\mathrm{M}}$ represent the contributions of multiple rescattering processes between a given pair of particles.

In the absence of the intrinsic absorption, formula (2.7) with regard to the diagrams of the second order in $\Delta \varepsilon$ leads to the well-known optical theorem that relates the scattering cross section and the photon mean free path:

$$
\begin{gather*}
\frac{1}{l}=\frac{\pi k_{0}^{4}}{4}\left(\frac{\Delta \varepsilon}{\varepsilon_{0}}\right)^{2} \int \frac{d \Omega}{(2 \pi)^{3}} \tilde{\Theta}^{2}\left(\mathbf{k}-\mathbf{k}_{\mathrm{s}}\right)\left(1+\cos ^{2} \theta\right)  \tag{3.2}\\
\times\left[\rho+\tilde{g}^{(2)}\left(\mathbf{k}-\mathbf{k}_{\mathrm{s}}\right)\right],
\end{gather*}
$$

where

$$
\tilde{\Theta}(q)=\frac{4 \pi}{q^{3}}\left(\sin \frac{q D}{2}-\frac{q D}{2} \cos \frac{q D}{2}\right)
$$

is the Fourier image of the Heaviside function and $\theta$ is the angle between the vectors $\mathbf{k}$ and $\mathbf{k}_{\mathrm{s}}$; the integration is performed over the orientations of the wavevector $\mathbf{k}_{s}$ of the scattered wave.

Up to a factor, the integrand in (3.2) represents the differential cross section $\tilde{G}(q)$ of single scattering in the Born approximation:

$$
\begin{equation*}
\tilde{G}(q)=\rho F(q) S(q) \tag{3.3}
\end{equation*}
$$

where $F(q)=\left(\Delta \varepsilon / \varepsilon_{0}\right)^{2} \tilde{\Theta}^{2}(q)$ is the Rayleigh-Gans form factor and $S(q)=1+g^{(2)}(q) / \rho$ is the structure factor.

KUZ'MIN

Table 1. Comparison of the experimental values of the photon mean free path $l$ (column 2$)$ and the transport mean free path $l^{*}$ calculated within the Percus-Yevick approximation: with the Mie form factor (column 4) and with the Rayleigh-Gans form
factor (columns 3 and 5); columns 6 and 7 present experimental and calculated values of $\cos \theta$, respectively, for suspensions of particles of different diameters $D$. The concentration is $c=0.1$, and $\Delta \varepsilon=0.759$

| $D / \lambda$ | $l / \lambda$ |  |  | $l * / \lambda$ |  |  | $\overline{\cos \theta}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | exp. |  | PY + RG | PY + Mie |  | PY + RG | exp. | PY + RG |
| 0.14 | 197 | [18] | 280 | 210 | [18] | 284 |  | 0.01 |
| 0.21 | 64 | [17] | 87 |  |  | 90 |  | 0.04 |
| 0.47 | 14 | [18] | 17 | 41 | [18] | 35 |  | 0.51 |
| 0.68 | 9.7 | [17] | 10 |  |  | 39 |  | 0.74 |
| 0.73 | 7.6 | [18] | 9.1 | 36 | [18] | 38 |  | 0.57 |
| 0.89 | 5.4 | [17] | 6.9 | 37 | [19] | 39 | 0.85 [19] | 0.83 |
| 0.95 | 5.7 | [18] | 6.5 | 39.5 | [18] | 42 | 0.86 | 0.85 |
| 1.55 | 3.9 | [17] | 3.6 |  |  | 50 |  | 0.93 |
| 1.72 | 4.1 | [16] | 3.2 | 59 | [16] | 55 | 0.93 [16] | 0.94 |

Formula (3.2) represents the contribution of the sum of the first two diagrams to $\Pi_{\mathrm{Mie}}$ and $\Pi_{\mathrm{PY}}$, a vertex in each sphere in the diagrams. The replacement of the Rayleigh-Gans form factor by the Mie form factor is equivalent to taking into account all the diagrams in $\Pi_{\text {Mie }}$ and $\Pi_{\mathrm{PY}}$.

The transport mean free path $l^{*}$ in this approximation is defined as

$$
\begin{align*}
& \frac{1}{l^{*}}=\frac{\pi k_{0}^{4} \rho}{4} \int \frac{d \Omega}{(2 \pi)^{3}}\left(1+\cos ^{2} \theta\right)  \tag{3.4}\\
& \times(1-\cos \theta) F\left(\mathbf{k}-\mathbf{k}_{\mathrm{s}}\right) S\left(\mathbf{k}-\mathbf{k}_{\mathrm{s}}\right)
\end{align*}
$$

In the case of a low concentration, the structure factor becomes equal to unity, $S(q) \longrightarrow 1$ as $c \longrightarrow 0$. For finite concentrations, one applies the Percus-Yevick approximation for the two-particle function $g^{(2)}\left(\mathbf{k}-\mathbf{k}_{\mathrm{s}}\right)$.

In [4], it was pointed out that, for highly concentrated suspensions, the results of calculation of the scattering cross sections with the use of the Rayleigh-Gans form factor only slightly differ from a similar results obtained with the use of the Mie form factor. To assess the possibility of applying the expansion in the parameter $\Delta \varepsilon$, we carried out calculations by formula (3.2) with the use of the Rayleigh-Gans form factor and compared the results with the available results, both with the experimental data and the numerical results obtained with the use of the Mie form factor.

Choosing the wavelength as a reasonable spatial scale, we compared the values of the mean free path and the transport mean free path obtained in [16-18] for water suspensions of latex particles with different val-
ues of the parameter $D / \lambda$ and the same concentration $c=0.1$ with the results of our calculations performed with the use of the Rayleigh-Gans form factor. For given values of $\Delta \varepsilon$ and concentration, the dielectric constant is a homogeneous function of the ratio $D / \lambda$; this fact allows us to compare the results obtained for different wavelengths of light.

In [18], the authors experimentally determined the mean free path $l$ with the use of a $\mathrm{He}-\mathrm{Ne}$ laser with a wavelength of $\lambda=0.633 \mu \mathrm{~m}$ and calculated the transport mean free path $l^{*}$ with the use of the Mie form factor for particles of different diameters. In [16, 17], experimental values of $l$ for latex water solutions were obtained with the use of light with wavelengths of $\lambda=$ $0.633 \mu \mathrm{~m}$ [16] and $\lambda=0.515 \mu \mathrm{~m}$ [17]. In Table 1, the results obtained in [16-18] are compared with the values of $l$ and $l^{*}$ obtained in our calculations in the Per-cus-Yevick approximation with the use of the Ray-leigh-Gans form factor. One can see that the experimental and numerical results for the mean free path of photons agree to within 10-20\% for different systems; the same degree of agreement is observed for the transport mean free path $l^{*}$ calculated with the Mie formula and the Rayleigh-Gans formula. This means that the parameter $\Delta \varepsilon(k D)^{2}$ can be assumed small for the major part of investigated systems; therefore, one may calculate only the main diagram in $\Pi_{R}$ and neglect the diagrams $\Pi_{M}$ that describe the contribution of multiple rescattering processes. The greatest discrepancy in the results is observed for small particles; in this case, when $\lambda^{-1} D \gg 1$, the main contribution is made by the long-wavelength part of the structure factor $S(q)$, which significantly differs from unity even for concentrations of $c \sim 0.1$.

Note that calculations in the "gas" approximation with the structure factor equal to unity give lower values of the spatial parameters $l$ and $l^{*}$ compared with the calculations using the Mie form factor, while the calculations with the Percus-Yevick structure factor give higher values of these parameters.

The quantities $\overline{\cos \theta}$ calculated by the formula $l^{*}=$ $l(1-\overline{\cos \theta})^{-1}$ are in good agreement with the results of $[16,19]$.

In [5], the authors determined the transport mean free path experimentally, by measuring the attenuation of light transmitted through a latex suspension in a wide spectral range; they investigated three condensed and three diluted latex suspensions consisting of particles with the diameters $D=0.205,0.299$, and $0.460 \mu \mathrm{~m}$. Then, they compared the measured values of $l *$ with the values calculated with the use of the Mie form factor. They point out that, for suspensions with concentrations of $c \approx 0.3$, the calculation yields underestimated values for the transport mean free path $l^{*}$ compared with the measured values; this is especially manifest for a suspension with the size of particles $D=0.460 \mu \mathrm{~m}$. We calculated $l^{*}$ for the same values of parameters using the Percus-Yevick structure factor (Table 2). Note that, in this case of very high concentrations of suspensions, calculations performed within the Born approximation with the use of the Rayleigh-Gans form factor (i.e., in the principal order in the parameter $\Delta \varepsilon$ ) and with the use of the Mie form factor (i.e., with regard to all orders in $\Delta \varepsilon$ ) agree to within a few percent.

## 4. CONTRIBUTION OF MULTIPLE RESCATTERING BETWEEN SCATTERERS

Consider a contribution of order $\Delta \varepsilon^{3}$ to the diagram term $\Pi_{R}$ (see Fig. 2), which describes the scattering from a single particle with regard to the field distortion due to the presence of another particle:

$$
\begin{gather*}
\Pi_{R}^{(3)}=\left(\frac{\Delta \varepsilon}{4 \pi \varepsilon_{0}}\right)^{3} \int \frac{d \mathbf{q}_{1} d \mathbf{q}_{2}}{(2 \pi)^{6}} \tilde{T}\left(\mathbf{q}_{1}\right) \tilde{T}\left(\mathbf{q}_{2}\right)  \tag{4.1}\\
\times \tilde{\Theta}\left(\mathbf{k}-\mathbf{q}_{1}\right) \tilde{\Theta}\left(\mathbf{q}_{2}-\mathbf{k}\right) \tilde{\Theta}\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right) \tilde{g}^{(2)}\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)
\end{gather*}
$$

For approximate numerical estimates, we use a linear approximation of the form

$$
\tilde{g}^{(2)}\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right) \approx \lambda_{1} \tilde{g}^{(2)}\left(\mathbf{k}-\mathbf{q}_{2}\right)+\lambda_{2} \tilde{g}^{(2)}\left(\mathbf{k}-\mathbf{q}_{1}\right)
$$

and a similar approximation for $\tilde{\Theta}\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)$, where the weights $\lambda_{1}>0$ and $\lambda_{2}>0$ satisfy the condition $\lambda_{1}+$ $\lambda_{2}=1$. This approximation is justified in the case of a strongly anisotropic scattering cross section, when the

Table 2. The transport mean free path $l^{*}$ calculated by using the Percus-Yevick structure factor and the Mie form factor (column 3), the Rayleigh-Gans form factor (column 4), and the Mie form factor allowing for the contribution of $\Pi_{R}^{(3)}$ (column 5). $\lambda=0.5 \mu \mathrm{~m}$

| $D, \mu \mathrm{~m}$ | $c$ | $l^{*}, \mu \mathrm{~m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | PY + Mie | $\mathrm{PY}+\mathrm{RG}$ | $\mathrm{PY}+\mathrm{Mie}$ <br> $+\Pi_{\mathrm{R}}^{(3)}$ |
| 0.205 |  | $9.8[5]$ | 8.5 | 12 |
| 0.299 | 0.354 | $9.2[5]$ | 10 | 13.5 |
| 0.460 | 0.299 | $9.2[5]$ | 8.1 | 11 |

main contribution to the integrand is made by the domain $\mathbf{q}_{1} \sim \mathbf{q}_{2} \sim \mathbf{k}$. Numerical results for different weight factors coincide to within a few percent.

We calculated the contribution of the correction $\Pi_{\mathrm{R}}^{(3)}$ for the mean free path of a photon using the parameters of the three highly concentrated systems investigated in [5]. The contributions of individual terms of the polarization operator are additive with respect to the inverse of the mean free path. Data for the transport mean free path were obtained in [5] in an approximation equivalent to taking into account all terms of the form $\Pi_{\text {Mie }}$ and $\Pi_{\mathrm{PY}}$ (Fig. 2). This allows one to determine a correction to the transport mean free path by adding $4 \pi k_{0}(1-\overline{\cos \theta}) \Pi_{\mathrm{R}}^{(3)}$ to the values of the inverse transport mean free path $\left(l^{*}\right)^{-1}$ calculated with the use of the Mie form factor [5]; the parameter $\overline{\cos \theta}$ was calculated in the Born approximation,

$$
\overline{\cos \theta}=\frac{\int d \Omega G\left(\mathbf{k}-\mathbf{k}_{s}\right) \cos \theta}{\int d \Omega G\left(\mathbf{k}-\mathbf{k}_{s}\right)}
$$

The results of calculations are presented in Table 2 (column 5). One can see that the values of the transport mean free path obtained with the use of the correction $\Pi_{R}^{(3)}$ are greater than the values calculated in [5] with the use of the Mie form factor by about $20 \%$ and are in better agreement with the experimental results.

## CONCLUSIONS

The dielectric constant of a suspension depends on three parameters: the difference $\Delta \varepsilon$ between the dielectric constants of the particles and the medium, the concentration $c$, and the ratio of the particle size to the wavelength, $k_{0} D$. The standard Born approximation is formally applicable only in the range of $\Delta \varepsilon \ll 1$ and
finite values of $k_{0} D$ for diluted solutions with a structural factor close to unity, $S(q) \approx 1$. In order to describe systems with finite values of $\left(k_{0} D\right)^{2} \Delta \varepsilon$, one applies the Mie form factor instead of the Rayleigh-Gans form factor. In the range of small concentrations, such a replacement is justified and leads to excellent agreement with experiment. We have shown that the conventional representation of the scattering cross section as a product of the Mie form factor and the PercusYevick structure factor is not justified for highly concentrated suspensions because it does not take into account multiparticle correlations. We have shown that this multiplicative representation of the indicatrix is not valid even when terms of order $\Delta \varepsilon^{3} c^{2}$ are taken into account. Our estimates of the contribution of order $\Delta \varepsilon^{3} c^{2}$ improve the agreement with the available experimental data. The approach developed in this paper can be generalized to the case of polydisperse colloidal systems.

The dielectric constant is usually defined as a coefficient in the linear relation between the displacement and field vectors. However, according to (2.1) and (2.6), the same quantity normalizes the pole of the Fourier image of the dressed Green function (for a given frequency) and thus defines the damping law for the Green function in the asymptotic domain of large distances $r \gg \lambda$. The intensity, i.e., a quantity quadratic in the amplitude of the incident field is measured in the experiment. Radiation transfer is described by the radiation transfer equation, or the Bethe-Salpeter equation, in which a complex-conjugate product of dressed Green functions serves as a priming propagator. Thus, in a domain where the contribution of the product of mean fields to the intensity is negligible due to the exponential damping and there is only scattered diffuse radiation with a different, power, damping law, the behavior of this diffuse radiation is still determined by the photon mean free path $l$ and the transport mean free path $l^{*}$, which, in turn, are determined by the imaginary part of the dielectric constant.

The radiation transfer problem is usually considered in the approximation of weak scattering $\lambda / l \ll 1$. According to the optical theorem, the corrections obtained in this paper imply that the multiple scattering cross section takes into account the next terms after the weak scattering approximation. In the optics of strongly inhomogeneous media, this is the first step from weak localization to strong localization. Corrections of the same order are taken into account when passing from the Rayleigh-Gans form factor to the Mie form factor; we point to some disregarded corrections of the same order. The Mie form factor takes into account the contribution of multiple rescattering processes within a single particle; the diagrams considered here describe multiple rescattering between two particles.

From the viewpoint of field theory, the optical theorem plays the role of the Ward identity. The two-tail diagrams shown in Fig. 2 turn into four-tail diagrams that describe the multiple scattering cross section when each element representing a dressed Green is broken in succession, which corresponds to the calculation of the imaginary part.

Corrections of the same order as those obtained in the present paper also arise in the kernel of the BetheSalpeter equation. In the present paper, we did not consider these corrections. However, by virtue of the above-mentioned Ward identity and the conservation of the optical theorem, these corrections are equivalent to the corrections to the polarization operator, at least in the diffusion approximation within which the experimental results of [5] are interpreted.

To calculate the optical parameters of colloidal suspensions, it is desirable that one experimentally investigate extinction in highly concentrated suspension with particles of different sizes and in a wide spectral range. Both theoretical and experimental investigations of hydrodynamic interaction in highly concentrated colloidal suspensions are desirable. A system of solid spheres is the simplest model of a strongly inhomogeneous system. Taking into account the nonsphericity, inhomogeneity, hydrodynamic interaction between particles and a medium, and nonadequate description of the structure factor in the Percus-Yevick approximation may also prove very important in applications.
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#### Abstract

The evolution of multipole moments is analyzed for optically pumped cold ground-state atoms in the limit of low saturation of a closed $j_{0} \longrightarrow j_{1}$ dipole transition. The longest multipole-moment relaxation times are analyzed as functions of ellipticity and frequency detuning from resonance for transitions with $j_{0} \leqslant 5$. The qualitative difference between the evolution toward steady-state Zeeman sublevel populations and dynamics of transient spontaneous emission is demonstrated for transitions of the following types: $j \longrightarrow j-1, j \longrightarrow j$ with integer $j, j \longrightarrow j$ with half-integer $j$, and $j \longrightarrow j+1$. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Evolution of Zeeman-sublevel populations $\rho_{\mu \mu}(t)$ and coherences $\rho_{\mu \mu^{\prime}}(t)\left(\mu \neq \mu^{\prime}\right)$ for ground-state atoms interacting with optical fields are of interest in various branches of atomic physics and spectroscopy. In lowdensity atomic ensembles, collisional relaxation is negligible and the evolution is controlled by stimulated emission and absorption of photons and by spontaneous emission from excited states. In [1], a two-level model of steady-state resonant interaction between slowly moving atoms and a monochromatic field was analyzed. In the case when both ground and excited energy levels ( $E_{0}$ and $E_{1}$ ) are degenerate with respect to the respective projections $j_{0}$ and $j_{1}$ of total angular momentum, the atomic density matrix $\hat{\rho}(\infty)$ was found for an arbitrary closed $j_{0} \longrightarrow j_{1}$ dipole transition and an arbitrary saturation parameter $S$. However, the evolution of systems with $j_{0}>1$ toward this regime of interaction is slow when $S \ll 1$. For example, the average number of optical pumping cycles required for the $2 \longrightarrow 3$ transition in a one-dimensional field configuration to reach a steady-state regime was estimated at about ten in [2] by using $\tau_{0}=(\gamma S)^{-1}$ as an estimate for cycle duration, where $\gamma$ is the decay rate of the excited state. Therefore, both the radiative force and momentum diffusion tensor calculated in semiclassical approximation by using $\hat{\rho}(\infty)$ [3] are generally overestimated as compared to experimental results [4]. On the other hand, the time-dependent distribution $\rho_{\mu \mu^{\prime}}(t)$ is of special interest for studies of various transient regimes of optical pumping employed in laser cooling schemes [5].

When recoil effects are neglected for an atom at rest, the time-dependent ground-state density matrix $\hat{\rho}(t)$ obeys a system of ordinary differential equations
(ODEs), which are a special case of the generalized optical Bloch equations $[1,6]$ and can be written as

$$
\begin{equation*}
\frac{\partial \hat{\rho}}{\partial t}=\hat{\mathscr{L}} \hat{\rho}, \tag{1}
\end{equation*}
$$

where $\hat{\mathscr{L}}$ is a Liouville operator. However, their solutions are extremely cumbersome even for $j_{0}=1$ and $3 / 2$, because the dimension of $(1)$ is $\left(2 j_{0}+1\right)^{2}-1$ in the general case of elliptically polarized field. In the limit of $j_{0} \gg 1$, the dynamics of atomic angular momentum can be described by using the expansion of the Bloch equations in terms of the small parameter $1 / j_{0}[7]$. This semiclassical approach was applied to analyze, up to contributions of order $1 / j_{0}^{2}$, the evolution toward a steadystate angular-momentum distribution for atoms with $j_{0} \gtrsim 10$ pumped by arbitrary elliptically polarized fields [6]. A similar analysis of angular-momentum evolution in a constant magnetic field was presented in [8]. Qualitatively different regimes of evolution toward a steady state were identified for transitions of three types: $j \longrightarrow$ $j-1, j \longrightarrow j$, and $j \longrightarrow j+1$. As an alternative to system (1), a time-dependent model describing the populations of certain Zeeman sublevels in some specific field configurations can be developed in terms of the matrix of ensemble-averaged relaxation times [9],

$$
\begin{equation*}
\hat{\tau}_{\text {stat }}=\int_{0}^{\infty}[\hat{\rho}(t)-\hat{\rho}(0)] d t, \tag{2}
\end{equation*}
$$

which satisfies simpler algebraic equations of the form

$$
\hat{\mathscr{L}} \hat{\tau}_{\text {stat }}=\hat{\rho}(\infty)-\hat{\rho}(0) .
$$

In this paper, the evolution toward the steady-state distribution $\hat{\rho}(\infty)$ is examined by analyzing system (1) in the general case of arbitrary elliptically polarized electromagnetic field. The starting point is an analysis of the evolution of the multipole moments $\rho^{\kappa}$ of cold ground-state atoms ( $\kappa$ is the multipole rank), rather than $\rho_{\mu \mu}(t)$ and $\rho_{\mu \mu^{\prime}}(t)$ (whose interpretation depends on the choice of a quantization axis). Intermediate values of angular momentum are considered $\left(1 \leq j_{0} \leq 5\right)$, for which the semiclassical approximation employed in [7] is not effective. ${ }^{1}$ The values of $j_{0}$ in question include those characteristic of alkali and rare-earth metals widely used in atomic physics: $j_{0}=2$ for ${ }^{23} \mathrm{Na}, j_{0}=5 / 2$ for ${ }^{173} \mathrm{Yb}, j_{0}=3$ for ${ }^{85} \mathrm{Rb}, j_{0}=4$ for ${ }^{133} \mathrm{Cs}$, etc. The analysis is focused on the dependence of the longest relaxation time $\tau_{\text {max }}$ on the degree $\mathscr{A}$ of circular polarization of a monochromatic field and on its detuning from atomic resonance, $\delta=\omega-\omega_{0}$, in the limit of low saturation of the dipole transition $(S \ll 1)$, when the rate of evolution toward a steady state is particularly slow.

In Sections 2 and 3, the function $\tau_{\text {max }}(\mathscr{A}, \delta)$ is shown to exhibit certain unexpected trends for $j_{0}$ between 1 and 10 . Four qualitatively different types of $\tau_{\max }(\mathscr{A}, \delta)$ are identified for $j \longrightarrow j$ with integer $j, j \longrightarrow j$ with halfinteger $j, j \longrightarrow j+1$, and $j \longrightarrow j-1$, respectively. A rough estimate for $\left\langle\tau_{\max }\right\rangle$ is found to agree in order of magnitude $\left(\sim j_{0}^{2} \tau_{0}\right)$ with an estimate for the relaxation time obtained for ground-state atoms with $j_{0} \geqslant 1$ [6]. However, the interval $0 \leq|\mathscr{A}| \leq 1$ corresponds to a wide range of $\tau_{\max }$ for a dipole transition of any type. The evolution of $\hat{\rho}_{\text {max }}$ corresponding to $\tau_{\text {max }}$ toward a steady state is described both for resonant and detuned elliptically polarized fields (with $|\delta|>2 \gamma$ ).

In Section 4, the method of minimal bipolar harmonics is used to show that even the evolution of a dynamical system (1) with dimension as large as $\left(2 j_{0}+\right.$ $1)^{2}-1$ can be described in terms of only four variables if $j_{0} \lesssim 5$ and the first- and second-rank multipole moments play a dominant role in the kinetics or spectroscopy problem under analysis. These variables are the coefficients $a_{1}^{1}(t), a_{2}^{2}(t), a_{2}^{0}(t)$, and $b_{2}^{1}(t)$ in the expansion in the minimal bipolar harmonics corresponding to the directions parallel to the major axis of the polarization ellipse and perpendicular to the polar-ization-ellipse plane. The variable $a_{1}^{1}$ is associated with the rank one atomic moment; the remaining three $\left(a_{2}^{0}\right.$, $\left.a_{2}^{2}, b_{2}^{1}\right)$, with the rank two moment. The time scales of their evolution are shown to be related to $\tau_{\max }(\mathscr{A}, \delta)$ : when the evolution starts from an equilibrium state

[^1]$\rho_{\mu \mu^{\prime}}(0)$, at least one of these variables is characterized by a relaxation time comparable to $\tau_{\max }$ for a dipole transition of any type.

Section 5 presents an analysis of dynamics of transient spontaneous emission: estimates are obtained for the average number $N_{\text {ph }}$ of optical pumping cycles required to reach a steady state and the average cycle duration $\tau_{\text {opt }} \sim \tau_{\text {max }} / N_{\mathrm{ph}}$. Transitions with $j_{0}=2$ and $3 / 2 \longrightarrow 3 / 2$ transitions are analyzed to show that $\tau_{\mathrm{opt}}=$ $1 / \gamma \tilde{S} \sim \tau_{0}$ for $j \longrightarrow j+1$ transitions. (Here, the effective saturation parameter $\tilde{S}(l)$ introduced in [1] is a function of the degree $l$ of linear polarization of the field). However, this estimate is not valid for transitions of the remaining three types, because $\tau_{\text {opt }}$ strongly depends on $\hat{\rho}(0)$ and is generally larger than a rough estimate for $\tau_{0}$.

## 2. OPTICAL PUMPING OF A GROUND-STATE ATOM: EXPANSION IN MINIMAL BIPOLAR HARMONICS

Consider interaction of an atomic ensemble characterized by ground- and excited-state total angular momenta $j_{0}$ and $j_{1}$ with resonant monochromatic field

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=e^{-i \omega t} \mathscr{E}(\mathbf{r}) \mathbf{e}(\mathbf{r})+\text { c.c. } \tag{3}
\end{equation*}
$$

where $\mathscr{E}(\mathbf{r})=|\mathscr{E}| e^{i \phi(\mathbf{r})}$ is the total complex amplitude (including the spatial phase $\phi$ ), and $\mathbf{e}(\mathbf{r})$ is a polarization vector of unit magnitude $\left(\mathbf{e} \cdot \mathbf{e}^{*}=1\right)$.

In the limit of

$$
\begin{equation*}
S=\frac{|\Omega|^{2}}{\gamma^{2} / 4+\delta^{2}} \ll 1 \tag{4}
\end{equation*}
$$

a closed master equation for the density operator $\hat{\rho}$ for an ensemble of slowly moving ground-state atoms can be written in the zeroth-order approximation with respect to recoil as follows (see [10]):

$$
\begin{gather*}
\left(\partial_{t}+\mathbf{v} \nabla\right) \hat{\rho}=\hat{\gamma}\left\{S \hat{V} \hat{\rho} \hat{V}^{\dagger}\right\} \\
-\gamma S\left(\Delta^{*} \hat{V}^{\dagger} \hat{V} \hat{\rho}+\Delta \hat{\rho} \hat{V}^{\dagger} \hat{V}\right)=\hat{\mathscr{L}}_{s} \hat{\rho}+\hat{\mathscr{L}}_{c} \hat{\rho} \tag{5}
\end{gather*}
$$

Here, $\Delta=1 / 2-i \delta / \gamma ; \Omega=-\mathscr{E} d / \hbar$ is the Rabi frequency; $d$ is the reduced dipole matrix element for the optical transition in question; $\delta=\omega-\omega_{0}$ is the detuning from resonance; and $\hat{V}$ and $\hat{V}^{\dagger}$ denote the projections of the lowering and raising operators for reduced dipole moment on the polarization direction, respectively $[1,10]$. The local saturation parameter defined in (4) is $1 / 2$ for $\delta=0$ and light intensity $I$ equal to the saturation intensity $I_{\text {sat }}=$ $2 \pi^{2} \hbar \gamma c / 3 \lambda^{3}$ [11]:

$$
\begin{equation*}
S=\frac{I / I_{\mathrm{sat}}}{2+8(\delta / \gamma)^{2}} \tag{4'}
\end{equation*}
$$

When represented in terms of the excited- and ground-state angular-momentum eigenvectors $\left(\left|j_{1}, \mu_{1}\right\rangle\right.$ and $\left\langle j_{0}, \mu_{0}\right\rangle$, the density matrix elements $\rho_{\mu \mu^{\prime}}$ characterize the Zeeman sublevel populations ( $-j_{0} \leq \mu, \mu^{\prime} \leq j_{0}$ ) and the matrix elements of $\hat{V}$ are

$$
\begin{equation*}
V_{\mu_{1} \mu_{0}}=\sum_{q} C_{j_{0} \mu_{0} 1 q}^{j_{j} \mu_{1}} q^{q}, \tag{6}
\end{equation*}
$$

where $C_{j_{0} \mu_{0} 1 q}^{j_{1} \mu_{1}}$ denotes the Clebsch-Gordan coefficients [12] and $e^{q}$ are the components of the polarization vector in (3) in a cyclic basis.

Equation (5) describes the evolution of the ground state of an atomic ensemble driven by optical pumping. The first (repopulation) term on its right-hand side represents the increase in the ground-state population due to spontaneous decay of the excited state, i.e., the incoherent contribution to the evolution of the ensemble. The remaining terms (subsumed under the operator $\hat{\mathscr{L}}_{\mathrm{c}}$ ) represent depopulation and light-induced shifts of ground-state energy levels, i.e., the coherent contribution to evolution of the ensemble. The operator $\hat{\gamma}$ on an arbitrary excited-state Zeeman sublevel population $X_{\mu_{1} \mu_{i}^{\prime}}$ is expressed as follows [10]:

$$
\begin{equation*}
(\hat{\gamma}\{\hat{X}\})_{\mu_{0} \mu_{0}^{\prime}}=\gamma \sum_{q, \mu_{1}, \mu_{i}} C_{j_{0} \mu_{0} 1 q}^{j_{j} \mu_{1}} C_{j_{0} \mu_{0} 1 q}^{j_{j} \mu_{i}} X_{\mu_{1} \mu_{i}} . \tag{7}
\end{equation*}
$$

To analyze the spectrum of relaxation times $\left\{\tau_{i}\right\}$, consider the ground-state multipole moments and the corresponding projections ( $-\kappa \leq q \leq \kappa$ ):

$$
\begin{align*}
& \rho_{q}^{\mathrm{\kappa}}=\sum_{\mu, \mu^{\prime}}(-1)^{j_{0}-\mu^{\prime}} C_{j_{0} \mu j_{0}-\mu^{\prime}}^{\kappa q} \rho_{\mu \mu^{\prime}},  \tag{8}\\
& \rho_{\mu \mu^{\prime}}=\sum_{\kappa, q}(-1)^{j_{0}-\mu^{\prime}} C_{j_{0} \mu j_{0}-\mu^{\prime}}^{\kappa q} \rho_{q}^{\mathrm{K}} .
\end{align*}
$$

For an ensemble of cold atoms driven by a monochromatic field, the evolution of the multipole moments is described by the following equations derived from (5) [13]:

$$
\begin{equation*}
\tau_{0} \partial_{t} \rho^{\kappa}=\sum_{\kappa_{1}, \kappa_{2}} \mathscr{F}_{\kappa}^{\kappa_{1} \kappa_{2}}\left(\delta, j_{0}, j_{1}\right)\left\{\varrho^{\kappa_{1}} \otimes \rho^{\kappa_{2}}\right\}_{\kappa} . \tag{9}
\end{equation*}
$$

Here, the summation is performed over the possible values of the multipole moments of the photon density matrix ( $\left.\kappa_{1}=(0,1,2\}\right)$ and the atomic density matrix $\left(\max \left(0, \kappa-\kappa_{1}\right) \leq \kappa_{2} \leq \min \left(2 j_{0}, \kappa+\kappa_{1}\right)\right)$, and $\left\{\varrho^{\kappa_{1}} \otimes\right.$ $\left.\rho^{K_{2}}\right\}_{\mathrm{K}}$ is the tensor product of the photon and atomic
multipole moments. The coefficients $\mathscr{F}$ are expressed in terms of the $6 j$ and $9 j$ symbols as

$$
\begin{align*}
& \mathscr{F}_{\kappa}^{\kappa_{1} \kappa_{2}}\left(\delta, j_{0}, j_{1}\right)=\Pi\left(\kappa_{1}, \kappa_{2}\right) \Pi^{2}\left(j_{1}\right)(-1)^{j_{1}-j_{0}+\kappa} \\
& \times\left[(-1)^{2 j_{1}} \Pi^{2}\left(j_{1}\right)\left\{\begin{array}{ccc}
j_{0} & j_{0} & \kappa \\
j_{1} & j_{1} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
1 & 1 & \kappa_{1} \\
j_{0} & j_{0} & \kappa_{2} \\
j_{1} & j_{1} & \kappa
\end{array}\right\}\right.  \tag{10}\\
& -\left[\Delta^{*}+(-1)^{\kappa+\kappa_{1}+\kappa_{2}} \Delta\right]\left\{\begin{array}{ccc}
\kappa & \kappa_{1} & \kappa_{2} \\
j_{0} & j_{0} & j_{0}
\end{array}\right\} \\
& \left.\quad \times\left\{\begin{array}{ccc}
1 & \kappa_{1} & 1 \\
j_{0} & j_{1} & j_{0}
\end{array}\right\}\right]=\mathscr{F}_{\kappa ; s}^{\kappa_{1} \kappa_{2}}+\mathscr{F}_{\kappa ; c}^{\kappa_{1} \kappa_{2}},
\end{align*}
$$

where $\Pi(x, y, \ldots)=\sqrt{(2 x+1)(2 y+1) \ldots}$. The multipole moments of the photon density matrix can be defined in terms of unit vectors $\mathbf{v}$ and $\boldsymbol{\epsilon}$ directed, respectively, along the normal to the polarization plane and the major axis of the polarization ellipse associated with the vector e[14]:

$$
\begin{gather*}
\varrho^{0}=-1 / \sqrt{3}, \varrho^{1}=\mathscr{A} \mathbf{v} / \sqrt{2}, \\
\varrho^{2}=\ell\{\boldsymbol{\epsilon} \otimes \boldsymbol{\epsilon}\}_{2}+[(\ell-1) / 2]\{\boldsymbol{v} \otimes \boldsymbol{v}\}_{2} . \tag{11}
\end{gather*}
$$

Here, $\ell=\mathbf{e} \cdot \mathbf{e}=\cos 2 \varepsilon$ and $\mathscr{A}=\sin 2 \varepsilon$ for a field in the pure state of polarization with ellipticity angle $\varepsilon$. These coefficients are the degrees of linear and circular polarization of the field, respectively.

In the method of minimal bipolar harmonics [15], minimal harmonics are defined as tensor direct products of spherical harmonics:

$$
\mathscr{y}_{\kappa}^{k, p}(\boldsymbol{v}, \boldsymbol{\epsilon})=\left\{Y_{k}(\boldsymbol{v}) \otimes Y_{\kappa-k+p}(\boldsymbol{\epsilon})\right\}_{\kappa},
$$

where $k=p, p+1, \ldots, \kappa(p=0,1)$. In particular, $\mathscr{Y}_{1}^{0,0} \sim \boldsymbol{\epsilon}, \mathscr{Y}_{1}^{1,0} \sim \mathbf{v}, \mathscr{Y}_{1}^{1,1} \sim \mathbf{v} \times \boldsymbol{\epsilon}, \mathscr{Y}_{2}^{0,0} \sim\{\boldsymbol{\epsilon} \otimes \boldsymbol{\epsilon}\}_{2}$, $\mathscr{Y}_{2}^{2,0} \sim\{\boldsymbol{v} \otimes \boldsymbol{v}\}_{2}, \mathscr{Y}_{2}^{1,1} \sim\left\{\boldsymbol{v} \otimes\{\boldsymbol{\epsilon} \otimes \boldsymbol{\epsilon}\}_{2}\right\}_{2}$, and so on. The method relies on the applicability of bipolar harmonics as basis functions in unique expansions of the form

$$
\begin{equation*}
\rho^{\kappa}=\sum_{l=0}^{\mathrm{\kappa}} a_{\mathrm{k}}^{l} \mathscr{Y}_{\mathrm{\kappa}}^{l, 0}+\sum_{m=1}^{\mathrm{\kappa}} b_{\mathrm{\kappa}}^{m} \mathscr{Y}_{\mathrm{\kappa}}^{m, 1} . \tag{12}
\end{equation*}
$$

By using a procedure for reducing the tensor product of bipolar harmonics of different ranks [15] and the normalization condition $\rho^{0}=1 / \Pi\left(j_{0}\right)$, Eqs. (9) can


Fig. 1. Stimulated transitions between Zeeman sublevels of ground-state and excited atoms when $v$ is the quantization axis: solid and dashed lines represent transitions within mutually incoherent families of sublevels.
readily be reduced to ODEs for $a_{\mathrm{\kappa}}^{l}$ and $b_{\mathrm{\kappa}}^{m}$ with $0 \leq l \leq$ $\kappa, 1 \leq m \leq \kappa$, and $0 \leq \kappa \leq 2 j_{0}$. The utility of minimal bipolar harmonics lies in the fact that two independent systems of ODEs are naturally obtained:

$$
\begin{gather*}
\tau_{0} \frac{d \hat{\mathbb{X}}^{(1)}}{d t}=\hat{\mathbb{L}}_{1} \cdot \hat{\mathbb{X}}^{(1)}-\hat{\mathbb{C}}  \tag{13a}\\
\tau_{0} \frac{d \hat{\mathbb{X}}^{(2)}}{d t}=\hat{\mathbb{L}}_{2} \cdot \hat{\mathbb{X}}^{(2)} \tag{13b}
\end{gather*}
$$

For example, for the $1 \longrightarrow 2$ transition,

$$
\begin{aligned}
& \hat{\mathbb{X}}^{(1)}=\left(\begin{array}{r}
a_{1}^{1} \\
a_{2}^{0} \\
b_{2}^{1} \\
a_{2}^{2}
\end{array}\right), \\
& \hat{\mathbb{L}}_{1}=\left(\begin{array}{cccc}
-\frac{1}{12} & -\frac{\sqrt{5} \mathscr{A}}{36} & \frac{\sqrt{5} i \tilde{\delta} \ell}{6 \sqrt{2}} & \frac{\sqrt{5} \mathscr{A}}{18} \\
0 & -\frac{15+2 \ell}{36} & -\frac{5 i \tilde{\delta} \mathscr{A}}{3 \sqrt{2}} & \frac{\ell}{9} \\
\frac{i \tilde{\delta} \ell}{3 \sqrt{10}} & -\frac{5 i \tilde{\delta} \mathscr{A}}{6 \sqrt{2}} & -\frac{5}{12} & 0 \\
-\frac{\mathscr{A}}{6 \sqrt{5}} & \frac{\ell-1}{18} & -\frac{5 i \tilde{\delta} \mathscr{A}}{6 \sqrt{2}} & \frac{2 \ell-11}{36}
\end{array}\right) \\
& \hat{\mathbb{C}}=\left(\begin{array}{c}
\frac{5 \mathscr{A}}{36 \sqrt{6}} \\
\frac{\sqrt{5} \ell}{18 \sqrt{6}} \\
0 \\
\frac{\sqrt{5}(\ell-1)}{36 \sqrt{6}}
\end{array}\right),
\end{aligned}
$$

$$
\begin{gathered}
\hat{\mathbb{X}}^{(2)}=\left(\begin{array}{c}
a_{1}^{0} \\
b_{1}^{1} \\
a_{2}^{1} \\
b_{2}^{2}
\end{array}\right), \\
\hat{\mathbb{L}}_{2}=\left(\begin{array}{cccc}
-\frac{2+\ell}{12} & -\frac{5 i \tilde{\delta} \mathscr{A}}{4 \sqrt{6}} & \frac{\mathscr{A}}{4 \sqrt{6}} & \frac{\sqrt{5} i \tilde{\delta}(1-\ell)}{12 \sqrt{2}} \\
-\frac{5 i \tilde{\delta} \mathscr{A}}{6 \sqrt{6}} & -\frac{\ell-2}{12} & \frac{i \tilde{\delta}(1+\ell)}{12} & \frac{\sqrt{5} \mathscr{A}}{12 \sqrt{3}} \\
-\frac{\mathscr{A}}{6 \sqrt{6}} & -\frac{i \tilde{\delta}(1+\ell)}{12} & -\frac{(4+\ell)}{12} & -\frac{5 \sqrt{5} i \tilde{\delta} \mathscr{A}}{12 \sqrt{3}} \\
\frac{i \tilde{\delta}(1-\ell)}{6 \sqrt{10}} & -\frac{\mathscr{A}}{4 \sqrt{15}} & -\frac{\sqrt{5} i \tilde{\delta} \mathscr{A}}{4 \sqrt{3}} & \frac{\ell-4}{12}
\end{array}\right),
\end{gathered}
$$

where $\tilde{\delta}=\delta / \gamma$. Systems (13a) and (13b) describe the evolution of the multipole moments containing even and odd number of tensor direct products of $\boldsymbol{\epsilon}$, respectively. A comparison with the expression for $\rho_{\mu \mu^{\prime}}$ (when $\boldsymbol{v}$ is the quantization axis) shows that inhomogeneous system (13a) describes the evolution of the Zeemansublevel states with $\ldots, \mu-2, \mu, \mu+2, \ldots$ considered in [16] toward the steady state represented by $\hat{\mathbb{X}}^{(1)}(\infty)=\hat{\mathbb{L}}_{1}^{-1} \cdot \hat{\mathbb{C}}$. In the general case, the sublevel states are coupled via light-induced coherence (see Fig. 1), making up two mutually incoherent families (for example, with even and odd $\mu$ ). Homogeneous system (13b) describes the relaxation of the initial coherence between these families of states $\left(\hat{\mathbb{X}}^{(2)} \longrightarrow 0\right)$. No coherence of this kind is induced by field (3) when an atom is at rest. However, coherence arises in slowly moving atoms in a two- or three-dimensional field configuration with polarization gradients because of a delay in optically driven Zeeman splitting [13].

## 3. THE LONGEST TIME

## OF EVOLUTION TOWARD A STEADY STATE

The real parts $\lambda_{i}^{(1,2)}$ of the eigenvalues of the matrices $\hat{\mathbb{L}}_{1,2}$ determine the spectrum of relaxation times $\tau_{i}^{(1,2)}=-\left(\lambda_{i}^{(1,2)} \gamma S\right)^{-1}$ for the states represented by $\hat{\mathbb{X}}_{i}^{(1,2)}$. Let us analyze the longest relaxation time $\tau_{\max }=$ $\max \tau_{i}^{(1,2)}$ and the corresponding states $\mathbb{X}_{\max }^{(1,2)}$. When $j_{0}$ is small, $\xi=\tau_{\max } / \tau_{0}$ is independent of ellipticity and normalized detuning $\tilde{\delta}$ : its value is $9 / 2$ for the $1 / 2 \longrightarrow$ $1 / 2$ and $1 / 2 \longrightarrow 3 / 2$ transitions and 6 for the $1 \longrightarrow 0$


Fig. 2. Different behavior of $\tau_{\max }^{(1)}(\mathscr{A})(1), \tau_{\max }^{(2)}(\mathscr{A})(2)$, and $\tau_{\min }(\mathscr{A})(3)$ for $(\mathrm{a}) 2 \longrightarrow 3$, (b) $3 / 2 \longrightarrow 3 / 2$, (c) $2 \longrightarrow 2$, and (d) $2 \longrightarrow 1$ transitions. Solid and dashed curves correspond to resonance and $|\tilde{\delta}|=10 ; \tau_{0}=(\gamma S)^{-1}$.
transitions, ${ }^{2}$ and 4 for the $1 \longrightarrow 1$ transitions. However, $\xi$ strongly depends on ellipticity even for the $1 \longrightarrow 2$ and $3 / 2 \longrightarrow 3 / 2$ transitions, and its values corresponding to resonant $(|\tilde{\delta}| \ll 1)$ and detuned $(|\tilde{\delta}|>1)$ fields are different in the general case. The transitions can be grouped into the following types characterized by different form of this dependence: (I) $j \longrightarrow j+1$, (II) $j \longrightarrow$ $j$ with half-integer $j$, (III) $j \longrightarrow j$ with integer $j$, and (IV) $j \longrightarrow j-1$. Figure 2 illustrates the behavior of $\tau_{\text {max }}$ as a function of the degree of circular polarization for the $2 \longrightarrow 3,3 / 2 \longrightarrow 3 / 2,2 \longrightarrow 2$, and $2 \longrightarrow 1$ transitions in regimes with $|\tilde{\delta}| \ll 1$ and $|\tilde{\delta}|=10$. The curves representing $\tau_{\text {max }}^{(1)}(\mathscr{A})$ and $\tau_{\text {max }}^{(2)}(\mathscr{A})$ are identical for type III and IV transitions. Note that the dependence $\xi(\tilde{\delta})$ is very weak for type I, III, and IV transitions when $|\tilde{\delta}| \gtrsim 2$ and substantial for type II transitions. The

[^2]curves of $\tau_{\text {min }}$ corresponding to the states $\mathbb{X}_{\text {min }}$ characterized by the fastest relaxation are also shown for comparison. The results shown in Fig. 1 suggest that $\tau_{\min } \approx$ (2-3) $\tau_{0}$ for each type of transition. For $j_{0}>2$, this estimate holds, while the dependence on ellipticity is negligible. The lower estimates for $\tau_{0}=(\gamma S)^{-1}$ obtained for several specific atoms are as follows:
(i) for $j_{0}=2$ in ${ }^{23} \mathrm{Na}$ atoms, $\lambda=589.0 \mathrm{~nm}, \gamma / 2 \pi=$ $10 \mathrm{MHz}, I_{\text {sat }}=6.44 \mathrm{~mW} / \mathrm{cm}^{2}$, and the value of $\tau_{0}$ at $I=$ $I_{\text {sat }}(S=1 / 2)$ is $\tau_{0, \min }=3.2 \times 10^{-8} \mathrm{~s}$;
(ii) for $j_{0}=5 / 2$ in ${ }^{173} \mathrm{Yb}$ atoms, $\lambda=555.8 \mathrm{~nm}, \gamma / 2 \pi=$ $0.187 \mathrm{MHz}, I_{\text {sat }}=0.14 \mathrm{~mW} / \mathrm{cm}^{2}$ [17], and $\tau_{0, \text { min }}=1.7 \times$ $10^{-6} \mathrm{~s}$;
(iii) for $j_{0}=3$ in ${ }^{85} \mathrm{Rb}$ and ${ }^{52} \mathrm{Cr}$ atoms, $\lambda=795.0$ and $425.4 \mathrm{~nm}, \gamma / 2 \pi=6.1$ and $4.9 \mathrm{MHz}, I_{\text {sat }}=1.6$ and $8.4 \mathrm{~mW} / \mathrm{cm}^{2}$, and $\tau_{0, \text { min }}=5.2 \times 10^{-8}$ and $6.5 \times 10^{-8} \mathrm{~s}$, respectively;
(iv) for $j_{0}=4$ in ${ }^{133} \mathrm{Cs}$ atoms, $\lambda=852.1 \mathrm{~nm}, \gamma / 2 \pi=$ $5.2 \mathrm{MHz}, I_{\mathrm{sat}}=1.1 \mathrm{~mW} / \mathrm{cm}^{2}$, and $\tau_{0, \text { min }}=6.1 \times 10^{-8} \mathrm{~s}$.

For different values of light intensity and detuning, the saturation parameter can be calculated by using expression (4').

Even for the values of $j_{0}$ specified above, the longest relaxation time is greater than $\tau_{0}$ by an order of magnitude. Moreover, the value of $\xi$ increases with $j_{0}$, because the $6 j$ and $9 j$ symbols in (10) are small at $j_{0} \geqslant 1$, and so are the corresponding matrix elements in $\hat{\mathbb{L}}_{1,2}$. A rough estimate for the mean value $\langle\xi\rangle$ is $\sqrt{3} /\left[\left(2 j_{1}+1\right) \mathscr{F}_{1}^{1,0}\right]$. This quantity characterizes relaxation of the rank one multipole moments $\rho^{1}$ when the contributions of the multipole moments of rank $\kappa_{2}>1$ and rank $\kappa_{1}>0$ to the atomic and photon density matrices, respectively, are neglected in (9). The corresponding averages are

$$
\begin{gathered}
\langle\xi\rangle_{\mathrm{I}} \approx \sqrt{3}\left(j_{0}+1\right)^{2}\left(2 j_{0}+1\right) /\left(2 j_{0}+3\right), \\
\langle\xi\rangle_{\mathrm{II}, \mathrm{II}} \approx \sqrt{3} j_{0}\left(j_{0}+1\right) / 2, \\
\langle\xi\rangle_{\mathrm{IV}} \approx \sqrt{3}\left(j_{0}\right)^{2}\left(2 j_{0}+1\right) /\left(2 j_{0}-1\right) .
\end{gathered}
$$

The estimate $\tau \propto j_{0}^{2} / \gamma S$ is valid for large values of $j_{0}[6] .^{3}$

Normally, the time $\tau_{\max }$ corresponding to linearly polarized field $(\mathscr{A} \approx 0)$ is longer than that corresponding to circular polarized field ( $|\mathscr{A}| \approx 1$ ), except for the type IV transitions and the type I transitions for $|\tilde{\delta}|>1$. The function $\xi(\tilde{\delta})$ for cyclic (type I and II) transitions is qualitatively different from that for the bleached (type III and IV) ones (for which $\hat{\rho}(\infty)$ describes coherent states not coupled to the light field [16]). In the latter case, $\xi(\tilde{\delta})$ is a slowly varying function, whereas type I and II transitions corresponding to $|\tilde{\delta}|>1$ are characterized by relaxation times much shorter and longer (when $|\mathscr{A}| \approx 0.5$ ), respectively, than those under resonance conditions. The analysis that follows is focused on the states represented by the slowest varying "eigenvectors" $\mathbb{X}_{\text {max }}$ of the matrices $\hat{\mathbb{L}}_{1,2}$.

### 3.1. Exact Resonance

When $\delta=0$, the systems in (13) split into blocks of equations describing the evolution of $a_{\mathrm{\kappa}}^{l}$ and $b_{\mathrm{\kappa}}^{m}$ separately. To be specific, let us consider the inhomogeneous system of ODEs. To improve description of $\mathbb{X}_{\text {max }}^{(1,2)}$, let us compare these vectors with the populations and coherences represented by $\rho_{\mu \mu^{\prime}}$ (when $\boldsymbol{v}$ is the

[^3]quantization axis). According to (8) and (12), the equations for $a_{\mathrm{\kappa}}^{l}$ determine the evolution of the populations $N_{\mu}=\rho_{\mu \mu}$ and the real (symmetric) parts $P_{\mu \mu^{\prime}}=\left(\rho_{\mu \mu^{\prime}}+\right.$ $\rho_{\mu^{\prime} \mu}$ )/2 of coherences (with $\mu \neq \mu^{\prime}$ and even $\left|\mu-\mu^{\prime}\right|$ ). The homogeneous equations for $b_{\mathrm{k}}^{m}$ describe the evolution of the complex parts, $Q_{\mu \mu^{\prime}}=\left(\rho_{\mu \mu^{\prime}}-\rho_{\mu^{\prime} \mu}\right) / 2 i \longrightarrow 0$. For a cyclic transition, $Q_{\mu \mu^{\prime}}$ varies much faster than $N_{\mu}$ and $P_{\mu \mu}: 2 \tau_{Q} \approx \tau_{N}$ or $\tau_{P}$. Consider the case of a field that is not linearly polarized. In type I transitions, the slowest varying characteristics are $N_{\mu}$, i.e., the multipole moments having the form
$$
\tilde{\rho}^{\kappa}=a_{\mathrm{K}}^{\mathrm{K}}\left\{\ldots\left\{\{\mathbf{v} \otimes \boldsymbol{v}\}_{2} \otimes \boldsymbol{v}\right\}_{3} \ldots \otimes \boldsymbol{v}\right\}_{\kappa} .
$$

The corresponding $\tau_{\text {max }}$ is nondegenerate and is separated from the remaining $\tau_{i}\left(\tau_{\max } \gtrsim 2 \tau_{i}\right)$. Therefore, the function $\xi(\ell)$ can be accurately determined by analyzing only the reduced matrix $\hat{\mathbb{L}}_{1}$ characterizing the evolution of the transpose $\left(a_{1}^{1} ; a_{2}^{2} ; \ldots\right)^{\mathrm{T}}$. For example, a good approximation of $\xi(\ell)$ can be obtained for the $4 \longrightarrow 5$ transition by retaining only the first four coefficients. For the $1 \longrightarrow 2$ transition, (14) yields

$$
\xi(\ell) \approx 36 /\left(7-\ell-\sqrt{4-8 \ell+13 \ell^{2}}\right) .
$$

For type II transitions, the time $\tau_{\text {max }}^{(1)}=\tau_{N} \approx \tau_{P}$ is such that $\tau_{\max }-\tau_{i} \ll \tau_{\max }$. Furthermore, type II transitions are characterized by slower evolution of the coherence $\rho_{\mu \mu^{\prime}}$ between the families of states (with odd $\left|\mu-\mu^{\prime}\right|$ ), because $\tau_{\text {max }}^{(2)}>\tau_{\text {max }}^{(1)}$ (see Fig. 2b). These include the coherences that correspond to the highest rank multipole moments proportional to $\mathscr{Y}_{2 j_{0}}^{2 m, 0}(m=0,1, \ldots)$. In type III transitions, the slowest varying characteristics are the "highest rank" coherences (rather than populations), such as $\rho^{8} \sim Y_{8}^{m, p}$ with $m=0, \ldots, 4$ for the $4 \longrightarrow$ 4 transition. The corresponding $\tau_{\max }$ is doubly degenerate. In type IV transitions, the slowest varying characteristics are the populations and coherences $\rho_{\mu \mu^{\prime}}$ with $\left|\mu-\mu^{\prime}\right| \leq 4$, and $\tau_{\max }$ is doubly degenerate.

### 3.2. Detuned Pumping with $|\tilde{\delta}|>1$

In this regime, the evolution of $N_{\mu}$ and $P_{\mu \mu^{\prime}}$ is strongly related to that of $Q_{\mu \mu^{\prime}}$, as can be shown by analyzing expressions (14) and (15) in the relatively simple case of the $1 \longrightarrow 2$ transition. Accordingly, very different $\mathbb{X}_{\text {max }}^{(1,2)}$ and $\tau_{\text {max }}(\mathscr{A})$ are obtained for transitions of certain types. Analysis shows that the dependence of $\xi$ on detuning is negligible even for $|\tilde{\delta}| \approx 2$. Therefore, the limit value of $\tau_{\text {max }}$ corresponding to $|\tilde{\delta}| \gg 1$ is a good
approximation. It can be found by setting to zero the coefficient of highest power of $\tilde{\delta}$ in the characteristic
polynomial of the matrix $\hat{\mathbb{L}}_{1}$ or $\hat{\mathbb{L}}_{2}$. For the $1 \longrightarrow 2$ transition, the resulting approximation is

$$
\tau_{\max } \approx \frac{12\left(75-72 \ell^{2}\right) \tau_{0}}{175-162 \ell^{2}-2 \sqrt{625+450 \ell^{2}-2799 \ell^{4}+728 \ell^{6}}}
$$

$$
\ell^{2}=1-\mathscr{A}^{2} .
$$

This detuned regime is also characterized by a negligible $Q_{\mu \mu^{\prime}}$ for $\mathbb{X}_{\text {max }}$ corresponding to type I, II, and III transitions, despite the coupling between the components $N_{\mu}, P_{\mu \mu^{\prime}}$, and $Q_{\mu \mu^{\prime}}$ in the dynamical system describing their evolution. Thus, the structure of $\mathbb{X}_{\text {max }}$ is determined by $N_{\mu}$ and $P_{\mu \mu^{\prime}}$ (mainly by those with $\mid \mu-$ $\mu^{\prime} \mid=2$ ), while the corresponding $\tau_{\max }$ is nondegenerate and $\tau_{\max } \geq 1.5 \tau_{i}$. For type IV transitions, both structures of $\mathbb{X}_{\text {max }}$ and $\tau_{\text {max }}(\mathscr{A})$ are similar to those in the under resonant conditions.

### 3.3. Linearly Polarized Pumping

The limit cases of circular and linear field polarization (when $|\&|=1$ and 0 , respectively) are degenerate in the sense that the aforementioned families of Zeeman sublevels coupled via light-induced coherence break down into separate sublevels. In the former case, this is clear from Fig. 1. To analyze the latter case, the quantization axis is taken parallel to $\boldsymbol{\epsilon}$. Then, stimulated transitions are depicted by vertical arrows; i.e., they do not couple sublevels with different $\mu$, while the sublevel populations are characterized by multipole moments of the form

$$
\tilde{\tilde{\rho}}^{\kappa} \sim \mathcal{Y}_{\kappa}^{0, p} \sim\left\{\ldots\left\{\{\boldsymbol{\epsilon} \otimes \boldsymbol{\epsilon}\}_{2} \otimes \boldsymbol{\epsilon}\right\}_{3} \ldots \otimes \boldsymbol{\epsilon}\right\}_{\kappa} .
$$

Note that the structure of $\mathbb{X}_{\text {max }}$ corresponding to $\mathscr{A} \approx 0$ changes substantially even under weak variation of $\mathscr{A}$. The behavior of $\mathbb{X}_{\text {max }}^{(1,2)}$ at $\mathscr{A}=0$ can be characterized as follows. In type III transitions, the slowest varying characteristics are the populations of (new) sublevels, and $\xi$ can easily be found by analyzing the reduced ODEs for $\left(a_{2}^{0} ; a_{4}^{0} ; \ldots\right)^{\mathrm{T}}$. Analogous behavior is characteristic of type IV transitions when $|\tilde{\delta}|>1$, but slow evolution under resonant conditions is exhibited not only by populations, but also by the coherences $\rho_{\mu, \mu \pm 1}$, i.e., the multipole moments proportional to $\mathscr{Y}_{\mathrm{k}}^{1, p}$. The eigenvalues that determine the corresponding $\tau_{\text {max }}$ are nondegenerate for transitions of both types. The slowest varying characteristics in cyclic transitions under resonant conditions are the coherences $\rho_{\mu, \mu \pm 1}$ (i.e., $\left.a_{\mathrm{\kappa}}^{1} \mathcal{Y}_{\mathrm{\kappa}}^{1,0}\right)$, but not populations. The times $\tau_{\text {max }}^{(1)}$ and $\tau_{\text {max }}^{(2)}$ can be found from the reduced equations for
$\left(a_{1}^{1} ; a_{3}^{1} ; \ldots\right)^{\mathrm{T}}$ and $\left(a_{2}^{1} ; a_{4}^{1} ; \ldots\right)^{\mathrm{T}}$, respectively. For example, $\xi=12$ for the $1 \longrightarrow 2$ transition. Totally different behavior of type I transitions is obtained for $|\tilde{\delta}|>1$. In transitions with $j_{0} \geq 5 / 2$, the slowest varying are the populations characterized by $\mathscr{Y}_{\mathrm{K}}^{0, p}$, and $\tau_{\text {max }}^{(1)}$ can be evaluated by analyzing the reduced system of ODEs for $\left(a_{2}^{0} ; a_{4}^{0} ; \ldots\right)^{\mathrm{T}}$. The resulting $\xi$ substantially differs from that predicted resonant conditions. In transitions with lower $j_{0}$, the time $\tau_{\text {max }}$ can be associated with several eigenvalues $\tau_{i}$, which are equal or nearly equal. In particular, there exist three such values for the $1 \longrightarrow 2$ transition, one of which corresponds to evolution of population and coherence proportional to $\mathscr{Y}_{2}^{2,0}$. As a result, $\xi=4$ is obtained for this transition. Note that the corresponding $\xi(\tilde{\delta})$ is

$$
\xi=\operatorname{Re}\left(\frac{12}{3-2 \sqrt{1-\tilde{\delta}^{2}}}\right)
$$

i.e., the values of $\xi$ rapidly varies in the neighborhood of $|\tilde{\delta}| \approx 1$. A similar dependence holds for type I transitions with $j_{0}>1$, while the difference between $\xi(|\tilde{\delta}|>$ $1)$ and $\xi(0)$ is even larger. For example, $\xi(0) \approx 145$ and $\xi(|\tilde{\delta}| \geq 2) \approx 7.36$ for $j=4$.

## 4. EVOLUTION OF MULTIPOLE MOMENTS UNDER DIFFERENT INITIAL CONDITIONS

The evolution of ground-state multipole moments is determined not only by the spectrum of the operator $\hat{\mathscr{L}}$, but also by $\hat{\rho}(0)$. The dependence on the initial state is analyzed here for two examples: $\rho_{\mu \mu^{\prime}}(0)=\delta_{\mu \mu^{\prime}} /\left(2 j_{0}+1\right)$ (case A) and $\rho_{\mu \mu^{\prime}}(0)=\delta_{\mu \mu_{0}} \delta_{\mu^{\prime} \mu_{0}}$ (case B, pure state in which only the Zeeman sublevel $\mu_{0}$ is populated). It should be noted that both have been considered in analyses of specific models of atom-field interaction. Case A was examined in [9] to determine cooling dynamics for a $j \longrightarrow j$ transition in a three-beam optical lattice. Case B was invoked in [2, 4] to calculate the cooling force and diffusion tensor for $1 \longrightarrow 2$ and $2 \longrightarrow 3$ transitions in certain one-dimensional field configurations. In case B, of particular interest is the initial state for
which $\left|\mu_{0}\right|=j_{0}$ and $\boldsymbol{v}$ is the quantization axis, obtained when an atom is pumped by a circularly polarized field.

In these cases, $\hat{\mathbb{X}}^{(2)}(t)=0 .{ }^{4}$ The evolution toward a steady state is determined by $a_{\mathrm{\kappa}}^{l}(t)$ and $b_{\mathrm{K}}^{m}(t)$ in $\hat{\mathbb{X}}^{(1)}(t)$; i.e., the number of state variables is smaller by half than that in the problem of dimension $\left(2 j_{0}+1\right)^{2}-1$. Furthermore, knowledge of $\hat{\rho}(t)$ is generally required to analyze kinetics or spectroscopy problems for systems of the type considered here. For example, only the multipole moments $\rho^{1}$ and $\rho^{2}$ are required to calculate cooling forces [13], because $\rho^{0}=1 / \Pi\left(j_{0}\right)$ is determined by a normalization condition. The multipole moments of ranks $\kappa \leq 2$ also play a key role in spectroscopy problems that do not involve higher rank multipole moments [18]. Therefore, the variation of $a_{1}^{1}, a_{2}^{2}, a_{2}^{0}$, and $b_{2}^{1}$ is of primary interest in these problems, irrespective of the complexity of a dipole transition. Recall that $a_{1}^{1}$ and $a_{2}^{2}$ characterize the Zeeman sublevel populations (when $\boldsymbol{v}$ is the quantization axis), while $a_{2}^{0}$ and $b_{2}^{1}$ characterize the real and imaginary components of the coherence between adjacent sublevels with $\mu$ and $\mu \pm 2$, respectively (see Fig. 1). In the degenerate case of linearly polarized driving field, when $\boldsymbol{\epsilon}$ is the quantization axis, $a_{2}^{0}$ characterizes the populations of new sublevels; $a_{1}^{1}$ and $b_{2}^{1}$ characterize, respectively, the real and imaginary components of the coherence between a sublevel $\mu$ and the adjacent sublevels with $\mu \pm 1$; and $a_{2}^{2}$ characterizes the population and coherence distributions between the sublevel $\mu$ and the sublevels with $\mu \pm 2$.

A numerical analysis of several transitions with $j_{0}$ up to 5 shows that the evolution of $\left\langle a_{1}^{1}\right\rangle$ driven by fields with arbitrary $\mathscr{A}$ in cases A and B is described by a monotonic function characterized by a relaxation time $\tau_{1}^{1}(\mathscr{A}):$

$$
\begin{equation*}
\left\langle a_{1}^{1}\right\rangle(t)=a_{1}^{1}(\infty)+\left[\tilde{a}_{1}^{1}-a_{1}^{1}(\infty)\right] \exp \left(-t / \tau_{1}^{1}\right), \tag{16}
\end{equation*}
$$

where $\tilde{a}_{1}^{1}$ corresponds to $\left\langle a_{1}^{1}\right\rangle(0)$, which differs from $a_{1}^{1}(0)$ in the general case. The angle brackets denote quantities obtained by averaging over oscillations (see Fig. 3a) with frequencies proportional to $\tilde{\delta}$, which are due to the dynamic Stark shifts of Zeeman sublevels in a detuned field. Even though the oscillations can have

[^4]considerable amplitudes, their characteristics are not considered in this paper.

The evolution of $\left\langle a_{2}^{2}\right\rangle(t)$ and $\left\langle a_{2}^{0}\right\rangle(t)$ may not admit approximation by (16) with relaxation times $\tau_{2}^{2}$ and $\tau_{0}^{2}$. The cases when these variables exhibit nonmonotonic behavior are of special interest (see Figs. 3b and 3c). Figure 3 b shows the evolution of $a_{2}^{0}(t)$ from an equilibrium state in a field with $\mathscr{A} \neq 0$ predicted for $\delta=0$, which is characteristic of type I transitions only. Here, the coherence is obviously higher as compared to its steady-state value, which should be mainly attributed to higher intensities of stimulated emission and absorption of photons. ${ }^{5}$ Recall that the qualitative pattern is different when $|\tilde{\delta}| \neq 0$ because of the contribution of the imaginary coherence represented by $b_{2}^{1}$. Figure 3c shows the evolution of $a_{2}^{2}(t)$ from the state $\mu_{0}=-j_{0}$ in a field with $\mathscr{A}>0$ predicted for $\delta=0$. In this case, atoms are transferred from states dominated by $\mu<0$ to those populated levels with $\mu>0$, because $a_{1}^{1}(t)$ changes sign (as in Fig. 3a, but without oscillation) in the neighborhood of the minimum in $a_{2}^{2}(t)$. Note also that the sublevels tend to be uniformly populated during an intermediate stage of the evolution, retaining a high degree of mutual coherence (characterized by $a_{2}^{0}(t)$ ), as in the state that develops under linearly polarized pumping. In type I transitions, the coherence reaches peak values, as in Fig. 3b. In other regimes, $\left\langle a_{2}^{0}\right\rangle$ and $\left\langle a_{2}^{2}\right\rangle$ are accurately approximated by functions similar to (16).

The typical examples of evolution of $b_{2}^{1}$ presented in Fig. 3d for $\tilde{\delta}=10$ illustrate the transient dynamics of stimulated emission and absorption, because $b_{2}^{1}(0)=$ $b_{2}^{1}(\infty)=0$. One of these demonstrates the oscillation of $b_{2}^{1}$ in case B from the state $\mu_{0}=-j_{0}$, which is characterized by amplitudes of $b_{2}^{1}$ comparable to those considered above. The curve shown in the inset to Fig. 3d illustrated evolution from an equilibrium state toward a steady state. In this regime, the amplitude of $b_{2}^{1}(\mathscr{A})$ is smaller than the remaining coefficients by an order of magnitude.

A numerical analysis shows that the behavior of $\tau_{1}^{1}(\mathscr{A})$ for transitions with $j_{0} \leqslant 5$ is qualitatively similar to $\tau_{\max }(\mathscr{A})$ (Fig. 2) for various regimes of detuning. For cyclic transitions from an equilibrium initial state,

[^5]

Fig. 3. Evolution of (a) $a_{1}^{1}$ (solid curve) and $\left\langle a_{1}^{1}\right\rangle$ (dashed curve) for the $2 \longrightarrow 3$ transition from the state $\mu_{0}=-2$ at $\mathscr{A}=0.2$ and $\tilde{\delta}=10$, (b) $a_{2}^{0}$ for the $2 \longrightarrow 3$ transition from an equilibrium state at $\tilde{\delta}=0$ and $\mathscr{A}=0.4$, (c) $a_{2}^{2}$ for the $2 \longrightarrow 3$ transition from the state $\mu_{0}=-2$ at $\tilde{\delta}=0$ and $\mathscr{A}=0.4$, and (d) $b_{2}^{1}$ for the $2 \longrightarrow 3$ transition from an equilibrium state (inset) and from the state with $\mu_{0}=-2$ at $\tilde{\delta}=10$ and $\mathscr{A}=0.4 ; \tau_{0}=(\gamma S)^{-1}$.
quantitative agreement between $\tau_{1}^{1}$ and $\tau_{\max }$ is obtained. The dependence of $\tau_{2}^{0}$ and $\tau_{2}^{2}$ on $\mathscr{A}$ is also qualitatively similar to $\tau_{\max }(\mathscr{A})$ when the corresponding averaged coefficients exhibit monotonic behavior: these times are much larger for type I, II, and III transitions under resonant pumping with small $|\mathscr{A}|$ as compared to an almost circularly polarized field $(|\nmid \nmid| \approx 1)$, whereas the converse is true for type IV transitions. When $|\tilde{\delta}|>2$, the behavior of $\tau_{\text {max }}(\mathscr{A})$ for cyclic transitions is consistent with Figs. 2a and 2b. The time $\tau_{\text {max }}(\mathscr{A})$ is quantitatively similar to at least one of the times $\tau_{1}^{1}, \tau_{2}^{0}$, and $\tau_{2}^{2}$ if the evolution starts from an equilibrium state. Even though the evolution characterized by $\tau_{1}^{1}, \tau_{2}^{0}$, and $\tau_{2}^{2}$ in case B with $\mu_{0}=-j_{0}$ differs in certain aspects from that from an equilibrium state, the following characteristics are in qualitative similar: the relaxation times for $j \longrightarrow j$ transitions (for any $\delta$ ) and
$j \longrightarrow j+1$ transitions (under resonant pumping) increase with decreasing $\mathscr{A}$, whereas the converse is true for $j \longrightarrow j-1$ transitions (for any $\delta$ ) and $j \longrightarrow j+$ 1 (for $|\delta|>\gamma$ ).

## 5. DYNAMICS OF SPONTANEOUS EMISSION

The coherent and incoherent contributions to the evolution of optically pumped ground-state atoms are represented in Eq. (5) by the components $\hat{\mathscr{L}}_{\mathrm{c}}$ and $\hat{\mathscr{L}}_{\text {s }}$ of the Liouville operator, respectively. Let us analyze the evolution of the intensity of spontaneous emission for transitions of different types in cases A and B. In a statistical treatment of the number of photons emitted by an atom [19], as well as in the description of atomic dynamics based on the quantum-jump approach [20], the quantity

$$
\begin{equation*}
P(t)=\operatorname{Tr}\left\{\hat{\mathscr{L}}_{\mathrm{s}} \hat{\rho}(t)\right\} \tag{17}
\end{equation*}
$$

is the number of spontaneously emitted photons per unit time at an instant $t$. It can also be interpreted as the time distribution of quantum jumps that occur after periods of coherent evolution described by the operator $\hat{\mathscr{L}}_{c}$.

Let us use (17) to estimate the number $N_{\text {opt }}$ of spontaneously emitted photons (or optical pumping cycles) required to reach a steady state $\hat{\rho}(\infty)$. In the general case, it can be shown that the function $P(t)$ calculated by applying the method of minimal bipolar harmonics is completely determined by $a_{1}^{1}, a_{2}^{2}$, and $a_{2}^{0}$. In case A, $a_{n}^{m}(0)=b_{n}^{m}(0)=0$, and

$$
P(0)=\gamma S \mathscr{F}_{0, \mathrm{~s}}^{00} \varrho^{0} \rho^{0}=\frac{\left(2 j_{1}+1\right) \gamma S}{3\left(2 j_{0}+1\right)}
$$

for any transition [1]. In case B with $\mu_{0}=-j_{0}$ (when $\boldsymbol{v}$ is the quantization axis),

$$
\begin{gather*}
a_{n}^{n}(0)=\frac{\left(2 j_{0}\right)!}{\sqrt{\left(2 j_{0}-n\right)!\left(2 j_{0}+n+1\right)!}},  \tag{18}\\
a_{n}^{m \neq n}(0)=b_{n}^{m}(0)=0 .
\end{gather*}
$$

According to a numerical analysis, the results presented below for transitions with $j_{0}=2$ and the $3 / 2 \longrightarrow 3 / 2$ transition hold for more complicated transitions with $j_{0} \leqslant 5$.

For the transitions in question, $P(t)$ is expressed in terms of $\mathscr{A}$ and $\ell$ as

$$
\begin{gather*}
P_{3 / 2 \rightarrow 3 / 2}=\frac{\gamma S}{15}  \tag{19}\\
\times\left[5+2 \sqrt{15} A A_{1}^{1}-4 \sqrt{5} a_{2}^{2}+2 \sqrt{5}(1+3 \ell) a_{2}^{0}\right], \\
P_{2 \rightarrow 1}=\frac{\gamma S}{40}  \tag{20}\\
\times\left[8+6 \sqrt{30} \mathscr{A} a_{1}^{1}+2 \sqrt{70} a_{2}^{2}-\sqrt{70}(1+3 \ell) a_{2}^{0}\right], \\
P_{2 \rightarrow 2}=\frac{\gamma S}{24}  \tag{21}\\
\times\left[8+2 \sqrt{30} \mathscr{A} a_{1}^{1}-2 \sqrt{70} a_{2}^{2}+\sqrt{70}(1+3 \ell) a_{2}^{0}\right], \\
P_{2 \rightarrow 3}=\frac{\gamma S}{60}  \tag{22}\\
\times\left[28-14 \sqrt{30} \mathscr{A} a_{1}^{1}+2 \sqrt{70} a_{2}^{2}-\sqrt{70}(1+3 \ell) a_{2}^{0}\right] .
\end{gather*}
$$

In the general case, the coefficients $a_{n}^{m}(t)$ are oscillating functions (see Fig. 3a). However, $P(t)$ is a monotonic function for arbitrary $\tilde{\delta}$ and $\mathscr{A} .{ }^{6}$ It can be approximated by (16) with a relaxation time $\tau_{\text {spont }}$ similar to the time

[^6]$\tau_{\text {max }}$ characteristic of type I and III transitions in evolution from an equilibrium state for different detunings. In the remaining cases, $\tau_{\text {spont }}<\tau_{\text {max }}$, and the behavior of $\tau_{\text {spont }}(\mathscr{A})$ is analogous to that of $\tau_{1}^{1}(\mathscr{A})$. Moreover, the variations of $P$ corresponding to transitions of different types are very informative. It is an increasing function for type I transitions and a decreasing one for the remaining ones. Bleaching corresponds to $P_{\mathrm{III}}(\infty)=$ $P_{\mathrm{IV}}(\infty)=0$, while $P_{\mathrm{II}}(\infty)$ corresponds to a very low intensity of spontaneous emission, which decreases with increasing $j_{0}$ (see [1]). In the limit of $j_{0} \geqslant 1$, this intensity is negligible, and so is the difference between $j \longrightarrow j$ transitions with large integer and half-integer $j \sim 10[6,8]$. Compare the expressions for $P(\infty)$ corresponding to the $3 / 2 \longrightarrow 3 / 2$ and $3 / 2 \longrightarrow 5 / 2$ transitions:
\[

$$
\begin{gather*}
P_{3 / 2 \rightarrow 3 / 2}(\infty)=\gamma S \frac{3\left(1-\mathscr{A}^{2}\right)^{2}}{5\left(5+3 \mathscr{A}^{2}\right)}, \\
P_{3 / 2 \rightarrow 5 / 2}(\infty)=\gamma S \frac{7\left[8+3 \mathscr{A}^{2}\left(8+\mathscr{A}^{2}\right)\right]}{5\left(20+29 \mathscr{A}^{2}\right)} . \tag{23}
\end{gather*}
$$
\]

For the former transition, the highest intensity of spontaneous emission (in a linearly polarized field) is $3 \gamma S / 25$, and the lowest intensity corresponds to bleaching in circularly polarized field. The converse is true for the latter transition: the highest and lowest intensities, $\gamma S$ and $14 \gamma S / 25$, correspond to circularly and linearly polarized fields. An expression for $P(\infty)$ for arbitrary $j_{0}$ can be obtained by using the results reported in [1].

Define

$$
\begin{equation*}
N_{\mathrm{opt}}=\int_{0}^{\infty} d t[P(t)-P(\infty)] \tag{24}
\end{equation*}
$$

for the bleaching transitions and the nearly bleached type II transitions and

$$
\begin{equation*}
N_{\mathrm{opt}}=\int_{0}^{\tau_{\text {spont }}} d t P(t) \tag{25}
\end{equation*}
$$

for type I transitions. For example, $N_{\mathrm{ph}}(\mathscr{A}) \leqslant 5$ for transitions with $j_{0}=2$ and the $3 / 2 \longrightarrow 3 / 2$ transition, except for the case of resonantly excited $2 \longrightarrow 3$ transition, when $N_{\text {opt }} \approx 15$.

An analysis of the functions $N_{\text {opt }}(\mathscr{A})$ and $\tau_{\text {spont }}(\mathscr{A})$ under the initial conditions considered above shows that the estimated optical cycle duration, $\tau_{\mathrm{opt}}=$ $\tau_{\text {spont }} / N_{\text {opt }}(\mathscr{A})$, cannot be equal for transitions of all types. The quantity $\tau_{0}=(\gamma S)^{-1}$ used in $[1,3]$ and numerous other studies may widely differ from $\tau_{\text {opt }}$ and, a fortiori, from the characteristic time required to reach a
steady state. A numerical analysis shows that $\tau_{\text {opt }}$ is virtually independent of $\delta .{ }^{7}$ However, its dependence on $\hat{\rho}(0)$ and ellipticity is different for transitions of different types.

For $j \longrightarrow j+1$ transitions, the following estimate provides a good approximation irrespective of the form of $\hat{\rho}(0)$ :

$$
\tau_{\mathrm{opt}} \approx 1 / P(\infty)=1 / \gamma \tilde{S},
$$

where the effective saturation parameter $\tilde{S}$ introduced in [1] can be approximated by the expression

$$
\begin{equation*}
\tilde{S}(\ell) \approx \frac{(2 j+1) \ell P_{2 j+1}(1 / \ell)}{(4 j+1) P_{2 j}(1 / \ell)} S \tag{26}
\end{equation*}
$$

for $j_{0} \leqslant 2$, with maximum and minimum values $\tilde{S}(0)=$ $S$ and $\tilde{S}(1)=(2 j+1) S /(4 j+1) \approx S / 2$, respectively $\left(P_{n}(x)\right.$ denotes Legendre polynomials).

For transitions of other types, $\tau_{\text {opt }} \approx\left(2 j_{1}+1\right) \tau_{0}$ for evolution from an equilibrium state. For evolution from the state $\mu_{0}=-j_{0}$ (when $\boldsymbol{v}$ is the quantization axis),

$$
\tau_{\mathrm{opt}}(\mathscr{A}) \approx 1 / P(0)=k \tau_{0} /(1+\mathscr{A})
$$

where $k_{3 / 2 \rightarrow 3 / 2}=5, k_{2 \rightarrow 2}=6$, and $k_{2 \rightarrow 1}=10 / 3$ according to (18)-(21). The longest time $\tau_{\text {opt }}$ corresponds to $\mathscr{A} \approx-1$; i.e., the coherent stage of atom-field interaction lasts for a very long time, while the field parameters weakly deviate from the values corresponding to an initially noninteracting atom. However, $N_{\text {opt }}$ is obviously proportional to the deviation of the initial atom from a steady state. For example, the maximum value $N_{\text {opt }}^{\max } \approx 2 j_{0}+1$ is characteristic of an atom driven by a circularly polarized field ( $\mathscr{A}=1$ ), which induces transitions from the sublevel $\mu_{0}=-2$ to the most distant sublevel $\mu=2(2 \longrightarrow 2$ transitions) or to the coherent superposition of states with $\mu=1$ and $2(2 \longrightarrow 1$ transitions). Spontaneous emission plays a much more substantial role in this case: an increase in the number of spontaneously emitted photons sharply reduces the cycle duration ( $\tau_{\text {opt }} \approx 2 \tau_{0}$ ).

## 6. CONCLUSIONS

Evolution of ground-state atoms with angular momenta $j_{0} \leqslant 5$ driven by weak elliptically polarized monochromatic light fields is a complicated phenomenon in the general case. On the one hand, this is explained by the large number, $\left(2 j_{0}+1\right)^{2}-1$, of the variables that characterize (depending on the represen-

[^7]tation employed) the Zeeman sublevel populations or the atomic multipole moments. On the other hand, the semiclassical expansion in terms of $1 / j_{0}$ employed in [7] is not effective for $j_{0}$ in this range. For example, it cannot be used to describe the difference between the unsteady and steady regimes for $j \longrightarrow j$ transitions with integer and half-integer $j$. The present analysis shows that an effective description of evolution toward a steady state can be developed for a wide variety of problems in which states with $j_{0} \leq 5$ are of key importance by using a small number of characteristic times and state variables. Problems of this kind include the calculation of kinetics of an atomic ensemble in semiclassical approximation for translational degrees of freedom [3, 21], the calculation of the susceptibility of an atomic ensemble, and the related problem of interaction between a probe beam and a cold system of this kind [22].

A characteristic of particular interest is the longest time $\tau_{\text {max }}$ of evolution toward a steady state for an atomic ensemble pumped by a field with arbitrary ellipticity. It is shown here that transitions can be grouped into the four types characterized by qualitatively different dependence of $\tau_{\text {max }}$ on the degree $\mathscr{A}$ of circular polarization and detuning $\delta:$ (I) $j \longrightarrow j+1$, (II) $j \longrightarrow j$ with half-integer $j$, (III) $j \longrightarrow j$ with integer $j$, and (IV) $j \longrightarrow j-1$. For each transition type, the function $\tau_{\text {max }}(\mathscr{A})$ exhibits specific qualitative behavior under resonant pumping $(|\delta|<\gamma)$, whereas the dependence of $\tau_{\max }$ on detuning is negligible when $|\tilde{\delta}|>2 \gamma$. First, $\tau_{\text {max }}(\mathscr{A})$ is generally larger for $\mathscr{A} \approx 0$ as compared to $|\mathscr{A}| \approx 1$, with the exception of $j \longrightarrow j-1$ transitions at any detuning and $j \longrightarrow j+1$ transitions for $|\delta|>2 \gamma$, for which the converse is true. Second, the change in $\tau_{\max }(\delta)$ caused by detuning from resonance to $|\tilde{\delta}|>2 \gamma$ is qualitatively different for cyclic (type I and II) and bleaching (type III and IV) transitions. For the bleach transitions, $\tau_{\text {max }}$ weakly depends on $\delta$, whereas the relaxation time is sharply reduced by detuning from resonance to $|\delta|>2 \gamma$ for type I transitions and considerably increases for $|\mathscr{A}| \approx 0.5$ for type II transitions.

The importance of $\tau_{\max }$ lies in the fact that it characterizes evolution toward a steady state from an initial state of equilibrium with respect to internal degrees of freedom. The transient process is also characterized by the number $N_{\text {opt }}$ of optical pumping cycles and the average cycle duration $\tau_{\text {opt }}$. The present analysis shows that the estimated $\tau_{\text {opt }}$ cannot be equal for transitions of all types and the estimate $\tau_{0}=(\gamma S)^{-1}$ may widely differ from $\tau_{\text {opt }}$. When $S$ is held constant, $\tau_{\text {opt }}$ is virtually independent of detuning, whereas its dependence on ellipticity is different for transitions of different types. For $j \longrightarrow j+1$, it can be represented as $\tau_{\text {opt }}=1 / \gamma \tilde{S}$, where $\tilde{S}(\ell)$ is an effective saturation parameter. For the three
remaining transitions, this estimate is generally not valid, and $\tau_{\text {opt }}$ strongly depends on $\hat{\rho}(0)$ and is generally greater than $\tau_{0}$.

These characteristics of evolution toward a steady state correspond to optical pumping regimes with negligible collisional relaxation. When collisions substantially contribute to the evolution of multipole moments of both ground-state and excited atoms, the overall scenario of the evolution is different from that analyzed above. Suppose that the rate of nonradiative decay of multipole moments is $\gamma_{0}^{\mathrm{K}}$ and $\gamma_{1}^{\mathrm{K}}$ for the ground and excited states. Since the optical pumping time $\tau$ for a ground-state atom is greater than $\tau_{0}=1 / \gamma S$ by an order of magnitude if $j_{0}>1$, the condition $\gamma_{0}^{\mathrm{K}}<1 / \tau$ implies that the largest value of $\gamma_{0}^{\kappa}$ for which this mechanism of decay can be neglected must be corrected. An analysis of specific models characterized by $\gamma_{1}^{\mathrm{K}}$ shows that the function $\tau(\mathscr{A}, \delta)$ is essentially different when relaxation of the excited atom is important: the value of $\tau$ is smaller, and there is no difference between pumping by resonant and widely detuned fields $(|\tilde{\delta}|>1)$.

Different transient behavior is also characteristic of the cases when the light polarization cannot be represented as a pure state. An analysis performed for $\mathscr{A}^{2}+$ $\ell^{2}<1$ shows that $\tau_{\text {max }}$ strongly depends on $\tilde{\delta}$ when $|\tilde{\delta}|>1$ for certain mixed states.
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#### Abstract

Chirped ultrashort light pulses offer new options for coherent nonlinear spectroscopy and microscopy. We show here that the temporal resolution of spectroscopy and microscopy based on coherent anti-Stokes Raman scattering (CARS) can be smoothly tuned within a broad range, with upper and lower bounds of this range controlled by the pump and probe pulse durations. The spectral resolution of CARS spectroscopy and microscopy is analyzed as a function of the duration and chirp of the pump pulses. Pulses with a periodic phase modulation can provide the limiting spectral resolution of the CARS technique, corresponding to the lower bound of uncertainty in spectral measurements, dictated by the uncertainty principle. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Generation of ultrabroadband pulses of coherent electromagnetic radiation is one of the most significant recent achievements of optical science. Optical-harmonic generation in high-intensity laser fields culminated in the breakthrough to the domain of attosecond pulse durations [1-3]. Novel types of waveguides-microstructure and photonic-crystal fibers (PCFs) [4-6]-can provide maximum confinement of electromagnetic radiation in guided modes of the light field $[7,8]$ and allow a nearly arbitrary tailoring of dispersion profiles of guided modes [9, 10]. Due to this unique combination of properties, PCFs can efficiently generate emission with a bandwidth exceeding an octave (supercontinuum) [11, 12] and offer ways of generating short light pulses with a shifted carrier frequency and controlled chirp [8, 13-15].

Attosecond pulses and supercontinuum sources open new horizons in laser spectroscopy and optical metrology, allowing measurements with an unprecedented time resolution [3, 16] and making it possible to coherently excite and probe physical, chemical, and biological objects within remarkably broad spectral ranges. Attosecond tomography [17-19]-tracking the dynamics of electrons in atoms and molecules from diffraction patterns of electrons ejected under the action of attosecond pulses-is one of the most impressive recent achievements of attosecond science. Photonic-crystalfiber supercontinuum sources [11, 12] have led to revolutionary breakthroughs in optical metrology [20-22] and are widely employed in nonlinear laser spectroscopy [23, 24], optical coherence tomography [25],
photochemistry [14], and ultrafast photonics [26]. Recent experiments have demonstrated that PCFs can provide high efficiencies of nonlinear-optical frequency conversion of ultrashort laser pulses, allowing generation of frequency-shifted pulses with a controlled chirp ideally suited for the spectroscopy [27, 28] and microscopy [29] of coherent anti-Stokes Raman scattering (CARS).

In this paper, we show that ultrashort light pulses with a controlled chirp offer new options for coherent nonlinear spectroscopy and for the rapidly growing field of CARS microscopy [30]. Linearly chirped pulses can scan the instantaneous frequency difference through Raman resonances in the CARS scheme. We will find analytic solutions for the temporal envelope of the CARS signal for different relations between the laser pulse durations and characteristic nonlinear response time. We will also explore the ways of using chirped pulses in coherent four-wave mixing (FWM) for high-resolution spectroscopy and microscopy, as well as for studying ultrafast processes in gas- and con-densed-phase media.

## 2. CHIRPED-PULSE CARS SPECTROSCOPY

Chirped ultrashort pulses are a convenient tool for laser spectroscopy and quantum control [31-40]. In this section, we dwell upon using chirped pulses for measuring the nonlinear response of a Raman-active medium. Physically, the possibility of applying chirped pulses for spectral measurements using time-resolved methods is based on a linear frequency-time mapping defined by linearly chirped pulses (Fig. 1). The spec-


Fig. 1. The instantaneous frequencies $\bar{\omega}_{j}=\omega_{j}-\partial \arg A_{j} / \partial \theta$ and the amplitudes $B_{j}$ of the first (curves 1 and 3 ) and second (curves 2 and 4) pump pulses as functions of the retarded time in CARS spectroscopy using chirped pulses (10)-(12). The difference of instantaneous frequencies of the first and second pump pulses, $\Delta \bar{\omega}=\bar{\omega}_{1}-\bar{\omega}_{2}$, is scanned through the frequency of the Raman resonance $\Omega$ by varying the delay time $\tau$ between the pump pulses.


Fig. 2. Femtosecond CARS spectroscopy using chirped pulses.
trum of the nonlinear susceptibility can be thus recorded by measuring the nonlinear response signal as a function of the delay time between the pump and probe pulses [40, 41].

Consider a generic case when a nonlinear signal is produced through the CARS process $\omega_{4}=\omega_{1}-\omega_{2}+\omega_{3}$ (Fig. 2) involving light pulses propagating along the $z$ axis,

$$
\begin{equation*}
E_{i}=A_{i}\left(t-\frac{z}{V_{i}}, z\right) \exp \left[i\left(k_{i} z-\omega_{i} t\right)\right]+\text { c.c. } \tag{1}
\end{equation*}
$$

where $A_{i}, \omega_{i}, k_{i}$, and $v_{i}$ are the slowly varying envelope, frequency, wavenumber, and the group velocity of the $i$ th pulse $(i=1,2,3,4)$.

Slowly varying envelope and phase approximation will be used to describe nonlinear-optical phenomena throughout this paper. This approximation limits the length of the nonlinear medium, which should not exceed the dispersion length $l_{d}=\tau_{0}^{2} /\left|k_{2}\right|$ for the duration $\tau_{0}$ of the shortest of the light pulses and given groupvelocity dispersion $k_{2}$. Neglecting dispersion effects beyond the first-order dispersion terms, we arrive at the following expression for the slowly varying envelope of the CARS signal [42]:

$$
\begin{align*}
& \left(\frac{\partial}{\partial z}-\frac{1}{v_{4}} \frac{\partial}{\partial t}\right) A_{4}\left(t-\frac{z}{v_{4}}, z\right) \\
= & -\frac{2 \pi \omega_{4}^{2}}{i k_{4} c^{2}} P^{N L} \exp \left[-i\left(k_{4} z-\omega_{4} t\right)\right] \tag{2}
\end{align*}
$$

Here, the third-order nonlinear polarization of the medium is given by

$$
\begin{align*}
& P^{N L}(t, z)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \chi\left(t_{1}, t_{2}, t_{3}, z\right) E_{1}\left(t-t_{1}, z\right)  \tag{3}\\
& \quad \times E_{2}\left(t-t_{2}, z\right) E_{3}\left(t-t_{3}, z\right) d t_{3} d t_{2} d t_{1}
\end{align*}
$$

where $\chi\left(t_{1}, t_{2}, t_{3}, z\right)$ is the time-domain CARS susceptibility.

Provided that the frequency difference $\omega_{1}-\omega_{2}$ is tuned to a resonance with a Raman-active transition in the medium under study, the CARS susceptibility can be written as

$$
\begin{equation*}
\chi\left(t_{1}, t_{2}, t_{3}, z\right)=\chi\left(t_{1}, z\right) \delta\left(t_{1}-t_{2}\right) \delta\left(t_{3}\right) \tag{4}
\end{equation*}
$$

In the spectral domain, the nonlinear susceptibility (4) depends only on the frequency difference $\omega_{1}-\omega_{2}$, thus corresponding to the case of a Raman resonance in a situation when the frequencies of the optical fields are detuned far off the remaining resonances in the quantum system (including resonances with one-photon and non-Raman multiphoton transitions). Physically, the approximation of Eq. (4) implies that the time of the nonresonant optical response is much less than the response time related to the resonant part of optical susceptibility. Such a relation between the resonant and nonresonant response times is a direct consequence of the uncertainty principle (see, e.g., [43]). More quantitatively, the ratio of the resonant and nonresonant response times is controlled by the detuning of optical radiation frequencies from the frequencies of eigenmodes in the quantum system. For most of the commonly used Raman-active media, this ratio may vary from $2-3$ up to 6-8 orders of magnitude. Time delay on the order of ultrashort pulse duration, $\tau_{d} \sim 10 \mathrm{fs}$, would
typically suppress the nonresonant component of the coherent Raman signal by several orders of magnitude [37, 38].

Importantly, Eq. (4) implies no limitation on the relaxation times of Raman modes or the line shapes of Raman resonances in spectra of cubic susceptibilities. To verify this, we use Eq. (4) to calculate the frequencydomain nonlinear susceptibility corresponding to the CARS process $\omega_{a}=\omega_{1}-\omega_{2}+\omega_{3}$ :

$$
\begin{aligned}
& \chi\left(\omega_{a} ; \omega_{1},-\omega_{2}, \omega_{3}\right) \propto \iint_{0}^{\infty} \int_{0}^{\infty} \chi\left(t_{1}, z\right) \delta\left(t_{1}-t_{2}\right) \delta\left(t_{3}\right) \\
& \quad \times \exp \left(i \omega_{1} t_{1}\right) \exp \left(-i \omega_{2} t_{2}\right) \exp \left(i \omega_{3} t_{3}\right) d t_{1} d t_{2} d t_{3} \\
& =\int_{0}^{\infty} \chi\left(t_{1}, z\right) \exp \left[i\left(\omega_{1}-\omega_{2}\right) t_{1}\right] d t_{1} \equiv \chi_{\text {Raman }}\left(\omega_{1}-\omega_{2}\right) .
\end{aligned}
$$

The shape of the spectrum of the nonlinear susceptibility and its parameters (including the line width and the response time) remain arbitrary as long as the function $\chi\left(t_{1}\right)$ is not specified. In particular, an exponential function $\chi\left(t_{1}\right)$ would correspond to a Lorentzian shape of a Raman resonance (see also Section 3).

Substituting Eq. (4) into Eq. (3) and performing integration in $t_{1}$ and $t_{3}$, we derive the following expression for the nonlinear polarization:

$$
\begin{align*}
& P^{N L}(t, z)=\int_{0}^{\infty} \chi\left(t_{1}, z\right) E_{1}\left(t-t_{1}, z\right)  \tag{5}\\
& \quad \times E_{2}\left(t-t_{1}, z\right) d t_{1} E_{3}(t, z)
\end{align*}
$$

Expression (5) describes, jointly with Eq. (2), the CARS process in a plane-wave three-color pump field neglecting dispersion pulse spreading. In a spatially uniform medium, the energy of the CARS signal is given by

$$
\begin{equation*}
W(\tau) \propto\left|\int_{-\infty}^{\infty} E_{3}(t-\tau) Q(t) d t\right|^{2} \tag{6}
\end{equation*}
$$

where $\tau$ is the delay time of the third (probe) pulse,

$$
\begin{equation*}
Q(t)=\int_{0}^{\infty} F(t-\theta) \chi(\theta) d \theta \tag{7}
\end{equation*}
$$

and $F(t)$ is the driving force, determined by the type of interaction between the pump-field components.

For a methodologically important case of a biharmonic pump, the driving force is defined as $F(t)=$ $F_{0} \exp (i \omega t)$, where $\omega=\omega_{1}-\omega_{2}$ is the difference of the pump-field frequencies. Integration in Eq. (7) then yields

$$
\begin{equation*}
Q(t)=F_{0} \vartheta(\omega) \exp (i \omega t) \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\vartheta(\omega)=\int_{0}^{\infty} \chi(\theta) \exp (-i \omega \theta) d \theta \tag{9}
\end{equation*}
$$

is the frequency-domain nonlinear-optical susceptibility.

In the following sections, we will apply Eqs. (5)-(9) to analyze the temporal and spectral resolution of chirped-pulse CARS spectroscopy and microscopy.

## 3. COHERENT ANTI-STOKES RAMAN SCATTERING <br> WITH TIME-ORDERED CHIRPED PULSES

In this section, we consider one of the possible schemes of high-resolution coherent four-photon spectroscopy with chirped pulses used for the Raman excitation of a nonlinear medium. In this scheme, the detuning of the instantaneous frequency difference of chirped pump pulses from the frequency of the Raman resonance is a linear function of the delay time between the pump pulses (Fig. 1). The spectrum of nonlinear susceptibility is then accessed by measuring the intensity of the CARS signal as a function of the delay time between the pump pulses.

Suppose that pump pulses with frequencies $\omega_{1}$ and $\omega_{2}$ are linearly chirped and have equal constant chirps (Fig. 1), while the third (probe) pulse is transform-limited. Then, neglecting group-velocity dispersion, we can represent the amplitudes of the pump pulses as

$$
\begin{gather*}
A_{1}(\theta, z)=B_{1}(\theta) \exp \left(-i \alpha \theta^{2}\right)  \tag{10}\\
A_{2}(\theta, z)=B_{2}(\theta-\tau) \exp \left[-i \alpha(\theta-\tau)^{2}\right]  \tag{11}\\
A_{3}(\theta, z)=B_{3}(\theta) \tag{12}
\end{gather*}
$$

where $\theta=t-z / v_{j}$ is the retarded time, $B_{j}$ is the envelope of the $j$ th pulse $(j=1,2,3), \alpha$ is the chirp, and $\tau$ is the delay time between the first and second pulses.

We need to assume in our analysis that only the third pulse [Eq. (12)] is short. The durations of the pulses defined by Eqs. (10) and (11) are assumed to be large as compared with the response time of the nonlinear polarization of the medium. The spectra of these two pulses, however, can (and must) be sufficiently broad due to their chirp. In experiments, such pulses are routinely produced by chirping ultrashort laser pulses. The pulses described by Eqs. (10) and (11) can be also compressed to very short durations through the compensation of their chirp.

Since the instantaneous frequency difference of the linearly chirped pulses (10) and (11) is a linear function of $\tau$,

$$
\Delta \bar{\omega}=\bar{\omega}_{1}-\bar{\omega}_{2}=\omega_{1}-\omega_{2}+2 \alpha \tau
$$



Fig. 3. Probing Raman modes with chirped pump pulses: (a) electric fields $E_{1}$ and $E_{2}$ of the first and second pulses and their product $E_{1} E_{2}$ as functions of the retarded time $\theta$ and (b) spectra $S_{1}=\left|\int E_{1} e^{i \omega \theta} d \theta\right|^{2}$ and $S_{2}=\left|\int E_{2} e^{i \omega \theta} d \theta\right|^{2}$ of the first and second pulses and the spectrum $S_{s}=\left|\int E_{1} E_{2} e^{i \omega \theta} d \theta\right|^{2}$ of the product of the pulse fields. For linearly chirped pulses with equal chirp rates, the product of the fields $E_{1} E_{2}$ involves a narrow spectral component with a frequency $\Omega$ depending on the delay time between the pulses $\tau$ and the width controlled by the bandwidth of the product of the pump-pulse envelopes.
it can be tuned around the Raman resonance under study by varying the delay time between the pump pulses (Fig. 1). In the frequency domain, this strategy of high-resolution spectroscopy can be understood in the following way. For linearly chirped pump pulses with equal chirps, the product of the fields $E_{1} E_{2}$ features a narrow spectral component (Fig. 3) whose frequency depends on the delay time between the pump pulses and whose bandwidth is controlled by the bandwidth of the product $B_{1} B_{2}^{*}$ of pump pulse envelopes.

Using Eqs. (1), (2), (5), and (10)-(12) in the retarded frame of reference $\theta, z$, we derive the following equation for the amplitude of the CARS signal:

$$
\begin{gather*}
\frac{\partial A_{4}(\theta, z)}{\partial z}=\frac{2 i \pi \omega_{4}^{3}}{k_{4} c^{2}} \\
\times \int_{0}^{\infty} \chi\left(t_{1}, z\right) B_{1}\left(\theta-t_{1}\right) B_{2}^{*}\left(\theta-t_{1}-\tau\right)  \tag{13}\\
\times \exp \left(i \Delta \bar{\omega} t_{1}\right) d t_{1} B_{3}(\theta) \exp \left(i \alpha \tau^{2}-i \Delta k z\right),
\end{gather*}
$$

where $\Delta k=k_{4}-k_{1}+k_{2}-k_{3}$ is the phase mismatch and $\omega_{4}=\omega_{1}-\omega_{2}+\omega_{3}+2 \alpha \tau$ is the central frequency of the signal.

If the envelopes of the pump pulses do not vary significantly within the characteristic decay time $T$ of the nonlinear polarization, we can set $B_{1}\left(\theta-t_{1}\right) \approx B_{1}(\theta)$ and $B_{2}\left(\theta-\tau-t_{1}\right) \approx B_{2}(\theta-\tau)$ for $t_{1} \leq T$. With these assumptions, Eq. (13) can be rewritten as

$$
\begin{gather*}
\frac{\partial A_{4}(\theta, z)}{\partial z}=\frac{2 i \pi \omega_{4}^{2}}{k_{4} c^{2}} \chi^{\prime}(\Delta \bar{\omega}, z) B_{1}(\theta) B_{2}^{*}(\theta-\tau) B_{3}(\theta)  \tag{14}\\
\times \exp \left(i \alpha \tau^{2}-i \Delta k z\right)
\end{gather*}
$$

where

$$
\chi^{\prime}(\omega, z)=\int_{0}^{\infty} \chi(t, z) \exp (i \omega t) d t
$$

is the Fourier transform of the cubic susceptibility.
For a spatially uniform medium, where the nonlinear susceptibility is independent of $z$, the integration of Eq. (14) yields

$$
\begin{align*}
A_{4}(\theta, \tau, z) & =\frac{2 i \pi \omega_{4}^{2}}{k_{4} c^{2}} \chi^{\prime}(\Delta \bar{\omega}) B_{1}(\theta) B_{2}^{*}(\theta-\tau) B_{3}(\theta)  \tag{15}\\
& \times \exp \left(i \alpha \tau^{2}\right) \frac{\exp (-i \Delta k z)-1}{-i \Delta k}
\end{align*}
$$

Thus, the amplitude of the CARS signal measured as a function of the delay time between linearly chirped pump pulses with equal chirps recovers the spectral dependence of the nonlinear-optical cubic susceptibility.

In the regime of phase matching, $\Delta k=0$, Eq. (15) can be reduced to

$$
\begin{gather*}
A_{4}(\theta, \tau, z)=\frac{2 i \pi \omega_{4}^{2}}{k_{4} c^{2}} \chi^{\prime}(\Delta \bar{\omega}) B_{1}(\theta) B_{2}^{*}(\theta-\tau) B_{3}(\theta)  \tag{16}\\
\times \exp \left(i \alpha \tau^{2}\right) z^{2} .
\end{gather*}
$$

The power of the CARS signal is then given by

$$
\begin{equation*}
W(\tau) \propto\left|\int_{-\infty}^{\infty} A_{4}(\theta, \tau, z) d \theta\right|^{2} . \tag{17}
\end{equation*}
$$

For pulses with Gaussian envelopes, $B_{j}(\theta)=$ $B_{0 j} \exp \left(-\theta^{2} / \tau_{j}^{2}\right), j=1,2,3$, integration in Eq. (17) for the case of two-color CARS with $\omega_{1}=\omega_{2}$ and $\tau_{1}=\tau_{2}$ gives

$$
\begin{equation*}
W(\tau) \propto\left|\chi^{\prime}(\Delta \bar{\omega})\right|^{2} \exp \left(-\frac{2 \tau^{2}}{\tau_{1}^{2}+2 \tau_{2}^{2}}\right) . \tag{18}
\end{equation*}
$$

Consider now in greater detail a methodologically important case of a homogeneously broadened Raman resonance:

$$
\begin{equation*}
\chi(t, z)=\chi_{0} \exp (-i \Omega t-t / T) \tag{19}
\end{equation*}
$$

where $\chi_{0}$ is a constant and $\Omega$ is the frequency of the Raman resonance. The parameter $T$ in this case is understood as the transverse relaxation time, which controls the spectral line width.

The Fourier transform of the nonlinear cubic susceptibility (19) yields a Lorentzian spectral contour:

$$
\begin{equation*}
\chi^{\prime}(\omega)=\frac{T}{i(\Omega-\omega) T+1} . \tag{20}
\end{equation*}
$$

Expression (18) can then be rewritten as

$$
\begin{align*}
W(\tau) \propto & \frac{1}{\left(\Omega-\omega_{1}+\omega_{2}-2 \alpha \tau\right)^{2}+T^{-2}} \\
& \times \exp \left(-\frac{\tau^{2}}{\tau_{1}^{2}+2 \tau_{2}^{2}}\right) . \tag{21}
\end{align*}
$$

The considered technique thus allows the frequency dependence of the nonlinear-optical susceptibility to be measured with a high spectral resolution around a homogeneously broadened Raman resonance.

## 4. SPECTRAL RESOLUTION OF CHIRPED-PULSE FOUR-PHOTON TECHNIQUES

In this section, we focus on the spectral resolution of chirped-pulse CARS spectroscopy and microscopy. These techniques have been gaining powerful momentum over the past few years due to the development of novel light sources based on PCFs [4-6], providing high efficiencies of nonlinear-optical frequency conversion of ultrashort laser pulses and allowing the generation of field waveforms with a controlled chirp, ideally suited for spectroscopic and microscopic applications [6, 27, 28].

We start by using Eqs. (5)-(9) for calculating the temporal envelope of the CARS signal generated by light pulses (10)-(12) (Fig. 1). The driving force for the considered regime of nonlinear-optical interaction can be represented as

$$
\begin{gather*}
F(t-\theta)=F_{0} f(t-\theta) \\
\times \exp \left[2 i \alpha \tau(t-\theta)-i \alpha \tau^{2}\right] \exp [i \omega(t-\theta)], \tag{22}
\end{gather*}
$$

where $f(t)$ is the temporal envelope of the driving force (determined by the shortest among the pump pulses) and $\tau$ is the delay time between the chirped pump pulses.

We assume first that the variation of the temporal envelope of the driving force can be neglected on the time scale of the nonlinear response time $T$ (regime of long pulses). Then, substituting Eq. (22) into Eq. (7), we find that

$$
\begin{align*}
& Q(t)=F_{0} \exp (i \omega t) \exp \left(-i \alpha \tau^{2}\right)  \tag{23}\\
& \times \exp (2 i \alpha \tau t) f(t) \vartheta(\omega+2 \alpha \tau)
\end{align*}
$$

The temporal profile of the CARS signal measured as a function of the delay time $\tau$ in this regime recovers the spectrum of the nonlinear-optical susceptibility:

$$
\begin{gather*}
W_{\mathrm{CARS}}(\tau, \eta) \propto|\vartheta(\omega+2 \alpha \tau)|^{2} \\
\times\left|\int_{-\infty}^{\infty} E_{3}(t-\eta) f(t) \exp [i(\omega+2 \alpha \tau) t] d t\right|^{2} \tag{24}
\end{gather*}
$$

To analyze the influence of finite pump-pulse widths on the spectral resolution of this CARS technique, we assume that the laser pulse has a rectangular shape with a duration $\tau_{1}$, while the nonlinear response has a standard form,

$$
\begin{equation*}
\chi(\theta)=\chi_{0} \exp \left(-\frac{\theta}{T}\right) \exp \left(i \omega_{0} \theta\right) \tag{25}
\end{equation*}
$$

corresponding to a Lorentzian spectral profile with the central frequency $\omega_{0}$ and the line width $\gamma=1 / T$.
$|Q|^{2}$, arb. units


Fig. 4. Lorentzian spectral profile with a width $\gamma(1)$ and the nonlinear response $|Q|^{2}(2-4)$ calculated with Eq. (26) as a function of the detuning $\delta=\omega_{0}-\omega-2 \alpha \tau$ of the instantaneous frequency difference of the pump fields from the frequency of the Raman resonance normalized to the line width $\gamma ; \gamma \tau_{1}=2$ (2), 1 (3), and 0.5 (4).

Integration in Eq. (7) yields

$$
\begin{align*}
Q\left(t, \tau_{1}\right) & \propto \frac{F_{0} \exp (i \omega t) \exp [i \alpha \tau(2 t-\tau)]}{\gamma-i \delta}  \tag{26}\\
& \times\left\{1-\exp \left[(-\gamma+i \delta) \tau_{1}\right]\right\},
\end{align*}
$$

where $\delta=\omega_{0}-\omega-2 \alpha \tau$.
The limiting transition $\tau_{1} \longrightarrow \infty$ recovers Eq. (23) with a Lorentzian spectral profile:

$$
\begin{equation*}
\left|Q\left(t, \tau_{1} \longrightarrow \infty\right)\right|^{2} \propto \frac{1}{\gamma^{2}+\left(\omega_{0}-\omega-2 \alpha \tau\right)^{2}} \tag{27}
\end{equation*}
$$

In the general case, a finite pulse width limits the spectral resolution. Figure 4 compares a Lorentzian spectral profile with a width $\gamma$ (solid line 1) with the nonlinear response $|Q|^{2}$ (curves 2-4) calculated with the use of Eq. (26) as a function of the detuning $\delta=\omega_{0}-$ $\omega-2 \alpha \tau$ of the instantaneous frequency difference of the pump fields from the Raman resonance normalized to the line width $\gamma$. As can be seen from this figure, the spectral resolution of CARS lowers as the pump-pulse duration $\tau_{1}$ becomes smaller.

In the limiting case of $\gamma \longrightarrow 0$, we arrive at

$$
\begin{equation*}
\left|Q\left(t, \tau_{1}\right)\right| \propto \frac{2\left|\sin \left[\left(\omega_{0}-\omega-2 \alpha \tau\right) \frac{\tau_{1}}{2}\right]\right|}{\left|\omega_{0}-\omega-2 \alpha \tau\right|} . \tag{28}
\end{equation*}
$$

Expression (28) gives the following estimate for the spectral resolution of the considered method (see also Fig. 4):

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}} \approx 1 / \tau_{1} . \tag{29}
\end{equation*}
$$

To derive a more general expression for the spectral resolution of chirped-pulse CARS, we use the fre-quency-domain representation for the nonlinear polarization $P\left(\omega_{4}\right)$ induced in a medium with a cubic nonlinearity at the anti-Stokes frequency $\omega_{4}=\omega_{1}-\omega_{2}+\omega_{3}$ (Fig. 2):

$$
\begin{gather*}
P\left(\omega_{4}\right) \propto \int_{-\infty-\infty}^{\infty} \int_{-\infty}^{\infty} g\left(\Omega-\omega^{\prime \prime}\right) E_{1}\left(\omega^{\prime}\right) E_{2}^{*}\left(\omega^{\prime}-\omega^{\prime \prime}\right)  \tag{30}\\
\times E_{3}\left(\omega_{4}-\omega^{\prime \prime}\right) d \omega^{\prime} d \omega^{\prime \prime},
\end{gather*}
$$

where $E_{i}(\omega)$ are the Fourier transforms of the laser fields $(i=1,2,3)$ and $g(\omega-\Omega)$ is the spectral line profile corresponding to the probed Raman mode with the frequency $\Omega$ (Fig. 2).

For a Raman mode with an infinitely narrow spectral line, $g(\omega-\Omega)=g_{0} \delta(\omega-\Omega)$, we find

$$
\begin{gather*}
P\left(\omega_{4}\right) \propto E_{3}\left(\omega_{4}-\Omega\right) Q\left(\omega_{1}-\omega_{2}-\Omega\right),  \tag{31}\\
Q\left(\omega_{1}-\omega_{2}-\Omega\right)=\int_{-\infty}^{\infty} E_{1}\left(\omega^{\prime}\right) E_{2}^{*}\left(\omega^{\prime}-\Omega\right) d \omega^{\prime} . \tag{32}
\end{gather*}
$$

We search now for the spectral width of the nonlinear polarization (31), which is the measure of the spectral resolution of chirped-pulse CARS. To this end, we assume that one of the pump pulses is transform-limited, while the phase modulation of the second pulse is quadratic in time, corresponding to a linear chirp with a chirp rate $\alpha$ (Fig. 2). For pump fields with Gaussian spectra,

$$
\begin{gather*}
E_{1}(\omega) \propto \tau_{1} \sqrt{2 \pi} \exp \left[-\frac{\tau_{1}^{2}\left(\omega-\omega_{1}\right)^{2}}{2}\right],  \tag{33}\\
E_{2}(\omega) \propto \tau_{2} \sqrt{\frac{2 \pi}{1-2 i \alpha \tau_{2}^{2}}} \exp \left[-\frac{\tau_{2}^{2}\left(\omega-\omega_{2}\right)^{2}}{2\left(1-2 i \alpha \tau_{2}^{2}\right)}\right], \tag{34}
\end{gather*}
$$

integration in Eq. (32) gives

$$
\begin{gather*}
\left|Q\left(\omega_{1}-\omega_{2}-\Omega\right)\right| \\
\propto \exp \left[-\frac{\left(\omega_{1}-\omega_{2}-\Omega\right)^{2}}{2\left(\tau_{1}^{-2}+\tau_{2}^{-2}+\frac{4 \alpha^{2}}{\tau_{1}^{-2}+\tau_{2}^{-2}}\right)}\right] . \tag{35}
\end{gather*}
$$

Using Eq. (35), we can find the spectral resolution of the method:

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}}=\left(\frac{1}{\tau_{1}^{2}}+\frac{1}{\tau_{2}^{2}}+\frac{4 \alpha^{2}}{\tau_{1}^{-2}+\tau_{2}^{-2}}\right)^{1 / 2} . \tag{36}
\end{equation*}
$$

As can be seen from Eq. (36), the spectral resolution of chirped-pulse CARS spectroscopy and microscopy is controlled by the durations and the chirp of the pump pulses (Fig. 5). With $\tau_{1} \ll \tau_{2}$, Eq. (36) can be reduced to

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}} \approx\left(\frac{1}{\tau_{1}^{2}}+4 \alpha^{2} \tau_{1}^{2}\right)^{1 / 2} . \tag{37}
\end{equation*}
$$

In the case of $\tau_{1}^{-2} \ll 4 \alpha^{2} \tau_{1}^{2}$, the spectral resolution of the CARS technique,

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}} \approx 2|\alpha| \tau_{1} \tag{38}
\end{equation*}
$$

is determined by the deviation of the instantaneous frequency difference of the pump fields within the shortest of the laser pulses (Fig. 2).

We now interpret Eqs. (36)-(38) in terms of the Heisenberg uncertainty principle [44]. To this end, we represent Eq. (36) as

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}}=\left(\frac{1}{\tau_{\mathrm{eff}}^{2}}+4 \alpha^{2} \tau_{\mathrm{eff}}^{2}\right)^{1 / 2}, \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{\mathrm{eff}}=\left(\frac{1}{\tau_{1}^{2}}+\frac{1}{\tau_{2}^{2}}\right)^{-1 / 2} \tag{40}
\end{equation*}
$$

is the effective time of measurement made on the system. According to the Heisenberg uncertainty principle, the lower bound for the uncertainty of energy measurement, $\delta E_{H}$, is related to the maximum time $\Delta t$ of measurements performed on a system by the expression $\delta E_{H} \Delta_{t}=\hbar$, where $\hbar$ is the Planck constant. In view of Eq. (39), we write

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}} \tau_{\mathrm{eff}}=\left(1+4 \alpha^{2} \tau_{\mathrm{eff}}^{4}\right)^{1 / 2} \tag{41}
\end{equation*}
$$

Setting $\Delta t=\tau_{\text {eff }}$, we arrive at

$$
\begin{equation*}
\delta \omega_{\mathrm{CARS}}=\frac{1}{\tau_{\mathrm{eff}}}\left(1+4 \alpha^{2} \tau_{\mathrm{eff}}^{4}\right)^{1 / 2} \geq \frac{\delta E_{H}}{\hbar} . \tag{42}
\end{equation*}
$$

As can be seen from relations of Eq. (42), the uncertainty of spectral measurements in CARS spectroscopy and microscopy using linearly chirped laser pulses (Fig. 5) always exceeds the lower bound dictated by the uncertainty principle. In the considered regime, the lower bound of uncertainty in spectral measurements is achieved with $\alpha=0$ (the solid line in Fig. 5).

## 5. PULSES WITH A PERIODIC MODULATION OF PHASE AND THE LIMITING SPECTRAL RESOLUTION OF CARS

In this section, we will show that the lower bound of uncertainty in CARS spectral measurements dictated by the uncertainty principle can be achieved by using


Fig. 5. Parameter $\delta \omega_{\mathrm{CARS}} \tau_{2}$ as a function of the ratio of pump-pulse durations $\tau_{2} / \tau_{1}$ for $\alpha \tau_{1}^{2}=0.3$ (1), 1 (2), and 10 (3). The solid curve shows the product $\delta \omega_{H} \tau_{2}$ corresponding to the lower bound of spectral uncertainty dictated by the uncertainty principle.
pump pulses with a periodic modulation of phase. Consider the pump field of the following form:

$$
\begin{equation*}
E(t)=B(t) \exp [i \Phi(t)] \exp \left(i \omega_{0} t\right), \tag{43}
\end{equation*}
$$

where $\Phi(t)$ is a periodic function. In view of the periodicity of its argument, the phase factor $\exp [i \Phi(t)]$ can be expanded as a Fourier series:

$$
\begin{equation*}
\exp [i \Phi(t)]=\sum_{n} q_{n} \exp (i n \sigma t) \tag{44}
\end{equation*}
$$

where $\sigma$ is the period of the function $\Phi(t)$ and $q_{n}$ are the expansion coefficients in the Fourier series.

In the case of a Gaussian envelope in (43),

$$
\begin{equation*}
B(t)=B_{0} \exp \left(-\frac{t^{2}}{2 \tau_{1}^{2}}\right), \tag{45}
\end{equation*}
$$

we arrive at the following expression for the spectrum of the pump field:

$$
\begin{equation*}
E(\omega) \propto \sum_{n} q_{n} \exp \left[-\frac{\left(\omega-\omega_{0}-n \sigma\right)^{2} \tau_{1}^{2}}{2}\right] \tag{46}
\end{equation*}
$$

We now assume that measurements are performed with a single broadband pump pulse, which serves as a source of photons for the resonant excitation of Ramanactive modes. Such a technique of femtosecond CARS spectroscopy is widely used for the investigation of ultrafast processes in molecular systems and dynamics of vibrational wave packets [38, 45-48]. Special phase profiles of ultrashort pulses, as shown in [49, 50], can


Fig. 6. The spectrum of a pulse with a harmonic modulation of the phase (48) for $\left(\omega_{0} \tau_{1}\right)^{2}=1000, \sigma / \omega_{0}=0.2$, and $a=$ 1.3 (solid curve) and 3.3 (dashed curve).
suppress a coherent background in CARS spectra, thus improving the selectivity of CARS spectroscopy.

Integration in Eq. (32) then leads to

$$
\begin{equation*}
|Q(\sigma)| \propto \sum_{n, m} q_{n} q_{m} \exp \left\{-\frac{[(n-m) \sigma-\Omega]^{2} \tau_{1}^{2}}{4}\right\} \tag{47}
\end{equation*}
$$

Ultrashort pulses with a periodic modulation of phase can be synthesized in experiments with the use of spatial light modulators [51-53]. In particular, a harmonic phase mask [54] gives laser pulses of the following form:

$$
\begin{equation*}
E(t)=B(t) \exp \left[i\left(a \sin \sigma t+\omega_{0} t\right)\right] \tag{48}
\end{equation*}
$$

where $a$ and $\sigma$ are the amplitude and the frequency of phase modulation.

The spectrum of such pulses is given by

$$
\begin{equation*}
E(\omega) \propto \sum_{n} J_{n}(a) \exp \left[-\frac{\left(\omega-\omega_{0}-n \sigma\right)^{2} \tau_{1}^{2}}{2}\right] \tag{49}
\end{equation*}
$$

where $J_{n}(x)$ is the $n$ th-order Bessel function.
Performing integration in Eq. (32) for the spectrum of the pump field (49), we derive

$$
\begin{align*}
& |Q(\sigma)| \propto \sum_{n, m} J_{n}(a) J_{m}(a)  \tag{50}\\
\times & \exp \left\{-\frac{[(n-m) \sigma-\Omega]^{2} \tau_{1}^{2}}{4}\right\}
\end{align*}
$$

The spectrum of the pump pulse with a periodic modulation of phase, as can be seen from Eqs. (46) and (49), has the form of a frequency comb consisting of
equidistant components separated by the spectral interval $\sigma$ (Fig. 6). The central frequency of the $n$th spectral component is equal to $\omega_{0}+n \sigma$. The bandwidth of each spectral component in the frequency comb is controlled by the pulse duration $\tau_{1}$. We assume that

$$
\begin{equation*}
\tau_{1}>\sigma^{-1} \tag{51}
\end{equation*}
$$

When this inequality is satisfied, the spectral interval between the components of the frequency comb is larger than the bandwidth of each component (Fig. 6). The frequency comb can be then employed as a ruler for spectral measurements (see also [22]). In the limiting case of $\tau_{1} \longrightarrow \infty$, the spectrum of the pump pulse has the form of a frequency comb consisting of infinitely narrow equidistant spectral components:

$$
\begin{equation*}
E(\omega) \propto \sum_{n} q_{n} \delta\left(\omega-\omega_{0}-n \sigma\right) \tag{52}
\end{equation*}
$$

The equality

$$
\begin{equation*}
(n-m) \sigma=\Omega \tag{53}
\end{equation*}
$$

expresses the condition of a resonant excitation of Raman modes with the frequency $\Omega$. The spectral resolution of the CARS technique, as can be seen from Eqs. (47) and (50), is then controlled by the inverse of the pump pulse duration. Comparison of Eqs. (35) and (47) shows that the spectral resolution of CARS spectroscopy and microscopy based on the use of a single pump pulse with a periodic modulation of phase coincides with the lower-bound limiting spectral resolution $\delta E_{H} \hbar^{-1}$ for the standard CARS technique, which involves two pump pulses with the difference of their central frequencies equal to $\omega_{1}-\omega_{2} \approx \Omega$.

The condition of Eq. (53) also provides the maximum selectivity of Raman-mode excitation with a broadband field of an ultrashort laser pulse. All the energy of the pump field under conditions of Eqs. (52) and (53) is concentrated (Fig. 6) in spectral components of laser radiation resonant to Raman modes of the system under study (see also [55]).

## 6. TEMPORAL RESOLUTION OF CHIRPED-PULSE CARS

In this section, we examine the temporal resolution of chirped-pulse CARS spectroscopy and microscopy. Assuming that chirped pump pulses employed in the CARS scheme have Gaussian envelopes, we represent the driving force in Eq. (7) as

$$
\begin{align*}
& \quad F(t-\theta)=F_{0} \exp \left[-\frac{(t-\theta)^{2}}{\tau_{1}^{2}}\right]  \tag{54}\\
& \times \exp \left[i \alpha(t-\theta)^{2}\right] \exp [i \omega(t-\theta)]
\end{align*}
$$

where $\tau_{1}$ is the characteristic duration of the pump pulses (or the minimum among the pulse durations in the case of pump pulses with radically different pulse widths), and $\omega=\omega_{1}-\omega_{2}$ is the difference of the central frequencies of the pump fields.

To determine the temporal resolution of the CARS technique, we consider a medium with an instantaneous nonlinear-optical response and set $\chi(\theta)=h_{0} \delta(\theta)$. Integration in Eqs. (6) and (7) then leads to the following dependence of the CARS signal on the delay time $\eta$ of the probe laser pulse with a characteristic pulse duration $\tau_{3}$ :

$$
\begin{equation*}
W_{\mathrm{CARS}}(\eta, \alpha) \propto W_{0} \exp \left\{-\frac{\eta^{2}}{\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right)}\right\}, \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right)=\frac{\tau_{3}^{2}\left[\left(\tau_{1}^{2}+\tau_{3}^{2}\right)^{2}+\alpha^{2} \tau_{1}^{4} \tau_{3}^{4}\right]}{\tau_{1}^{2}\left(\tau_{1}^{2}+\tau_{3}^{2}\right)-\left(\tau_{1}^{2}+\tau_{3}^{2}\right)^{2}-\alpha^{2} \tau_{1}^{4} \tau_{3}^{4}} \tag{56}
\end{equation*}
$$

Figure 7 presents the ratio $\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right) / \tau_{3}^{2}$, used as a measure of the temporal resolution of the CARS technique, calculated with Eq. (56) as a function of the chirp parameter of the pump pulse for $\tau_{3} / \tau_{1}=0.3$ (curve 1 ) and 0.1 (curve 2). In a particular case of trans-form-limited pump pulses, $\alpha=0$, Eq. (56) yields the following physically instructive relationship:

$$
\begin{equation*}
W_{\mathrm{CARS}}(\eta, \alpha=0) \propto W_{0} \exp \left(-\frac{\eta^{2}}{\tau_{1}^{2}+\tau_{3}^{2}}\right) \tag{57}
\end{equation*}
$$

The temporal resolution of the CARS technique in this regime (dashed lines 4 and 5 in Fig. 7) is given by the intuitively clear expression

$$
\begin{equation*}
\delta t \approx\left(\tau_{1}^{2}+\tau_{3}^{2}\right)^{1 / 2} . \tag{58}
\end{equation*}
$$

The case of large $\alpha$ corresponds to broadband chirped pump pulses. The temporal resolution of CARS in this situation is determined by the duration of the probe pulse (dashed line 3 in Fig. 7):

$$
\begin{equation*}
W_{\mathrm{CARS}}\left(\eta,|\alpha| \tau_{1}^{2} \tau_{3}^{2}>\tau_{1}^{2}, \tau_{3}^{2}\right) \propto W_{0} \exp \left(-\frac{\eta^{2}}{\tau_{3}^{2}}\right) \tag{59}
\end{equation*}
$$

Thus, the temporal and spectral resolution of CARS measurements performed with an ultrashort probe pulse ( $\tau_{3} \ll \tau_{1}$ ) can be smoothly tuned by varying the chirp parameter (Fig. 7). The temporal resolution can range from $\delta t \approx\left(\tau_{1}^{2}+\tau_{3}^{2}\right)^{1 / 2} \approx \tau_{1}$ in the regime of small $\alpha$ to $\delta t \approx \tau_{3} \ll \tau_{1}$ in the case of strongly chirped pump


Fig. 7. The ratio $\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right) / \tau_{3}^{2}$, used as a measure of the temporal resolution of the CARS technique, as a function of the chirp parameter of the pump pulse for $\tau_{3} / \tau_{1}=0.3(1)$ and 0.1 (2). The horizontal lines show the limiting temporal resolution of the CARS technique corresponding to $\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right)=\tau_{3}^{2}(3)$ and $\xi^{2}\left(\alpha, \tau_{1}, \tau_{3}\right)=\tau_{1}^{2}+\tau_{3}^{2}$ with $\tau_{3} / \tau_{1}=0.3$ (4) and 0.1 (5).
pulses. This property of chirped-pulse CARS makes this technique an ideal tool for the spectroscopy and microscopy of ultrafast processes and nonstationary objects in the gas and condensed phases. Of special interest is to extend the methodology of chirped-pulse CARS spectroscopy and microscopy to attosecond metrology and tomography. Analysis presented in this section shows that, to provide a subfemtosecond time resolution in CARS spectroscopy or microscopy, only one of the pulses involved in the nonlinear-optical process has to be attosecond.

## 7. CONCLUSIONS

We have shown that ultrashort light pulses with controlled chirp offer new solutions for coherent nonlinear spectroscopy and microscopy. Pulses with a quadratic modulation of phase in time (corresponding to a linear chirp) define a simple one-to-one mapping between the delay time and the detuning of the frequency difference of the pump fields from the frequency of the Raman mode under study. We found analytical solutions for the temporal envelope of the CARS signal produced by chirped pulses and examined the ways of using chirped pulses for high-resolution nonlinear spectroscopy and microscopy, as well as for studying ultrafast processes in the gas and condensed phases. Our analysis shows that the temporal resolution of CARS measurements performed with an ultrashort probe pulse can be smoothly tuned by varying the chirp parameter. The upper and lower boundaries of this resolution tunability interval are controlled by the durations of the pump and probe pulses. This property of chirped-pulse CARS
makes this technique an ideal tool for the spectroscopy and microscopy of ultrafast processes and nonstationary objects in the gas and condensed phases, including measurements on the subfemtosecond time scale. The spectral resolution of chirped-pulse CARS spectroscopy and microscopy is determined by the durations of the pump pulses and the chirp parameter. The uncertainty of spectral measurements for CARS techniques using linearly chirped laser pulses always exceeds the lower bound dictated by the uncertainty principle. This lower bound of uncertainty in CARS spectral measurements can be achieved by using pulses with a periodic phase modulation.
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#### Abstract

In several independent experiments investigating the interaction between the optical field of an intense laser pulse and a xenon cluster beam, we recorded an anomalously high quantum yield of the plasma radiation in the region $10-15 \mathrm{~nm}$. In several cases, the conversion efficiency into the hemisphere reached $10 \%$ of the pumping pulse energy. The nature of this phenomenon has not yet been adequately explained. A high conversion efficiency is shown to be possible when producing a plasma with optimal parameters for the amplification of spontaneous radiation on Ni-like xenon transitions to be generated. In a collisional-radiative model, we performed detailed atomic-kinetic calculations of the gains and radiation spectra on the transitions with $\lambda \approx 4,10$, and 11.3 nm and in the region 13-13.9 nm. For each transition, we determined the time dependences of the gains on plasma parameters. The theoretical and experimental values of the optimal plasma parameters and energy yields of the radiation are in close agreement. Using a theoretical model, we propose possible plasma pumping schemes to achieve the maximum yield of the intense, narrowly beamed soft X-ray radiation. At a pumping pulse repetition rate of $10^{4} \mathrm{~Hz}$, the output power for various Ni-like xenon transitions ranges from 100 to $5 \times 10^{3}$ W. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The experiments [1-4] carried out in the mid-1990s showed that the interaction of an intense ultrashort laser pulse with a cluster target could give rise to a plasma whose temperature is several orders of magnitude higher than the temperature of the plasma produced through the interaction of the same source with a gaseous or solid target. Highly charged ions of rare gases with energies above 1 MeV and electrons with energies of several keV were detected in [3, 4]. An almost $100 \%$ absorption of the pulse energy is possible during the interaction of a cluster beam with an optical laser field. This is mainly attributable to two factors: the density of the atoms in an individual cluster is comparable in order of magnitude to the density of the solid; there is virtually no reflection of the electromagnetic wave from the surface.

At present, there exist several models that interpret the ionization and decay of cluster targets [5-7]. External ionization, the escape of the produced photoelectrons from the cluster outward, takes place at the beginning of laser-pulse action. During the interaction of the laser pulse with the cluster, the ionized cluster expands and the electrons heat up to a temperature of several keV ; the cluster is ionized and decays. As a result, immediately after the termination of an ultrashort laser pulse, the material at the focus of the laser beam is a high-temperature plasma composed of free electrons and multiply charged atomic ions. The charge composition, tem-
perature, density, and radiative properties of the produced plasma depend significantly on how the cluster beam was formed as well as on the laser-pulse parameters and interaction conditions. The results presented in [1-7] can affect profoundly the trends in the physics of intense X-ray and EUV radiation sources.

Reliable methods for producing cluster beams of such rare gases as argon, krypton, and xenon have been developed in the last decade. A conical valve is commonly used. The gas pressure in the valve can vary over a wide range, up to 100 atm . Clusters are formed as a liquefied gas expands from the valve through a $10-400 \mu \mathrm{~m}$ hole into a vacuum chamber. Subsequently, a cluster beam is formed at the exit from the chamber hole, which is usually in the shape of a circle up to several millimeters in diameter. Both the mean size of the forming clusters and the pattern of spatial distribution of their concentration in the interaction region can be varied over a wide range by using various pressures and nozzle designs. The pressure dependences of the cluster sizes in the original chamber were analyzed in [8-10]. Experimental data on the formation of metal cluster beams are also available $[5,11]$.

At present, the energy distributions of the electrons and ions escaping from plasma are experimentally studied by means of time-of-flight spectroscopy. In these studies, the laser pulse is focused on a more rarefied part of the cluster beam at a distance of several centimeters from the nozzle. Thus, for example, the dependences of the energies of the escaping krypton and
xenon ions on the cluster size ( $10^{2}-10^{5}$ at. per cluster) as well as on the laser intensity ( $I=10^{14}-10^{16} \mathrm{~W} \mathrm{~cm}^{-2}$ ) and wavelength ( 780 and 390 nm ) were determined in the experiment described in [12]. The mean and maximum ion energies were shown to increase with cluster size up to a certain optimal size. A further increase in the cluster size causes the ion energy to decrease. In this paper, it was also established that the ion and electron energies increase sharply at intensities from $\mathrm{I} \approx 6 \times$ $10^{14} \mathrm{~W} \mathrm{~cm}^{-2}$ to $\mathrm{I} \approx 10^{15} \mathrm{~W} \mathrm{~cm}^{-2}$; a further increase in the intensity causes the temperature to rise only slightly. The experimental dependences are in good agreement with the numerical calculations of the nanoplasma dynamics, whose model was suggested in [1].

Investigating the spectra and quantum yields of the X-ray and EUV radiation from the plasma produced through the interaction of a laser pulse with a cluster is another direction of research. In these experiments, the laser pulse is focused on the cluster beam in the immediate vicinity of the chamber hole, at a distance of $0-2 \mathrm{~mm}$ where the beam density is at a maximum. Intense radiation from the high-temperature plasma produced through the interaction of a femtosecond pulse ( $I \sim 10^{16}-10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ ) with He , $\mathrm{Ne}, \mathrm{Ar}$, and Kr clusters (the cluster size is $\sim 100 \AA$ ) was detected in [13]. It was established in [13] that the resonant absorption of the laser-pulse energy plays a crucial role in the dynamics of the plasma formation and decay. It was also found that the quantum yield of the cluster plasma radiation is of the same order of magnitude as that for the plasma of a solid target; in this paper, the quantum yield depended significantly on the laser-pulse duration. The energy yield $E_{\text {out }}$ of the X-ray radiation from the plasma formed from krypton clusters under the action of a femtosecond pulse ( $I \approx 5 \times 10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ ) was studied in the experiment described in [10]. The observed spectrum in [10] corresponded to the radiation of krypton ions with a degree of ionization of 24-27. The plasma radiation was isotropic, and $E_{\text {out }}$ depended on the laser intensity and the mean cluster size; $E_{\text {out }}$ for photons with an energy of 55 keV did not exceed $1.7 \times 10^{-8}$ in $4 \pi$ steradians, and $E_{\text {out }}$ for photons with an energy of 1.25 keV was an order of magnitude higher.

The large number of parameters that characterize the target + laser pulse system is a fundamental problem of the experimental studies. For a given beam geometry, the main parameters include the mean cluster density in the beam, the mean cluster size and the cluster distribution in size (number of atoms in the cluster), and the gas fraction in the beam; the spatial inhomogeneity of the cluster beam also plays an important role. The characteristics of the emergent radiation are strongly affected by the parameters of the control pulse: its intensity, contrast, duration, wavelength, polarization, and focusing [14, 15]. A theory for the evolution of large atomic clusters when irradiated by a femtosecond laser pulse producing a superatomic field in the
cluster was developed in [16, 17]. It is based on the above-barrier successive multiple internal ionization of atomic ions inside the cluster accompanied by the field ionization of external atoms. The ionization through electron-ion collisions was also taken into account in the calculations. As a result, the authors obtained the time dependences of the cluster radius, the electron and ion densities, and temperatures and described the dynamics of the internal and external ionization of a large ( $\sim 10^{6}$ atoms) xenon cluster irradiated by a laser pulse with a peak intensity of $10^{18} \mathrm{~W} \mathrm{~cm}^{-2}$ and a duration of 50 fs . The electron-cluster or ion-cluster interactions are also of great importance for a high-density cluster beam. An important role of the collisional interaction between free electrons and a cluster was demonstrated in [18]: free electrons are accelerated in the field of positively charged clusters, which contributes to faster cluster destruction.

The spectra and energy yields of the radiation from the plasma produced through the interaction between the optical field of various lasers and a xenon cluster beam were studied in detail at the Tsukuba $[19,20]$ and Max-Born [21, 22] Universities. In several cases, a $10 \%$ conversion of the pumping pulse energy into the plasma radiation in the spectral region $9-15 \mathrm{~nm}$ in $2 \pi$ steradians was recorded. The time-integrated spectra corresponding to the $\mathrm{Xe}^{9+}-\mathrm{Xe}^{29+}$ radiation were recorded in [19-22]. The most intense lines were observed in the regions $\lambda=10.3-10.7,11.4$, and $13-13.8 \mathrm{~nm}$. A Ti-sapphire laser with an intensity of $10^{18} \mathrm{~W} \mathrm{~cm}^{-2}$ and a duration of 50 fs ( 0.2 J per pulse) was used in [21]; the radiation with $\lambda=13.4 \mathrm{~nm}$ along the plasma axis was found to be approximately threefold more intense than that across the axis. In this case, the conversion efficiency of the radiation with $\lambda=11.4$ and 13.4 nm into the hemisphere was 2 and $0.5 \%$, respectively. The dependence of the conversion efficiency on the polarization of the Ti-sapphire laser beam and on the pressure in the valve was also investigated in this paper. We have found no adequate explanation of the anomalously high quantum yield in the literature; the absence of time scans for the radiation spectra makes it difficult to interpret the results. In particular, there is no clear idea of precisely which xenon ions provide the maximum yield of the radiation in the spectral range under study. A theoretical study of the physical nature of this phenomenon is of current interest.

In our previous paper [23], based on atomic-kinetic calculations, we predicted several efficient lasing transitions in the region $10-15 \mathrm{~nm}$ in Ni-like xenon. In [23], a theoretical study was performed for the plasma of fairly low temperature ( $T_{e}=500-1000 \mathrm{eV}$ ) produced by a long ( $\tau_{\text {pump }} \gg 100 \mathrm{ps}$ ) pumping pulse. Under such conditions, the amplification on several $3 p^{5} 3 d^{10} 4 f-$ $3 p^{5} 3 d^{10} 4 d$ transitions between highly excited levels in the region of $13-14 \mathrm{~nm}$ and on the commonly studied $3 d^{9} 4 d[J=0]-3 d^{9} 4 p[J=1]$ transition with $\lambda \approx 10 \mathrm{~nm}$ in Ni-like ions is of greatest interest. In recent years, we


Fig. 1. Level diagram for Xe XXVII showing the strongest lasing transitions.
have calculated the gains in various Ne - and Ni -like ions by using our method [24, 25] for a detailed comparison with available experimental data. In [26], we tested our atomic-kinetic calculations of the gains on the Pd-like xenon $(\lambda=41.8 \mathrm{~nm})$ transition in the plasma produced through the interaction between the optical field of a femtosecond pulse and gaseous xenon. Based on our calculations, we determined optimal parameters for the experiment to achieve the maximum yield of the radiation with $\lambda=41.8 \mathrm{~nm}$.

In this work, we performed atomic-kinetic calculations of the radiation spectra for Ni-like xenon; the theoretical and experimental radiation spectra in the region of the resonance Xe XXVII transitions are compared in Section 2. The time dependences of the gains in a hightemperature plasma for the most promising lasing transitions of Ni -like xenon are considered in Section 3. In Section 4, our atomic-kinetic calculations are used to determine the plasma parameters in the experiments [20-22] that recorded an anomalously high energy yield of the plasma radiation in the region $10-15 \mathrm{~nm}$. In conclusion, based on our calculations and using the experimental results from [20-22], we propose an experimental pumping setup that provides the maximum energy yield of the narrowly beamed radiation with $\lambda=4,9.9,11.4$, and $13-14 \mathrm{~nm}$.

## 2. SPECTRAL CHARACTERISTICS OF Ni-LIKE XENON

Figure 1 shows the working levels and wavelengths in Xe XXVII for the strongest lasing transitions. The lasing transitions are indicated by the inclined dotted lines; the radiative decays of the lower working levels
are indicated by the vertical dash-dotted lines, with their rates being given near them. We calculated the wavelengths, the rates of the radiative transitions, and the rates of the transitions induced by collisions with electrons using the relativistic perturbation theory with the zeroth-approximation model potential [27, 28]. The results of our calculations are presented in the table. The error in the calculated wavelengths is within $\pm 2 \AA$ for the transitions between the lower $3 d^{9} 4 l$ configurations. For the transitions between the high-lying $3 p^{5} 3 d^{10} 4 l$ configurations, where the effect of the ignored correlation corrections is stronger, the error can be slightly larger.

The gains are usually measured experimentally for the $3 d^{4} d-3 d^{4} p, 0-1$ transition with $\lambda=10 \mathrm{~nm}$, whose empirical wavelengths for the Ni -like sequence of ions with $Z=46-92$ are presented in [29]. There are other, two less intense lines near 10 nm that correspond to the transitions from the same upper $3 d^{4} d[J=0]$ level to the other two states, $3 d^{4} p[J=1]$. There are five strong lasing transitions in the region $13-13.9 \mathrm{~nm}$ between the highly excited $3 p^{5} 3 d^{10} 4 f-3 p^{5} 3 d^{10} 4 d$ configurations. Four of them were considered in [23]. The level population inversion for these four transitions, as for the $4 d-4 p, 0-1$ transitions, is quasi-stationary; it is stable if the plasma parameters are maintained. The inversion mechanism on these transitions is attributable to ordinary collisional-radiative processes; it is similar to the inversion mechanism for the $3 p-3 s, 2-1$ and $3 p-3 s, 0-1$ transitions in Ne-like ions. For simplicity, Fig. 1 shows only the two possible lasing transitions in the region $13-13.9 \mathrm{~nm}$. Note that the lasing transition between the analogous highly excited levels in Ne-like ions,

The transitions in Ni-like xenon on which the spontaneous radiation can be amplified


Note: The table gives the transition wavelengths $\lambda$, radiative transition probabilities $A_{\mathrm{ul}}$, and transition energies $E_{\mathrm{tr}}$ The rates of level excitation by an electron collision from the ground state per unit volume $R_{\text {col }}$, the Voigt line width $\Delta v$, the time-averaged level populations $\check{N}_{\mathrm{u}}$ and $\check{N}_{\mathrm{l}}$, and the gain $\hat{g}$ were calculated for $n_{e}=8 \times 10^{20} \mathrm{~cm}^{-3}, T_{e}=1800 \mathrm{eV}$, and $d=12.5 \mu \mathrm{~m}$. $I_{0}$ is the transition emissive power from a volume of $1.7 \times 10^{-7} \mathrm{~cm}^{3}$, and $E_{\text {las }}^{\text {out }}$ is the energy yield including the amplification for $\tau_{\text {las }}=4.6 \mathrm{ps}$. The transitions with a short-lived inversion are denoted by an asterisk (*).
$2 s 2 p^{6} 3 d[J=2]-2 s 2 p^{6} 3 p[J=1]$, was observed experimentally [30]. In Ni-like ions, the spectral density of the above highly excited states is very high. In addition to them, several more promising lasing transitions, whose wavelengths may overlap, lie in the region $13-15 \mathrm{~nm}$.

The inversion of the remaining strongest transitions, denoted by an asterisk in the table, is possible only for an ultrashort plasma production time, when the Ni-like ions dominate at the initial time. The $3 p_{1 / 2}^{5} 4 d^{10} 4 p_{1 / 2}$ [ $J=0]-3 p^{6} 3 d_{3 / 2}^{9} 4 p_{1 / 2}[J=1]$ lasing transition with $\lambda=$ 4 nm is of particular interest; unfortunately, this spectral region has not been studied experimentally. This is the so-called inner-shell transition between the $3 p_{1 / 2}-$ $3 d_{3 / 2}$ vacancy states in the presence of a $4 p_{1 / 2}$ "observer
electron." In [25], we predicted a similar amplification mechanism on the short-wavelength inner-shell $2 s-2 p$, $0-1$ transition in Ne-like ions. This result was confirmed for Ne -like ions in the calculations performed by other theoretical methods [31].

The reabsorption of photons to the upper working $3 d_{3 / 2}^{9} 4 f_{5 / 2}[J=1]$ level is responsible for the inversion on the $4 f-4 d, 1-1$ transition with $\lambda=11.3 \mathrm{~nm}$. In an optically thin plasma, the resonant decay of this level to the ground state occurs with a probability of $6 \times 10^{13} \mathrm{~s}^{-1}$. Because of the large oscillator strength, this level is intensively populated by an electron collision from the ground state (see table). In an optically thick plasma, including the reabsorption decreases the radiative decay probability for this level by a factor of


Fig. 2. Model Xe XXVII radiation spectrum in arbitrary units in the region $10-20 \AA$ as a function of $T_{e}$ and $n_{e}=$ $10^{21}(\mathrm{a}), 5 \times 10^{20}(\mathrm{~b}), 10^{20}(\mathrm{c})$, and $5 \times 10^{19} \mathrm{~cm}^{-3}(\mathrm{~d})$.

10 to 100 . Given the reabsorption, the radiative transition rate $A_{i j}^{\text {eff }}$ is determined by the escape factor $\varepsilon$ : in our model, the photon reabsorption is taken into account for all transitions in the approximation presented in [32, 33], $A_{i j}^{\text {eff }}=\varepsilon_{i j} A_{i j}$, where $\varepsilon=$ $1.22\left[\ln \left(k_{0} d\right)\right]^{1 / 2} /\left(k_{0} d\right)<1$ is the ratio of the radiative transition probability of an ion in plasma to the probability in an isolated ion, and $k_{0}$ is the photoabsorption coefficient. An increase in the population of the $3 d_{3 / 2}^{9} 4 f_{5 / 2}[J=1]$ level through the reabsorption leads to an inverted state relative to the lower levels. The term "optical self-pumping" is used in the literature for this
inversion mechanism. The amplification on this transition in Ni-like silver was first observed in [34]. Figure 1 shows the strongest possible lasing transition from the $3 d_{3 / 2}^{9} 4 f_{5 / 2}[J=1]$ level with $\lambda=11.3 \mathrm{~nm}$.

The model Xe XXVII radiation spectrum in the region $10-20 \AA$, where the line intensities were calculated at four values of $n_{e}$ in the range $5 \times 10^{19}-10^{21} \mathrm{~cm}^{-3}$, is shown as a function of $n_{e}$ and $T_{e}$ in Fig. 2. $T_{e}$ in the range $0.5-2.5 \mathrm{keV}$ lies along the second horizontal axis. The relative line intensities are along the vertical axis on a linear scale. The Xe XXVII resonance transitions are located within the specified wavelength range; the line intensities are shown without including the satellite structure. The intensities of the strongest resonance transitions in ions with the filled shell of the ground state are known to be much higher than those of the transitions between excited states. The number of resonance lines in such ions is small; the most intense of them are known even for the heavy ions of the nickel isoelectronic sequence. The experimental wavelengths $\lambda_{\text {exp }}$ for the five resonance transitions in Xe XXVII can be found in the review [35]. These lines can be seen in Fig. 2: three lines belong to the $4 p-3 d$ transitions with $\lambda=18.804 \AA\left(\lambda_{\text {exp }}=18.826 \AA\right), \lambda=18.641 \AA\left(\lambda_{\text {exp }}=\right.$ $18.667 \AA$ ), and $\lambda=18.301 \AA\left(\lambda_{\text {exp }}=18.326 \AA\right)$; two lines belong to the $4 f-3 d$ transitions with $\lambda=14.222 \AA$ ( $\lambda_{\text {exp }}=14.247 \AA$ ) and $\lambda=14.602 \AA\left(\lambda_{\text {exp }}=14.618 \AA\right)$. A comparison indicates that the wavelengths of the resonance transitions were calculated with an accuracy of about $0.1 \%$. The presence of these resonance lines in the xenon plasma spectra directly points to the existence of Ni -like ions. Figure 2 shows the five lines that correspond to the transitions from the $3 p^{5} 3 d^{10} 4 d[J=1]$ states with $\lambda=12.340,12.270,11.570 \AA$ and the $3 p^{5} 3 d^{10} 4 s$ states with $\lambda=14.585$ and $13.575 \AA$. We conclude from Fig. 2 that the highly excited $3 p^{5} 3 d^{10} 4 l$ states are efficiently populated at $n_{e} \geq 5 \times 10^{20} \mathrm{~cm}^{-3}$. The intensities of these transitions increase as the temperature changes from 500 to 2000 eV . One of the transitions, $3 p^{5} 3 d^{10} 4 d-3 p^{6} 3 d^{10}\left(\lambda_{\exp }=11.57 \AA\right)$, was identified by means of precision spectroscopy in [36]; this result closely agrees with our values calculated for the $3 p_{1 / 2}^{5} 4 d^{10} 4 d_{3 / 2}[J=1]-3 p^{6} 3 d^{10}[J=0]$ transition. The spectra of xenon ions at high ionization stages were not studied by means of precision experimental spectroscopy. Their shells are much more complex; in general, there are no distinct resonances in the spectra of complex shells.

The spectral characteristics of the radiation near the Xe XXVII resonance transitions in the plasma produced through the interaction of an optical laser field with a xenon cluster beam were studied in [19, 37, 38]. In actual spectra, many satellite lines that broaden the resonances lie near the resonance transitions; as a result, the experimental lines have smeared profiles. Nevertheless, the spectral resolution in these experi-
ments is high enough for the positions and intensities of the resonances to be reliably judged. A laser with a pulse duration of $\sim 300 \mathrm{fs}$ and an intensity of $\sim 10^{19} \mathrm{~W} \mathrm{~cm}_{\circ}^{-2}$ was used in [37]. The strong lines between 14 and $15 \AA$ that correspond to the transitions to the $3 d$ shell from the $4 f$ state are clearly distinguishable in the radiation spectrum. In addition, there are intense lines in the region 10.5-12.5 $\AA$, some of which are in satisfactory agreement with the model spectrum shown in Fig. 2; these lines correspond to the transitions to the $3 p$ state from the $4 d$ and $4 s$ states. The xenon plasma radiation spectra in the region 12.5-15.5 $\AA$ were investigated in [38] by using a neodymium glass laser pulse with a duration of 2 ps , an intensity of $10^{15}-10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, and an energy of 0.5 J . Here, a resolution higher than that in [37] was achieved. As a result, the two $4 f-3 d$ resonance transitions with $\lambda=14.247$ and $14.618 \AA$ were clearly identified. The third, fairly intense line lies between these two lines. According to our calculations, it corresponds to the $3 p_{3 / 2}^{5} 3 d^{10} 4 s_{1 / 2}[J=1]-3 d^{10}[J=0]$ transition with $\lambda=14.585 \AA$. Another transition from this configuration, $3 p_{0}^{5} 3 d^{10} 4 s_{1 / 2}[J=1]-3 d^{10}[J=0]$ with $\lambda=$ $13.575 \AA$, was observed in [38] in the form of a weaker and smeared line.

An almost $100 \%$ absorption of the pumping pulse energy at pulse intensities within the range $5 \times 10^{15}-5 \times$ $10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$ was demonstrated in [37]. The energy yield of the radiation near $1 \mathrm{keV}(\sim 12 \AA)$ was measured in this paper; at the peak intensity, it was $5-12 \mu \mathrm{~J}$ $\left(\sim 10^{-5}\right)$, depending on the cluster size. The resonance spectra of the xenon plasma radiation in the region 5-18 nm were also observed in [19] using a KrF laser, where the previously known $3 d^{9} 4 f-3 d^{10}$ transitions were identified. In addition, the $\sim 13.5, \sim 12.2$, and $\sim 11.5 \mathrm{~nm}$ lines were clearly observed here.

The time dependences of the gains $g\left(\tau \mid n_{e}, T_{e}, d\right)$ on Ni -like xenon transitions under long pumping pulse conditions were theoretically analyzed in [23]. The Nilike state was assumed to be formed through one- or two-stage plasma heating in a gas-puff facility. An optimal density within the range $3 \times 10^{20} \leq n_{e} \leq 10^{21} \mathrm{~cm}^{-3}$ was found for each of the lasing transitions. In this paper, it was shown how sensitive the time it takes to reach the Ni -like stage ( $\tau_{\text {ioniz }}^{\mathrm{Cu}}$ ) and the ionization time of a Ni-like ion ( $\tau_{\text {ioniz }}^{\mathrm{Ni}}$ ) into the next Co-like state are to the plasma parameters. Thus, for example, $\tau_{\text {ioniz }}^{\mathrm{Cu}}$ is several dozen nanoseconds at $T_{e} \sim 150-200 \mathrm{eV}$ and $n_{e} \sim$ $10^{19} \mathrm{~cm}^{-3}$ and several picoseconds at $T_{e} \sim 450-500 \mathrm{eV}$ and $n_{e} \sim 10^{21} \mathrm{~cm}^{-3}$. The ionization balance, the ion fraction in the Ni -like state, is determined by $T_{e}$; the dependence on $n_{e}$ is not so significant.

The plasma state at $T_{e} \sim 450-550 \mathrm{eV}$ is a "thermal trap" for Ni-like xenon, because the $\mathrm{Xe}^{26+}$ ionization processes under these conditions are balanced by the
recombination processes to $\mathrm{Xe}^{26+}$. According to our calculations [23], the fraction of Ni -like ions is $\sim 0.4$ at such $T_{e}$. This is confirmed by recent experiments [36], where the Xe XXVI-Xe XXVIII radiation spectra as well as the electron density, temperature, and ionization balance in a xenon plasma were investigated with a time resolution of 30 ps . The plasma was produced by irradiating an atomic xenon beam by a neodymium glass laser pulse with a duration of 650 ps . The time dependences of the radiation spectra were indicative of a steady state of the plasma ionization composition during the pulse action. The pulse energy and duration were chosen so as to compensate for the radiative plasma cooling by maintaining a steady value of $T_{e}$, which was estimated in [36] to be about 450 eV .

When ultrashort pumping pulses are used, the highly efficient lasing transitions on picosecond and subpicosecond time scales are of great interest. Such short-lived lasing transitions are attributable to the high population rate of some of the Ni-like xenon levels by an electron collision: during a short time interval, the populations of these levels exceed significantly those of the remaining slowly populated levels. The inversion duration depends on the level population rates, which are sensitive to the plasma density and temperature. This type of inversion is characterized by a very steep rise in the gain on a subpicosecond time scale. Depending on the initial plasma parameters, two inversion disappearance mechanisms are possible: ionization of the working ion into the next stage and collisional level mixing. For various lasing transitions in Xe XXVII, the lifetime of the transition inversion can be $1-10 \mathrm{pc}$, depending on plasma parameters.

## 3. TIME DEPENDENCES OF THE GAINS IN A HIGH-TEMPERATURE XENON PLASMA

In this section, we determine optimal conditions in plasma for the maximum quantum yield of the radiation on promising Xe XXVII lasing transitions to be achieved. These results will be used to interpret the experimental data presented in [19-22]. In our calculations, we made the following assumptions:
(1) Plasma is produced in the shape of a cylinder with diameter $d$ and length $L$ via the propagation of a laser pulse through a cluster beam with thickness $L$;
(2) The pumping pulse parameters are such that plasma with an initial temperature $T_{e}(\tau=0)$, in which the $\mathrm{Xe}^{26+}$ ions constitute $90 \%$ of the plasma and are in the ground state, is produced immediately after the interaction of the optical laser field with clusters;
(3) During approximately 10 ps , the plasma parameters $\left(n_{e}, T_{e}(\tau), d\right)$ are uniform along the propagation of the pumping laser beam;
(4) The electron and ion energy distribution is assumed to be Maxwellian, and the shape of the distribution plays no significant role in calculating the rates of the transitions induced by electron-ion collisions;
(5) The ion temperature $T_{i}=T_{e}$.

In our calculations, we average the gain $g(\tau)$ over the space and time coordinates. To this end, we break down the cylinder target into segments smaller than the pumping pulse scale length; the elementary processes in each segment then proceed in an identical way, but with a time delay. In this case, it will suffice to perform only a time averaging for the function $g(\tau)$. We calculate $g(\tau)$ at the line center from the commonly used formula (see, e.g., [39])

$$
g(\tau)=\frac{A_{u l} \lambda^{2}}{8 \pi \Delta \nu}\left[N_{u}(\tau)-\frac{g_{u}}{g_{l}} N_{l}(\tau)\right]
$$

where $A_{u l}$ is the radiative transition probability; $\lambda$ is the wavelength; $N_{u}(\tau)$ and $N_{l}(\tau)$ are the time-varying number densities of atoms in the upper and lower states; and $g_{u}$ and $g_{l}$ are the statistical weights of the upper and lower levels, respectively. The shape of the transition line is determined by the convolution of the Doppler and intrinsic profiles. The latter is attributable to the radiative transitions and collisional processes that couple each level of the working ion with all the remaining levels of this ion and with the ions of the adjacent ionization stages. The line width (Voigt profile) $\Delta v$ can be determined by a simplified method suggested in [39]. We disregard the line broadening due to the Stark effect produced by quasi-static microfields in the plasma. For all the lasing transitions under consideration, $\Delta n=0$ ( $n$ is the principal quantum number). In [40], it was shown for the $2 p^{5} 3 p[J=0,2]-2 p^{5} 3 s[J=1]$ transitions in Ne-like germanium that the line broadening due to microfields is negligible. Similar calculations were performed in [41] for the $4 d^{9} 5 d[J=0]-4 d^{9} 5 p[J=1]$ in Pd-like xenon.

Once the pulse action has terminated, collisionalradiative processes, which lead to the population of excited Xe XXVII levels, take place in the plasma. Several elementary processes involving electrons and ions of the adjacent ionization stages also take place. All the significant elementary processes between the Xe XXVII states as well as between the Xe XXVII and Xe XXVI states were taken into account in the kinetic calculations. Our method for calculating the rate coefficients of the kinetic equations for the level populations is presented in [42-44]. The method for calculating the probabilities of radiative transitions between the levels of the ions whose ground state is the filled shell is described in [42, 44]. The method for calculating the cross sections and strengths of the lines of the transitions induced by collisions with electrons is described in detail for such ions in [43]. Our method for solving the kinetic equations to calculate the level populations is presented in [45]. The gain $g\left(\tau \mid n_{e}, T_{e}, d\right)$ is calculated for a set of parameters $n_{e}, T_{e}$, and $d$. The populations of the lower 93 levels of Ni-like xenon are calculated by using precise rate coefficients for the transitions between the levels of this ion. The rate coefficients for
the transitions involving ions of the adjacent ionization stages are calculated by quasi-classical methods [45].

The calculations of the level populations are based on the solution of a system of differential equations including a large number of rate coefficients. The rate coefficients for different processes differ by several orders of magnitude. In addition, the rate coefficients and escape factors of photons vary with time due to the variations in plasma parameters, level populations, and radiation field. The proper populations on asymptotically long time scales are determined by solving the differential equations in conjunction with the method of iterations. To this end, the differential equations are integrated on fairly short time intervals $\Delta \tau_{i}$, on which the variations in rate coefficients, radiation field, and escape factors may be ignored. The rate coefficients and escape factors are calculated at the beginning of each time interval. The stability of the final results for the chosen time intervals $\Delta \tau_{i}$ is tested numerically.

Figure 3 shows the time dependences of the gains for the $4 d-4 p, 0-1(\lambda=10 \mathrm{~nm})$ and $3 p-3 d, 0-1(\lambda=$ $4 \mathrm{~nm})$ transitions. The gains are given for three values of $T_{e}$ and $n_{e}=10^{21} \mathrm{~cm}^{-3}$; the optimal values of $n_{e}$ for these transitions lie within the range $5 \times 10^{20}-10^{21} \mathrm{~cm}^{-3}$. The plasma thickness was assumed to be $d=20 \mu \mathrm{~m}$. Similar plots are shown in Fig. 4 for the transitions in the region $13-13.9 \mathrm{~nm}: 4 f-4 d, 2-1(\lambda=13.0 \mathrm{~nm})$ and $4 f-4 d, 4-3$ $(\lambda=13.6 \mathrm{~nm})$. The value of $g(\tau)$ for the transitions shown in Figs. 3 and 4 varies only slightly when the diameter varies within the range $10-100 \mu \mathrm{~m}$. The decay of the amplification on the transitions in the region $13-13.9 \mathrm{~nm}$ is attributable to the Xe XXVII ionization into higher stages, except one transition with $\lambda=$ 13.6 nm (Fig. 4a). The decay of the amplification on this transition (just as on the transition with $\lambda=4 \mathrm{~nm}$ (Fig. 3b)) is caused mainly by collisional level mixing; as a result, the inversion disappears on a shorter time interval than it does on the remaining transitions in the region 13-13.9 nm (Figs. 4a and 4b). The temperature saturation occurs at $1500<T_{e}<2000 \mathrm{eV}$, except the standard transition with $\lambda=10 \mathrm{~nm}$. As was shown in [23], the time dependence $g(\tau)$ for the commonly studied $4 d-4 p, 0-1$ transition with $\lambda=10 \mathrm{~nm}$ also has a maximum near $\tau=0$, but here collisional mixing leads only to a reduction in the inversion with increasing $\tau$. At $n_{e} \approx 5 \times 10^{20} \mathrm{~cm}^{-3}$, the lasing duration is $\tau_{\text {las }} \approx 8 \mathrm{ps}$. However, under these conditions, the values of $g(\tau)$ are much lower for all transitions. At $n_{e}=10^{21} \mathrm{~cm}^{-3}, \tau_{\text {las }} \leq 5 \mathrm{ps}$.

Figure 5 shows the time dependences $g(\tau)$ for the $4 f-4 d, 1-1(\lambda=11.3 \mathrm{~nm})$ transition at an optimal value of $n_{e}=10^{21} \mathrm{~cm}^{-3}$ and three value of $T_{e}$. For this transition, the temperature saturation occurs at $T_{e} \geq 5 \mathrm{keV}$. It is important to note that the maximum possible values of $g(\tau)$ for this transition are much higher than those for other transitions; the maximum values are reached at $\tau=0.3-0.4 \mathrm{ps}$. Figure 5 shows the dependences for two
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Fig. 3. Time evolution of the gain $g$ in Xe XXVII for two $0-1$ transitions; $T_{e}=1(\bullet), 2(\triangle)$, and $3(\circ) \mathrm{keV} ; n_{e}=10^{21} \mathrm{~cm}^{-3}, d=$ $20 \mu \mathrm{~m}, \lambda=10$ (a) and 4 nm (b).


Fig. 4. Time evolution of the gain $g$ for two transitions between highly excited levels in Xe XXVII: $3 p^{5} 3 d^{10} 4 f-3 p^{5} 3 d^{10} 4 d$ for $\lambda=$ 136 (a) and $130 \AA$ (b); $T_{e}=1(\bullet), 2(\triangle)$, and $3(\bigcirc) \mathrm{keV}, n_{e}=10^{21} \mathrm{~cm}^{-3}$, and $d=20 \mu \mathrm{~m}$.
plasma diameters: $d=20$ (a) and $60 \mu \mathrm{~m}$ (b). The gain increases significantly with plasma diameter; the amplification duration also increases.

The model spectra in the region $3.5-15.5 \mathrm{~nm}$ with amplification are shown in Fig. 6. We used the timeaveraged values of $g(\tau)$ to compute the spectra. In Fig. 6a, the calculation was performed for $n_{e}=5 \times$ $10^{20} \mathrm{~cm}^{-3}, T_{e}=2000 \mathrm{eV}$, and $d=20 \mu \mathrm{~m}$ at a plasma length of $L=0.25 \mathrm{~cm}$. The lines with $\lambda=4$ and 10 nm and several lines in the region $13-13.9 \mathrm{~nm}$ dominate here. The three lines in the region $9.4-10.9 \mathrm{~nm}$ corre-
spond to the transitions from the $3 d_{3 / 2} 4 d_{3 / 2}[J=0]$ state to the three lower $3 d 4 p[J=1]$ states. Figure 6 b shows the model spectrum for an optically thick plasma with a higher temperature: $n_{e}=10^{21} \mathrm{~cm}^{-3}, T_{e}=3000 \mathrm{eV}, d=$ $150 \mu \mathrm{~m}$, and $L=0.12 \mathrm{~cm}$. In this case, the line that corresponds to the $\lambda=11.3 \mathrm{~nm}$ transition attributable to the reabsorption of photons to the upper $3 d_{3 / 2} 4 f_{5 / 2}[J=1]$ level has the highest intensity. At the plasma parameters in Fig. 6b, this level is inverted relative to several lowerlying states; another two intense transitions with $\lambda=$ 10.3 and 15.3 nm can be seen in Fig. 6b. The width of


Fig. 5. Time evolution of $g$ on the $3 d^{9} 4 f-3 d^{9} 4 d, 1-1$ transition with $\lambda=113.4 \AA$ attributable to the reabsorption of photons in an optically thick plasma at $T_{e}=1(\bullet), 2(\Delta)$, and $3 \mathrm{keV}(\mathrm{O}), n_{e}=10^{21} \mathrm{~cm}^{-3} ; d=20$ (a) and $60 \mu \mathrm{~m}$ (b).
these lines is attributable to the large radiative width of the upper level; the width of the remaining transitions is determined mainly by collisional processes. In addition to the transitions listed in the table, there are many slightly enhanced transitions in the region $11-15 \mathrm{~nm}$ whose wavelengths overlap.

## 4. INTERPRETATION OF THE RESULTS OF THE EXPERIMENTS THAT RECORDED ANOMALOUSLY HIGH CONVERSION EFFICIENCIES OF THE PUMPING PULSE ENERGY INTO THE PLASMA RADIATION

We use the results of the above calculations to estimate the energy yield of the radiation of the strongest lines in the experiment described in [21]. The radiation spectra of the plasma with $\lambda=7-15 \mathrm{~nm}$ produced by irradiating a beam of xenon clusters with a size of $10^{5}-10^{6}$ at. per cluster by a Ti-sapphire laser pulse with an intensity of $\sim 2 \times 10^{18} \mathrm{~W} \mathrm{~cm}^{-2}$, a duration of 50 fs , a wavelength of 800 nm , and an energy of about 200 mJ were recorded in this work. The pulse was focused to the beam center in the immediate vicinity of the exit from the chamber, $h=0$. The diameter of the plasma produced along the laser beam is $d \approx 10 \mu \mathrm{~m}$; its length is equal to the thickness of the cluster beam, $L=$ 1.4 mm . The spectra were measured along the plasma axis and at an angle of $45^{\circ}$. The time-integrated $\mathrm{Xe}^{9+}-$ $\mathrm{Xe}^{29+}$ spectra were recorded in [21]; the energy yield of the radiation depended on the xenon pressure in the valve, which was smoothly varied between 1 and 55 bar. The measurements along the plasma axis showed that an extreme dependence of the quantum yield on the xenon pressure in the chamber was
observed only for the lines with $\lambda \approx 11$ and 13 nm . The maximum yield for these lines was observed at a pressure of $5-15$ bar. Similar studies of the quantum yield at an angle to the plasma axis showed, first, a much lower quantum yield than that along the plasma axis and, second, the absence of any extreme pressure dependences. The anisotropy in the emergent radiation was investigated in detail for $\lambda=13.5 \pm 2 \% \mathrm{~nm}$ : the intensity along the plasma axis was approximately three times as high as that recorded at an angle to the axis. The resulting radiation into the hemisphere was


Fig. 6. Model Xe XXVII spectra computed with amplification. The plasma parameters are: (a) $n_{e}=5 \times 10^{20} \mathrm{~cm}^{-3}, T_{e}=$ $2000 \mathrm{eV}, d=20 \mu \mathrm{~m}$; (b) $n_{e}=10^{21} \mathrm{~cm}^{-3}, T_{e}=3000 \mathrm{eV}, d=$ $150 \mu \mathrm{~m}$.
determined by interpolating the intensities recorded in various directions away from the axis. The conversion efficiency was $0.5 \%$ in $2 \pi$ steradians at 13 nm and reached $2 \%$ at 11 nm .

Using our model, we chose three plasma parameters: $n_{e}=8 \times 10^{20} \mathrm{~cm}^{-3}, T_{e}=1800 \mathrm{eV}$, and $d=12.5 \mu \mathrm{~m}$, which roughly explain both conversion efficiencies and their ratio in the experiment [21]. Let us estimate the emissive power, $I_{0}$, from a volume of $V=\pi r^{2} L=1.7 \times$ $10^{-7} \mathrm{~cm}^{3}: I_{0}=\breve{N}_{u} E_{t t} A_{u l}$, where $\breve{N}_{u}$ is the time-averaged number of ions in a given excited state in the volume $V$, $E_{t r}$ is the transition energy, and $A_{u l}$ is the radiative transition probability from the upper to the lower working level. These data are presented in the table; also given here are the Voigt transitions widths $\Delta \nu$ and the gains $\hat{g}$ averaged over an interval $\tau_{\text {las }} \sim L / c=4.67 \mathrm{ps}$. The last column gives the energy yield calculated with amplification: $E_{\text {las }}^{\text {out }}=I_{0} \exp (g L) \tau_{\text {las }}$. For the five lines in the region $13-13.9 \mathrm{~nm}$, the mean total value is $E_{\text {las }}^{\text {out }} \approx 6 \times$ $10^{15} \mathrm{eV}$, which is approximately two times lower than the experimental value from [21], where $6 \times 10^{15} \mathrm{eV}$ in $2 \pi$ steradians was recorded. The total energy yield on the $\lambda=11.3 \mathrm{~nm}$ transition was $10^{16} \mathrm{eV}(<1 \%$ of the pumping pulse energy); for the $\lambda=4 \mathrm{~nm}$ line, $E_{\text {las }}^{\text {out }}=5 \times$ $10^{16} \mathrm{eV}>4 \%$. The energy yield on the $\lambda=11.3 \mathrm{~nm}$ transition increases sharply for a slight increase in parameters: $n_{e} \approx 9 \times 10^{20}, T_{e} \approx 2000 \mathrm{eV}$, and $d \approx 15 \mu \mathrm{~m}$, while $E_{\text {las }}^{\text {out }}$ for the transitions near 13 nm increases more slowly. At constant $T_{e}$ and $d$, the yield is at a maximum for $n_{e}=10^{21} \mathrm{~cm}^{-3}$ (the $\mathrm{Xe}^{26+}$ ion density $n_{i}=3.6 \times$ $10^{19} \mathrm{~cm}^{-3}$ ). We believe that the intensity peak of the emergent radiation observed in the experiment [21] while varying the pressure in the valve can be explained by a change in the cluster density in the beam until optimal values of $n_{e}$ and $n_{i}$ are reached; once the optimal pressure region has been passed, the intensity decreases. If the temperature is stationary, the gain increases with density due to an increase in the rates of excitation by an electron collision, but the line width leading to a decrease in the gain also increases. In addition, the lifetime of a Ni-like ion decreases with increasing density. Therefore, $\hat{g}$ is at a maximum at a certain value of $n_{e}$. Characteristically, no extreme pressure dependences are observed for nonlasing lines. The optimal value of $n_{e}$ is theoretically substantiated in [24].

We obtained our estimate by assuming that the plasma was spatially uniform in $T_{e}$ and $n_{e}$. As was noted in [21], a significant fraction of the pumping pulse energy is absorbed in the adjacent cluster layers. We believe that a steep density gradient is responsible for the large divergence of the laser beam observed in the experiments [21]; therefore, the intensity along the
plasma axis is only a factor of about 3 higher than that at an angle to the axis.

Similar studies were performed in [20], where lasers with various wavelengths, pulse durations and energies, and focal spot sizes were used. As the pressure in the valve rose from 0.1 to 12 atm , the cluster size increased from $10^{2}$ to $5 \times 10^{6}$ at. per cluster. The studies were carried out at a pressure of 10 atm . Three types of pumping lasers were used to investigate the quantum yield of the xenon plasma radiation: Ti:Sapphire ( $t_{p}=120 \mathrm{fs}$, 120 ps , and $8 \mathrm{~ns}, E=3.5-49 \mathrm{~mJ}, \lambda=745-800 \mathrm{~nm}), \mathrm{KrF}$ ( $t_{p}=500 \mathrm{fs}, E=24 \mathrm{~mJ}$ and $t_{p}=10 \mathrm{~ns}, E=670 \mathrm{~mJ}, \lambda=$ 248 nm ), and Nd:YAG ( $t_{p}=9 \mathrm{~ns}, E=450 \mathrm{~mJ}, \lambda=$ 1064 nm ). The same experimental setup as that in [21] was used here, but the only spectrometer was perpendicular to the plasma axis. The density and radial distribution of atomic xenon were measured in [20]: $n_{i} \approx 3 \times$ $10^{19} \mathrm{~cm}^{-3}\left(n_{e}=8 \times 10^{20} \mathrm{~cm}^{-3}\right)$ in the immediate vicinity of the nozzle and $n_{i}=5 \times 10^{18} \mathrm{~cm}^{-3}\left(n_{e}=1.4 \times 10^{20} \mathrm{~cm}^{-3}\right)$ at a distance of 2 mm from the nozzle. The laser beam was focused on the xenon cluster beam at a distance of $1-2 \mathrm{~mm}$ from the chamber hole. The highest conversion efficiency into the radiation with $\lambda=5-18 \mathrm{~nm}$ was achieved with the KrF laser ( $500 \mathrm{fs}, 24 \mathrm{~mJ}, d=10 \mu \mathrm{~m}$, $L=2 \mathrm{~mm}$ ). The total yield was $10 \%$ in $4 \pi$ steradians for $\lambda=5-18 \mathrm{~nm}$ and $0.03 \%$ per steradian for $\lambda=13.4 \pm$ $2 \% \mathrm{~nm}$, which is approximately two times lower than that in [21]. According to our calculations, such a yield is possible at $n_{e} \approx 3 \times 10^{20} \mathrm{~cm}^{-3}, T_{e} \approx 2500 \mathrm{eV}$, and $d \sim$ $10-12 \mu \mathrm{~m}$. At such low densities, the series of transitions near 4 and 10 nm dominate in the spectrum; some of the transitions in the region $13-13.9 \mathrm{~nm}$ are also fairly strong.

The radiation spectra for a plasma of a relatively large volume ( $\mathrm{V} \sim 10^{-5} \mathrm{~cm}^{3}$ ) were also investigated in experiment [20]. They were obtained by using pumping lasers with pulse energies of 5-6 mJ and focal spot diameters of $30-100 \mu \mathrm{~m}$. In this case, the mean electron energy was several dozen eV , which is enough only for low degrees of ionization, $\mathrm{Xe}^{7+}-\mathrm{Xe}^{12+}$, whose resonance transition spectra also lie in the region 5-18 nm, to be achieved. In this case, the maximum conversion efficiency was several times lower than that for a hightemperature plasma.

The studies [21] were continued in [22] using longer pumping pulses: 30,300 , and 3000 ps with intensities of $10^{15}, 10^{14}$, and $10^{13} \mathrm{~W} \mathrm{~cm}{ }^{-2}$, respectively. Here, a train of 100 pulses with an energy of $0.024 \mathrm{~J}=1.4 \times$ $10^{17} \mathrm{eV}$ was formed in each pulse. The pulse was focused on the cluster beam at a distance of 1 mm from the nozzle. The minimum time interval between the pulses in the train at which the state of the cluster beam was completely renewed at a plasma diameter of $10 \mu \mathrm{~m}$ and a pressure of $30-40$ bar was determined in [22]. Under the given parameters of the facility, the maximum pulse repetition rate was $125000 \mathrm{~s}^{-1}$. It was also established in [22] that a $100 \%$ absorption of the pulse
energy for these durations occurs at a liquid xenon pressure in the valve of more than 30 bar. A high intensity of the emergent radiation was observed in the region $10-10.7 \mathrm{~nm}$. The energy yield was recorded only for $\lambda=13.4 \mathrm{~nm} \pm 2 \%$. The highest conversion efficiency, $\sim 0.2 \%$ in $2 \pi$ steradians, was achieved by using a $30-\mathrm{ps}$ pulse. The conversion efficiency in this work was measured using a 10 -ns laser pulse with an energy of $0.975 \mathrm{~J} \approx 6 \times 10^{18} \mathrm{eV}$ and an intensity of $10^{14} \mathrm{~W} \mathrm{~cm}^{-2}$. In this case, the conversion efficiency was $0.26 \%$ in $2 \pi$ steradians, which was quite an unexpected result.

Note that a Coulomb (slower) cluster decay mechanism is realized when long pulses are used; the plasma is heated through the absorption of the laser pulse energy by free electrons. The ionization proceeds successively; it follows from the time-integrated spectra that very high ionization stages, including Xe XXVII, are reached in the experiment [22]. When using long pulses with a moderate intensity ( $I_{\text {pump }} \sim 10^{14} \mathrm{~W} \mathrm{~cm}{ }^{-2}$ ), the time it takes to reach the Ni-like stage from the Cu -like stage is comparable to the level excitation time for a Ni-like ion. The short-lived inversion mechanism is not realized here due to collisional level mixing as the Ni -like stage is reached. In this case, quasi-stationary inversion, which is possible on the transitions in the region $13-13.8 \mathrm{~nm}$ and near 10 nm , is realized.

When fairly high degrees of ionization are reached, the plasma energy is spent mainly on recombination radiation and bremsstrahlung. The radiative losses through the radiation on the transitions between coupled levels are only a few percent. Detailed formulas to calculate the radiative losses in plasma are given in [46]. In the case of a xenon plasma under conditions of optimal $n_{e}$ and $T_{e}$ for the maximum values of $g L$ to be reached, the energy losses including all radiative processes are approximately $0.5 \mathrm{keV} \mathrm{ps}^{-1}$. Therefore, for a fairly long pumping pulse ( $\tau_{\text {pump }}>10 \mathrm{ps}$ ), the key factor is the pulse energy that must be enough for the optimal values of $T_{e}$ to be maintained over the lifetime of the inverted state of the working $\mathrm{Xe}^{26+}$ ion.

## 5. CONCLUSIONS

The spectra in the region $0.8-1.9 \mathrm{~nm}$, which correspond to the resonance transitions of Ni -like xenon and ions with higher degrees of ionization, were also demonstrated in all the experiments that recorded an anomalously high conversion efficiency of the pumping laser energy into the xenon plasma radiation energy in the region $10-15 \mathrm{~nm}$. The conversion efficiency for the resonance transitions to this region ( $\sim 0.1 \%$ ) $[19,38]$ is two orders of magnitude lower than that for the transitions between excited states ( $\sim 10 \%$ ) [20, 21]. In conventional spectroscopic studies with a point source, the spectrumintegrated intensities of the resonance lines are several orders of magnitude higher than those of the transitions between excited states.

The lines of the transitions between excited states in $\mathrm{Xe}^{26+}$ are in the same spectral region as the resonance transitions in $\mathrm{Xe}^{10+}-\mathrm{Xe}^{12+}$. For this reason, the anomalously high conversion efficiency was assumed in previous studies to correspond to the transitions in these low-charge ions. These assumptions are actually refuted in [20], where various pumping lasers were used to produce a plasma with $T_{e}$ equal to several dozen eV ; in this case, the conversion efficiency into radiation in the region $8-18 \mathrm{~nm}$ was found to be several orders of magnitude lower than that in the experiments with a high-temperature plasma [20, 21].

In this paper, we showed that a high conversion efficiency is possible in a xenon plasma with optimal parameters for the amplification of spontaneous radiation on Xe XXVII transitions to be observed. This is confirmed by the anisotropy in the emergent radiation along and at an angle to the plasma axis, as well as by the equality of the wavelengths and energy yields of the most intense lines described in [21] to their theoretical values obtained in this paper. Optimal plasma parameters for the lasing effect to emerge were found in principle by the fitting method in the experiments [20, 21]: $n_{e}=(8-9) \times 10^{20} \mathrm{~cm}^{-3}$ and $T_{e}=1.8-2 \mathrm{keV}$. However, the radial density distribution in the plasma filament had a steep gradient, which led to a large spatial divergence of the emergent radiation.

In our view, the spatial plasma homogeneity can be improved by using a slit valve and a slit hole of the chamber. In this case, the xenon pressure in the valve should probably be higher than that for a circular hole. The flow of clusters is a "ribbon" with thickness $D$ and length $L$. To achieve the maximum energy absorption, the pumping pulse should be focused along the slit (the focal spot diameter $d \approx D$ ). The insignificant influence of edge inhomogeneities still remains; it leads to a divergence of the emergent beam into a plane angle $\theta$. In this experimental setup, the flow of large charged particles destroying the optical instruments decreases significantly.

Clearly, different pumping lasers and, accordingly, different slit hole sizes are needed to achieve the maximum energy yield on each of the transitions. A shortlived inversion on the transitions with $\lambda=4,11.3$, and 13.6 nm can be excited only by using ultrashort (30100 fs ) pulses. In currently available femtosecond lasers, the maximum energy of a single pulse is $\sim 0.5-$ 0.8 J . On this basis and given that the amplification on these transitions decays in $3-5 \mathrm{ps}$, we determine the plasma sizes as $30^{2} \mu \mathrm{~m}^{2} \times 1 \mathrm{~mm}\left(V \sim 9 \times 10^{-7} \mathrm{~cm}^{3}\right)$. For these transitions, the maximum value of $g L \sim 9-10$ at $T_{e} \sim 2 \mathrm{keV}$ and $n_{e}=(0.9-1) \times 10^{21} \mathrm{~cm}^{-3}$, which provides a yield of $10^{16}-10^{17} \mathrm{eV}$ in the plane angle $\theta$.

For the transitions near 10 nm and in the region 1313.9 nm attributable to quasi-stationary inversion, we choose the optimal parameters $n_{e}=5 \times 10^{20} \mathrm{~cm}^{-3}$ and $T_{e}=0.8-1 \mathrm{keV}$ from the condition of the maximum
$g L=6-8$ at the maximum $L / d$ ratio (see Fig. 2 in [23]). Under these conditions, the Ni-like stage persists for $20-30 \mathrm{ps}$; a pulse energy of $\sim 100 \mathrm{~J}$ at pulse duration and intensity of $100-300 \mathrm{ps}$ and $10^{14}-5 \times 10^{14} \mathrm{~W} \mathrm{~cm}^{-2}$, respectively, is required to maintain $T_{e}$ for this period in a $100^{2} \mu \mathrm{~m}^{2} \times 0.5 \mathrm{~cm}$ plasma. The suggested plasma geometry minimizes the effect of edge inhomogeneities; the emergent beam will be narrow with an energy yield $E_{\text {out }} \geq 0.5 \mathrm{~J}$ for both values of $\lambda$. Thus, at a pumping pulse repetition rate of $10^{4} \mathrm{~Hz}$, the output power on the transitions with a short-lived inversion ( $\lambda=4,11.4$, and 13.6 nm ) is $W \sim 100 \mathrm{~W}$; its maximum possible value on the transitions with a quasi-stationary inver$\operatorname{sion}(\lambda=10$ and $13-13.9 \mathrm{~nm})$ is $W \approx 5 \times 10^{3} \mathrm{~W}$.

Interpreting the experimental results allows some of the important aspects that were not touched on in [19-22] to be pointed out. First, time-integrated radiation spectra are provided; meanwhile, the time dependences of the emission of the most intense lines can provide information for diagnosing the plasma and testing the theoretical dependences $g(\tau)$. Second, the spatial intensity distribution in a femtosecond laser beam is an important pumping characteristic. Further studies aimed at improving the spatial homogeneity of the pumping pulse intensity are probably needed. Third, fairly intense coherent radiation on the $3 d^{9} 4 f[J=1]-3 d^{9} 4 d$ [ $J=1$ ] transition with $\lambda=11.3 \mathrm{~nm}$ can be observed in the transverse direction away from a cylindrical plasma (in this case, the plasma length and width are $d$ and $L$, respectively). This is attributable to the strong dependence of the gain for this transition on the plasma diameter and to the subpicosecond time it takes for $g(\tau)$ to reach its maximum, which can be as high as $300-$ $600 \mathrm{~cm}^{-1}$ at $T_{e} \geq 3 \mathrm{keV}$ and $d \sim 30 \mu \mathrm{~m}$. This transition is promising for producing subpicosecond soft X-ray pulses when using slit valves and a transverse pumping scheme (focusing into a line). However, the 4-nm region, where the strongest effect should be observed, has never been investigated.

The lack of spectroscopic data for highly charged ions, including the transitions between the states with the excitation of the inner shell of the core, impedes further progress in producing superpowerful sources of monochromatic radiation. The wavelengths of the transitions between these states, $2 s 2 p^{6} 3 s-2 s 2 p^{6} 3 p$ and $2 s 2 p^{6} 3 p-2 s 2 p^{6} 3 d$, in the highly charged Ne -like Sc XII-Ni XIX ions were experimentally studied by means of precision spectroscopy in [47], where good agreement with the results of preliminary calculations by the method of relativistic perturbation theory with the zeroth-approximation model potential [48] was demonstrated. The good agreement between the theoretical and experimental [36-38] data for the resonance transitions to the ground state of Ni -like xenon from the $3 p^{5} 3 d^{10} 4 s, 4 d[J=1]$ states (Section 2, Fig. 2) confirms the reliability of this method.

The results presented here show that the atomickinetic calculation is a computer experiment that can be used to interpret the radiation spectra of a nonequilibrium plasma to determine the optimal parameters and gains on the transitions of a multiply charged ion. A comparison of the results of the computer experiment with the experimental results presented in [20-22] allows us to determine the experimental plasma parameters and to propose optimal pumping schemes to achieve the maximum possible energy yields for each available plasma pumping source. To estimate the gain, we use a time-averaged value of $\hat{g}$ that faithfully reproduces the experimental situation. Our theory is valid for any short pumping pulses when the plasma expansion is insignificant and the spontaneous radiation is amplified in the ionization regime of the working ion. The spontaneous radiation in plasma is amplified until the end of the pumping pulse passage through the target in time $\tau_{\text {pump }}$. Clearly, a nonlinear amplification of shortwavelength radiation with duration $\tau_{\text {las }}$ can be observed if $\tau_{\text {las }}>\tau_{\text {pump }} \approx L / c$. This is a fundamental constraint on the plasma length $L$.

The error in the calculated gains related to the uncertainties in the electron and ion energy distribution functions and to the uncertainty in the ionization balance is 10-20\%. A satisfactory accuracy of the calculation was proven by comparing our theoretical and experimental gains for the transitions in various ions [23-26]. The reliability of the results for $g(\tau)$ is attributable to the high accuracy of calculating the atomic constants and rate coefficients for both the low-lying and high-lying states of the working ion by the method of the relativistic perturbation theory with the zeroth-approximation model potential [27, 28, 42-44, 48-51].

In conclusion, note that, at present, the methods for producing a dusty plasma from clusters of various elements are being intensively developed (see, e.g., [3-6]), and the cluster and plasma properties are being studied [52, 53]. In prospect, superpowerful sources of narrowly beamed radiation over a wide, soft X-ray wavelength range can be produced by using clusters of other elements in the scheme considered here.
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#### Abstract

We present a new scheme for rotations of a charge qubit associated with a singly ionized pair of donor atoms in a semiconductor host. The logical states of such a qubit proposed recently by Hollenberg et al. [16] are defined by the lowest two energy states of the remaining valence electron localized around one or another donor. We show that an electron located initially at one donor site can be transferred to another donor site via an auxiliary molecular level formed upon the hybridization of the excited states of two donors. The electron transfer is driven by a single resonant microwave pulse in the case where the energies of the lowest donor states coincide or by two resonant pulses in the case where they differ from each other. Depending on the pulse parameters, various one-qubit operations-including the phase gate, the NOT gate, and the Hadamard gate-can be realized in short times. Decoherence of an electron due to the interaction with acoustic phonons is analyzed and shown to be weak enough for coherent qubit manipulation to be possible, at least in proof-of-principle experiments on one-qubit devices. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Solid-state systems are of great interest in search for a scalable quantum computer technology. Several schemes for solid-state quantum information processing have been proposed [1-3]. For example, the coherent control of superconducting qubits, [4] and their coupling [5] have been demonstrated, the qubits being encoded in the states of a Cooper-pair box. One promising area of current investigation is concerned with the semiconductor-based devices. In Kane's proposal [6], the qubits are defined by long-lived nuclear spins of phosphorous dopants in a silicon host. They are manipulated by external surface gates and radio-frequency magnetic fields. While long coherence times of nuclear spins make the Kane scheme very promising, the singlespin measurement remains a significant challenge [7]. This also concerns an alternative $\mathrm{Si}: \mathrm{P}$ architecture that uses electron spin states as qubits [8].

Along with spin-based qubits, the charged-based qubits in semiconductors are currently discussed as well. The logical states of a charge semiconductor qubit may be formed by, e.g., the ground state and the excited state of the electron in a single quantum dot [1] or the spatially separated states of the electron in two different quantum dots [9-13]. Although decoherence of the charge-based qubits is rather strong [14, 15], the charge qubits are nevertheless believed to be realizable at the present technological level due to their short operation times [16]. One of the obstacles to the practical realization of scalable quantum computation in the system of quantum dots is that it is extremely difficult, if at all

[^8]possible, to manufacture a set of quantum dots with identical or at least predetermined characteristics each. This complicates the issue, introducing errors into the operations with qubits [17] and resulting in a need for numerous ancillary corrective gates. In this respect, it would be more reasonable to use natural atoms (instead of "artificial" ones) as the localization centers for the electrons carrying the quantum information. Recent advances in manipulation with single atoms on the solid surface [18] and atomically precise placement of single dopants in semiconductors [19, 20] allow construction of rather complex solid-state atomic architectures.

Recently, Hollenberg et al. proposed a two-atom charge-qubit scheme [16] and reported the first results on its fabrication and characterization [20] in the case of phosphorous dopants in silicon. In that scheme, the buried donor charge qubit consists of two dopant atoms about 50 nm apart in a semiconductor host. One of the donors is singly ionized. The logical states are formed by the lowest two energy states of the remaining valence electron localized at the left or the right donor, $|0\rangle=|L\rangle$ and $|1\rangle=|R\rangle$, see Fig. 1. The qubit is controlled by the surface electrodes through adiabatic variations of the donor potentials. Initialization and readout of the qubit are facilitated by a single-electron transistor. The coupling of such qubits via the Coulomb interaction, in principle, allows realizing the conditional two-qubit gates [16].

It was shown in [16] that although the coherence time $\tau_{\text {coh }} \sim 1 \mathrm{~ns}$ for charge-based qubits is much shorter than for their spin-based counterparts, the corresponding gate operations times are also shorter, of the order


Fig. 1. Logical states $|0\rangle=|L\rangle$ and $|1\rangle=|R\rangle$ of the buried donor charge qubit.
of $\tau_{\text {op }} \sim 50 \mathrm{ps}$. We note, however, that the ratio $\tau_{\text {op }} / \tau_{\text {coh }} \sim$ $10^{-1}$ seems to be insufficiently small for the fault-tolerant scalable quantum computation being possible [21]. In this paper, we propose an alternative scheme for operations with buried donor charge qubits, instead of applying biases to the surface gates. Our scheme is based on the effect of electron transfer between the lowest states localized at different donors upon the influence of a resonant pulse [9] or two resonant pulses [22]. Such a transfer occurs via an excited molecular level of the double-donor system and allows implementation of different one-qubit rotations. The operation times can be made orders of magnitude shorter than in the original proposal [16].

The paper is organized as follows. In Section 2, we describe a three-level model for the resonant electron transfer between the donors and briefly discuss the relevant one-electron states of a $\mathrm{P}_{2}^{+}$molecular ion in Si . We next present the analytical solution for the unitary electron evolution under the influence of microwave pulses. In Section 3, we show that in the $\mathrm{P}_{2}^{+}:$Si system, it is possible to realize various one-qubit operations, including the NOT gate, the phase gate, and the Hadamard transformation. Decoherence due to the electron interaction with acoustic phonons is studied in Section 4. Discussion of the results is given in Section 5.

## 2. MODEL

## FOR THE RESONANT ELECTRON TRANSFER

We consider a singly ionized pair of phosphorous atoms embedded in silicon. The remaining valence electron is described by the Hamiltonian

$$
\begin{equation*}
\hat{H}_{0}=\sum_{n} E_{n}\left|\chi_{n}\right\rangle\left\langle\chi_{n}\right|, \tag{1}
\end{equation*}
$$

where $E_{n}$ and $\left|\chi_{n}\right\rangle$ are the respective one-electron eigenenergies and eigenstates of the molecular ion $\mathrm{P}_{2}^{+}$: Si. In general, to calculate the energy spectrum and the wavefunctions $\left\langle\mathbf{r} \mid \chi_{n}\right\rangle$ of the single-electron/doubledonor system beneath the surface, one should account for the conduction-band anisotropy, the intervalley terms, the surface effects, the potentials induced in the substrate by the gate voltages, etc. This necessarily requires numerical calculations (see, e.g., [23]). We note that although the edge of the conduction band of bulk silicon has six degenerate minima, it has been shown both experimentally [24] and theoretically [25] that substitutional impurities break the translational symmetry of the crystal lattice, thus lifting the degeneracy. The spacing between energy levels in the groundstate and excited-state multiplets may be further increased by appropriately choosing the gate potentials.
Anyway, to quantify the structure of the $\mathrm{P}_{2}^{+}$: Si energy spectrum and wavefunctions, one should make sophisticated numerical calculations for a specific donor configuration. In this paper, however, we restrict ourselves to a semiquantitative consideration based on an isotropic effective mass approximation [26] that allows an explicit analytical solution. The problem then reduces to that for a hydrogen-like molecular ion with an effective Bohr radius of $a_{B}^{*} \approx 3 \mathrm{~nm}$ and an effective Hartree unit of energy $E^{*}=e^{2} / \varepsilon a_{B}^{*} \approx 40 \mathrm{meV}$, where $\varepsilon \approx 11.7$ is the dielectric constant for silicon. ${ }^{1}$ The energy spectrum of the $\mathrm{H}_{2}^{+}$ion for different atomic separations is known with high accuracy [28].

We approximate the Hamiltonian $\hat{H}_{0}$ in Eq. (1) by the reduced three-level Hamiltonian

$$
\begin{equation*}
\hat{H}_{r}=E_{1}\left|\chi_{1}\right\rangle\left\langle\chi_{1}\right|+E_{2}\left|\chi_{2}\right\rangle\left\langle\chi_{2}\right|+E_{T R}\left|\chi_{T R}\right\rangle\left\langle\chi_{T R}\right|, \tag{2}
\end{equation*}
$$

where $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$ are the lowest molecular states $1 s \sigma_{g}$ and $2 p \sigma_{u}$, whose respective wavefunctions are, respectively, symmetric and antisymmetric about the midpoint of the line joining the two donors (Fig. 2), and $\left|\chi_{T R}\right\rangle$ is one of the excited molecular states discussed below. It is convenient to pass from the states $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$ delocalized over the $\mathrm{P}_{2}^{+}: \mathrm{Si}$ ion to the states

$$
|L\rangle=\frac{\left|\chi_{1}\right\rangle+\left|\chi_{2}\right\rangle}{\sqrt{2}} \text { and }|R\rangle=\frac{\left|\chi_{1}\right\rangle-\left|\chi_{2}\right\rangle}{\sqrt{2}}
$$

localized at the left and the right donor, respectively. For donor separations $R_{d} \gg a_{B}^{*}$, wavefunctions $\langle\mathbf{r} \mid L\rangle$

[^9]

Fig. 2. One-electron wavefunctions of the lowest two states, $1 s \sigma_{g}(\mathrm{a})$ and $2 p \sigma_{u}(\mathrm{~b})$, and the excited state $3 d \sigma_{g}$ (c) of the molecular ion $\mathrm{P}_{2}^{+}$: Si in the isotropic effective mass approximation. The $x$ coordinate is along the line joining the two donors. The donor separation is $R_{d}=20 a_{B}^{*}$. The symmetric and antisymmetric linear superpositions of the $1 s \sigma_{g}$ and $2 p \sigma_{u}$ states correspond to the respective $1 s$ atomic states $|L\rangle$ and $|R\rangle$ localized at the left and the right donor. They form the qubit logical states $|0\rangle=|L\rangle$ and $|1\rangle=|R\rangle$. The excited state $3 d \sigma_{g}$ is an auxiliary ("transport") state needed to transfer an electron between $|L\rangle$ and $|R\rangle$ states under the influence of external electromagnetic field.
and $\langle\mathbf{r} \mid R\rangle$ are almost indistinguishable from the oneelectron $1 s$ orbitals of the corresponding donor atoms.

The states $|L\rangle$ and $|R\rangle$ form the respective qubit logical states $|0\rangle$ and $|1\rangle$. These states are well defined if the thermal energy $k_{B} T$ is much lower than the differences $\Delta E_{31}=E_{3}-E_{1}$ and $\Delta E_{32}=E_{3}-E_{2}$ between the energy $E_{3}$ of the excited molecular state $\left|\chi_{3}\right\rangle$ and the respective energies $E_{1}$ and $E_{2}$. At $R_{d} \geqslant a_{B}^{*}$, we have $E_{1} \approx E_{2} \approx$ $-E^{*} / 2$ and $E_{3} \approx-E^{*} / 8$, and therefore $\Delta E_{31} \approx \Delta E_{32} \approx$ $3 E^{*} / 8 \approx 15 \mathrm{meV}$. Because the states $|L\rangle$ and $|R\rangle$ are not the exact eigenstates of the Hamiltonian $\hat{H}_{r}$, the initial qubit state $|\Psi(0)\rangle=\alpha|L\rangle+\beta|R\rangle$ evolves with time in the absence of external fields as

$$
\begin{align*}
& |\Psi(t)\rangle=\exp \left(-\frac{i \hat{H}_{r} t}{\hbar}\right)|\Psi(0)\rangle=\exp \left(-\frac{i E_{1} t}{\hbar}\right) \\
& \times\left\{|\Psi(0)\rangle+i(\beta-\alpha) \exp \left(-\frac{i \Delta E_{21} t}{2 \hbar}\right)\right.  \tag{3}\\
& \left.\quad \times \sin \left(\frac{\Delta E_{21} t}{2 \hbar}\right)[|L\rangle-|R\rangle]\right\}
\end{align*}
$$

where $\Delta E_{21}=E_{2}-E_{1}$. We note that at $t \ll t_{0}=\hbar / \Delta E_{21}$, the initial qubit state remains almost unchanged (not counting the common phase). Because the value of $\Delta E_{21}$ is exponentially small at $x=R_{d} / a_{B}^{*} \geqslant 1[29,30]$,

$$
\begin{equation*}
\frac{\Delta E_{21}}{E^{*}}=4 x e^{-x-1}\left[1+\frac{1}{2 x}+O\left(\frac{1}{x^{2}}\right)\right] \tag{4}
\end{equation*}
$$

the period $t_{0} \sim \hbar / \Delta E_{21}$ that it takes for the qubit state to change is rather long, $t_{0}>1 \mu \mathrm{~s}$ at $R_{d}>60 \mathrm{~nm}$. In what
follows, we consider the processes occurring in time intervals much shorter than $t_{0}$ and hence ignore the offdiagonal term $\left[-\left(\Delta E_{21} / 2\right)|L\rangle\langle R|+\right.$ H.c. $]$ in $\hat{H}_{r}$ that gives rise to the electron tunneling $|L\rangle \longleftrightarrow\langle R|$. Then Hamiltonian (2) takes the form

$$
\begin{equation*}
\hat{H}_{r} \approx \frac{E_{1}+E_{2}}{2}[|L\rangle\langle L|+|R\rangle\langle R|]+E_{T R}\left|\chi_{T R}\right\rangle\left\langle\chi_{T R}\right| \tag{5}
\end{equation*}
$$

where $\left(E_{1}+E_{2}\right) / 2 \approx E_{1} \approx E_{2}$ at $R_{d} \geqslant a_{B}^{*}$. In the general case where the qubit is biased by gate voltages, the energies $E_{L}$ and $E_{R}$ of the respective lowest states localized at the left and the right donor differ from each other. In this case, the localized states are all better approximations to the energy eigenstates, and the Hamiltonian $\hat{H}_{r}$ becomes

$$
\begin{equation*}
\hat{H}_{r} \approx E_{L}|L\rangle\langle L|+E_{R}|R\rangle\langle R|+E_{T R}\left|\chi_{T R}\right\rangle\left\langle\chi_{T R}\right| . \tag{6}
\end{equation*}
$$

We now let the buried donor charge qubit interact with an external electromagnetic field $\mathbf{E}(t)$. Then the Hamiltonian becomes

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{r}+\hat{V}(t) \tag{7}
\end{equation*}
$$

where the interaction term $\hat{V}(t)$ is

$$
\begin{equation*}
\hat{V}(t)=\mathbf{E}(t)\left[\mathbf{d}_{L}\left|\chi_{T R}\right\rangle\langle L|+\mathbf{d}_{R}\left|\chi_{T R}\right\rangle\langle R|+\text { H.c. }\right] \tag{8}
\end{equation*}
$$

with $\mathbf{d}_{L}=\left\langle\chi_{T R}\right|-e \mathbf{r}|L\rangle$ and $\mathbf{d}_{R}=\left\langle\chi_{T R}\right|-e \mathbf{r}|R\rangle$ being the electric dipole moments for the transitions $|L, R\rangle \longleftrightarrow$ $\left|\chi_{T R}\right\rangle$ between the respective localized states $|L\rangle$ and $|R\rangle$ and one of the excited molecular states $\left|\chi_{T R}\right\rangle$ delocal-
ized over the double-donor system. For definiteness, we choose this state to be the third one-electron state $\left|\chi_{3}\right\rangle$ of the molecular ion $\mathrm{P}_{2}^{+}$: Si. At $E_{L}=E_{R}$ and $R_{d} / a_{B}^{*}>6$, this is the $3 d \sigma_{g}$ state whose wavefunction $\left\langle\mathbf{r} \mid \chi_{3}\right\rangle$ is symmetric about the midpoint of the line joining the two donors and has its maxima at the donor locations [31], see Fig. 2. If the donors are arranged along the $x$ axis, the state $\left|\chi_{3}\right\rangle$ is formed upon the hybridization of $|2 S\rangle_{L, R}$ and $\left|2 P_{x}\right\rangle_{L, R}$ atomic states of the donors, and the wave function $\left\langle\mathbf{r} \mid \chi_{3}\right\rangle$ in the vicinity of the left/right donor is equal to $\left[\langle\mathbf{r} \mid 2 S\rangle_{L, R} \mp\left\langle\mathbf{r} \mid 2 P_{x}\right\rangle_{L, R}\right] / 2$ at $R_{d} \geqslant a_{B}^{*}$. We note that for such a choice of the state $\left|\chi_{3}\right\rangle$, the electric field should have a nonzero $x$ component in order that $\mathbf{d}_{L, R} \neq 0$.

We consider two cases: (a) $E_{L}=E_{R} \approx E_{1}$ and (b) $E_{L} \neq$ $E_{R}$, the desired value of the difference $E_{R}-E_{L}$ being discussed below. In case (a), we suppose $\mathbf{E}(t)$ to oscillate at a frequency $\omega=\left(E_{T R}-E_{L, R}\right) / \hbar$,

$$
\begin{equation*}
\mathbf{E}(t)=\mathbf{E}_{0}(t) \cos \omega t \tag{9}
\end{equation*}
$$

where $\mathbf{E}_{0}(t)$ is the slowly varying envelope of the field. Using of the resonant approximation, ${ }^{2}$ i.e., omitting the rapidly oscillating terms with the frequencies $\pm(\omega+$ $\left.E_{T R} / \hbar-E_{L, R} / \hbar\right)$ from the Hamiltonian, we have

$$
\begin{equation*}
\hat{V}(t)=\frac{1}{2} e^{-i \omega t}\left[\lambda_{L}(t)\left|\chi_{T R}\right\rangle\langle L|+\lambda_{R}(t)\left|\chi_{T R}\right\rangle\langle R|\right]+\text { H.c. } \tag{10}
\end{equation*}
$$

where $\lambda_{L, R}(t)=\mathbf{E}_{0}(t) \mathbf{d}_{L, R}$. In case (b), the field $\mathbf{E}(t)$ has two components oscillating at the frequencies $\omega_{L}=$ $\left(E_{T R}-E_{L}\right) / \hbar$ and $\omega_{R}=\left(E_{T R}-E_{R}\right) / \hbar$,

$$
\begin{equation*}
\mathbf{E}(t)=\mathbf{E}_{01}(t) \cos \left(\omega_{L} t\right)+\mathbf{E}_{02}(t) \cos \left(\omega_{R} t+\phi\right) \tag{11}
\end{equation*}
$$

where $\phi$ is the phase shift between the two components. In the resonant approximation, ${ }^{2}$ we have

$$
\begin{gather*}
\hat{V}(t)=\frac{1}{2} \exp \left(-i \omega_{L} t\right) \lambda_{L}(t)\left|\chi_{T R}\right\rangle\langle L|  \tag{12}\\
+\frac{1}{2} \exp \left(-i \omega_{R} t-i \phi\right) \lambda_{R}(t)\left|\chi_{T R}\right\rangle\langle R|+\text { H.c. }
\end{gather*}
$$

where $\lambda_{L, R}(t)=\mathbf{E}_{01,2}(t) \cdot \mathbf{d}_{L, R}$. In this paper, we restrict ourselves to the rectangular pulse shape, and therefore $\mathbf{E}_{0}(t)$ in Eq. (9) and both $\mathbf{E}_{01}(t)$ and $\mathbf{E}_{02}(t)$ in Eq. (11) are constant at $0<t<\tau_{\text {op }}$ and zero elsewhere.

[^10]It is straightforward to solve the nonstationary Schrödinger equation for the state vector $|\Psi(t)\rangle$,

$$
\begin{equation*}
i \hbar \frac{\partial|\Psi(t)\rangle}{\partial t}=\hat{H}(t)|\Psi(t)\rangle \tag{13}
\end{equation*}
$$

with the Hamiltonian $\hat{H}(t)$ in Eq. (7) given by Eqs. (5) and (10) in case (a) or Eqs. (6) and (12) in case (b), and to find the coefficients $C_{L}(t), C_{R}(t)$, and $C_{T R}(t)$ in the expansion of $|\Psi(t)\rangle$ in terms of the states $|L\rangle,|R\rangle$, and $\left|\chi_{T R}\right\rangle$,

$$
\begin{gather*}
|\Psi(t)\rangle=C_{L}(t) \exp \left(-\frac{i E_{L} t}{\hbar}\right)|L\rangle  \tag{14}\\
+C_{R}(t) \exp \left(-\frac{i E_{R} t}{\hbar}\right)|R\rangle+C_{T R}(t) \exp \left(-\frac{i E_{T R} t}{\hbar}\right)\left|\chi_{T R}\right\rangle
\end{gather*}
$$

provided that $|\Psi(0)\rangle=\alpha|L\rangle+\beta|R\rangle$, where $|\alpha|^{2}+|\beta|^{2}=1$. In case (a), we have

$$
\begin{align*}
& C_{L}(t)=\alpha\left[1-\frac{2\left|\lambda_{L}\right|^{2}}{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}} \sin ^{2} \Omega t\right] \\
&-\beta \frac{2 \lambda_{L}^{*} \lambda_{R}}{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}} \sin ^{2} \Omega t \\
& C_{R}(t)=-\alpha \frac{2 \lambda_{L} \lambda_{R}^{*}}{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}} \sin ^{2} \Omega t  \tag{15}\\
&+\beta\left[1-\frac{2\left|\lambda_{R}\right|^{2}}{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}} \sin ^{2} \Omega t\right] \\
& C_{T R}(t)=-i \frac{\alpha \lambda_{L}+\beta \lambda_{R}}{\sqrt{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}}} \sin 2 \Omega t
\end{align*}
$$

where

$$
\begin{equation*}
\Omega=\frac{\sqrt{\left|\lambda_{L}\right|^{2}+\left|\lambda_{R}\right|^{2}}}{4 \hbar} \tag{16}
\end{equation*}
$$

In case (b), the coefficients $C_{L}(t), C_{R}(t)$, and $C_{T R}(t)$ are also given by Eqs. (15) and (16) with the only exception that $\lambda_{R}$ must be replaced by $\lambda_{R} \exp (-i \phi)$. From Eqs. (15) and (16), we can see that at $t=\tau_{\mathrm{op}}=\pi k / 2 \Omega$ (hereafter, $k$ is a positive integer), the coefficient $C_{T R}$ vanishes, and hence the state vector $|\Psi(t)\rangle$ remains in the qubit subspace $\{|L\rangle,|R\rangle\}$ and $\left|C_{L}\left(\tau_{\text {op }}\right)\right|^{2}+\left|C_{R}\left(\tau_{\text {op }}\right)\right|^{2}=1$. In particular, if $C_{L}(0)=1$ and $C_{R}(0)=0$, then $C_{R}\left(\tau_{\mathrm{op}}\right)=0$ and $C_{R}\left(\tau_{\text {op }}\right)= \pm 1$ at $\lambda_{L}=\mp \lambda_{R}$ and odd $k$, i.e., there is a complete population transfer $|L\rangle \longrightarrow|R\rangle$, see [9]. Thus, the auxiliary excited state $\left|\chi_{T R}\right\rangle$ plays the role of the "transport" state, in that it assists the qubit evolution by means of the electron transfer between the states $|L\rangle$ and
$|R\rangle$ as the pulse is on but remains unpopulated after the pulse is off.

## 3. QUBIT ROTATIONS

In this section, we show that the auxiliary-stateassisted electron transfer between the two donors allows various qubit rotations. In case (a), where the two donors in the molecular ion $\mathrm{P}_{2}^{+}: \mathrm{Si}$ are equivalent, i.e., $E_{L}=E_{R}$ and $\left|\lambda_{L}\right|=\left|\lambda_{R}\right|$, the qubit state $|\Psi(t)\rangle$ at the operation time $\tau_{\text {op }}$ remains unchanged,

$$
\begin{equation*}
\left|\Psi\left(\tau_{\mathrm{op}}\right)\right\rangle=\exp \left(-\frac{i E_{L} \tau_{\mathrm{op}}}{\hbar}\right)|\Psi(0)\rangle \tag{17}
\end{equation*}
$$

if $\tau_{\text {op }}=\pi k / \Omega$, or changes into

$$
\begin{equation*}
\left|\Psi\left(\tau_{\mathrm{op}}\right)\right\rangle= \pm \exp \left(-\frac{i E_{L} \tau_{\mathrm{op}}}{\hbar}\right)[\beta|L\rangle+\alpha|R\rangle] \tag{18}
\end{equation*}
$$

if $\tau_{\text {op }}=\pi(2 k-1) / 2 \Omega$ and $\lambda_{L}=\mp \lambda_{R}$, see Eqs. (14) and (15). The latter corresponds to the quantum NOT operation.

Case (b) seems to be more realistic because of the different local atomic surroundings of the donors in the pair due to both the uncontrollable damage of the host upon ion implantation and the probabilistic variations in the path taken through the substrate by each implanted ion [20]. In addition, the surface gates can be used to intentionally tune $E_{L}$ and $E_{R}$ to the predetermined values. Moreover, one can change the values of $\lambda_{L}$ and $\lambda_{R}$ separately by changing the electric field amplitudes $E_{01}$ and $E_{02}$. It follows from Eqs. (14) and (15) that the relative phase shift operation is implemented at $\tau_{\mathrm{op}}=\pi k / \Omega$,

$$
\begin{gather*}
\left|\Psi\left(\tau_{\mathrm{op}}\right)\right\rangle=\exp \left(-\frac{i E_{L} \tau_{\mathrm{op}}}{\hbar}\right)  \tag{19}\\
\times\left[\alpha|L\rangle+\beta \exp \left[-\frac{i\left(E_{R}-E_{L}\right) \tau_{\mathrm{op}}}{\hbar}\right]|R\rangle\right],
\end{gather*}
$$

while the value of $\tau_{\text {op }}=\pi(2 k-1) / 2 \Omega$ corresponds to realization of the quantum NOT operation,

$$
\begin{equation*}
\left|\Psi\left(\tau_{\mathrm{op}}\right)\right\rangle= \pm \exp \left(-\frac{i E_{L} \tau_{\mathrm{op}}}{\hbar}-i \phi\right)[\beta|L\rangle+\alpha|R\rangle], \tag{20}
\end{equation*}
$$

if $\lambda_{L}=\mp \lambda_{R}$ and $\phi=\pi n+\left(E_{R}-E_{L}\right) \tau_{\text {op }} / 2 \hbar$ (hereafter, $n$ is an integer), or to the Hadamard transformation,
$\left|\Psi\left(\tau_{\text {op }}\right)\right\rangle= \pm \exp \left(-\frac{i E_{L} \tau_{\text {op }}}{\hbar}\right)\left[\frac{\alpha+\beta}{\sqrt{2}}|L\rangle+\frac{\alpha-\beta}{\sqrt{2}}|R\rangle\right]$,
if $\left(E_{R}-E_{L}\right) \tau_{\text {op }} / \hbar=2 \pi m$ (where $m$ is a positive integer). Here, the plus sign corresponds to the values of $\phi=2 \pi n$
and $\lambda_{L}=-\lambda_{L}(\sqrt{2}-1)$ or $\phi=\pi(2 n+1)$ and $\lambda_{L}=$ $\lambda_{R}(\sqrt{2}-1)$, and the minus sign corresponds to the values of $\phi=2 \pi n$ and $\lambda_{L}=\lambda_{R}(\sqrt{2}+1)$ or $\phi=\pi(2 n+1)$ and $\lambda_{L}=-\lambda_{R}(\sqrt{2}+1)$.

Therefore, various one-qubit operations can be implemented on the buried donor charge qubit through appropriate choices of the pulse frequency, phase, amplitude, and duration. Let us estimate the value of the operation time

$$
\tau_{\mathrm{op}} \sim 1 / \Omega \sim \hbar /\left|\lambda_{L, R}\right| \sim \hbar / e a_{B}^{*} E_{0},
$$

see Section 2. For the field amplitude $E_{0} \sim 1 \mathrm{~V} / \mathrm{cm}$, we have $\tau_{\mathrm{op}} \sim 1 \mathrm{~ns}$. An increase in the pulse intensity causes the value of $\tau_{\text {op }}$ to decrease to the picosecond time scale, such that the value of $\tau_{\text {op }}$ can be made orders of magnitude shorter than the period $t_{0}$ that it takes for the qubit state to change due to the direct electron tunneling $|L\rangle \longleftrightarrow|R\rangle$, see Section 2, as well as the operation times in the case where the qubit is manipulated by adiabatically varying the potentials of the surface gates [16]. We note that in case (b), the energies $E_{L}$ and $E_{R}$ should be sufficiently different from each other in order that all these operations could be implemented in short times to avoid decoherence, as discussed below. For example, at $\tau_{\text {op }} \sim 1 \mathrm{ps}$, we should have $E_{R}-E_{L} \sim 3 \mathrm{meV}$.

## 4. DECOHERENCE EFFECTS

An uncontrolled interaction of the quantum system with its environment leads to entanglement between the states of the system and the environmental degrees of freedom. This disturbs the unitary evolution of the system and results in the loss of coherence. There are various sources of decoherence in solids. For the charge qubit considered in this paper, the decoherence due to the phonon emission/absorption processes was studied in $[16,26]$ and was found to be much weaker than the decoherence due to both Nyquist-Johnson voltage fluctuations in the surface electrodes and the $1 / f$ noise from the background charge fluctuations. We note, however, that there are two mechanisms of the phonon-induced decoherence, which are caused by either the energy relaxation processes or the virtual-phonon dephasing processes. Which one of those mechanisms is dominant depends on the specific parameters of the quantum system and its environment, as well as on the operation times. Here, we show that the dephasing processes play a decisive role in limiting the fault tolerance of the buried donor charge qubit. For simplicity, we consider the qubit at zero temperature and assume isotropic acoustic phonons with the linear dispersion law $\omega_{\mathbf{q}}=s q$, where $s$ is the speed of sound.

We first recall some general concepts concerning the transition probability for an electron moving in a timedependent potential. If the electron, being initially in a
state $|i\rangle$ of the discrete energy spectrum, interacts with the harmonic field

$$
\begin{equation*}
\hat{V}(t)=\hat{F} e^{-i \omega t}+\hat{F}^{+} e^{i \omega t} \tag{22}
\end{equation*}
$$

then the probability amplitude of finding it in a state $|f\rangle$ at a time $t$ is given by the following expression that results from first-order perturbation theory [32]: ${ }^{3}$

$$
\begin{gather*}
a_{i \rightarrow f}(\omega, t)=F_{f i} \frac{\exp \left[-i\left(\omega_{i f}+\omega\right) t\right]-1}{\hbar\left(\omega_{i f}+\omega\right)}  \tag{23}\\
\quad+F_{i f}^{*} \frac{\exp \left[-i\left(\omega_{i f}-\omega\right) t\right]-1}{\hbar\left(\omega_{i f}-\omega\right)}
\end{gather*}
$$

where $\omega_{i f}=\left(E_{i}-E_{f}\right) / \hbar$. The common approach is to ignore the first term in Eq. (23) and use the expression

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\sin ^{2}(\epsilon t)}{\pi t \epsilon^{2}}=\delta(\epsilon) \tag{24}
\end{equation*}
$$

thus arriving at the so-called Fermi golden rule for the transition probability,

$$
\begin{gather*}
W_{i \rightarrow f}(\omega, t)=\left|a_{i \rightarrow f}(\omega, t)\right|^{2} \\
\approx\left|F_{i f}\right|^{2} \frac{4 \sin ^{2}\left[\left(\omega_{i f}-\omega\right) t / 2\right]}{\hbar^{2}\left(\omega_{i f}-\omega\right)^{2}}  \tag{25}\\
\approx \frac{2 \pi}{\hbar}\left|F_{i f}\right|^{2} \delta\left(\hbar \omega_{i f}-\hbar \omega\right) t \equiv \Gamma_{i \rightarrow f}(\omega) t,
\end{gather*}
$$

where $\Gamma_{i \rightarrow f}(\omega)$ is the time-independent transition rate. The $\delta$-function reflects the energy conservation, $\hbar \omega_{i f}=$ $\hbar \omega$, for such a transition.

The electron-phonon coupling in confined systems is described by the Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{el}-\mathrm{ph}}=\sum_{\mathbf{q}} \lambda(\mathbf{q}) \hat{\rho}(\mathbf{q})\left[\hat{b}_{\mathbf{q}}^{\dagger}+\hat{b}_{-\mathbf{q}}\right] \tag{26}
\end{equation*}
$$

where $\hat{b}_{\mathbf{q}}^{\dagger}$ and $\hat{b}_{\mathbf{q}}$ are the respective operators of creation and annihilation of a phonon with the wave vector $\mathbf{q}, \hat{\rho}(\mathbf{q})=\int d \mathbf{r} \exp (i \mathbf{q} \cdot \mathbf{r}) \hat{\rho}(\mathbf{r})$ is the Fourier transform of the electron density operator $\hat{\rho}(\mathbf{r})=$ $\sum_{m n} \Psi_{m}^{*}(\mathbf{r}) \Psi_{n}(\mathbf{r})|m\rangle\langle n|$, and $\lambda(\mathbf{q})$ is the microscopic electron-phonon interaction matrix element, which can be expressed in terms of the deformation potential $D$ and the density of the crystal $\rho$ as

$$
\begin{equation*}
\lambda(\mathbf{q})=q D \sqrt{\frac{\hbar}{2 \rho \omega_{\mathbf{q}} v}} \tag{27}
\end{equation*}
$$

with $v$ being the normalizing volume. If harmonic field (22) is associated with a deformation phonon hav-

[^11]ing the frequency $\omega_{\mathbf{q}}$, then, taking into account that the deformation fields produced by the phonons with different wave vectors are not correlated, we have the total transition rate [33] ${ }^{4}$
\[

$$
\begin{equation*}
\Gamma_{i \rightarrow f}=\frac{2 \pi}{\hbar} \sum_{\mathbf{q}}\left|F_{i f}(\mathbf{q})\right|^{2} \delta\left(\hbar \omega_{i f}-\hbar \omega_{\mathbf{q}}\right) \tag{28}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
F_{i f}(\mathbf{q})=\lambda(\mathbf{q})\langle i| e^{i \mathbf{q} \cdot \mathbf{r}}|f\rangle \tag{29}
\end{equation*}
$$

### 4.1. Decoherence during Adiabatic Variations of the Surface Gate Potentials

In the case where the buried donor charge qubit is controlled by the surface gates [16], such that the state vector $|\Psi(t)\rangle$ remains in the qubit subspace $\{|L\rangle,|R\rangle\}$ during the operation and the overlap $\langle L \mid R\rangle$ is negligibly small, Hamiltonian (26) can be written in the spinboson form [34]

$$
\begin{equation*}
\hat{H}_{\mathrm{el}-\mathrm{ph}}=\hat{\sigma}_{z} \sum_{\mathbf{q}} g(\mathbf{q})\left[\hat{b}_{\mathbf{q}}^{\dagger}+\hat{b}_{-\mathbf{q}}\right] \tag{30}
\end{equation*}
$$

where $\hat{\sigma}_{z}=|L\rangle\langle L|-|R\rangle\langle R|$ and

$$
\begin{equation*}
g(\mathbf{q})=\frac{\lambda(\mathbf{q})}{2}\left[\langle L| e^{i \mathbf{q r}}|L\rangle-\langle R| e^{i \mathbf{q r}}|R\rangle\right] \tag{31}
\end{equation*}
$$

Since $\langle\mathbf{r} \mid L, R\rangle=\left(\pi a_{B}^{*^{3}}\right)^{-1 / 2} \exp \left(-\left|\mathbf{r}-\mathbf{r}_{L, R}\right| / a_{B}^{*}\right)$ for $1 s$-orbitals, where $\mathbf{r}_{L, R}$ are the donor coordinates, we have [14]

$$
\begin{equation*}
g(\mathbf{q})=-i \lambda(\mathbf{q}) \frac{\sin \left(q_{x} R_{d} / 2\right)}{\left[1+\left(q a_{B}^{*}\right)^{2} / 4\right]^{2}} \tag{32}
\end{equation*}
$$

where $q_{x}$ is the component of the phonon wavevector along the line joining the two donors, and we chose the origin of the coordinates in between the donors, such that $\mathbf{r}_{L, R}=\mp\left(R_{d} / 2\right) \mathbf{e}_{x}$.

Fedichkin and Fedorov [14] have shown that at $T=0$, decoherence upon implementing the phase operation emerges as pure dephasing, the electron density matrix being given by the general expression $[35,36]$

[^12]\[

\left($$
\begin{array}{cc}
\rho_{L L}(0) & \rho_{L R}(0) \exp \left[-B^{2}(t)+i \frac{\left(E_{R}-E_{L}\right) t}{\hbar}\right]  \tag{33}\\
\rho_{R L}(0) \exp \left[-B^{2}(t)-i \frac{\left(E_{R}-E_{L}\right) t}{\hbar}\right] & \rho_{R R}(0)
\end{array}
$$\right)
\]

with the spectral function

$$
\begin{equation*}
B^{2}(t)=\frac{8}{\hbar^{2}} \sum_{\mathbf{q}} \frac{|g(\mathbf{q})|^{2}}{\omega_{\mathbf{q}}^{2}} \sin ^{2} \frac{\omega_{\mathbf{q}} t}{2} . \tag{34}
\end{equation*}
$$

There is no relaxation in this case because for the phase operation to be implemented, energies $E_{L}$ and $E_{R}$ must be sufficiently different from each other [14], so that the basis $\{|L\rangle,|R\rangle\}$ coincides with the energy basis of the electron in the double donor system and electron term (6) commutes with interaction term (30) in the Hamiltonian. As a result, the diagonal elements of the density matrix remain unchanged. On the other hand, decoherence upon implementing the quantum NOT operation (where $E_{L}=E_{R}$ and the energy basis of the electron is formed by states $\left|\chi_{1,2}\right\rangle=[|L\rangle \pm|R\rangle] / \sqrt{2}$, see Section 2) was suggested to be caused by relaxation [14], such that both off-diagonal and diagonal elements of the density matrix decrease exponentially with time, the relaxation rate $\Gamma_{2 \rightarrow 1}$ (see Eq. (28)) being [14, 26]

$$
\begin{align*}
\Gamma_{2 \rightarrow 1}= & \frac{D^{2}}{4 \pi \rho \hbar s^{2}} \frac{q_{21}^{3}}{\left[1+\left(q_{21} a_{B}^{*}\right)^{2} / 4\right]^{4}}  \tag{35}\\
& \times\left(1-\frac{\sin \left(q_{21} R_{d}\right)}{q_{21} R_{d}}\right),
\end{align*}
$$

where $q_{21}=\Delta E_{21} / s \hbar$, see Eq. (4).
We note, however, that approximation (25) for $W_{i \rightarrow f}(\omega, t)$ and, accordingly, Eq. (28) for $\Gamma_{i \rightarrow f}$ are valid if the time $t$ is sufficiently long, see Eq. (24). To quantify the applicability of this approximation, we analyze the more general expression for $W_{i \rightarrow f}(t)$ that follows from Eq. (25),

$$
\begin{equation*}
W_{i \rightarrow f}(t)=\frac{4}{\hbar^{2}} \sum_{\mathbf{q}}\left|F_{i f}(\mathbf{q})\right|^{2} \frac{\sin ^{2}\left[\left(\omega_{i f}-\omega_{\mathbf{q}}\right) t / 2\right]}{\left(\omega_{i f}-\omega_{\mathbf{q}}\right)^{2}} \tag{36}
\end{equation*}
$$

We can roughly distinguish two phonon contributions to $W_{i \rightarrow f}(t)$, one being from the "resonant component," i.e., from the $\delta$-function-like peak of $\sin ^{2}\left[\left(\omega_{i f}-\right.\right.$ $\left.\left.\omega_{\mathbf{q}}\right) t / 2\right] /\left(\omega_{i f}-\omega_{\mathbf{q}}\right)^{2}$ as a function of $q$ at $q=q_{i f}=\omega_{i f} / s$, with a height of $t^{2} / 4$ and a width of $\sim 1 / s t$, and the other
from the remaining "nonresonant background" of the phonon spectrum. The former can be estimated as

$$
\begin{equation*}
W_{i \rightarrow f}^{(1)}(t) \sim \frac{v q_{i f}^{2}}{\hbar^{2} s}\left|F_{i f}\left(q_{i f}\right)\right|^{2} t, \tag{37}
\end{equation*}
$$

and the latter as

$$
\begin{equation*}
W_{i \rightarrow f}^{(2)}(t) \sim \frac{v \Delta q}{\hbar^{2} s^{2}}\left|F_{i f}\left(q_{\max }\right)\right|^{2} \tag{38}
\end{equation*}
$$

at $q_{i f} \ll q_{\text {max }}$, and

$$
\begin{equation*}
W_{i \rightarrow f}^{(2)}(t) \sim \frac{v \Delta q}{\hbar^{2} s^{2}}\left(\frac{q_{\max }}{q_{i f}}\right)^{2}\left|F_{i f}\left(q_{\max }\right)\right|^{2} \tag{39}
\end{equation*}
$$

at $q_{i f} \gg q_{\text {max }}$, where $q_{\text {max }}$ is the wave vector at which the function $\left|F_{i f}(q)\right|^{2}$ has a maximum and $\Delta q$ is a characteristic width of $\left|F_{i j}(q)\right|^{2}$ in the maximum. The specific values of $\Delta q, q_{\max }$, and $F_{i f}\left(q_{\text {max }}\right)$ depend on the specific type of wavefunctions $\langle\mathbf{r} \mid i\rangle$ and $\langle\mathbf{r} \mid f\rangle$ in the matrix element $\langle i| \exp (i \mathbf{q} \cdot \mathbf{r})|f\rangle$. Next, if, e.g., $q_{i f} \ll q_{\text {max }}$ and we are interested in the transition probability $W_{i \rightarrow f}(t)$ at a moment of time $t$ such that $s q_{i f}^{2}\left|F_{i f}\left(q_{i f}\right)\right|^{2} t \ll$ $\Delta q \mid F_{i j}\left(\left.q_{\text {max }}\right|^{2}\right.$, then $W_{i \rightarrow f}^{(1)}(t) \ll W_{i \rightarrow f}^{(2)}(t)$, and hence the Fermi golden rule appears to be broken [37, 38]. This is due to the violation of the energy conservation at short times [32].

Inspection of the phonon-induced transitions between the states $\left|\chi_{1,2}\right\rangle=[|L\rangle \pm|R\rangle] / \sqrt{2}$ of the doubledonor system with $E_{L}=E_{R}$ and the donor separation $R_{d} \gg a_{B}^{*}$ (these transitions are relevant for decoherence during the implementation of the NOT operation [14]) provides an illustrative example of the departure from the Fermi golden rule. In this case,

$$
\langle 2| e^{i \mathbf{q} \cdot \mathbf{r}}|1\rangle=\left[\langle L| e^{i \mathbf{q} \cdot \mathbf{r}}|L\rangle-\langle R| e^{i \mathbf{q} \cdot \mathbf{r}}|R\rangle\right] / 2,
$$

and hence $F_{21}(\mathbf{q})=g(\mathbf{q})$, see Eq. (32), and the resonant component of the transition probability is $W_{2 \rightarrow 1}^{(1)}(t) \sim$ $q_{21}^{3} D^{2} t / \rho \hbar s^{2}$, in accordance with the value of the relaxation rate $\Gamma_{2 \rightarrow 1}$ given by Eq. (35). Since the value of $q_{21}=\Delta E_{21} / \hbar s$ decreases exponentially with $R_{d}$, see

Eq. (4), the value of $\Gamma_{2 \rightarrow 1}$ decreases exponentially as well, going below $10^{3} \mathrm{~s}^{-1}$ at $R_{d} / a_{B}^{*}>10$ (see Fig. 5 in [26]). On the other hand, because $q_{21} \ll q_{\max } \sim 1 / a_{B}^{*}$, we have $W_{2 \rightarrow 1}^{(2)}(t) \sim D^{2} / \rho \hbar s^{3} a_{B}^{*^{2}}$ from Eq. (38). More accurate calculations result in $W_{2 \rightarrow 1}^{(2)}(t)=B^{2}(t) / 2$ see Eq. (34). If the operation time $\tau_{\mathrm{op}}$ is long compared to the phonon transit time, $a_{B}^{*} / s\left(\approx 0.3 \mathrm{ps}\right.$ for $\left.\mathrm{P}_{2}^{+}: \mathrm{Si}\right)$, it follows from Eq. (34) (see [14]) that

$$
\begin{equation*}
B^{2}\left(\tau_{\mathrm{op}}\right)=\frac{D^{2}}{3 \pi^{2} \rho \hbar s^{3} a_{B}^{*^{2}}} \tag{40}
\end{equation*}
$$

and therefore spectral function (34) appears to be a material constant, being about $6 \times 10^{-3}$ for the phosphorous donors in silicon [14], where $D=3.3 \mathrm{eV}, s=9 \times$ $10^{5} \mathrm{~cm} / \mathrm{s}$, and $\rho=2.33 \mathrm{~g} / \mathrm{cm}^{3}$. Hence, $W_{2 \rightarrow 1}^{(2)}(t) \gg$ $W_{2 \rightarrow 1}^{(1)}(t)$ at $R_{d} / a_{B}^{*}=10$ and $t \ll \tilde{t} \approx 3 \times 10^{-6} \mathrm{~s}$, the time $\tilde{t}$ being exponentially longer for larger values of $R_{d} / a_{B}^{*}$, and in any case longer than the operation time $\tau_{\text {op }}$, see Section 3 .

Therefore, contrary to suggestions $[14,26]$ that the phonon-induced decoherence in the case of the NOT operation is determined by the value of the relaxation rate $\Gamma_{2 \rightarrow 1}$ given by Eq. (35), we see that at sufficiently short operation times, decoherence in the cases of both phase and NOT operations is determined by the same spectral function $B^{2}(t)$, see Eq. (34). The distinction between the two cases is that the diagonal elements of the density matrix remain unchanged in the case of the phase operation because there is no relaxation, while they decay exponentially (along with the off-diagonal matrix elements) in the case of the NOT operation [14].

### 4.2. Decoherence

## during the Auxiliary-State-Assisted Operations

Because the excited "transport" level $|T R\rangle$ becomes temporarily populated during the resonant-pulse operations on the $\mathrm{P}_{2}^{+}$: Si qubit, the phonon-induced electron transitions $|T R\rangle \longleftrightarrow|L, R\rangle$ and $|T R\rangle \longleftrightarrow\left|\chi_{1,2}\right\rangle$ can have a detrimental effect on the qubit evolution, along with the transitions $|L\rangle \longleftrightarrow|R\rangle$ and $\left|\chi_{1}\right\rangle \longleftrightarrow\left|\chi_{2}\right\rangle$ studied above. We now clarify which type of the phononinduced electron transitions ("resonant" or "nonresonant") is dominant in this case and estimate the transition probability. We follow the line of reasoning outlined above and start with calculations of the matrix elements $\langle T R| \exp (i \mathbf{q} \cdot \mathbf{r})|L, R\rangle$. For our choices of the "transport" state $|T R\rangle=\left|\chi_{3}\right\rangle$ and the double donor orien-
tation (see Section 2) at $R_{d} \geqslant a_{B}^{*}$, we have $|T R\rangle \approx$ $\left[|2 S\rangle_{L}-\left|2 P_{x}\right\rangle_{L}+|2 S\rangle_{R}+\left|2 P_{x}\right\rangle_{R}\right] / 2$, where

$$
\begin{gathered}
\langle\mathbf{r} \mid 2 S\rangle_{L, R} \\
=\frac{1}{\sqrt{8 \pi a_{B}^{* 3}}}\left(1-\frac{\left|\mathbf{r}-\mathbf{r}_{L, R}\right|}{2 a_{B}^{*}}\right) \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}_{L, R}\right|}{2 a_{B}^{*}}\right), \\
\left\langle\mathbf{r} \mid 2 P_{x}\right\rangle_{L, R}=\frac{1}{\sqrt{32 \pi a_{B}^{* 5}}}\left(x-x_{L, R}\right) \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}_{L, R}\right|}{2 a_{B}^{*}}\right) .
\end{gathered}
$$

Neglecting the exponentially small overlap between the localized atomic-like orbitals centered at different donors, we have

$$
\begin{gather*}
\langle T R| e^{i \mathbf{q} \cdot \mathbf{r}}|L, R\rangle \\
=2 \sqrt{2} \frac{\left(q a_{B}^{*}\right)^{2} \mp 3 i\left(q_{x} a_{B}^{*}\right) / 2}{\left[9 / 4+\left(q a_{B}^{*}\right)^{2}\right]^{3}} \exp \left(\mp \frac{i q_{x} R}{2}\right) . \tag{41}
\end{gather*}
$$

Depending on the relative values of $E_{L}$ and $E_{R}$, the lowest energy eigenstates of $\mathrm{P}_{2}^{+}:$Si are either $|L\rangle$ and $|R\rangle$ (if $E_{L} \neq E_{R}$ ) or $\chi_{1}$ and $\chi_{2}$ (if $E_{L}=E_{R}$ ), and therefore, in order to find the probability $W_{T R}(t)$ of the electron escape from the "transport" state at $T=0$, we must add the respective probabilities of the $|T R\rangle \rightarrow|L\rangle$ and $|T R\rangle \longrightarrow|R\rangle$ or $|T R\rangle \longrightarrow\left|\chi_{1}\right\rangle$ and $|T R\rangle \longrightarrow\left|\chi_{2}\right\rangle$ electron transitions. If the value of $E_{R}-E_{L}$ is much less than the difference between $E_{T R}$ and $E_{L, R}$, then we have the same result in both cases, and hence $W_{T R}(t)$ is given by Eq. (36), where now $\omega_{i f} \approx \Delta E_{31} / \hbar \approx 3 E^{*} / 8 \hbar$ is independent of $R_{d}$ at $R_{d} \geqslant a_{B}^{*}$, and

$$
\begin{equation*}
\left|F_{i f}(\mathbf{q})\right|^{2}=16 \frac{\left(q a_{B}^{*}\right)^{4}+9\left(q_{x} a_{B}^{*}\right)^{2} / 4}{\left[9 / 4+\left(q a_{B}^{*}\right)^{2}\right]^{6}}|\lambda(\mathbf{q})|^{2} \tag{42}
\end{equation*}
$$

Taking into account that

$$
q_{i f} a_{B}^{*}=\frac{\omega_{i f} a_{B}^{*}}{s} \approx \frac{3 e^{2}}{8 \varepsilon \hbar s} \approx 8 \gtrdot q_{\max } a_{B}^{*} \sim 1
$$

and using Eq. (36), it is straightforward to derive the following expressions for the respective probabilities of the "resonant" and "nonresonant" transitions:

$$
\begin{equation*}
W_{T R}^{(1)}(t) \approx \frac{8 D^{2}}{\pi \rho \hbar s^{2} a_{B}^{*^{3}}}\left(q_{i f} a_{B}^{*}\right)^{5} \frac{3 / 4+\left(q_{i f} a_{B}^{*}\right)^{2}}{\left[9 / 4+\left(q_{i f} a_{B}^{*}\right)^{2}\right]^{6}} t \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{T R}^{(2)}(t) \approx \frac{176 D^{2}}{3645 \pi^{2} \rho \hbar s^{3}\left(a_{B}^{*}\right)^{2}\left(q_{i f} a_{B}^{*}\right)^{2}} \tag{44}
\end{equation*}
$$

It follows from Eqs. (43) and (44) that $W_{T R}^{(1)}(t)=\Gamma_{T R} t$, where $\Gamma_{T R} \approx 3 \times 10^{7} \mathrm{~s}^{-1}$, and $W_{T R}^{(2)}(t) \approx 10^{-5}$, and hence the "resonant" transitions are dominant at $t>0.3 \mathrm{ps}$.

We now check what states among those involved in the auxiliary-state-assisted qubit evolution are most sensitive to phonon-induced decoherence. As we have seen above, decoherence of the low-energy states $|L\rangle$ and $|R\rangle$ (or $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$ ) is quantified by the error rate [14], i.e., the error generated during the operation time, $D(t)=B^{2}(t) / 2 \approx 3 \times 10^{-3}$. This value is greater than $W_{T R}^{(2)}(t)$ but less than $W_{T R}^{(1)}(t)$ at $t>10^{-10} \mathrm{~s}$, where the processes of the spontaneous phonon emission by an electron temporarily occupying the "transport" level begin to prevail. Hence at $\tau_{\mathrm{op}}<100 \mathrm{ps}$, the error rate does not exceed a value of $D\left(\tau_{\text {op }}\right) \approx 3 \times 10^{-3}$.

## 5. DISCUSSION

Fast auxiliary-state-assisted evolution of the doubledonor charge qubit driven by the resonant electromagnetic field allows implementation of various one-qubit rotations in very short operation times $\tau_{\mathrm{op}}<100 \mathrm{ps}$, thus minimizing the unwanted decoherence effects. At such times, the error rate due to acoustic phonons is $D\left(\tau_{\text {op }}\right) \approx$ $3 \times 10^{-3}$ at $T=0$. At finite temperatures, such that $k_{B} T>$ $\hbar \omega_{0}$, where $\hbar \omega_{0}=\hbar s / a_{B}^{*} \approx 2 \mathrm{meV}$ for dephasing processes and "nonresonant" emission/absorption transitions, and $\hbar \omega_{0}=\left|E_{i}-E_{f}\right|$ for the "resonant" $|i\rangle \longleftrightarrow|f\rangle$ transitions, the error rate increases by a factor of $\sim k_{B} T / \hbar \omega_{0}$.

The strongest increase in the error rate at $T \neq 0$ occurs if the two donors in the molecular ion $\mathrm{P}_{2}^{+}: \mathrm{Si}$ are equivalent, because the energies $E_{L}$ and $E_{R}$ of the lowest localized states $|L\rangle$ and $|R\rangle$ are then equal to each other, and the difference $E_{2}-E_{1}$ between the eigenenergies of the two lowest delocalized molecular states $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$ is exponentially small at large donor separations, e.g., $E_{2}-E_{1} \approx 10^{-6} \mathrm{meV}$ at $R_{d}=60 \mathrm{~nm}$, see Eq. (4). To weaken the decoherence, it would be reasonable to use the surface gates in order to increase the difference $E_{R}-E_{L}$ up to $E_{R}-E_{L} \sim 1 \mathrm{meV}$ such that the energy basis of the electron be formed by the states $|L\rangle$ and $|R\rangle$ instead of the states $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$. In this case, the electromagnetic field should have two components driving the electron transitions $|L\rangle \longleftrightarrow|T R\rangle$ and $|R\rangle \longleftrightarrow|T R\rangle$ between the states $|L, R\rangle$ and the auxiliary "transport" state $|T R\rangle$.

At $T \neq 0$, the processes of the phonon absorption by an electron temporarily occupying the "transport" state also contribute to decoherence. For our choice of the transport state, $|T R\rangle=\left|\chi_{3}\right\rangle$, the state nearest to it in energy is the state $\left|\chi_{4}\right\rangle$. In the case where the two donors are equivalent and $R / a_{B}^{*}>15$, this is the $4 f \sigma_{u}$ state $\left|\chi_{4}\right\rangle \approx\left[|2 S\rangle_{L}-\left|2 P_{x}\right\rangle_{L}-|2 S\rangle_{R}-\left|2 P_{x}\right\rangle_{R}\right] / 2$, whose wave-
function $\left\langle\mathbf{r} \mid \chi_{4}\right\rangle$ is antisymmetric about the midpoint of the line joining the two donors [31]. At $x=R_{d} / a_{B}^{*} \gg 1$, the energy separation [30]

$$
E_{4}-E_{3}=E^{*} \frac{x^{3}}{4} \exp \left(-\frac{x}{2}-2\right)\left[1+O\left(\frac{1}{x}\right)\right]
$$

is small but greatly exceeds the value of $E_{2}-E_{1}$, e.g., $E_{4}-E_{3} \approx 0.3 \mathrm{meV}$ at $R_{d}=60 \mathrm{~nm}$. The donor asymmetry in the presence of gate potentials results in a further increase in $E_{4}-E_{3}$, and therefore the phonon absorption processes does not contribute much to decoherence at sufficiently low temperatures $T<10 \mathrm{~K}$.

Thus, the error rate due to phonon-induced decoherence is $D\left(\tau_{\text {op }}\right) \approx 3 \times 10^{-3}$ at $\tau_{\text {op }}<100 \mathrm{ps}$ and $T<10 \mathrm{~K}$. This value is to be compared to the error rates due to other sources of decoherence. The lowest bounds for the decoherence times associated with the Johnson noise from the gates and the environmental charge fluctuations are $[16,20,26]$, respectively, $\tau \sim 1 \mu \mathrm{~s}$ and $\tau \sim 1 \mathrm{~ns}$, and hence the corresponding error rates [14] $D\left(\tau_{\text {op }}\right)=1-\exp \left(-\tau_{\text {op }} / \tau\right)$ do not exceed that due to phonons at $\tau_{\text {op }}<(1-10) \mathrm{ps}$. Hence, the performance of the buried donor charge qubit appears to be limited primarily by the electron-phonon interaction. In this paper, we concentrated on the phosphorous donors in silicon. Since spectral function (34) that ultimately determines the error rate for one-qubit operations is a material constant, it would be worthwhile to search for other materials and/or doping elements for the buried donor charge qubit, in order to weaken the decoherence effects.

Although we restricted ourselves to rectangular shapes of the resonant pulses, our consideration can be generalized to other pulse shapes [39]. The results obtained can also be applied to quantum-dot structures and Josephson three-level gates [39-42]. Finally, once a fundamental possibility of the auxiliary-state-assisted operations has been demonstrated, it is straightforward
task to organize the coupling of $\mathrm{P}_{2}^{+}$: Si qubits for conditional quantum operations $[16,20]$.

In summary, we have proposed a scheme for fast rotations of the buried donor charge qubit through an auxiliary-state-assisted electron evolution under the influence of resonant microwave pulses. This scheme allows implementing one-qubit operations in times as short as $\tau_{\mathrm{op}} \sim 1 \mathrm{ps}$. With the example of the $\mathrm{P}_{2}^{+}: \mathrm{Si}$ qubit, we have shown that dephasing and "nonresonant" relaxation due to acoustic phonons are the main sources of decoherence. The error rate at $T<10 \mathrm{~K}$ and operation times $\tau_{\mathrm{op}}=(1-10) \mathrm{ps}$ is about $3 \times 10^{-3}$, i.e., greater than the fault-tolerance threshold for quantum computation but sufficiently low to investigate the small-scale devices and thus to demonstrate the experimental feasibility of the scheme.
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#### Abstract

An analysis of the results of previous studies of stimulated scattering of UV pulses in liquids has shown that they disagree with the theory of stimulated scattering. To resolve the inconsistency, stimulated scattering of XeCl excimer laser radiation ( $\lambda=308 \mathrm{~nm}$ ) with pulse duration $\tau \approx 8 \mathrm{~ns}$ in liquid hexane is investigated experimentally. A theoretical analysis of the results obtained revealed a new nonlinear optical phenomenon: stimulated thermal scattering induced by the heating due to two-photon absorption, called two-photon stimulated thermal scattering (two-photon STS-2). The stimulated backscatter spectrum contains a previously unknown line corresponding to two-photon STS-2 and a newly discovered SBS line in the UV region. The line is observed in experiment on liquid hexane and is characterized by the frequency shift $\Omega_{\mathrm{B}}=0.33 \mathrm{~cm}^{-1}$ relative to the pump wavelength $\lambda=308 \mathrm{~nm}$, in complete agreement with the theory of stimulated Brillouin scattering (SBS). The spectral line called the SBS line in previous studies has a frequency shift much smaller than that predicted by the SBS theory and must be interpreted as an unshifted two-photon STS-2 line. When two-photon STS-2 is used to obtain a phase-conjugate wave, the phase-conjugation fidelity is lower than that achieved by using SBS because of thermal self-action and slow decay of the thermal grating. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Stimulated scattering (SS) is widely used in scientific research and practical applications. This motivates studies of the physical mechanisms responsible for stimulated scattering in various spectral regions. The most important applications of stimulated scattering lie in phase conjugate optics. Phase conjugation via stimulated backscattering was discovered in the Laboratory of Quantum Radiophysics, of the Lebedev Physical Institute by Zel'dovich, Popovichev, Ragulskii, and Faizullov in 1971 (see [1]). However, stimulated Brillouin scattering (SBS), stimulated Raman scattering (SRS), and other SS mechanisms have specific physical characteristics (frequency shift, decay time, etc.) that must manifest themselves in the properties of the respective phase conjugate waves.

Detailed experimental studies of stimulated scattering in various media have been conducted only in the near IR region for historical reasons: the pump beam produced by the radiation source must have both high power and narrow linewidth. The first sources of this kind were Q-switched single-mode ruby and Nd:glass lasers, which generated giant pulses with $\lambda=0.69$ and $1.06 \mu \mathrm{~m}$, respectively [2-4], and usually generated single SBS lines in spectra of liquids (such as water or
methanol) characterized by relatively weak linear light absorption. When linear light absorption was stronger, a line corresponding to stimulated thermal scattering due to linear absorption (linear STS-2) was observed. Multiphoton IR absorption could not be observed, because the liquids used in the studies were transparent in the IR and visible spectral regions, while five to ten IR photons with energies between 1 and 2 eV were required to obtain the nearest electron resonance at an energy of about 10 eV .

Theoretical studies of stimulated scattering have mostly relied on experimental results obtained for the near IR region. Thus, the modern theory of stimulated scattering applies only to linearly absorbing media, while no complete and consistent theory has been developed to this day. In particular, the theory of stimulated thermal scattering proposed in [5] allows only for linear light absorption (see [1]).

Experimental investigations of stimulated scattering in the near UV region have never been conducted for two reasons. First, reliable UV radiation sources (discharge excimer lasers [6]) became available ten years later than solid-state lasers. Second, the methods used to narrow the bandwidths of solid-state lasers (characterized by lasing times on the order of $1 \mu$ ) could not be

Table 1. Results of experimental studies of stimulated backscattering in hexane at different pump wavelengths in the near UV region corresponding to $\operatorname{ArF}(\lambda=193 \mathrm{~nm}), \operatorname{KrF}(\lambda=248 \mathrm{~nm}), \mathrm{XeCl}(\lambda=308 \mathrm{~nm})$, and $\operatorname{XeF}(\lambda=351 \mathrm{~nm})$ excimer lasers

| Reference | Pump wavelength, <br> nm | Pump intensity, <br> W/cm | Measured frequency <br> shift for stimulated <br> backscattering <br> in hexane, $\mathrm{cm}^{-1}$ | Physical mechanism <br> of stimulated scattering <br> in hexane suggested by <br> authors |
| :---: | :---: | :---: | :---: | :---: |
| $[9]$ | 193 | $\approx 10^{10}$ | $\approx 0.2$ | SBS |
| $[8]$ | 248 | $>2 \times 10^{10}$ | $\approx 0.1$ | SBS |
| $[11]$ | 248 | $>10^{10}$ | $\approx 0.1$ | SBS |
| $[10]$ | 308 | $>10^{11}$ | $<0.15$ | SBS |
| $[13]$ | 308 | $>10^{12}$ | 0.24 | SBS |
| $[7]$ | 351 | $>5 \times 10^{9}$ | 0.2 | SBS |

extended to excimer lasers, which had much shorter lasing times ( $<100 \mathrm{~ns}$ ). Thus, when experimentalists had to deal with stimulated scattering in studies of phase conjugation driven by excimer laser beams, the theory developed for linear IR absorption was applied to the UV spectral region.

## 2. PROBLEMS IN EXPERIMENTAL STUDIES OF STIMULATED LIGHT SCATTERING AND PHASE CONJUGATION IN THE NEAR ULTRAVIOLET REGION

Studies of phase conjugation via stimulated scattering in the UV region were motivated by the use of excimer lasers as promising radiation sources in fusion research, materials treatment, and photolithography [6-9]. The first results concerning phase conjugation via stimulated backscattering were reported in [7] (for XeF laser, $\lambda=351 \mathrm{~nm}$ ), [10] (XeCl laser, $\lambda=$ 308 nm ), [8, 11] (KrF laser, $\lambda=248 \mathrm{~nm}$ ), and [9] (ArF laser, $\lambda=193 \mathrm{~nm}$ ). In those and subsequent studies [12, 13], experimental SS spectra contained single lines, which were attributed to stimulated Brillouin scattering. Note that the "SBS" frequency shift relative to the corresponding pump frequency could not be measured in [9-11], because they were comparable to the spectral resolution of the laser system. The reflection coefficient of the "SBS" mirror measured in [11] gradually decreased with increasing pump intensity $I_{L}$ from approximately $25 \%$ at the threshold ( $I_{L} \approx$ $10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ ) to approximately $10 \%$ at $I_{L} \approx 10^{11} \mathrm{~W} / \mathrm{cm}^{2}$. It should be noted that the decrease in reflection coefficient observed in that experiment was caused by a decrease in phase-conjugation fidelity. In $[7,8,10,12]$, the phase-conjugation fidelity achieved by reflection from a "Brillouin" mirror was found to degrade with increasing linear absorption coefficient of a nonlinear medium. In [14], the stimulated backscatter spectrum of hexane obtained by using a $\operatorname{KrF}$ laser $(\lambda=248 \mathrm{~nm})$
also contained a single line, and phase conjugation was attributed to "linear STS-2."

The linear absorption coefficients $\alpha$ of nonlinear liquids measured in the studies of the "SBS" mechanism [7-13] varied from 0.02 to $0.1 \mathrm{~cm}^{-1}$ and amounted to $0.22 \mathrm{~cm}^{-1}$ in the investigation of "linear STS-2" reported in [14].

Studies of effects of resonance absorption on nanosecond nonlinear optical phenomena must take into consideration both wave attenuation and the phase variation due to heating. In [7-14], the pump beams were focused into nonlinear liquids by lenses with focal lengths between 5 and 10 cm . The corresponding length of the region of nonlinear interaction is $L \leq 0.1 \mathrm{~cm}$. Considerable attenuation over such distances can occur when $\alpha>2 \mathrm{~cm}^{-1}$, which substantially exceeds the values mentioned above.

Table 1 summarizes the experimental results obtained in previous studies of stimulated backscattering in hexane [7-11, 13, 14]. The second and third columns of the table present the pump wavelength $\lambda$ and intensity $I_{L}$; the fourth one, the measured shift $\Omega$ of the scattered wave relative to the pump frequency. The physical mechanisms responsible for the observed SS processes suggested by the respective authors are listed in the last column.

The theoretically predicted SBS frequency shift $\Omega_{\mathrm{B}}$ depends on the pump frequency $\omega_{L}$ corresponding to $\lambda$ (see Eq. (8) below). Table 2 shows the values of $\Omega_{\mathrm{B}}$ given by (8) for the pump wavelengths listed in Table 1. It is clear that the predicted values of $\Omega_{\mathrm{B}}$ shown in Table 2 are substantially larger than the corresponding measured values of $\Omega$ listed in Table 1 and attributed to "SBS" in [7-11, 13].

In summary, analysis of previous experimental results concerning stimulated scattering and phase conjugation in the near UV region leads to the following general conclusions.
I. The Brillouin frequency shifts measured in [7-11, 13] disagree with predictions of the SBS theory. The disagreement is too large to be entirely caused by experimental errors.
II. Since the measured SBS frequency shifts are substantially smaller than those predicted by the theory for the pump wavelengths ranging from $\lambda=193$ to 351 nm in [7-11, 13], these discrepancies must have a common origin.
III. The decrease in phase-conjugation fidelity observed in [11] when the pump intensity was slightly above the threshold is not characteristic of SBS in transparent media.

Thus, the complex problems yet to be solved in this field of research concern both temporal and spatial behavior of laser beams propagating through nonlinear media as manifested by SBS frequency shift and phaseconjugation fidelity, respectively. However, the "abnormal" SBS was observed in a variety of studies conducted in different countries for nearly a decade [7-11, 13], which rules out the possibility of accidental experimental errors. These problems should be resolved by analyzing not only experimental errors, but also basic physical mechanisms responsible for stimulated light scattering.

## 3. PRELIMINARY ANALYSIS <br> OF FEASIBLE MECHANISMS OF STIMULATED SCATTERING

Before proceeding to new experiments, one should review the results of previous studies in order to understand which physical mechanisms of stimulated scattering may work under the experimental conditions of [7-14].

The near-UV beams used as pumps in previous experiments had the wavelengths and intensities listed in Table 1, while the corresponding pulse durations varied between 5 and 10 ns . The nonlinear liquids used in those studies (hexane, heptane, and others) were transparent in the UV region: their linear absorption coefficients varied between 0.02 and $0.22 \mathrm{~cm}^{-1}$.

### 3.1. Mechanisms of Stimulated Light Scattering

Light scattering is a process in which an atom or a medium absorbs an incident photon and emits a secondary photon. Depending on the mechanism responsible for the photon emission, scattering can be either spontaneous or stimulated [15].

In classical theories, scattering by transparent, macroscopically homogeneous, nonionized media is explained by permittivity fluctuations due to fluctuations of thermodynamic state variables (density or temperature) and physicochemical properties of the medium (such as concentration, anisotropy, or polarizability).

When the optical inhomogeneity of a medium is entirely due to thermal fluctuations of its properties, the scattering is called spontaneous or thermal [2, 16]. If the pump electric field is sufficiently strong, then stimulated light scattering is observed. At the initial stage, a weak scattered wave is generated by spontaneous scattering of the pump beam. Under certain conditions, the modes responsible for the initial spontaneous scattering are amplified as both pump and scattered waves resonantly interact with internal motion in the medium. This leads to an increase in scattering efficiency. In the ensuing steady state, the scattered light intensity $I_{\mathrm{S}}$ in the absence of pump attenuation is expressed as the nonlinear function [3]

$$
\begin{equation*}
I_{\mathrm{S}}(L)=I_{\mathrm{S}}^{0} \exp \left(G I_{L} L\right) \tag{1}
\end{equation*}
$$

where $I_{\mathrm{S}}^{0}$ is the intensity of the thermally scattered wave, $G$ is the gain factor for a particular SS process, $I_{L}$ is the pump intensity, and $L$ is the length of the region of nonlinear interaction.

Stimulated scattering is a special case of three-wave mixing between two light waves and a polarization wave. They are effectively coupled if

$$
\begin{align*}
& \omega_{L}-\omega_{\mathrm{S}}=\Omega,  \tag{2}\\
& \mathbf{k}_{L}-\mathbf{k}_{\mathrm{S}}=\mathbf{q}, \tag{3}
\end{align*}
$$

where $\omega_{L}, \mathbf{k}_{L}$ and $\omega_{\mathrm{S}}, \mathbf{k}_{\mathrm{S}}$ denote, respectively, the frequencies and wavevectors of the pump wave

$$
E_{L} \exp \left[i\left(\mathbf{k}_{L} \cdot \mathbf{r}-\omega_{L} t\right)\right]+\text { c.c. }
$$

and the scattered wave

$$
E_{\mathrm{S}} \exp \left[i\left(\mathbf{k}_{S} \cdot \mathbf{r}-\omega_{\mathrm{S}} t\right)\right]+\text { c.c. },
$$

$\Omega$ and $\mathbf{q}$ are the polarization-wave frequency and wavevector, respectively.

In an SS process, the polarization wave propagates in such a medium with cubic nonlinearity that phase matching conditions (2) and (3) are satisfied automatically $[2,17]$. Since the pump beam is the only source of energy, the time profile of the complex amplitude of the pump determines the dynamics of nonlinear light-matter interaction. Therefore, the pump wave must be highly coherent.

The physical mechanism of an SS process must ensure that two conditions are satisfied:
(i) the cross term in the squared electric field strength must resonantly amplify a mode of internal motion;
(ii) the resonant mode must modulate the permittivity of the medium.

A mechanism of this kind underlies each known SS process [17, 18]: SBS, SRS, stimulated Raleigh wing
scattering (SRWS), and stimulated thermal scattering (STS-1 and linear STS-2).

Mathematical models of stimulated scattering are based on systems of material and wave equations. Their solutions are used to find the gain factor $G$ in (1) and the decay time for the resonant mode in each SS mechanism.

In experiments with pump beams with $\tau \geq 10 \mathrm{~ns}$ (excimer and solid-state lasers), SBS and linear STS-2 are observed most frequently, because the corresponding values of $G$ for condensed matter and compressed gas (most widespread nonlinear media) are higher than those characteristic of other SS processes. Accordingly, the threshold pump intensities for these processes are lower. However, since the pump is depleted because of saturation, only the SS process characterized by the highest gain is normally observed.

Since SBS and linear STS-2 play a particularly important role in stimulated scattering of nanosecond pulses in liquids, we discuss their basic characteristics to be used below in analyzing SS processes observed under various conditions.
3.1.1. Basic SBS characteristics. Adiabatic pressure fluctuations are waves propagating at the speed of sound [19]. The hydrodynamic equations used in SBS models include an electrostrictive force that drives the fluid into regions of higher electric field strength. The cross term in the expression for electrostrictive pressure is responsible for resonant generation of a hypersonic wave with wavevector $\mathbf{q}$ and frequency

$$
\begin{equation*}
\Omega_{\mathrm{B}}(\mathbf{q})=|\mathbf{q}| \mathrm{v}, \tag{4}
\end{equation*}
$$

where $v$ is the speed of sound. The SBS Stokes shift $\Omega_{B}$ satisfies condition (2). The acoustic wave amplitude is determined by viscous dissipation, and the decay rate $\Gamma_{B}$ is related to the SBS decay time:

$$
\begin{equation*}
\Gamma_{\mathrm{B}}(\mathbf{q})=A|\mathbf{q}|^{2}, \quad \tau_{\mathrm{B}} \approx \Gamma_{\mathrm{B}}^{-1} . \tag{5}
\end{equation*}
$$

For liquids, $A=2 \eta /(3 \rho)$, where $\rho$ is density and $\eta$ is shear viscosity [17, 20].

The density modulation in the acoustic wave gives rise to a dynamic grating (phase hologram). The scattered wave is amplified via interaction between the pump and the grating. According to [3, 17], the steadystate gain factor under conditions near the Stokes resonance peak is

$$
\begin{equation*}
G_{\mathrm{B}}=\frac{\rho^{2}(\partial \varepsilon / \partial \rho)^{2}}{1+\left(\omega_{L}-\omega_{\mathrm{S}}-\Omega_{\mathrm{B}}\right)^{2} / \Gamma_{\mathrm{B}}^{2}} \frac{\omega_{\mathrm{S}} q^{2}}{4 \Omega_{\mathrm{B}} \Gamma_{\mathrm{B}} \varepsilon \rho c^{2}} . \tag{6}
\end{equation*}
$$

The highest gain is achieved when $\omega_{L}-\omega_{\mathrm{S}}=\Omega_{\mathrm{B}}$.

When the scattered wave propagates at an angle $\theta$ relative to the pump beam, condition (3) yields

$$
\begin{align*}
q=|\mathbf{q}| & =\left|\mathbf{k}_{L}-\mathbf{k}_{\mathrm{S}}\right| \approx 2\left|\mathbf{k}_{L}\right| \sin (\theta / 2) \\
& =2\left(\omega_{L} \sqrt{\varepsilon} / c\right) \sin (\theta / 2) . \tag{7}
\end{align*}
$$

Accordingly, the SBS frequency shift given by (4) is expressed as

$$
\begin{equation*}
\Omega_{\mathrm{B}}=q v=2 \omega_{L} \sqrt{\varepsilon}(v / c) \sin (\theta / 2) . \tag{8}
\end{equation*}
$$

3.1.2. Basic characteristics of linear STS-2. Entropy fluctuations at constant pressure do not propagate through the medium and only dissipate into heat [19, 21]. In the thermodynamic model of linear STS-2, the dissipation is modulated by the cross term in the expression for squared electric field strength. Since permittivity depends on temperature, a dynamic grating (phase hologram) is created in the medium. The scattered wave is amplified via interaction between the pump and the grating. According to [3, 17], the steadystate gain factor under conditions near the Stokes resonance peak is

$$
\begin{align*}
& G_{\mathrm{T}} \approx \frac{\omega_{\mathrm{S}} \alpha}{\operatorname{cn\rho } c_{p}} \frac{\partial \varepsilon}{\partial T} \frac{\Omega}{\Gamma_{\mathrm{T}}^{2}+\Omega^{2}} \\
& \approx \frac{\omega_{\mathrm{S}} \alpha}{\operatorname{cn\rho } c_{p} \Gamma_{\mathrm{T}}} \frac{\partial \varepsilon}{\partial T} \frac{\Omega / \Gamma_{\mathrm{T}}}{1+\Omega^{2} / \Gamma_{\mathrm{T}}^{2}}, \tag{9}
\end{align*}
$$

where $c_{p}$ is specific heat, $\chi$ is thermal diffusivity, and $n$ is the unperturbed refractive index. The decay rate $\Gamma_{T}$ is related to the decay time for linear STS-2:

$$
\begin{equation*}
\Gamma_{\mathrm{T}}=\chi|\boldsymbol{q}|^{2}, \quad \tau_{\mathrm{T}} \approx \Gamma_{\mathrm{T}}^{-1} . \tag{10}
\end{equation*}
$$

Since $\partial \varepsilon / \partial T$ is negative for most substances, optical gain corresponds to an anti-Stokes shift $\Omega<0$. The highest gain is achieved when

$$
\omega_{L}-\omega_{\mathrm{S}}=\Omega_{\mathrm{T}}=-\Gamma_{\mathrm{T}} .
$$

3.1.3. Phase mismatch for SBS in linearly absorbing media. An SS process can be substantially changed even by a weak absorption that affects only the phases of waves. Indeed, since stimulated scattering can be implemented only if conditions (2) and (3) are satisfied, the phase matching (between the reference and acoustic waves in SBS) must hold over a time period corresponding to the pump pulse duration. Then, steady-state amplitudes of the acoustic wave and phase hologram are reached within the decay time $\tau_{\mathrm{B}}$, and the highest conversion efficiency is achieved.

When the permittivity of the medium varies with time, the pump and scattered wavelengths vary, and both acoustic wave and phase hologram vary accord-
ingly. Since electromagnetic field is massless, while acoustic waves have a finite response time, the phase matching conditions are violated. As a result, a timedependent SS process characterized by a lower conversion efficiency is observed. A substantial change in permittivity over the pulse duration may lead to SBS breakdown.

Now, consider the change in SBS due to the heating caused by linear light absorption with absorption coefficient $\alpha$ [3, 4]. Using a plane-wave approximation, we assume that the pump beam enters the nonlinear medium at $z=L$ and propagates leftwards along the $z$ axis, while the Stokes wave propagates rightwards.

If the respective wave intensities at $z=L$ by $I_{L}(L)$ and $I_{\mathrm{S}}(L)$, then

$$
\eta=\frac{I_{\mathrm{S}}(L)}{I_{L}(L)}
$$

is the efficiency of conversion of pump energy into SBS signal over the length $L$ of the region of nonlinear interaction. Sometimes, $\eta$ is called SBS mirror reflectivity [17]. The dependence of $\eta$ on $I_{L}(L)$ is given by the relation [3, 4]

$$
\begin{gather*}
h(D+\ln \eta) \\
=\Gamma_{\mathrm{B}} G_{\mathrm{B}} \arctan \left\{I_{L}(L)(1-\eta) L h / \Gamma_{\mathrm{B}}\right\}, \tag{11}
\end{gather*}
$$

where

$$
\begin{gathered}
D=25-30, \\
G_{\mathrm{B}}=\frac{\rho(\partial \varepsilon / \partial \rho)^{2} \omega^{2}}{2 c^{3} v n \Gamma_{\mathrm{B}}}
\end{gathered}
$$

is the peak value of the backward SBS gain factor given by (6),

$$
h=\frac{\alpha \omega(\partial \varepsilon / \partial T)}{2 c n \rho c_{p}},
$$

$v$ is the speed of sound, and $\omega=\omega_{L}$.
Numerical calculations of $\eta\left[I_{L}(L)\right]$ given by (11) as a function of $\alpha$ yield a threshold value $\alpha_{C R}$ corresponding to SBS breakdown [3, 4].

## 4. EXPERIMENTAL SETUP AND TECHNIQUE

### 4.1. General Requirements for Experimental Setup

To investigate the physical mechanisms responsible for stimulated scattering of nanosecond pulses in the near UV region, we constructed an experimental setup based on an industrial ELI-91 XeCl excimer laser ( $\lambda=$ 308 nm ) [22-24]. Hexane was used as a nonlinear liq-

Table 2. Frequency shifts $\Omega_{\mathrm{B}}$ predicted for backward SBS ( $\theta=\pi$ ) in hexane by expression ( 8 ) for pump wavelengths in the near UV region corresponding to $\operatorname{ArF}(\lambda=193 \mathrm{~nm}), \mathrm{KrF}$ $(\lambda=248 \mathrm{~nm}), \mathrm{XeCl}(\lambda=308 \mathrm{~nm})$, and $\operatorname{XeF}(\lambda=351 \mathrm{~nm})$ excimer lasers

| Pump wavelength, <br> nm | Frequency shift predicted for <br> backward SBS in hexane, $\mathrm{cm}^{-1}$ |
| :---: | :---: |
| 193 | 0.49 |
| 248 | 0.41 |
| 308 | 0.33 |
| 351 | 0.30 |

uid. Our experimental setup was designed by relying on the following considerations.
I. Since each SS mechanism is characterized by a specific shift of the scattered wave relative to the pump frequency, analysis of spectral characteristics is of special interest.

The SBS frequency shift predicted by (8) for $\lambda=$ 308 nm and $\theta=\pi$ is $\Omega_{\mathrm{B}}=0.33 \mathrm{~cm}^{-1}$ (see Table 2). The linear-STS- 2 shift predicted by (7) for $\lambda=308 \mathrm{~nm}$ and $\theta=\pi$ is $\Omega_{\mathrm{T}} \approx-\Gamma_{\mathrm{T}} \approx-0.01 \mathrm{~cm}^{-1}$. Reliable discrimination between SBS and linear STS-2 requires a spectral resolution $\leq 10^{-1} \mathrm{~cm}^{-1}$.
II. Analysis of nonlinear light-matter interaction requires the use of a narrow-divergence, narrow-bandwidth laser beam. This requirement is met when the laser operates in the single-mode regime, producing a single longitudinal mode and the fundamental transverse mode $\mathrm{TEM}_{00 q}$.
III. Nonlinear optical phenomena occur when the beam intensity is sufficiently high. Since the focused beam has a finite diameter, this implies that a highpower pump is required.

The required conditions can be implemented in a setup designed as a master-oscillator-power-amplifier (MOPA) system. The master oscillator (MO) generates a weak narrow-divergence, narrow-bandwidth beam. The beam is then amplified, and its spatial and temporal coherence is maintained.

Figure 1 schematizes the experimental setup MOPA system based on an XeCl excimer laser $(\lambda=308 \mathrm{~nm})$.

### 4.2. Master Oscillator

A detailed description of the master oscillator can be found in [23-26].

The diffraction-limited divergence of the beam produced by the master oscillator was controlled by two aperture stops of radius $r_{0}=0.8 \mathrm{~mm}$ mounted on both sides of the active cell.

The spectrum of the pulse generated by the master oscillator was narrowed by means of a frequency-selec-


Fig. 1. Experimental setup for studying mechanisms of stimulated scattering of XeCl excimer laser beams $(\lambda=308 \mathrm{~nm})$ in hexane: $(1,2)$ MOPA system based on an ELI-91 XeCl laser; $(3,12,18)$ beamsplitters; $(4,5)$ spectrum analyzer (Fabry-Perot etalon combined with prism); (6) luminescent screen; ( 7,20 ) cameras; (8) round-trip amplifier based on an ELI-91 XeCl laser; (9) lens; (10) cell filled with hexane; (11) FEK-29KPU photodiode (time resolution about 200 ps ); $(13,19)$ mirrors; $(14,15)$ neutral filters; (16) S7-19 oscilloscope (bandwidth about 5 GHz ); (17) long-focal-length lens of divergence analyzer ( $f_{1}=3 \mathrm{~m}$ ).
tive cavity with a nontransparent mirror at one end and a mode selector at the other. The selector operates as an interference filter with a frequency-dependent reflection coefficient. Originally, a selector of this kind was used in [27] to narrow the bandwidth of an Nd laser characterized by a long cavity photon lifetime (about $1 \mu \mathrm{~s})$. For the XeCl laser, the photon lifetime is approximately 20 ns . For a 1 m long cavity, the corresponding number of round trips is approximately 6 , which is not sufficient to select a single longitudinal mode. Therefore, the optical system proposed in [27] is useless as applied to the ELI-91 XeCl excimer laser. However, a

Table 3. Laser parameters

| Parameter | EII-91 (indus- <br> trial) laser | Master <br> oscillator | Amplified <br> beam |
| :--- | :---: | :---: | :---: |
| Bandwidth | $15 \mathrm{~cm}^{-1}$ | $5 \times 10^{-3} \mathrm{~cm}^{-1}$ | $5 \times 10^{-3} \mathrm{~cm}^{-1}$ |
| Aperture | $10 \mathrm{~mm} \times 20 \mathrm{~mm}$ | $\varnothing 1.6 \mathrm{~mm}$ | $8 \mathrm{~mm} \times 10 \mathrm{~mm}$ |
| Divergence | $10^{-2} \mathrm{rad}$ | $6 \times 10^{-4} \mathrm{rad}$ | $3 \times 10^{-4} \mathrm{rad}$ |
| FWHM | 20 ns | 8 ns | 8 ns |
| Pulse energy | 50 mJ | $50 \mu \mathrm{~J}$ | 3 mJ |
| Wavelength | 308 nm | 308 nm | 308 nm |

single longitudinal mode was selected by using a Fabry-Perot etalon placed inside the MO cavity.

The MO output characteristics are specified in the third column of Table 3; the characteristics of the industrial ELI-91 laser, in the second column.

### 4.3. Experimental Setup

The MOPA system based on an ELI-91 XeCl laser combined master oscillator 1 and preamplifier 2. The beam generated by the master oscillator was expanded by a telescope amplified in the same active cell to approximately 1 mJ . After passing through the roundtrip amplifier 8 based on another ELI-91 XeCl laser, the pulse had a Gaussian shape, an energy of about 3 mJ , a duration of about 8 ns , and a bandwidth of about $5 \times$ $10^{-3} \mathrm{~cm}^{-1}$. The characteristics of the amplified beam are specified in the last column of Table 3.

The amplified beam was focused by lens 9 with focal length $F$ into cell 10 filled with hexane. The nonlinear interaction between the pump and the liquid took place in the waist of the beam focused by lens 9 . The SBS-backscattered wave was guided back through the optical system and amplified by round-trip amplifier 8 .

Beamsplitter 12 was used to guide both forwardand backward-propagating beams into a time-domain
analyzer. The time profiles of both beams were measured by means of FEK-29KPU photodiode 11 (with a time resolution of about 200 ps ) and S7-19 oscilloscope 16 (with a bandwidth of about 5 GHz ).

Beamsplitter 3 was used to guide both forward- and backward-propagating beams into a spectrum analyzer (Fabry-Perot etalon 4 combined with prism 5), which simultaneously produced images of pump and signal spectra on luminescent screen 6 or camera 7 .

Beamsplitter 18 was used to guide both forwardand backward-propagating beams into a divergence analyzer. Beam divergence was evaluated by using the focal spot diameter obtained by means of lens 17 with a focal length of $f_{1}=3 \mathrm{~m}$.

### 4.4. Nonlinear Liquids and Cells

The liquids used as nonlinear media in previous studies of stimulated scattering and phase conjugation in the near UV region [7-14] were organic solvents utilized in UV chromatography, such as hexane, heptane, iso-octane, ethanol. Similar results were obtained for different liquids. Since hexane was used in almost all of these studies (see Table 1), we also used it in our experiments.

We used HPLC (chromatography) grade hexane produced by Oldrich Chemical Co., Milwaukee, WI, and domestically produced "chemically pure" hexane. Their linear absorption coefficients measured at $\lambda=$ 308 nm were $\alpha=0.01 \pm 0.003 \mathrm{~cm}^{-1}$ and $\alpha=0.046 \pm$ $0.003 \mathrm{~cm}^{-1}$, respectively.

We added small amounts of acetone to hexane to increase the linear absorption coefficient, so that the cells used in our experiments were filled with liquids characterized by $\alpha=0.01,0.046,0.08$, and $0.17 \mathrm{~cm}^{-1}$ at $\lambda=308 \mathrm{~nm}$.

The nonlinear liquid filled a cylindrical glass cell with fused-silica windows sloped at an angle of $5^{\circ}$ to avoid spurious reflections. We used a 5 cm ("short") cell in combination with lens 9 having $F=11 \mathrm{~cm}$ and a 30 cm ("long") cell in combination with lens 9 having $F=50$ or 100 cm . All cells had an internal diameter of 40 mm .

The refractive index of hexane at $\lambda=308 \mathrm{~nm}$ is $n \approx$ 1.4 , and its temperature derivative is [18]

$$
\left(\frac{\partial n}{\partial T}\right)_{p}=-53 \times 10^{-5} \mathrm{~K}^{-1}
$$

The corresponding permittivity and its derivative are

$$
\begin{gathered}
\varepsilon=n^{2} \approx 2 \\
\left(\frac{\partial \varepsilon}{\partial T}\right)_{p}=\frac{\partial \varepsilon}{\partial n}\left(\frac{\partial n}{\partial T}\right)_{p}=2 n\left(\frac{\partial n}{\partial T}\right)_{p} \approx-1.5 \times 10^{-3} \mathrm{~K}^{-1} .
\end{gathered}
$$

## 5. EXPERIMENTAL RESULTS

### 5.1. Experiment 1: Dependence of Temporal Stimulated Backscatter Spectrum on Pump Intensity

When the pulse power is held constant, the intensity of radiation in cell 10 (see Fig. 1) can be varied by means of neutral filters or by changing the focal length of lens 9 .

The amplified-pulse energy was approximately 3 mJ (see Table 3). In our experiments, the stimulated scattering pumped by such a pulse was close to threshold conditions for lens 9 of any type employed. Therefore, we could not use neutral filters to reduce the beam power. The pump intensity $I_{L}$ was varied only by changing the focal length $F$ of lens 9 .

The spectrum analyzer scheme described above was used to obtain a single photographic image of both pump and signal spectra simultaneously with each lens 9 (with $F=11,50$, and 100 cm ), which facilitated measurement of frequency shift. Only the chromatography grade hexane (with $\alpha=0.01 \mathrm{~cm}^{-1}$ ) was used in this experiment.

The three photographic images of temporal spectra shown in Figs. 2a-2c were obtained for the three different $F$ and $\alpha=0.01 \mathrm{~cm}^{-1}=$ const. The stimulated backscatter spectrum has a single unshifted component when $F=11 \mathrm{~cm}$ (Fig. 2a), an unshifted component and a Stokes one when $F=50 \mathrm{~cm}$ (Fig. 2b), and a single Stokes component shifted by $0.33 \mathrm{~cm}^{-1}$ when $F=$ 100 cm (Fig. 2c).

### 5.2. Experiment 2: Dependence of SS Temporal Spectrum on Pump Intensity and Linear Absorption Coefficient

We used all cells with hexane mixtures having $\alpha=$ $0.01,0.046,0.08$, and $0.17 \mathrm{~cm}^{-1}$ to examine the dependence of the stimulated backscatter spectrum on pump intensity, which was varied by changing the focal length of lens 9. The dependence of the stimulated backscatter spectrum on $F$ for $\alpha=0.046$ and $0.08 \mathrm{~cm}^{-1}$ was similar to that illustrated by Figs. 2a-2c for $\alpha=$ $0.01 \mathrm{~cm}^{-1}$. Each spectrum obtained for $\alpha=0.17 \mathrm{~cm}^{-1}$ with $F=11,50,100 \mathrm{~cm}$ contained a single unshifted component (as in Fig. 2a).

### 5.3. Experiment 3: Dependence of Phase-Conjugation Fidelity on Pump Intensity

We measured both pump and backscattered beam divergences at the location of beamsplitter 18 (see Fig. 1) to determine the dependence of the latter on the former. The pump intensity was varied by changing the focal length of lens 9. After a beam passes through amplifier 8 , its divergence increases by three times. The experiment provided information about the phase-conjugation fidelity: when the phase conjugation is "good,"


Fig. 2. Results of Experiments 1 and 2: Photographic images of temporal spectra obtained with $F=$ (a) 11 , (b) 50 , and (c) 100 cm for hexane at constant linear absorption coefficient. Each photograph contains two images: pump spectrum (right) and stimulated backscatter spectrum (left). The dispersion-free region of the Fabry-Perot etalon is $0.66 \mathrm{~cm}^{-1}$. The dependence of stimulated backscatter spectrum on $F$ is similar for $\alpha=0.01,0.046$, and $0.08 \mathrm{~cm}^{-1}$.
the spatial spectrum of the backscattered wave must be unaffected by amplifier 8 . We used only the chromatography grade hexane (with $\alpha=0.01 \mathrm{~cm}^{-1}$ ) to avoid the thermal self-action caused by linear absorption.
(a)


Fig. 3. Results of Experiment 3: Photographic images of the focal spots obtained with lens $17\left(f_{1}=3 \mathrm{~m}\right)$ : (a) forwardpropagating beam; (b) backward-propagating beam ( $F=$ 100 cm , "good" phase-conjugation fidelity); (c) backwardpropagating beam ( $F=11 \mathrm{~cm}$, "poor" phase-conjugation fidelity); hexane with $\alpha=0.01 \mathrm{~cm}^{-1}$.

Figures 3a-3c show photographic images of the focal spots obtained for the pump beam with lens 17, for the backscattered beam with $F=100 \mathrm{~cm}$, and for the backscattered beam with $F=11 \mathrm{~cm}$, respectively. Since phase aberration transforms into amplitude aberration in the far-field region, the beam divergences can be obtained by using these images and the relation

$$
\begin{equation*}
\theta \approx d / f_{1}, \tag{12}
\end{equation*}
$$

where $\theta$ is the required divergence, $d$ is the focal spot diameter, and $f_{1}=3 \mathrm{~m}$ is the focal length of lens 17 . The resulting divergences are $\theta \approx 3 \times 10^{-4} \mathrm{rad}$ for the for-ward-propagating beam (Fig. 3a), $\theta \approx 3 \times 10^{-4} \mathrm{rad}$ for the "good" backscattered beam obtained with $F=$ 100 cm (Fig. 3b), and $\theta \approx 2 \times 10^{-3}$ rad for the "poor" backscattered beam obtained with $F=11 \mathrm{~cm}$ (Fig. 3c).

### 5.4. Experiment 4: Time Profiles of Pulse Intensity

Analysis of the time evolution of pulses is important for studies of stimulated scattering, because nonlinear effects may change their amplitudes, durations, and shapes. We used the time-domain analyzer mentioned above. The phase-conjugation mirror reflectivity was determined as the ratio of the peak backscattered intensity to the peak intensity of the amplified beam. We used all cells with hexane mixtures having $\alpha=0.01$, $0.046,0.08$, and $0.17 \mathrm{~cm}^{-1}$.

The backscattered intensity profile was found to have a nearly Gaussian shape and an FWHM of approximately 7 ns . The slightly shorter duration of the backscattered pulse as compared to the pump can be attributed to the near-threshold scattering conditions.

The phase-conjugation mirror reflectivity was almost $20 \%$ with both $F=11 \mathrm{~cm}$ and 100 cm for $\alpha=0.01 \mathrm{~cm}^{-1}$ and decreased with increasing $\alpha$. Note that the reflectivity increased as the beam waist was moved toward the entrance window.

### 5.5. Experimental Results <br> Requiring Theoretical Analysis

The trends revealed in Experiments 1-4 on hexane with $\lambda=308 \mathrm{~nm}$ that require further theoretical analysis are summarized as follows.

1. The presence of two components in the backscattered wave spectra obtained with $F=50 \mathrm{~cm}$ for $\alpha=$ $0.01-0.08 \mathrm{~cm}^{-1}$ : an unshifted one (up to $0.02 \mathrm{~cm}^{-1}$ ) and a Stokes one shifted by $0.33 \mathrm{~cm}^{-1}$ (Fig. 2b).
2. The dependence of the backscattered wave spectra obtained for $\alpha=0.01-0.08 \mathrm{~cm}^{-1}$ on the focal length $F$ of lens 9:
(2.1) the disappearance of the unshifted component observed when $F$ is increased from 50 to 100 cm (Figs. 2b and 2c);
(2.2) the disappearance of the shifted component observed when $F$ is reduced from 50 to 11 cm (Figs. 2a and 2b);
3. The dependence of the backscattered wave spectrum on the linear absorption coefficient $\alpha$ of hexane:
(3.1) the disappearance of the shifted component observed when $F=50$ or 100 cm and $\alpha$ is increased from 0.08 to $0.17 \mathrm{~cm}^{-1}$;
(3.2) the appearance of the unshifted component observed when $F=100 \mathrm{~cm}$ and $\alpha$ is increased from 0.08 to $0.17 \mathrm{~cm}^{-1}$.
4. The substantial increase in the backscattered beam divergence observed when $F$ is reduced from 100 to 11 cm and $\alpha=0.01 \mathrm{~cm}^{-1}$ is held constant (Figs. 3b and $3 c$ ).

## 6. ANALYSIS AND INTERPRETATION OF EXPERIMENTAL RESULTS

### 6.1. Characteristics of Stimulated Scattering

According to (1) (see [3, 17]), the threshold condition for stimulated scattering is

$$
\begin{equation*}
\left(I_{L} G L\right)^{\mathrm{thr}} \approx 25-30 . \tag{13}
\end{equation*}
$$

If the total gain $I_{L} G L$ is below the threshold given by (13) for some SS process, then the process does not contribute to the overall SS wave pattern observed in experiment.

The length of a light pulse of duration $\tau \approx 8 \mathrm{~ns}$ is $L_{\mathrm{p}} \approx$ 2.4 m . The amplified laser pulse of duration about 8 ns has an energy of approximately 3 mJ , a diameter of approximately 1 cm , and a divergence of $\theta \approx 3 \times$ $10^{-4} \mathrm{rad}$ (Table 3). The pulse is focused by lens 9 with focal length varying from 11 to 100 cm into a cell containing a nonlinear liquid. The beam waist length varies from $L \approx 0.6 \mathrm{~mm}$ for $F=11 \mathrm{~cm}$ to $L \approx 6 \mathrm{~cm}$ for $F=$ 100 cm . For each $F$, the following "long-pulse" condition is satisfied: $L_{\mathrm{p}} \gg L$. At any instant, the field strength can be treated as constant over the entire waist length $L$, which is approximately equal to the length of the region of nonlinear interaction.

To simplify analysis, we assume that pump intensity $I_{L}$ is uniformly distributed over a beam waist of diameter $d_{\mathrm{f}}$ and length $L$. It can be shown that the product $I_{L} L$ is independent of the focal length $F$ of the lens that focuses a pump beam with power $W_{L}$, radius $R_{L}$, and divergence $\theta_{L}$. Indeed,

$$
\begin{gather*}
I_{L} \approx \frac{W_{L}}{S_{\mathrm{f}}}  \tag{1}\\
S_{\mathrm{f}}=\frac{\pi\left(d_{\mathrm{f}}\right)^{2}}{4} \approx \frac{\pi\left(F \theta_{L}\right)^{2}}{4},  \tag{15}\\
L \approx \frac{d_{\mathrm{f}}}{\theta_{0} / 2} \approx \frac{2 F \theta_{L}}{2 R_{L} / F}=\frac{F^{2} \theta_{L}}{R_{L}}, \tag{16}
\end{gather*}
$$

where $W_{L}, R_{L}$, and $\theta_{L}$ are independent of $F ; d f \approx F \theta_{L}$ is the diameter of the beam waist; $S_{\mathrm{f}}=\pi\left(d_{\mathrm{f}}\right)^{2} / 4$ is its crosssectional area; and $\theta_{0} \approx 2 R_{L} / F$ is the convergence angle of the beam focused by the lens. We obtain

$$
\begin{equation*}
I_{L} \propto(F)^{-2}, \quad L \propto(F)^{2} \longrightarrow I_{L} L \approx \text { const. } \tag{17}
\end{equation*}
$$

Table 4. Gain factors $G_{\mathrm{T}}, G_{\mathrm{B}}$ and total gain $I_{L} G_{\mathrm{T}} L, I_{L} G_{\mathrm{B}} L$ for linear STS-2 and SBS in hexane calculated for different $\alpha$, but constant $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}, \lambda=308 \mathrm{~nm}$, and $\theta=\pi$ (our experiments)
\(\left.$$
\begin{array}{l|c|c|c|c}\hline \alpha, \\
\mathrm{cm}^{-1}\end{array}
$$ \quad $$
\begin{array}{c}G_{\mathrm{T}}, \\
\mathrm{cm} / \mathrm{MW}\end{array}
$$ $$
\begin{array}{c}\text { Total gain } \\
\text { for linear } \\
\text { STS-2 } \\
I_{L} G_{\mathrm{T}} L\end{array}
$$ $$
\begin{array}{c}G_{\mathrm{B}}, \\
\mathrm{cm} / \mathrm{MW}\end{array}
$$ \begin{array}{c}Total gain <br>
for SBS <br>

I_{\mathrm{L}} G_{\mathrm{B}} L\end{array}\right]\)| 0.01 |
| :--- |

It is essential that the values of $I_{L} L$ corresponding to all values of the focal length $F$ of lens 9 are equal:

$$
\begin{equation*}
I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm} \tag{18}
\end{equation*}
$$

Since we varied $F$ and $\alpha$ in our experiments, the only parameter that affects the scattering conditions as determined by value of $I_{L} G L$ is $\alpha$ (when only linear light absorption is taken into account). If the mechanism of a stimulated scattering process does not involve $\alpha$, then $G$ is independent of $\alpha$ and the SS conditions do not change in our experiments.

The diameter of the amplified beam incident on lens 9 is $D_{L} \leq 1 \mathrm{~cm}$ (Table 3). The focal length of lens 9 was $F>10 \mathrm{~cm}$. Therefore, $D_{L} / F<0.1$, and the beam waist was not distorted by the spherical aberration of lens 9 or the jump in refractive index across the air-cell boundary.

### 6.2. Dynamics of SS Spectral Components for a Linearly Absorbing Medium

### 6.2.1. Total gain $I_{L} G L$ for linear STS-2 and SBS.

 First, we estimate the decay times for linear STS-2 and SBS.The decay time of a thermal grating is determined by expressions (7) and (10). For hexane (see [28]),

$$
\begin{equation*}
\tau_{\mathrm{T}}=\Gamma_{\mathrm{T}}^{-1} \approx \frac{1.4 \times 10^{-7} \lambda^{2}}{[2 \sin (\theta / 2)]^{2}} \mathrm{~s} \tag{19}
\end{equation*}
$$

where $\lambda$ is the wavelength measured in micrometers and $\theta$ is the scattering angle. For $\lambda=0.308 \mu \mathrm{~m}$ and $\theta=$ $\pi$, formula (19) yields $\tau_{\mathrm{T}} \approx 3 \mathrm{~ns}$. Even though this time is shorter than the pump duration ( $\tau \approx 8 \mathrm{~ns}$ ) by almost a factor of 3, we cannot reliably use a time-independent model. Since we explore the possibility of experimental implementation of linear STS-2 rather than maximization of its efficiency, we use the steady-state gain factor $G_{\mathrm{T}}$ given by (9) to simplify further analysis.

For $q_{\mathrm{T}} \approx 2 k_{L}$ and $n \approx 1.4$, the thermal-grating step $\Lambda_{\mathrm{T}}$ associated with SS backscattering is estimated as

$$
\begin{equation*}
\Lambda_{\mathrm{T}}=\frac{2 \pi}{q_{\mathrm{T}}} \approx \frac{2 \pi}{2 k_{L}}=\frac{n \lambda}{2} \approx 2 \times 10^{-7} \mathrm{~m} \tag{20}
\end{equation*}
$$

Estimating the speed of sound as $v \approx 10^{3} \mathrm{~m} / \mathrm{s}$, we find the time of pressure relaxation over $\Lambda_{\mathrm{T}}$ :

$$
\begin{equation*}
\tau_{\mathrm{pr}}=\frac{\Lambda_{\mathrm{T}}}{V} \approx 2 \times 10^{-10} \mathrm{~s} \tag{21}
\end{equation*}
$$

Since $\tau_{\mathrm{pr}} \ll \tau$, the value of $G_{\mathrm{T}}$ can be obtained by using

$$
\left(\frac{\partial \varepsilon}{\partial T}\right)_{p} \approx-1.5 \times 10^{-3} \mathrm{~K}^{-1}
$$

For a hypersonic grating, the decay time $\tau_{\mathrm{B}} \approx\left(\Gamma_{\mathrm{B}}\right)^{-1}$ given by formula (5) (see also (7) and [16]) for hexane in the case of $\lambda=0.308 \mu \mathrm{~m}$ and $\theta=\pi$ is $\tau_{\mathrm{B}} \approx 0.3 \mathrm{~ns}$. Since $\tau_{\mathrm{B}} \ll \tau$, we can apply a time-independent SBS model. Then, $G_{\mathrm{B}}$ is given by expression (6).

Both the STS-2 and SBS gain factors $G_{\mathrm{T}}$ and $G_{\mathrm{B}}$ (optimized with respect to frequency) and the total gains $I_{L} G_{\mathrm{T}} L$ and $I_{L} G_{\mathrm{B}} L$ calculated in hexane for $\lambda=$ $308 \mathrm{~nm}, \theta=\pi$, and several values of $\alpha$ such that

$$
I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}
$$

as in our experiments, are listed in Table 4.
The theoretical estimates presented in Table 4 lead to the following conclusions.

First, the total gain for linear STS-2 (which depends on $\alpha$ through $G_{\mathrm{T}}$ ) is much lower than the threshold value given by (13) both for the "chemically pure" hexane ( $\alpha=0.046 \mathrm{~cm}^{-1}$ ) and a fortiori for the chromatography grade hexane $\left(\alpha=0.01 \mathrm{~cm}^{-1}\right)$. The threshold value of the linear-STS-2 total gain is reached when $\alpha \approx$ $0.1 \mathrm{~cm}^{-1}$.

Second, the total SBS gain $I_{L} G_{\mathrm{B}} L$ (independent of $\alpha$ ) is higher than threshold value (13) for any value of $\alpha$.

According to the standard SS theory (which allows only for linear light absorption), this implies that SBS must be observed in all of our experiments, whereas linear STS-2 can never be observed in experiments on chemical or chromatography grade hexane.
6.2.2. Analysis of the shifted component of SS spectra. Since $I_{L} G_{\mathrm{B}} L$ exceeds the threshold (Table 4) and the measured frequency shift $0.33 \mathrm{~cm}^{-1}$ (Figs. 2b and 2c) agrees with theoretical formula (8) for SBS in hexane at $\lambda=308 \mathrm{~nm}$ and $\theta=\pi$ (Table 2), it is obvious that the shifted component in the stimulated backscatter spectrum should be attributed to SBS .

To explain the absence of a shifted component in the spectra obtained for both chromatography grade ( $\alpha=$
$\left.0.01 \mathrm{~cm}^{-1}\right)$ and "chemically pure" ( $\alpha=0.046 \mathrm{~cm}^{-1}$ ) hexane (Fig. 2a), we explore the possibility of SBS breakdown.

The only mechanism that can suppress SBS under these conditions is the phase mismatch for SBS in absorbing media [3, 4]. Figure 4 shows the SBS conversion efficiency

$$
\eta=\frac{I_{\mathrm{S}}(L)}{I_{L}(L)}
$$

evaluated numerically by using relation (11) as a function of the gain normalized to its threshold value,

$$
x=\frac{I_{L} G_{\mathrm{B}} L}{D}
$$

for several values of $\alpha$ at $\lambda=0.308 \mu \mathrm{~m}$. It is clear that the critical value corresponding to curve $d$ is $\alpha_{\mathrm{CR}} \approx 0.1 \mathrm{~cm}^{-1}$.

Since the values of $\alpha$ for both chemical and chromatography grade hexane are lower than $\alpha_{\mathrm{CR}} \approx 0.1 \mathrm{~cm}^{-1}$, no SBS suppression due to breakdown of phase mismatch should be observed in these cases (when only linear light absorption is taken into account).
6.2.3. Analysis of the unshifted component of SS spectra. It is well known that phase conjugation can be caused by SS processes other than SBS [17, 29]. Since the measured shift relative to the pump frequency does not exceed $0.02 \mathrm{~cm}^{-1}$ (experimental error), we should consider both stimulated thermal scattering (STS-1 and linear STS-2) and stimulated Raleigh wing scattering (SRWS).

Since the molecular anisotropy of liquid hexane is weak [30], SRWS signal cannot be generated. Normally (see [29]), the SRWS gain factor does not exceed

$$
\left(G_{\mathrm{RW}}\right)_{\max } \approx 10^{-3} \mathrm{~cm} / \mathrm{MW} .
$$

Therefore, the total SRWS gain evaluated for our experimental conditions ( $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}$ ) is $I_{L} G_{\mathrm{RW}} L \approx 1.4$, which is much lower than the threshold value given by (13).

First, we consider STS-1. According to [29], the STS-1 to SBS gain factor ratio is

$$
\begin{equation*}
\frac{G_{\mathrm{RL}}}{G_{\mathrm{B}}}=\frac{\gamma^{R} \Gamma_{\mathrm{B}}}{\gamma^{e} \Gamma_{\mathrm{RL}}}=\frac{(\delta-1) c \Gamma_{\mathrm{B}}}{4 \pi v \omega_{2}}, \tag{22}
\end{equation*}
$$

where $\omega_{2}$ is the backscattered-wave frequency,

$$
\begin{gathered}
\gamma^{e}=\rho\left(\frac{\partial \varepsilon}{\partial \rho}\right)_{\mathrm{T}}, \\
\gamma^{R}=\frac{(\delta-1) c \gamma^{e} \Gamma_{\mathrm{RL}}}{4 \pi v \omega_{2}}, \\
\delta=\frac{C_{p}}{C_{\mathrm{v}}},
\end{gathered}
$$

and $v$ is the speed of sound.


Fig. 4. Predicted SBS conversion efficiency $\eta=I_{\mathrm{S}}(L) / I_{L}(L)$ vs. threshold value of $x=I_{L} G_{\mathrm{B}} L / D$ for hexane at $\lambda=$ $0.308 \mu \mathrm{~m}$ and $\alpha=$ (a) 0.0001 , (b) 0.03 , (c) 0.05 , and (d) $0.1 \mathrm{~cm}^{-1}$.

For hexane at $\lambda=308 \mathrm{~nm}$, we obtain $\delta=1.4, v \approx$ $10^{3} \mathrm{~m} / \mathrm{s}, \Gamma_{\mathrm{B}} \approx 3 \times 10^{9} \mathrm{~Hz}$, and $\omega_{2} \approx 10^{15} \mathrm{~Hz}$. Then,

$$
G_{\mathrm{RL}} / G_{\mathrm{B}} \approx 2 \times 10^{-2} .
$$

A comparison with the values of $G_{\mathrm{B}}$ listed in Table 4 shows that threshold condition (13) cannot be satisfied for SRWS in our experiments ( $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}$ ), since $I_{L} G_{\mathrm{RL}} L \approx 0.6$.

Since the physical mechanisms of SRWS and STS-1 do not involve absorption of radiation, the corresponding threshold conditions must be independent of $\alpha$ (Table 4). Therefore, the SBS, SRWS, and STS-1 threshold conditions did not change in our experiments ( $I_{L} L \approx$ const).

However, absorption is involved in linear STS-2 processes, and the corresponding threshold conditions vary with $\alpha$ while $I_{L} L$ was constant. In particular, linear STS-2 is possible under our experimental conditions (Table 4) only when $\alpha>0.1 \mathrm{~cm}^{-1}$.

> 6.3. Analysis of Decrease in Phase-Conjugation Fidelity for a Linearly Absorbing Medium

Consider the following cylindrically symmetric problem, denoting the radial coordinate by $R$. A pump with a plane wavefront, a spatially nonuniform intensity $I_{L}(R, t)$, and a duration of $\tau$ enters a nonlinear medium at $t=0$ across the boundary $z=L$ and propagates toward the boundary $z=0$. The phase conjugate wave with intensity $I_{\mathrm{S}} \ll I_{L}$ generated in the medium propagates from $z=0$ to $z=L$. The linearly absorbing medium is characterized by the coefficient $\alpha$. Suppose
that heat conduction does not contribute to the temperature redistribution over the beam cross section. Then, the temperature increment over a time $t$ is

$$
\begin{gather*}
\Delta T(R, t)=\frac{1}{\rho C_{p}} \int_{0}^{t} \alpha I_{L}(R, \tau) d \tau  \tag{23}\\
\quad=\frac{\alpha}{\rho C_{p}} \int_{0}^{t} I_{L}(R, \tau) d \tau .
\end{gather*}
$$

Since refractive index depends on temperature, its initially uniform distribution will be perturbed:

$$
n=n_{0}+\delta n(T)
$$

where the nonlinear term is a function of $R$ and $t$ :

$$
\begin{align*}
& \delta n(R, t)=\frac{\partial n}{\partial T} \Delta T(R, t) \\
& =\frac{\partial n}{\partial T} \frac{\alpha}{\rho C_{p}} \int_{0}^{t} I_{L}(R, \tau) d \tau . \tag{24}
\end{align*}
$$

The perturbed wavenumber is

$$
k=k_{0}+\delta k=\frac{\omega}{c}\left(n_{0}+\delta n\right),
$$

and the nonlinear phase incursion over the distance $L$ is

$$
\begin{gather*}
\Delta \Phi(R, t)=\delta k L=\frac{\omega L}{c} \delta n(R, t) \\
=\frac{\omega L}{c}\left(\frac{\partial n}{\partial T}\right) \frac{\alpha}{\rho C_{p}} \int_{0}^{t} I_{L}(R, \tau) d \tau . \tag{25}
\end{gather*}
$$

According to (25), a radially nonuniform nonlinear phase incursion will develop in a wave that has a plane front at $z=0$; i.e., the wave will have a distorted front at $z=L$. The phase incursion is zero at $t=0$ and highest at the trailing edge of the pulse.

Thus, the phase conjugate backscattered wave will be coupled to a dynamically distorted beam, rather than a beam with diffraction-limited divergence; i.e., it will also have a distorted front.

As shown above, the product $I_{L} L$ contained in expression (25) for the nonlinear phase incursion remains invariant when the focal length $F$ is changed. Therefore, linear absorption with $\alpha=0.01 \mathrm{~cm}^{-1}$ cannot explain not only the decrease in phase-conjugation fidelity, but not even the substantial increase in the nonlinear phase self-modulation of the pump in hexane observed when the focal length is reduced from $F=$ 100 cm to $F=11 \mathrm{~cm}$ (Figs. 3b and 3c).

### 6.4. Stimulated Scattering Induced by Two-Photon Absorption

In summary, the standard SBS theory developed for linearly absorbing media cannot explain the totality of our experimental results concerning the mechanisms of stimulated scattering of XeCl excimer laser radiation ( $\lambda=308 \mathrm{~nm}$ ) in hexane. First, since linear absorption with $\alpha<0.1 \mathrm{~cm}^{-1}$ is not sufficiently strong to give rise to linear STS-2, the origin of the unshifted component observed when $\alpha<0.1 \mathrm{~cm}^{-1}$ (Figs. 2a and 2b) remains unclear. Second, since linear absorption with $\alpha<$ $0.1 \mathrm{~cm}^{-1}$ is not strong enough to suppress the SBS signal via phase mismatch, the disappearance of the SBS component observed when the focal length of lens 9 is reduced from $F=50 \mathrm{~cm}$ to $F=11 \mathrm{~cm}$ for $\alpha<0.1 \mathrm{~cm}^{-1}$ (Figs. 2a and 2b) is yet to be explained. Third, linear absorption with $\alpha=0.01 \mathrm{~cm}^{-1}=$ const cannot explain the substantial decrease in phase-conjugation fidelity caused by the mere decrease in the focal length of lens 9 from $F=100 \mathrm{~cm}$ to $F=11 \mathrm{~cm}$ (Figs. 3b and 3c).

It is well known that two-photon absorption should be expected to occur in hexane at $\lambda<400 \mathrm{~nm}$ [31]. Suppose that our experimental results concerning the mechanisms of stimulated scattering of XeCl excimer laser radiation ( $\lambda=308 \mathrm{~nm}$ ) in hexane reflect a strong effect of two-photon absorption. More specifically, assume that the unshifted line in the measured backscattered wave spectrum (Figs. 2a and 2b) corresponds to an STS-2 mechanism associated with the heating caused by two-photon absorption. In what follows, we call this new SS mechanism two-photon STS-2, as distinct from the previously known STS-2 induced by linear (single-photon) absorption, i.e., linear STS-2.

The variation of light intensity controlled by twophoton absorption is described by the equation [29, 32]

$$
\begin{equation*}
\frac{d I}{d z}=-\gamma I^{2} \tag{26}
\end{equation*}
$$

where $I$ is the intensity of radiation propagating along the $z$ axis and $\gamma$ is the two-photon absorption coefficient. Its solution is

$$
\begin{equation*}
I(z)=\frac{I_{0}}{1+I_{0} \gamma z} \tag{27}
\end{equation*}
$$

where $I_{0}=I(0)$. In the case of weak absorption $\left(I_{0} \gamma z \ll 1\right)$, this solution reduces to

$$
\begin{equation*}
I(z)=I_{0}\left(1-I_{0} \gamma z\right) . \tag{28}
\end{equation*}
$$

In our experiments, $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}$ and $\gamma \approx$ $10^{-4} \mathrm{~cm} / \mathrm{MW}$ (see below), and we have $I_{L} \gamma L<0.2$. Thus, we can use expression (28).

The variation of light intensity controlled by weak linear absorption with coefficient $\alpha$ is described by the equation

$$
\begin{equation*}
I(z)=I_{0}(1-\alpha z) \tag{29}
\end{equation*}
$$

It follows from (28) and (29) that $I_{L} \gamma$ plays the role of $\alpha$ in our experiments, and we can define the total absorption coefficient $\alpha_{\Sigma}$ as

$$
\begin{equation*}
\alpha_{\Sigma}=\alpha+I_{L} \gamma . \tag{30}
\end{equation*}
$$

The quantity $I_{L} L$ can be treated as the two-photon contribution to the total absorption coefficient $\alpha_{\Sigma}$.

Note that the equivalence should be understood only in a quantitative sense. Linear (single-photon) and twophoton absorption can be treated as similar processes only with respect to the final result of resonant lightmatter interaction, i.e., irreversible dissipation of electromagnetic energy into heat. However, the resonant interactions responsible for linear and two-photon absorption are different in terms of both quantum mechanical processes involved and dipole matrix elements contained in the expressions for the respective scattering cross sections. In other words, linear STS-2 and two-photon STS-2 are essentially different, being roughly similar only with respect to the final stage of electromagnetic energy dissipation, i.e., transformation of temperature fluctuations into permittivity fluctuations.

### 6.5. Calculation of the Cross Section of Two-Photon Absorption from the Threshold Pump Intensity for Two-Photon STS-2

As indicated above, when $I_{L} L=$ const, linear STS-2 is characterized by a threshold value of $\alpha$ : it can occur only if $\alpha \geq \alpha_{\text {sts }}^{\text {thr }}$. By analogy with linear STS-2, twophoton STS-2 must also exhibit threshold behavior, but with respect to $I_{L} \gamma$ rather than $\alpha$. Therefore, when $I_{L} L=$ const and the material properties ( $\alpha$ and $\gamma$ ) are held constant, an increase in $I_{L}$ caused by a decrease in $F$ must lead to totally different changes in the linear and twophoton STS-2 mechanisms. In particular, the total gain $\left(I_{L} \mathrm{G}_{\mathrm{T}} L\right)$ must remain invariant for linear STS-2 and increase for two-photon STS-2 since $G_{\mathrm{T}} \propto \alpha=$ const and $G_{T} \propto\left(I_{L} \gamma\right) \propto I_{L}$ in the former and latter processes, respectively.

Linear and two-photon STS-2 can be distinguished experimentally: if a medium with a constant $\alpha \ll \alpha_{\text {sts }}^{\text {thr }}$ is used and $I_{L}$ is gradually increased while $I_{L} L$ is held constant, then a component corresponding to "pure" two-photon STS-2 must appear in the stimulated backscatter spectrum when $I_{L} \gamma \approx \alpha_{\text {sts }}^{\text {thr }}$.

Table 5. Two-photon contribution $I_{L} \gamma$ to the total coefficient of absorption at $\lambda=308 \mathrm{~nm}$ in hexane for three values of the focal length of lens 9 and the corresponding pump intensities

| $F, \mathrm{~cm}$ | $I_{L}, \mathrm{~W} / \mathrm{cm}^{2}$ | $I_{L} \gamma, \mathrm{~cm}^{-1}$ |
| :---: | :---: | :---: |
| 11 | $\geq 10^{10}$ | $\geq 1.0$ |
| 50 | $10^{9}$ | $\approx 0.1$ (experiment) |
| 100 | $2.5 \times 10^{8}$ | $\approx 0.025$ |

Let us find $I_{L} \gamma$ using the threshold condition for twophoton STS-2. According to Table 4, the gain for STS-2 reaches a threshold value when

$$
\alpha_{\Sigma}^{\mathrm{thr}} \approx \alpha_{\mathrm{sts}}^{\mathrm{thr}} \approx 0.1 \mathrm{~cm}^{-1} .
$$

It follows from our experimental results that an unshifted STS-2 component appears in the stimulated backscatter spectrum for $\alpha=0.01 \mathrm{~cm}^{-1}$ (Fig. 2b) when $I_{L}^{\text {thr }} \approx 10^{9} \mathrm{~W} / \mathrm{cm}^{2}(F=50 \mathrm{~cm})$. Indeed, when $I_{L} \approx 2.5 \times$ $10^{8} \mathrm{~W} / \mathrm{cm}^{2}(F=100 \mathrm{~cm})$, no unshifted component is observed (Fig. 2c); i.e., the STS-2 threshold is not reached. Since $\alpha$ is small,

$$
\alpha=0.01 \mathrm{~cm}^{-1} \ll \alpha_{\mathrm{sts}}^{\mathrm{tr}} \approx 0.1 \mathrm{~cm}^{-1}
$$

it is obvious that the observed neutral STS-2 component (Fig. 2b) can be attributed only to two-photon STS-2. Therefore, the threshold pump intensity $I_{L}^{\text {thr }} \approx$ $10^{9} \mathrm{~W} / \mathrm{cm}^{2}$ can be used to obtain the estimate

$$
\alpha_{\Sigma}^{\mathrm{thr}}=\alpha+\left(I_{L}^{\mathrm{thr}} \gamma\right) \approx\left(I_{L}^{\mathrm{thr}} \gamma\right) \approx \alpha_{\mathrm{thr}}^{\mathrm{sts}} \approx 0.1 \mathrm{~cm}^{-1} .
$$

The coefficient $\gamma$ of two-photon absorption at a particular wavelength is a property of the medium (in our case, chromatography grade hexane). If $I_{L} \gamma$ corresponding to a particular value of $I_{L}$ is known, then it can readily be calculated for other values of $I_{L}$. The values of $I_{L} \gamma$ calculated for the pump intensities $I_{L}$ corresponding to the three focal lengths of lens 9 used in our experiments are listed in Table 5.

Using a known value of $I_{L} \gamma$, we can find $\gamma$ for $\lambda=$ 308 nm :

$$
\begin{gather*}
\gamma=\frac{I_{L} \gamma}{I_{L}}=\frac{0.1 \mathrm{~cm}^{-1}}{10^{9} \mathrm{~W} / \mathrm{cm}^{2}}  \tag{31}\\
=10^{-10} \mathrm{~cm} / \mathrm{W}=10^{-4} \mathrm{~cm} / \mathrm{MW} .
\end{gather*}
$$

We can also calculate the cross section $\sigma_{2}$ for twophoton absorption in a nonlinear medium. Indeed,

$$
\begin{equation*}
I_{L} \gamma=\sigma_{2} I_{L} N \tag{32}
\end{equation*}
$$

Table 6. Physical mechanisms of stimulated backscattering of beams with $\lambda=308 \mathrm{~nm}$ and $\tau \approx 8 \mathrm{~ns}$ in liquid hexane for different values of linear absorption coefficient and pump intensity, but constant $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}$ ( $L$ is the length of the region of nonlinear interaction)

| $F, \mathrm{~cm}$ | Physical mechanisms of stimulated backscattering |  |  |
| :---: | :---: | :---: | :--- |
|  |  | $\alpha=0.01-0.08 \mathrm{~cm}^{-1}$ | $\alpha=0.17 \mathrm{~cm}^{-1}$ |
| 100 | $2.5 \times 10^{8}$ | SBS | linear STS-2 |
| 50 | $10^{9}$ | SBS + two-photon STS-2 | linear STS-2 + two-photon STS-2 |
| 11 | $\geq 10^{10}$ | two-photon STS-2 |  |

where $I_{L}$ is the pump intensity (photon $\mathrm{cm}^{-2} \mathrm{~s}^{-1}$ ), $N=$ $\rho / M$ is the molecular density ( $\rho$ is density, $M$ is molecular mass). For hexane $\left(\mathrm{C}_{6} \mathrm{H}_{14}\right)$, we have $N \approx 4 \times$ $10^{21} \mathrm{~cm}^{-3}$. The photon energy corresponding to $\lambda=$ $308 \mathrm{~nm}\left(\omega=10^{15} \mathrm{~Hz}\right)$ is $\hbar \omega \approx 4 \mathrm{eV} \approx 6.4 \times 10^{-19} \mathrm{~J}$. Since $I_{L} \gamma=0.1 \mathrm{~cm}^{-1}$ and $I_{L}=10^{9} \mathrm{~W} / \mathrm{cm}^{2}$ (Table 5), we obtain

$$
\begin{equation*}
\sigma_{2}=\frac{\hbar \omega I_{L} \gamma}{I_{L} N} \approx(2 \pm 1) \times 10^{-50} \mathrm{~cm}^{4} \mathrm{~s} . \tag{33}
\end{equation*}
$$

The accuracy of the calculation of $\sigma_{2}$ is estimated as follows:

$$
\begin{equation*}
\frac{\delta \sigma_{2}}{\sigma_{2}}=\frac{\delta \alpha^{\text {thr }}}{\alpha^{\text {thr }}}+\frac{\delta I_{L}}{I_{L}}=0.2+0.3=0.5 \tag{34}
\end{equation*}
$$

where $\alpha^{\text {thr }}$ is the STS-2 threshold value of linear absorption coefficient.

For comparison, consider two-photon nonresonant ionization of many-electron atoms at a moderate field strength. The cross section for this process does not involve any substantial contributions due to nearthreshold absorption, multiple ionization, and perturbation of atomic spectrum [33,34], and its typical value is

$$
\sigma_{2}^{i} \approx 10^{-49}-10^{-48} \mathrm{~cm}^{4} \mathrm{~s} .
$$

Normally, $\sigma_{2}^{i}$ is much smaller than the cross sections for bound-bound transitions in atoms or molecules at the absorption-line center. The value of $\sigma_{2}$ extracted from experimental data is smaller than the two-photon ionization cross section. This substantiates our assumption about a dominant contribution of twophoton absorption to the STS-2 gain. The relatively small value of $\sigma_{2}$ may be explained by the fact that the final excited level in the two-photon absorption scheme ( $\lambda / 2=154 \mathrm{~nm}$ for hexane) corresponds to the wing of an absorption line.

### 6.6. Phase Mismatch for SBS <br> Enhanced by Two-Photon Absorption

The relationship between the two-photon contribution $I_{L} \gamma$ to total absorption coefficient (30) and the focal
length $F$ of lens 9 (see Table 5) explains the SBS component is not observed in the stimulated backscatter spectrum for chromatography grade hexane ( $\alpha=$ $0.01 \mathrm{~cm}^{-1}$ ) when lens 9 with $F=11 \mathrm{~cm}$ is used (Fig. 2a). Indeed, $I_{L} \geq 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ in this case, and the total absorption coefficient (Table 5)

$$
\alpha_{\Sigma}=\alpha+I_{L} \gamma \approx I_{L} \gamma \geq 1.0 \mathrm{~cm}^{-1}
$$

is much larger than its critical value $\alpha_{\mathrm{CR}} \approx 0.1 \mathrm{~cm}^{-1}$ corresponding to SBS breakdown due to phase mismatch (Fig. 4). The heating due to two-photon absorption is then sufficiently large to cause SBS breakdown.

### 6.7. Analysis of Decrease in the Fidelity of Phase Conjugation Induced by Two-Photon Absorption

Assuming that two-photon absorption plays a dominant role, we replace $\alpha$ with $I_{L} \gamma$ in (23), and expression (25) for the nonlinear phase incursion over the distance $L$ becomes

$$
\begin{gather*}
\Delta \Phi(R, t)=\delta k L=\frac{\omega L}{c} \delta n(R, t) \\
=\frac{\omega L}{c} \frac{\partial n}{\partial T} \frac{\gamma}{\rho C_{p}} \int_{0}^{t} I_{L}^{2}(R, \tau) d \tau . \tag{35}
\end{gather*}
$$

The quantity $L I_{L}^{2}$ in (35) increases with the pump intensity in the beam waist as $F$ decreases. Thus, twophoton absorption explains the increase in the nonlinear phase self-modulation of the pump in hexane observed when the focal length is reduced from $F=100 \mathrm{~cm}$ to $F=11 \mathrm{~cm}$.

In our experiments, the hypersonic-grating decay time for hexane is $\tau_{\mathrm{B}} \approx 0.3 \mathrm{~ns}$ (see above), which is smaller than the pump pulse duration, $\tau \approx 8 \mathrm{~ns}$, by a factor of almost 30 . This means that SBS can be considered as a zero-inertia process: the written phase hologram instantly adjusts to the varying pump field. Therefore, even if we take into account the dynamic variation
of the spatial pump profile associated with the selfaction due to the heating caused by two-photon absorption, then the complex conjugate SBS wave must ensure a high fidelity of phase conjugation.

The thermal-grating decay time for hexane in our experiments is $\tau_{\mathrm{T}} \approx 3 \mathrm{~ns}$ (see above), which is smaller than the pump pulse duration, $\tau \approx 8 \mathrm{~ns}$, by only about three times. Therefore, two-photon absorption cannot be considered as an zero-inertia process. Dynamic variations of the induced grating cannot keep pace with the variations of the pump field. Since an advanced field is scattered by a retarded hologram, the fidelity of phase conjugation is degraded.

### 6.8. Stimulated-Scattering Mechanisms Consistent with Our Experiments

Table 6 summarizes the results of experimental and theoretical studies of stimulated backscattering of pulses with $\lambda=308 \mathrm{~nm}$ and $\tau \approx 8 \mathrm{~ns}$ in liquid hexane. The first column shows the values of the focal length of lens 9 in our experiments. The second column shows the values of pump intensity $I_{L}$ in the region of nonlinear interaction of length $L$. Since this region corresponds to the waist of the beam focused by lens 9 , the quantity $I_{L} L \approx 1.4 \times 10^{3} \mathrm{MW} / \mathrm{cm}$ is the same for all values of $F$. The last two columns list the stimulated backscattering mechanisms revealed for two characteristic values of the linear absorption coefficient of hexane: $\alpha=0.01-0.08 \mathrm{~cm}^{-1}$ and $\alpha=0.17 \mathrm{~cm}^{-1}$.

Note that some cells in Table 6 contain unique mechanisms (SBS, linear STS-2, or two-photon STS-2); others, two mechanisms (SBS + two-photon STS-2 or linear STS-2 + two-photon STS-2). An analysis of the case of $I_{L} \approx 2.5 \times 10^{8} \mathrm{~W} / \mathrm{cm}^{2}(F=100 \mathrm{~cm})$, when the contribution of two-photon absorption to the overall pattern of stimulated scattering is insignificant (see Table 5), leads to the following conclusions.

1. "Linear STS-2" is present when $\alpha$ is greater than $0.08 \mathrm{~cm}^{-1}$, but smaller than $0.17 \mathrm{~cm}^{-1}$. This agrees with the threshold value estimated for linear STS-2, $\alpha_{\text {sts }}^{\mathrm{thr}} \approx$ $0.1 \mathrm{~cm}^{-1}$ (see Table 4).
2. The absence of "SBS" for $\alpha=0.17 \mathrm{~cm}^{-1}$ and its presence for $\alpha \leq 0.08 \mathrm{~cm}^{-1}$ is consistent with our theoretical conclusion that phase mismatch is effective for SBS when $\alpha \geq \alpha_{\mathrm{CR}} \approx 0.1 \mathrm{~cm}^{-1}$ (see Fig. 4).
3. The absence of the "SBS + linear STS-2" combination is explained by the fact that $\alpha_{\mathrm{sts}}^{\mathrm{thr}} \approx 0.1 \mathrm{~cm}^{-1}$ is close to $\alpha_{\mathrm{CR}} \approx 0.1 \mathrm{~cm}^{-1}$ for SBS phase mismatch, while the steps of $\alpha$ variation from $0.08 \mathrm{~cm}^{-1}$ to $0.17 \mathrm{~cm}^{-1}$ in our experiments is not sufficiently small to observe both processes simultaneously.

The presence of the "SBS + two-photon STS-2" combination in Table 6 indicates that the steps of variation of $\alpha_{\Sigma}=\alpha+I_{L} \gamma$ in our experiments is sufficient for
simultaneous observation of both processes. The presence of the "linear STS-2 + two-photon STS-2" combination in Table 6 is yet to be substantiated. In contrast to the "SBS + STS-2" combination, these two processes are virtually impossible to distinguish in experimental stimulated backscatter spectra. Our theoretical analysis shows that neither linear not two-photon STS-2 can be singled out as the dominant one when $\alpha>0.1 \mathrm{~cm}^{-1}$ and $I_{L}>10^{9} \mathrm{~W} / \mathrm{cm}^{2}$.

### 6.9. Experimental Observation of SBS in the UV Region

According to the standard SBS theory, taking into account only linear absorption (see Table 4 and Fig. 4), the condition $I_{L} L \approx$ const implies that the only mechanism that can work in our experiments with $\alpha<$ $0.1 \mathrm{~cm}^{-1}$ is SBS, while only linear STS-2 can work when with $\alpha>0.1 \mathrm{~cm}^{-1}$ (in view of phase mismatch for SBS). It is no surprise that these very mechanisms are listed in the last column of Table 1 as those suggested in previous experimental studies.

It can be shown that both "SBS" and "linear STS-2" listed Table 1 are incorrect. Indeed, it follows from the data in the third column of Table 1 that $I_{L} \geq 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ in all previous experimental studies. However, according to Table 6, either "two-photon STS-2" or "linear STS-2 + two-photon STS-2" should be observed in hexane when $\alpha<0.1 \mathrm{~cm}^{-1}$ and $\alpha>0.1 \mathrm{~cm}^{-1}$, respectively. Therefore, "SBS" should be replaced with "twophoton STS-2" in all rows of Table 1 except for the last one, while "linear STS-2" should be replaced with "linear STS-2 + two-photon STS-2" in the last row. These considerations are corroborated by the fact that the measured frequency $\Omega$ in the fourth column of Table 1 is much less than the Brillouin shift $\Omega_{\mathrm{B}}$ predicted theoretically for the same value of $\lambda$ (Table 2). It can be concluded that genuine SBS has never been observed in all previous studies of stimulated scattering in the near UV region.

In our experiments on stimulated scattering in hexane at the pump frequency $\lambda=308 \mathrm{~nm}$, we observed an SBS line with a Brillouin shift $\Omega_{\mathrm{B}}=0.33 \mathrm{~cm}^{-1}$ (see Figs. 2b and 2c) that fully agreed with that predicted by the SBS theory (see Table 2). Thus, we were the first to observe a genuine SBS line in the near UV region.

To "grasp" the genuine SBS line in our experiments, we had to reduce the pump intensity from $I_{L} \geq$ $10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ (Fig. 2a) used in previous studies (Table 1) to $I_{L} \leq 10^{9} \mathrm{~W} / \mathrm{cm}^{2}$ (Figs. 2b and 2c) while keeping the conditions for SBS invariant ( $I_{L} L \approx$ const). This made it possible to reduce the two-photon contribution to the total absorption coefficient of hexane and thus weaken the effect of SBS phase mismatch due to the heating caused by two-photon absorption.

## 7. CONCLUSIONS

The present study focuses on the physical mechanisms of stimulated light scattering in the near UV region. The complex problems yet to be solved in this field of research concern both temporal and spatial behavior of laser beams in SS processes. With regard to temporal behavior, the problem of frequency shift is of primary importance. With regard to spatial behavior, the principal problem is the decrease in phase-conjugation fidelity with increasing pump intensity.

To deal with these problems, we constructed an experimental setup based on a XeCl excimer laser $(\lambda=$ 308 nm ), which generated a single-mode pulse with a duration of $\tau \approx 8 \mathrm{~ns}$, an energy of about 3 mJ , and a bandwidth of approximately $5 \times 10^{-3} \mathrm{~cm}^{-1}$. We chose liquid hexane $\left(\mathrm{C}_{6} \mathrm{H}_{14}\right)$ as a nonlinear medium. The setup was used to conduct experimental studies of both temporal stimulated backscatter spectra and phase-conjugation fidelity. An analysis of the experimental results shows that the standard theory of stimulated scattering, which takes into account only linear absorption, cannot explain these results. The problems are resolved only by introducing a new physical mechanism: stimulated thermal scattering induced by the heating caused by two-photon absorption (two-photon STS-2).

First, the "abnormal" SBS lines observed in previous experiments, with frequency shifts much smaller than expected, actually were unshifted two-photon STS-2 lines.

Second, the decrease in SBS phase-conjugation fidelity should be interpreted as decrease in two-photon STS-2 phase-conjugation fidelity, because two-photon STS-2, in contrast to SBS, involves thermal self-action and is characterized by a relatively long decay time.

Third, we used measured threshold pump intensities for two-photon STS-2 to evaluate the cross section for two-photon absorption at $\lambda=308 \mathrm{~nm}$ in a nonlinear medium (hexane). On the one hand, the obtained value of the cross section substantiates the very existence of two-photon STS-2. Oh the other hand, the two-photon absorption characterized by this cross section explains certain experimentally observed phenomena, such as SBS breakdown due to phase mismatch caused by twophoton absorption.

A comparison of characteristics of linear and twophoton STS-2 shows that these are essentially different mechanisms of stimulated scattering and the corresponding lines can readily be distinguished in stimulated backscatter spectra. The total inconsistency of the experimentally observed behavior of the two-photon STS-2 line with the well-known behavior of the linear STS-2 line explains the fact that the two-photon STS-2 lines observed in the studies of stimulated scattering in the near UV region were attributed to SBS for almost a decade. The genuine SBS line was found in the UV region in our experiments only by using a pump beam
of much lower intensity. The mechanism of two-photon STS-2 is not specific to the near UV spectral region.
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#### Abstract

The amplification (attenuation) factor of an electromagnetic wave during the scattering of a relativistic electron by a nucleus in a moderately strong field of a circularly polarized electromagnetic wave is studied theoretically. The effect of amplification of an electromagnetic field is discovered in a certain interval of polar angles of the incident electron; this interval of angles essentially depends on the electron energy and the field intensity. It is shown that the amplification of a field attains its maximum for nonrelativistic electrons in the range of medium fields. As the electron energy increases, the amplification decreases and vanishes for ultrarelativistic electrons. An increase in the field intensity for a given electron energy also leads to a slow decrease in the amplification of a field. At high intensities of the wave, the effect of amplification vanishes. It is shown that, in the range of optical frequencies for medium fields $\left(F \sim 10^{6} \mathrm{~V} / \mathrm{cm}\right)$, the amplification factor of laser light may amount to about $\mu \sim 10^{-1} \mathrm{~cm}^{-1}$ for sufficiently high-power electron beams. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

A quantum-mechanical calculation of the attenuation (amplification) factor of an electromagnetic wave during the scattering of an electron by a nucleus in the field of a linearly polarized electromagnetic wave has been known for a rather long time (see the fundamental paper by Marcuse [1], as well as papers [2-5] and monographs [6-9]). It is characteristic that the amplification of an electromagnetic field (the Marcuse effect) was discovered in a weak field (in the first order of perturbation theory), whereas, in the limit of a strong field (when the velocity of the quivery motion of an electron is much greater than the velocity of its translational motion), the effect of amplification of a light wave vanished and the wave was absorbed. However, the region of intermediate intensities of the electromagnetic field (between weak and strong fields) was not studied. In [10], we investigated this effect in the nonrelativistic limit of electron velocities (in the dipole approximation) for a circularly polarized wave in the intermediate range of field intensities when the velocity of the quivery motion of an electron is on the same order as or less than the velocity of its translational motion. We demonstrated that the amplification of a wave occurs when the momenta of the initial electron lie within a cone whose axis lies in the polarization plane of the wave.

In the present study, we calculate the amplification (attenuation) factor of an electromagnetic wave during the scattering of an electron by a nucleus in the field of a circularly polarized electromagnetic wave for weak,
medium, and moderately strong fields. We find out the effect of amplification of an electromagnetic wave that essentially depends on the scattering kinematics of electrons, their energy, and the field intensity. Throughout this paper, we use the relativistic system of units: $\hbar=c=1$.

## 2. TOTAL CROSS SECTION OF STIMULATED EMISSION AND ABSORPTION OF BREMSSTRAHLUNG

Let us choose a 4-potential of an external field in the form of a circularly polarized electromagnetic wave that propagates along the $z$ axis:

$$
\begin{gather*}
A(\varphi)=\frac{F}{\omega}\left(e_{x} \cos \varphi+\delta e_{y} \sin \varphi\right)  \tag{1}\\
\varphi=\omega(t-z)
\end{gather*}
$$

Here, $e_{x}=\left(0, \mathbf{e}_{x}\right)$ and $e_{y}=\left(0, \mathbf{e}_{y}\right)$ are 4 -vectors of the wave polarization, and $F, \omega$, and $\delta= \pm 1$ are the intensity, frequency, and polarization of the wave, respectively. There are two characteristic parameters in this problem: the classical relativistically invariant parameter

$$
\begin{equation*}
\eta=\frac{e \sqrt{-A^{2}}}{m}=\frac{e F}{m \omega} \tag{2}
\end{equation*}
$$

and the quantum multiphoton parameter [2, 4] (the

Bunkin-Fedorov parameter)

$$
\begin{equation*}
\gamma_{0}=\eta \frac{m v_{i}}{\omega} \tag{3}
\end{equation*}
$$

Here, $e, m$, and $v_{\mathrm{i}}$ (see (12) below) are the charge, mass, and initial velocity of the electron, respectively. Note that, for relativistic electrons in the range of optical frequencies $\left(\omega \sim 10^{15} \mathrm{~s}^{-1}\right)$, the parameters $\eta$ and $\gamma_{0}$ are on the order of unity in fields of $F \sim 10^{10}-10^{11}$ and $F \sim$ $10^{5}-10^{6} \mathrm{~V} / \mathrm{cm}$, respectively.

We will study this problem in the Born approximation with respect to the interaction between electrons and the field of a nucleus $\left(Z e^{2} / v_{i, f} \ll 1\right)$ for the intensity of the external electromagnetic field (1) satisfying the condition

$$
\begin{equation*}
\eta^{2} \ll 1 \tag{4}
\end{equation*}
$$

we will assume that the photon energy of the wave is small compared with the electron energy,

$$
\begin{align*}
\frac{2 \omega}{m v_{\mathrm{i}}^{2}} & \ll 1, \text { if } v_{\mathrm{i}} \ll 1  \tag{5}\\
\frac{\omega}{E_{\mathrm{i}}} & \ll 1, \text { if } \quad E_{\mathrm{i}} \gtrsim m
\end{align*}
$$

In the general relativistic case, the cross section of stimulated emission and absorption of bremsstrahlung (SEAB) in the field of a plane wave was obtained in [11] (see also [12-14]); for a circularly polarized external field (1) in the range of intensities (4), this cross section is

$$
\begin{equation*}
d \sigma=\sum_{l=-\infty}^{\infty} d \sigma_{l} \tag{6}
\end{equation*}
$$

where the partial differential cross section of the scattering of a relativistic electron by a nucleus $Z e$ accompanied by the emission $(l>0)$ and absorption $(l<0)$ of $|l|$ photons is given by

$$
\begin{gather*}
d \sigma_{l}=\frac{2\left(Z e^{2}\right)^{2}}{\left|\mathbf{p}_{\mathrm{i}}\right| E_{\mathrm{f}}}\left(m^{2}+E_{\mathrm{i}} E_{\mathrm{f}}+\mathbf{p}_{\mathrm{i}} \cdot \mathbf{p}_{\mathrm{f}}\right)  \tag{7}\\
\times \frac{\delta\left(q_{0}\right)}{\mathbf{q}^{4}} J_{l}^{2}(\gamma) d \mathbf{p}_{\mathrm{f}}
\end{gather*}
$$

Here, $p_{\mathrm{i}, \mathrm{f}}=\left(E_{\mathrm{i}, \mathrm{f}}, \mathbf{p}_{\mathrm{i}, \mathrm{f}}\right)$ is the 4-momentum of the electron in the initial and final states and $q=\left(q_{0}, \mathbf{q}\right)$ is the transferred 4-momentum, which is determined by the 4-quasimomentum of the electron $\tilde{p}_{\mathrm{i}, \mathrm{f}}=\left(\tilde{E}_{\mathrm{i}, \mathrm{f}}, \tilde{\mathbf{p}}_{\mathrm{i}, \mathrm{f}}\right)$ and the 4 -momentum of the photon of the external field $k=(\omega, \mathbf{k})$ :

$$
\begin{gather*}
q=\tilde{p}_{\mathrm{f}}-\tilde{p}_{\mathrm{i}}+l k \\
\tilde{p}_{\mathrm{i}, \mathrm{f}}=p_{\mathrm{i}, \mathrm{f}}+\eta^{2} \frac{m^{2}}{2 k p_{\mathrm{i}, \mathrm{f}}} k \tag{8}
\end{gather*}
$$

The argument of the Bessel function $J_{l}(\gamma)$ in the partial cross section (7) is given by

$$
\begin{gather*}
\gamma=\eta m \sqrt{\left(e_{x} Q_{\mathrm{fi}}\right)^{2}+\left(e_{y} Q_{\mathrm{fi}}\right)^{2}}=\eta m \sqrt{-Q_{\mathrm{fi}}^{2}} \\
Q_{\mathrm{fi}}=\frac{p_{\mathrm{f}}}{k p_{\mathrm{f}}}-\frac{p_{\mathrm{i}}}{k p_{\mathrm{i}}} \tag{9}
\end{gather*}
$$

We emphasize that expression (9) for the quantum parameter $\gamma$ can be represented as

$$
\begin{equation*}
\gamma=\gamma_{0} \frac{\omega}{v_{\mathrm{i}}}\left|\mathbf{Q}_{\mathrm{fi}}\right| \sin \theta, \quad \theta=\angle\left(\mathbf{k}, \mathbf{Q}_{\mathrm{fi}}\right) \tag{10}
\end{equation*}
$$

Formula (10) shows that the argument of the Bessel function in the Bunkin-Fedorov kinematic domain (when $\sin \theta \approx 1$ ) satisfies the relation $\gamma \sim \gamma_{0}$ (see also [12, 13]). Outside the Bunkin-Fedorov domain, the polar angles $\theta$ are close either to zero or $\pi$. Therefore, $\sin \theta \approx \Delta \theta \ll 1$ (vector $\mathbf{Q}_{\mathrm{fi}}$ lies in a narrow cone and is directed either along the propagation vector of the wave or oppositely, and $\Delta \theta$ is a small opening angle of the cone), and the quantum parameter $\gamma$ becomes small.

For the wave intensities satisfying (4), the energy conservation law (see the argument of Dirac's $\delta$ function in (7)) can be represented as follows:

$$
\begin{gather*}
E_{\mathrm{f}} \approx E_{\mathrm{i}}-\eta^{2} \frac{m^{2}}{2 E_{\mathrm{i}}}\left(\frac{1}{\kappa_{\mathrm{f}}}-\frac{1}{\kappa_{\mathrm{i}}}\right)-l \omega  \tag{11}\\
\kappa_{\mathrm{i}, \mathrm{f}}=1-v_{\mathrm{i}} \cos \theta_{\mathrm{i}, \mathrm{f}}, \quad \theta_{\mathrm{i}, \mathrm{f}}=\angle\left(\mathbf{k}, \mathbf{p}_{\mathrm{i}, \mathrm{f}}\right), \\
v_{\mathrm{i}, \mathrm{f}}=\left|\mathbf{p}_{\mathrm{i}, \mathrm{f}}\right| E_{\mathrm{i}, \mathrm{f}} \tag{12}
\end{gather*}
$$

Note that the small corrections to the electron energy $E_{\mathrm{i}}$ on the right-hand side of (11) are important for calculating the total cross section of SEAB (see (22) and (23)). Integrating (7) with respect to the energy of the final electron $E_{\mathrm{f}}(11)$, after straightforward calculations we obtain the following expression for the partial differential cross section of SEAB during the scattering of an electron by a nucleus into a solid-angle element $d \Omega$ :

$$
\begin{equation*}
\frac{d \sigma_{l}}{d \Omega}=2 Z^{2} r_{\mathrm{e}}^{2}\left(\frac{m E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}}\right)^{2} \rho_{l} \frac{\Psi_{l}}{g_{l}^{2}} J_{l}^{2}(\gamma) \tag{13}
\end{equation*}
$$

Here, $r_{\mathrm{e}}=e^{2} / m$ is the classical radius of the electron,

$$
\begin{gather*}
\Psi_{l}=1+\delta_{l}+\frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}  \tag{14}\\
\times\left[\rho_{l}\left(\cos \theta_{\mathrm{f}} \cos \theta_{\mathrm{i}}+\sin \theta_{\mathrm{f}} \sin \theta_{\mathrm{i}} \cos \phi\right)-1\right]
\end{gather*}
$$

$$
\begin{gather*}
g_{l}=1+\rho_{l}^{2}-2 \rho_{l}\left(\cos \theta_{\mathrm{f}} \cos \theta_{\mathrm{i}}+\sin \theta_{\mathrm{f}} \sin \theta_{\mathrm{i}} \cos \phi\right) \\
+\varepsilon_{l} \frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}}\left(\rho_{l} \cos \theta_{\mathrm{f}}-\cos \theta_{\mathrm{i}}\right)+\left(\frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{2 E_{\mathrm{i}}} \varepsilon_{l}\right)^{2},  \tag{15}\\
\rho_{l}=\frac{\left|\mathbf{p}_{\mathrm{f}}\right|}{\left|\mathbf{p}_{\mathrm{i}}\right|}=\sqrt{1-\varepsilon_{l}+\left(\frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{2 E_{\mathrm{i}}} \varepsilon_{l}\right)^{2}},  \tag{16}\\
\delta_{l}=\frac{E_{\mathrm{f}}}{E_{\mathrm{i}}}=1-\varepsilon_{l} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{2 E_{\mathrm{i}}^{2}}, \\
\varepsilon_{l}=l \varepsilon_{1}+\varepsilon_{0}, \quad \varepsilon_{1}=\frac{2 \omega E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}},  \tag{17}\\
\varepsilon_{0}=\eta^{2} \frac{m E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}}\left(\frac{1}{\kappa_{\mathrm{f}}}-\frac{1}{\kappa_{\mathrm{i}}}\right), \\
\phi=\varphi_{\mathrm{f}}-\varphi_{\mathrm{i}}, \quad \varphi_{\mathrm{i}, \mathrm{f}}=\angle\left(\mathbf{e}_{x}, \mathbf{p}_{\mathrm{i}, \mathrm{f}}^{\|}\right) . \tag{18}
\end{gather*}
$$

Here, $\mathbf{p}_{\mathrm{i}, \mathrm{f}}^{\|}$is the projection of the momentum $\mathbf{p}_{\mathrm{i}, \mathrm{f}}$ onto the plane $x y$. The argument $\gamma(9)$ of the Bessel function in (13) can be represented as

$$
\begin{gather*}
\gamma=\gamma_{0} f_{l}, \quad f_{l}=\left[\left(\frac{\Delta_{l} \sin \theta_{\mathrm{f}}}{1-\Delta_{l} V_{\mathrm{i}} \cos \theta_{\mathrm{f}}}\right)^{2}+\left(\frac{\sin \theta_{\mathrm{i}}}{\kappa_{\mathrm{i}}}\right)^{2}\right. \\
\left.-\frac{2 \Delta_{l} \sin \theta_{\mathrm{f}} \sin \theta_{\mathrm{i}} \cos \phi}{\kappa_{\mathrm{i}}\left(1-\Delta_{l} V_{\mathrm{i}} \cos \theta_{\mathrm{f}}\right)}\right]^{1 / 2}  \tag{19}\\
\Delta_{l}=\mathrm{V}_{\mathrm{f}} / V_{\mathrm{i}}=\rho_{l} / \delta_{l} \tag{20}
\end{gather*}
$$

Note that, under conditions (4) and (5), the BunkinFedorov quantum parameter $\gamma_{0}$ is bounded from above by

$$
\begin{equation*}
\gamma_{0} \ll \frac{m v_{i}}{\omega \eta}, \quad \frac{m v_{i}}{\omega \eta} \gtrdot 1 \tag{21}
\end{equation*}
$$

The amplification factor of the electromagnetic wave is defined by the expression [8, 9]

$$
\begin{equation*}
\mu=8 \pi n_{\mathrm{a}} n_{\mathrm{e}} \frac{\omega\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}} F^{2}} \sigma_{\mathrm{t}}=8 \pi n_{\mathrm{a}} n_{\mathrm{e}} \frac{\mathrm{X}_{c} r_{\mathrm{e}}\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}} \eta^{2}} \sigma_{\mathrm{t}}, \tag{22}
\end{equation*}
$$

where $n_{\mathrm{e}}$ and $n_{\mathrm{a}}$ are the electron and ion densities, respectively; $X_{c}=1 / m$ is the Compton wavelength of the electron; $\lambda=1 / \omega$; and

$$
\begin{equation*}
\sigma_{\mathrm{t}}=\sum_{l=-\infty}^{\infty} l \sigma_{l} \tag{23}
\end{equation*}
$$

is the so-called total cross section of stimulated bremsstrahlung. Here, the sum is taken over all possible values of the integer-valued index $l$, and the partial cross section of the multiphoton SEAB of an electron by a nucleus is given by

$$
\begin{align*}
\sigma_{l}= & 2 Z^{2} r_{\mathrm{e}}^{2}\left(\frac{m E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}}\right)^{2} \int_{0}^{\pi} \rho_{l} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}}  \tag{24}\\
& \times \int_{0}^{2 \pi} \frac{\Psi_{1}}{g_{l}^{2}} J_{l}^{2}(\gamma) d \varphi_{\mathrm{f}}
\end{align*}
$$

It is obvious that the partial (24) and total (23) cross sections are independent of the azimuth $\varphi_{i}$ of the initial electron. Indeed, passing to the partial cross section (24) when integrating with respect to the azimuth from $\varphi_{\mathrm{f}}$ to $\phi$ (18), after straightforward calculations we obtain

$$
\begin{align*}
\sigma_{l}=4 & Z^{2} r_{\mathrm{e}}^{2}\left(\frac{m E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}}\right)^{2} \int_{0}^{\pi} \rho_{l} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}}  \tag{25}\\
& \times \int_{0}^{\pi} \frac{\Psi_{l}}{g_{l}^{2}} J_{l}^{2}(\gamma) d \phi
\end{align*}
$$

Formulas (22), (23), and (25) show that the amplification (attenuation) of an electromagnetic wave will occur if the total cross section $\sigma_{\mathrm{t}}$ is positive (negative). Taking into account (22)-(25), we can represent the total cross section of SEAB (23) and the amplification factor (22) of the wave as

$$
\begin{gather*}
\sigma_{\mathrm{t}}=4 Z^{2} r_{\mathrm{e}}^{2}\left(\frac{m E_{\mathrm{i}}}{\mathbf{p}_{\mathrm{i}}^{2}}\right)^{2} D_{\mathrm{i}}  \tag{26}\\
\mu=\mu_{0} \frac{4 m \omega E_{\mathrm{i}}}{\left|\mathbf{p}_{\mathrm{i}}\right|^{3} \eta^{2}} D_{\mathrm{i}}, \quad \mu_{0}=8 \pi Z^{2} n_{\mathrm{i}} n_{\mathrm{e}} \chi^{2} r_{\mathrm{e}}^{3} \tag{27}
\end{gather*}
$$

where

$$
\begin{gather*}
D_{\mathrm{i}}=\sum_{l=1}^{\infty} l \int_{0}^{\pi} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}} \int_{0}^{\pi} M_{l} d \phi  \tag{28}\\
M_{l}=\rho_{l} \frac{\Psi_{l}}{g_{l}^{2}} J_{l}^{2}\left(\gamma_{0} f_{l}\right)-\rho_{-l} \frac{\Psi_{-l}}{g_{-l}^{2}} J_{-l}^{2}\left(\gamma_{0} f_{-l}\right)
\end{gather*}
$$

Below, we consider the amplification factor of a wave (27), (28) for medium and moderately strong intensities of the electromagnetic field.

## 3. AMPLIFICATION FACTOR <br> OF A WAVE FOR MEDIUM FIELDS

First, we will study the case of medium and weak fields ( $\gamma_{0} \leqslant 1$ ), where the intensity $\eta$ satisfies the following condition:

$$
\begin{equation*}
\eta \lesssim \frac{\omega}{m v_{i}} \ll 1 . \tag{29}
\end{equation*}
$$

Under condition (29), we can neglect the second term $\left(\varepsilon_{0}\right)$ in (17) compared with the first term; then, the expression for $\varepsilon_{l}$ takes the form

$$
\begin{equation*}
\varepsilon_{l}=l \varepsilon_{l} . \tag{30}
\end{equation*}
$$

Note that $\left|\varepsilon_{l}\right| \lesssim \gamma_{0} e_{1} \ll 1$ for any number of emitted and absorbed photons of the wave that make a significant contribution to the sum of the function $D_{i}(28)$. Taking this fact into account, we expand the functions $\rho_{l}, \Psi_{l}$, $g_{l}^{-2}, J_{l}^{2}\left(\gamma_{0} f_{l}\right)$ in (28) in the Taylor series up to the thirdorder terms in $\varepsilon_{l}$ (the terms proportional to $\varepsilon_{l}^{2}$ and $\varepsilon_{l}^{3}$ are essential when integrating with respect to the angle of the outgoing electron over a small neighborhood of a singular point when scattering by zero angle). After straightforward calculations, we obtain

$$
\begin{gather*}
\rho_{l} \approx 1-\frac{1}{2} \varepsilon_{l}-\frac{m^{2}}{8 E_{\mathrm{i}}^{2}} \varepsilon_{l}^{2}-\frac{1}{16} \varepsilon_{l}^{3},  \tag{31}\\
\Psi_{l} \approx\left(2-a_{+} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\right)-\left(2-a_{+}\right) \frac{\mathbf{p}_{\mathrm{i}}^{2}}{2 E_{\mathrm{i}}^{2}} \varepsilon_{l}  \tag{32}\\
-\frac{1}{8}\left(\frac{m \mathbf{p}_{\mathrm{i}}}{E_{\mathrm{i}}^{2}}\right)^{2} \varepsilon_{l}^{2}-\frac{\mathbf{p}_{\mathrm{i}}^{2}}{16 E_{\mathrm{i}}^{2}} \varepsilon_{l}^{3}, \\
g_{l}^{-2} \approx \frac{1}{4 b_{l}^{2}}\left\{1+\frac{\varepsilon_{l}}{b_{l}}\left[a_{+}-\left(\cos \theta_{\mathrm{f}}-\cos \theta_{\mathrm{i}}\right) \frac{\mathbf{p}_{\mathrm{i}} \mid}{E_{\mathrm{i}}}\right]\right. \\
\left.-\frac{\varepsilon_{l}^{3}}{8 b_{l}}\left[1-\frac{4 m^{2}\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}^{3}} \cos \theta_{\mathrm{f}}\right]\right\},  \tag{33}\\
f_{l} \approx a_{l}-\frac{b_{\mathrm{fi}}}{2 a_{l}} \varepsilon_{l}+\frac{c_{\mathrm{fi}}}{2 a_{l}} \varepsilon_{l}^{3},  \tag{34}\\
J_{l}^{2}\left(\gamma_{0} f_{l}\right) \approx J_{l}^{2}\left(\gamma_{0} a_{l}\right)-\left[\frac{\gamma_{0} b_{\mathrm{fi}}}{2 a_{l}} \varepsilon_{l}-\frac{\gamma_{0} c_{\mathrm{fi}}}{2 a_{l}} \varepsilon_{l}^{3}\right]  \tag{35}\\
\times J_{l}\left(\gamma_{0} a_{l}\right)\left[J_{l-1}\left(\gamma_{0} a_{l}\right)-J_{l+1}\left(\gamma_{0} a_{l}\right)\right] .
\end{gather*}
$$

Here, the following notation is introduced:

$$
\begin{gather*}
a_{ \pm}=1-\left(\sin \theta_{\mathrm{f}} \sin \theta_{\mathrm{i}} \cos \phi \pm \cos \theta_{\mathrm{f}} \cos \theta_{\mathrm{i}}\right),  \tag{36}\\
b_{l}=a_{+}+\frac{1}{8} \varepsilon_{l}^{2}\left[\frac{m^{2}}{E_{\mathrm{i}}^{2}}+2 \frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}}\left(\frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}}-\cos \theta_{\mathrm{f}}\right)\right],  \tag{37}\\
a_{l}=\sqrt{f_{0}^{2}+\frac{\varepsilon_{l}^{2}}{4}\left(\frac{m}{\kappa_{\mathrm{f}} E_{\mathrm{i}}}\right)^{4} \sin ^{2} \theta_{\mathrm{f}}},  \tag{38}\\
b_{\mathrm{fi}}=\left(\frac{m}{\kappa_{\mathrm{f}} E_{\mathrm{i}}}\right)^{2}\left(\frac{\sin \theta_{\mathrm{f}}}{\kappa_{\mathrm{f}}}-\frac{\sin \theta_{\mathrm{i}} \cos \phi}{\kappa_{\mathrm{i}}}\right) \sin \theta_{\mathrm{f}}  \tag{39}\\
c_{\mathrm{fi}}=\frac{1}{8}\left(\frac{m}{\kappa_{\mathrm{f}} E_{\mathrm{i}}}\right)^{4}\left(3-\frac{2 m^{2}}{\kappa_{\mathrm{f}} E_{\mathrm{i}}^{2}}\right) \sin ^{2} \theta_{\mathrm{f}} . \tag{40}
\end{gather*}
$$

The function $f_{0}$ in (38) is determined by the expressions for $f_{l}(19)$ with $l=0\left(\Delta_{l=0}=1\right)$. Note that, in the terms proportional to $\varepsilon_{l}^{2}$ and $\varepsilon_{l}^{3}$ in (32)-(40), we dropped the terms that are small in the neighborhood of the singular point (for scattering of the final electron by zero angle, when $f_{0} \longrightarrow 0, a_{+} \longrightarrow 0$, and $b_{\mathrm{fi}} \longrightarrow 0$ ). Taking into account formulas (31)-(35), one can easily calculate $M_{l}$ in (28) up to the third-order terms in the small parameter $\varepsilon_{l}$ (in this case, only the terms proportional to odd powers of $\varepsilon_{l}$ are nonzero). As a result, the expression for the function $D_{\mathrm{i}}(28)$ is rewritten as

$$
\begin{gather*}
D_{\mathrm{i}}=\frac{\omega}{E_{\mathrm{i}} v_{\mathrm{i}}^{2}} \int_{0}^{\pi} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}} \int_{0}^{\pi} Y_{\mathrm{fi}} d \phi,  \tag{41}\\
Y_{\mathrm{fi}}=\left(2-a_{+} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\right)\left[a_{+}-\frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}}\left(\cos \theta_{\mathrm{f}}-\cos \theta_{\mathrm{i}}\right)\right] S_{1} \\
-\left[1+\frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\left(1-a_{+}\right)\right] S_{2}-\frac{\gamma_{0} b_{\mathrm{fi}}}{2}\left(2-a_{+} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\right) S_{3}  \tag{42}\\
\quad-\varepsilon_{1}^{2}\left\{\frac{1}{4}\left[1-4 \frac{m^{2}\left|\mathbf{p}_{\mathbf{i}}\right|}{E_{\mathrm{i}}^{3}} \cos \theta_{\mathrm{f}}\right] S_{1}^{S_{1}}\right. \\
S_{1}=\sum_{l=1}^{\infty} \frac{l^{2}}{b_{l}^{3}} J_{l}^{2}\left(\gamma_{0} a_{l}\right), \quad S_{2}=\sum_{l=1}^{\infty} \frac{l^{2}}{b_{l}^{2}} J_{l}^{2}\left(\gamma_{0} a_{l}\right), \\
S_{3}=\sum_{l=1}^{\infty} \frac{2 l^{2}}{a_{l} b_{l}^{2}} J_{l}\left(\gamma_{0} a_{l}\right) J_{l}^{\prime}\left(\gamma_{0} a_{l}\right), \tag{43}
\end{gather*}
$$

$$
\begin{gather*}
S_{1}^{\prime}=\sum_{l=1}^{\infty} \frac{l^{4}}{b_{l}^{3}} J_{l}^{2}\left(\gamma_{0} a_{l}\right), \quad S_{2}^{\prime}=\sum_{l=1}^{\infty} \frac{l^{4}}{b_{l}^{2}} J_{l}^{2}\left(\gamma_{0} a_{l}\right)  \tag{44}\\
S_{3}^{\prime}=\sum_{l=1}^{\infty} \frac{2 l^{4}}{a_{l} b_{l}^{2}} J_{l}\left(\gamma_{0} a_{l}\right) J_{l}^{\prime}\left(\gamma_{0} a_{l}\right)
\end{gather*}
$$

In (43) and (44), $J_{l}^{\prime}(x)$ is the derivative of the Bessel function $J_{l}(x)$ with respect to the argument. When calculating the sums (43) and (44), we will take into account that, for medium fields (29), the arguments of the Bessel functions are on the order of unity and that the effective values of the integer parameter $l$ are small; moreover, in (37) and (38), the terms proportional to $\varepsilon_{l}^{2}$, which are important in a small neighborhood of the singular point, are small. Therefore, we will carry out calculations in two steps: away from the singular point, where we can set

$$
\begin{equation*}
b_{l} \approx a_{+}, \quad a_{l} \approx f_{0}, \quad\left(\left|a_{+}\right| \sim 1,\left|f_{0}\right| \sim 1\right) \tag{45}
\end{equation*}
$$

and in a small neighborhood of the singular point, where

$$
\begin{equation*}
\left|b_{l}\right| \ll 1, \quad\left|a_{l}\right| \ll 1 \tag{46}
\end{equation*}
$$

we then match these two solutions. For example, in the domains (45) and (46), we obtain the following solutions for the sums $S_{1}$ and $S_{1}^{\prime}$, respectively [15]:

$$
\begin{gather*}
S_{1} \approx \frac{1}{a_{+l=1}^{3}} \sum^{\infty} l^{2} J_{l}^{2}\left(\gamma_{0} f_{0}\right)=\frac{\left(\gamma_{0} f_{0}\right)^{2}}{4 a_{+}^{3}},  \tag{47}\\
S_{1}^{\prime} \approx \frac{1}{a_{+l=1}^{3}} \sum_{l=1}^{\infty} l^{4} J_{l}^{2}\left(\gamma_{0} f_{0}\right)=\frac{\left(\gamma_{0} f_{0}\right)^{2}}{4 a_{+}^{3}}\left[1+\frac{3}{4}\left(\gamma_{0} f_{0}\right)^{2}\right]
\end{gather*}
$$

and

$$
\begin{align*}
& S_{1} \approx \frac{1}{b_{1}^{3}} J_{1}^{2}\left(\gamma_{0} a_{1}\right) \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{3}}  \tag{48}\\
& S_{1}^{\prime} \approx \frac{1}{b_{1}^{3}} J_{1}^{2}\left(\gamma_{0} a_{1}\right) \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{3}}
\end{align*}
$$

Here, $b_{1}$ and $a_{1}$ are the values of the functions $b_{l}$ (37) and $a_{l}$ (38) for $l=1$. Note that, in formulas (47), the summation is extended to infinity owing to the rapid convergence of the sums, whereas, in (48) one can restrict the summation to a single term with $l=1$ because of the small value of the argument of the Bessel functions. Solutions (47) and (48) can easily be sewn
together for the entire range of angles of the outgoing electron. As a result, we obtain

$$
\begin{equation*}
S_{1} \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{3}}, \quad S_{1}^{\prime} \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{3}}\left[1+\frac{3}{4}\left(\gamma_{0} a_{1}\right)^{2}\right] \tag{49}
\end{equation*}
$$

By analogy, we calculate the following values for other sums:

$$
\begin{gather*}
S_{2} \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{2}}, \quad S_{2}^{\prime} \approx \frac{\left(\gamma_{0} a_{1}\right)^{2}}{4 b_{1}^{2}}\left[1+\frac{3}{4}\left(\gamma_{0} a_{1}\right)^{2}\right]  \tag{50}\\
S_{3} \approx \frac{\gamma_{0}}{2 b_{1}^{2}}, \quad S_{3}^{\prime} \approx \frac{\gamma_{0}}{2 b_{1}^{2}}\left[1+\frac{3}{2}\left(\gamma_{0} a_{1}\right)^{2}\right] \tag{51}
\end{gather*}
$$

Substituting (49)-(51) into (42), we obtain the following expression for the function $D_{\mathrm{i}}(41)$ :

$$
\begin{equation*}
D_{\mathrm{i}}=\frac{\omega E_{\mathrm{i}}}{4 \mathbf{p}_{\mathrm{i}}^{2}} \gamma_{0}^{2} B_{\mathrm{i}} \tag{52}
\end{equation*}
$$

where

$$
\begin{gather*}
B_{\mathrm{i}}=\int_{0}^{\pi} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}} \int_{0}^{\pi} H_{\text {middle }} d \phi  \tag{53}\\
H_{\text {middle }}=\frac{1}{b_{1}^{2}}\left(2-a_{+} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\right) \\
\times\left\{\frac{a_{1}^{2}}{b_{1}}\left[a_{+}-\frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}}\left(\cos \theta_{\mathrm{f}}-\cos \theta_{\mathrm{i}}\right)\right]-b_{\mathrm{fi}}\right\}  \tag{54}\\
G_{\mathrm{fi}}=\frac{a_{1}^{2}}{4 b_{1}^{3}}\left(1+\frac{a_{1}^{2}}{b_{1}^{2}}\left[1+\frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\left(1-a_{+}^{2}\right)\right]-\varepsilon_{1}^{2} a_{1}^{2}\right)\left(1-4 \frac{m^{2}\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}^{3}} \cos \theta_{\mathrm{f}}\right) \\
-\frac{1}{4 b_{1}^{2}}\left(1+\frac{3}{2} \gamma_{0}^{2} a_{1}^{2}\right)\left(\frac{m}{\kappa_{\mathrm{f}} E_{\mathrm{i}}}\right)^{4} \\
\times\left(3-\frac{2 m^{2}}{\kappa_{\mathrm{f}} E_{\mathrm{i}}^{2}}\right) \sin ^{2} \theta_{\mathrm{f}} . \tag{55}
\end{gather*}
$$

We emphasize that, in the expression for $H_{\text {middle }}$ (54), the function $G_{\mathrm{fi}}(55)$, which is proportional to the small quantity $\varepsilon_{1}^{2} \ll 1$, makes a substantial contribution to the integral (53) only when integrating over the neighborhood of the singular point (when an electron is scattered by zero angle), where $\left|G_{\mathrm{fi}}\right| \sim \varepsilon_{1}^{-4}$ and $\varepsilon_{1}^{2}\left|G_{\mathrm{fi}}\right| \sim \varepsilon_{1}^{-2} \gtrdot 1$. Substituting expressions (52)-(55) into (26) and (27),
we obtain the required expressions for the total cross section of SEAB and for the amplification factor of a wave for medium and weak fields (29) in the general relativistic case:

$$
\begin{gather*}
\sigma_{\mathrm{t}}=Z^{2} r_{\mathrm{e}}^{2}\left(\frac{m}{\mathbf{p}_{\mathrm{i}}}\right)^{4} \frac{E_{\mathrm{i}}}{\omega} \eta^{2} B_{\mathrm{i}},  \tag{56}\\
\mu=\mu_{0}\left(\frac{m}{\left|\mathbf{p}_{\mathrm{i}}\right|}\right)^{3} B_{\mathrm{i}} . \tag{57}
\end{gather*}
$$

Note that, in the case of weak fields $\left(\gamma_{0} \ll 1\right)$,

$$
\begin{equation*}
\eta \ll \frac{\omega}{m v_{i}} \ll 1, \tag{58}
\end{equation*}
$$

one can neglect the term proportional to $\left(\gamma_{0} a_{1}\right)^{2} \ll 1$ in (55), and the function $G_{\mathrm{fi}}$ takes the form

$$
\begin{align*}
& G_{\mathrm{fi}}=\frac{a_{1}^{2}}{4 b_{1}^{3}}\left(1-4 \frac{m^{2}\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}}^{3}} \cos \theta_{\mathrm{f}}\right)  \tag{59}\\
& -\frac{1}{4 b_{1}^{2}}\left(\frac{m}{\kappa_{\mathrm{f}} E_{\mathrm{i}}}\right)^{4}\left(3-\frac{2 m^{2}}{\kappa_{\mathrm{f}} E_{\mathrm{i}}^{2}}\right) \sin ^{2} \theta_{\mathrm{f}} .
\end{align*}
$$

Therefore, the function $B_{\mathrm{i}}$ defined by expressions (53), (54), and (59) does not depend on the field intensity but is determined only by the initial parameters of the electron (its energy and the polar angle of the incident electron) and the wave frequency.

For medium fields ( $\gamma_{0} \approx 1$ ), the function $B_{\mathrm{i}}(53)-(55)$ weakly depends on the Bunkin-Fedorov quantum parameter $\gamma_{0}$, which enters only into the function $G_{\mathrm{f}}$. The function $G_{f \mathrm{i}}$ makes a significant contribution to the integral (53) only in a small neighborhood of angles when the electron is scattered by zero angle; therefore, $\left|a_{1}\right| \ll 1$. Hence, the product $\gamma_{0}^{2} a_{1}^{2}$ takes significant values in a certain range of angles in a small neighborhood of the singular point and may influence the function $B_{\mathrm{i}}$ only on the upper boundary of the applicability domain of the expressions obtained, where $\gamma_{0}^{2} \gtrdot 1$ (but $\gamma_{0} \approx 1$ ). Therefore, in the general relativistic case, the total cross section of SEAB (56) in the range of medium fields is proportional to the square of the electric field strength of the wave ( $\sigma_{t} \propto F^{2}$ ), and the amplification (attenuation) factor (57) of the wave is virtually independent of the field strength (see Fig. 6 below). Formulas (53)(55) show that the function $B_{\mathrm{i}}$ weakly depends on the energy of electrons (this result is confirmed by the numerical calculations of $B_{\mathrm{i}}$ for various electron velocities; see Figs. 1-3 and 6 below). Therefore, the dependence of the amplification factor of the wave on the


Fig. 1. Amplification (attenuation) factor $\mu$ (62) as a function of the polar angle of an incident nonrelativistic electron with energy $E_{\mathrm{i}} \approx 2.5 \mathrm{keV}$ in the range of medium fields of a laser: $\omega=2 \mathrm{eV}$ and $F=1.04 \times 10^{6} \mathrm{~V} / \mathrm{cm}$. The dashed curve corresponds to the dipole approximation (see (63)-(66)), and the solid curve is obtained outside the applicability domain of the dipole approximation (see (53)-(55)). The range of polar angles in which $\mu>0(\mu<0)$ corresponds to the amplification (attenuation) of light.
electron energy is primarily determined by the coefficient of the function $B_{\mathrm{i}}$ (see (57)); i.e.,

$$
\begin{gather*}
\mu \propto\left(\frac{m}{\left|\mathbf{p}_{\mathrm{i}}\right|}\right)^{3} \\
\propto\left\{\begin{array}{l}
v_{1}^{-3} \gtrdot 1, \text { if } v_{\mathrm{i}} \ll 1, \\
1, \text { if } E_{\mathrm{i}} \approx m, \\
\left(m / E_{\mathrm{i}}\right)^{3} \ll 1, \text { if } E_{\mathrm{i}} \gg m
\end{array}\right. \tag{60}
\end{gather*}
$$

Hence, the amplification factor of the wave attains its maximum value for nonrelativistic electrons. It rapidly decays as the electron energy increases.

For nonrelativistic electrons, the expressions for the total cross section (56) and the amplification factor of the wave (57) reduce to

$$
\begin{gather*}
\sigma_{\mathrm{t}}=\left(\frac{Z e^{2}}{m v_{\mathrm{i}}^{2}}\right)^{2} \frac{m}{\omega} \eta^{2} B_{\mathrm{i}}  \tag{61}\\
\mu=\mu_{0} v_{\mathrm{i}}^{-3} B_{\mathrm{i}} \tag{62}
\end{gather*}
$$

One can easily show that, in the dipole approximation, the function $B_{\mathrm{i}}(53)$ becomes symmetric with respect to

$\theta_{i}$
Fig. 2. Amplification (attenuation) factor $\mu$ ((57) and (53)(55)) as a function of the polar angle of an incident relativistic electron in the range of medium fields of a laser: $\omega=$ 2 eV and $F=1.04 \times 10^{6} \mathrm{~V} / \mathrm{cm}$. The dashed curve corresponds to electron energy of $E_{\mathrm{i}} \approx 0.58 \mathrm{MeV}$, and the solid curve, to $E_{\mathrm{i}} \approx 0.70 \mathrm{MeV}$. The range of polar angles in which $\mu>0(\mu<0)$ corresponds to the amplification (attenuation) of light.
the value $\theta_{i}=\pi / 2$ of the polar angle of the incident electron and takes the form

$$
\begin{equation*}
B_{\mathrm{i}}=\int_{0}^{\pi / 2} d \theta_{\mathrm{f}} \sin \theta_{\mathrm{f}} \int_{0}^{\pi} H_{0} d \phi \tag{63}
\end{equation*}
$$

where

$$
\begin{gathered}
H_{0}=a_{1}^{2}\left[\frac{1}{b_{+}^{2}}\left(\frac{2 a_{+}}{b_{+}}-1\right)+\frac{1}{b_{-}^{2}}\left(\frac{2 a_{-}}{b_{-}}-1\right)\right] \\
-2 b_{\mathrm{fi}}\left(\frac{1}{b_{+}^{2}}+\frac{1}{b_{-}^{2}}\right) \\
-\frac{\varepsilon_{1}^{2}}{4}\left\{a_{1}^{2}\left(1+\frac{3}{4} \gamma_{0}^{2} a_{1}^{2}\right)\left(\frac{1}{b_{+}^{3}}+\frac{1}{b_{-}^{3}}\right)\right. \\
- \\
\left.\sin ^{2} \theta_{\mathrm{f}}\left(1+\frac{3}{2} \gamma_{0}^{2} a_{1}^{2}\right)\left(\frac{1}{b_{+}^{2}}+\frac{1}{b_{-}^{2}}\right)\right\}
\end{gathered}
$$

$$
\begin{gather*}
b_{ \pm}=a_{ \pm}+\frac{1}{8} \varepsilon_{1}^{2}, \quad a_{1}=\sqrt{f_{0}^{2}+\frac{\varepsilon_{1}^{2}}{4} \sin ^{2} \theta_{\mathrm{f}}}  \tag{65}\\
\varepsilon_{1}=\frac{2 \omega}{m v_{\mathrm{i}}^{2}} \\
f_{0}^{2}=\left(\sin \theta_{\mathrm{f}}-\sin \theta_{\mathrm{i}} \cos \phi\right)^{2}+\sin ^{2} \theta_{\mathrm{i}} \sin ^{2} \phi  \tag{66}\\
b_{\mathrm{fi}}=\sin \theta_{\mathrm{f}}\left(\sin \theta_{\mathrm{f}}-\sin \theta_{\mathrm{i}} \cos \phi\right)
\end{gather*}
$$

The quantities $a_{ \pm}$in (65) are determined by equation (36). Note that Eqs. (61)-(66) coincide with similar expressions obtained in [10] in the dipole approximation in the case of a weak field, when $\gamma_{0} \ll 1$.

Figure 1 represents the amplification (attenuation) factor of a wave as a function of the polar angle of incident nonrelativistic electrons $\left(v_{i}=0.1\right)$ in the range of medium fields (29) ( $\eta=2 \times 10^{-5}$ and $\gamma_{0}=0.5$ ) outside the applicability domain of the dipole approximation (see (62) and (53)-(55)) and in the dipole approximation (see (62) and (63)-(66)). One can see that, due to the nondipole character of the interaction between the electron and the field of the wave, the amplification factor versus the polar angle of the incident electron becomes nonsymmetric with respect to its maximum value, and the maximum moves toward smaller angles ( $90^{\circ} \longrightarrow 84^{\circ}$ ). It is noteworthy that the maximum of the amplification factor of the wave is determined by the angle of the incident electron, which satisfies the relation

$$
\begin{equation*}
\theta_{\mathrm{i}}=\theta_{\max }, \quad \theta_{\max } \approx \arccos v_{\mathrm{i}} \tag{67}
\end{equation*}
$$

The range of angles of the incident electron in which the amplification of electromagnetic radiation occurs is given by $53^{\circ} \leq \theta_{\mathrm{i}} \leq 115^{\circ}$. Outside this interval, the wave is absorbed in medium fields.

Figure 2 represents the amplification factor of the wave ((57) and (53)-(55)) as a function of the polar angle of incident relativistic electrons ( $v_{\mathrm{i}}=0.5,0.7$ ) for a wave intensity of $\eta=2 \times 10^{-5}\left(\gamma_{0}=2.5,3.5\right)$. One can see that the maximum of the amplification factor rapidly decreases (see (60)) as the electron energy increases. A comparison of $\mu_{\max }$ for electron velocities of $v_{i}=0.1$ (see Fig. 1) and $v_{i}=0.5$ (Fig. 2) shows that the amplification factor decreases nearly by two orders of magnitude. In this case, the position of $\mu_{\text {max }}$ shifts toward smaller angles (see (67)), and the interval of angles in which amplification of the wave occurs becomes narrower. For example, for $v_{i}=0.5$, we have $\theta_{\max } \approx 55^{\circ}$ and $38^{\circ} \leq \theta_{\mathrm{i}} \leq 84^{\circ}$, whereas, for $v_{\mathrm{i}}=0.7$, we have $\theta_{\max } \approx 46^{\circ}$ and $30^{\circ} \leq \theta_{\mathrm{i}} \leq 54^{\circ}$. As the electron energy increase further, the position of $\mu_{\max }$ shifts to the origin (see (67), the interval of angles in which amplification occurs becomes still narrower, and the absolute value of $\mu_{\text {max }}$ sharply decreases. Hence, the effect of wave amplification manifests itself largely for nonrela-
tivistic and relativistic electron energies (for ultrarelativistic energies, it becomes small).

## 4. AMPLIFICATION FACTOR OF A WAVE FOR MODERATELY STRONG FIELDS

Now, consider the case of a moderately strong field $\left(1 \ll \gamma_{0} \ll \varepsilon_{1}^{-1}\right)$, when the wave intensity satisfies the condition

$$
\frac{\omega}{m v_{\mathrm{i}}} \ll \eta \ll\left\{\begin{array}{l}
v_{\mathrm{i}}, \text { if } v_{\mathrm{i}} \ll 1,  \tag{68}\\
1, \text { if } E_{\mathrm{i}} \gtrless m .
\end{array}\right.
$$

Under condition (68), $\left|\varepsilon_{l}\right| \ll 1$ for all possible values of the number of emitted and absorbed photons that make the main contribution to sum (28). Therefore, we can restrict ourselves to the first-order terms in the Taylor series expansion of the functions $\rho_{l}, \Psi_{l}, g_{l}^{-2}$, and $f_{l}$ in (28) (see (31)-(34)) in the small parameter $\left|\varepsilon_{l}\right|$. In this case, the expansion of the Bessel function (35) is not valid. For moderately strong fields (68), the argument of the Bessel function is large compared with $|l|$ everywhere except for a small neighborhood of angles of the outgoing electron, where

$$
\begin{equation*}
f_{0} \leqq \frac{|l|}{\gamma_{0}} . \tag{69}
\end{equation*}
$$

In the range of angles of the outgoing electron where

$$
\begin{equation*}
f_{0} \gg \frac{|l|}{\gamma_{0}} \tag{70}
\end{equation*}
$$

we can use the following asymptotic expression for large values of the argument for the Bessel function (28):

$$
\begin{align*}
J_{l}^{2}\left(\gamma_{0} f_{l}\right) & \approx \frac{2}{\pi \gamma_{0} f_{l}} \cos ^{2}\left(\gamma_{0} f_{l}-\frac{\pi}{2} l-\frac{\pi}{4}\right) \\
& \approx \frac{1}{\pi \gamma_{0} f_{0}}\left(1+\varepsilon_{l} \frac{b_{\mathrm{fi}}}{2 f_{0}^{2}}\right) . \tag{71}
\end{align*}
$$

Here, we averaged the squared cosine over fast oscillations in the integral in (28) and took into account expansion (34) of the function $f_{l}$.

For the range of small scattering angles of the final electron, where $f_{0} \ll 1\left(f_{0} \gamma_{0} \leq 1\right)$, the asymptotic expression for the squared Bessel function (71) is not valid. This situation occurs in a small neighborhood of the scattering angle when an electron is scattered by zero angle and outside the Bunkin-Fedorov kinematic domain (see the text after formula (10)). This kinematic domain was studied in detail in [12] (see also [13]) and is determined by the scattering of an electron that occurs practically in a single plane formed by the initial momentum of the electron and the propagation vector


Fig. 3. Amplification factor of a wave ((62) and (79)) as a function of the polar angle of an incident nonrelativistic electron with energy $E_{\mathrm{i}} \approx 2.5 \mathrm{keV}$ in a moderately strong field of a laser ( $\omega=2 \mathrm{eV}$ ). The field strength is (1) $F=$ $1.04 \times 10^{8}$, (2) $5.20 \times 10^{8}$, and (3) $2.60 \times 10^{9} \mathrm{~V} / \mathrm{cm}$; the dashed curve corresponds to a medium field of $F=1.04 \times$ $10^{6} \mathrm{~V} / \mathrm{cm}$ (see (53)-(55)). The range of polar angles in which $\mu>0(\mu<0)$ corresponds to the amplification (attenuation) of light.
of the wave. The appropriate azimuths are equal to (with regard to small smearing of $\Delta \varphi_{\mathrm{f}}$ )

$$
\begin{equation*}
\varphi_{\mathrm{f}}=\varphi_{\mathrm{i}} \pm \Delta \varphi_{\mathrm{f}}, \quad \Delta \varphi_{\mathrm{f}} \leqslant 1 / \gamma_{0} \ll 1 \tag{72}
\end{equation*}
$$

and the polar angles are related by the following formula:

$$
\begin{gather*}
\theta_{\mathrm{f}}=\theta_{\mathrm{i}}^{*} \pm \Delta \theta_{\mathrm{f}},  \tag{73}\\
\theta_{\mathrm{i}}^{*}=2 \arctan \left[\frac{\left(E_{\mathrm{i}}-\left|\mathbf{p}_{\mathrm{i}}\right|\right.}{\left(E_{\mathrm{i}}+\left|\mathbf{p}_{\mathrm{i}}\right|\right)} \tan ^{-1} \frac{\theta_{\mathrm{i}}}{2}\right], \\
\Delta \theta_{\mathrm{f}} \leqslant \frac{1}{\gamma_{0}} \ll 1 .
\end{gather*}
$$

Therefore, when integrating over the angles of the outgoing electron, where $f_{0} \leqslant \gamma_{0}^{-1} \ll 1$, one should calculate the amplification factor of the wave by the formula for medium fields (57) and (53)-(55). Formula (73) implies that each angle of the incident electron corresponds to a certain angle of the outgoing electron, and the equation $\theta_{\mathrm{f}}=\theta_{\mathrm{i}} \pm \Delta \theta_{\mathrm{f}}$ (i.e., the angle of the outgoing electron belongs to a certain neighborhood of the scattering by zero angle) holds only under condition (67).


Fig. 4. Amplification factor $\mu$ of a wave ((57) and (79)) as a function of the polar angle of an incident relativistic electron with energy $E_{\mathrm{i}}=0.58 \mathrm{MeV}$ in a moderately strong field of a laser $(\omega=2 \mathrm{eV})$. The dot-and-dash curve corresponds to a field intensity of $F=5.20 \times 10^{8} \mathrm{~V} / \mathrm{cm}$, the solid curve, to $F=2.60 \times 10^{9} \mathrm{~V} / \mathrm{cm}$, and the dashed curve, to a medium field of $F=1.04 \times 10^{6} \mathrm{~V} / \mathrm{cm}$ (see (53)-(55)). The range of polar angles in which $\mu>0(\mu<0)$ corresponds to the amplification (attenuation) of light.

Taking into account expressions (31)-(33) for the functions $\rho_{l}, \Psi_{l}$, and $g_{l}^{-2}$ and (71) for the squared Bessel function, after straightforward calculations we can rewrite expression (28) for $D_{\mathrm{i}}$ (up to the first order terms in $\varepsilon_{l}$ ) as

$$
\begin{equation*}
D_{\mathrm{i}}=-\frac{3 \varepsilon_{1}}{4 \gamma_{0}} \int_{0}^{\pi} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}} \int_{0}^{\pi} S \frac{H_{\text {strong }}}{f_{0}^{3}} d \phi . \tag{74}
\end{equation*}
$$

Here,

$$
\begin{gather*}
S=\sum_{l=1}^{f_{0} \gamma_{0}} l^{2} \xi\left(f_{0}-\frac{l}{\gamma_{0}}\right) \approx \int_{1}^{f_{0} \gamma_{0}} l^{2} \xi\left(f_{0}-\frac{l}{\gamma_{0}}\right) d l,  \tag{75}\\
H_{\text {strong }}=\frac{2}{3 \pi a_{+}^{2}}\left\{\left(2-a_{+} \frac{\mathbf{p}_{\mathrm{i}}^{2}}{E_{\mathrm{i}}^{2}}\right)\right.  \tag{76}\\
\left.\times\left[f_{0}^{2} \frac{\left|\mathbf{p}_{\mathrm{i}}\right|}{E_{\mathrm{i}} a_{+}}\left(\cos \theta_{\mathrm{f}}-\cos \theta_{\mathrm{i}}\right)-\frac{b_{\mathrm{fi}}}{2}\right]-f_{0}^{2 \frac{m^{2}}{E_{\mathrm{i}}^{2}}}\right\} .
\end{gather*}
$$

Formula (75) contains the Heaviside function $\xi(x)$ under the summation sign; it allows us to take into
account conditions (69) and (70) when summing over $l$. Let us choose the Heaviside function as

$$
\begin{align*}
\xi\left(f_{0}-\frac{l}{\gamma_{0}}\right) & =\lim _{\alpha \rightarrow \infty}\left[\frac{1}{2}+\frac{1}{\pi} \arctan \alpha\left(f_{0}-\frac{l}{\gamma_{0}}\right)\right] \\
& = \begin{cases}1, & f_{0}>l / \gamma_{0} \\
0, & f_{0}<l / \gamma_{0}\end{cases} \tag{77}
\end{align*}
$$

then, we can easily calculate the integral in (75):

$$
\begin{equation*}
S \approx-\frac{1}{6}\left(f_{0} \gamma_{0}\right)^{3} . \tag{78}
\end{equation*}
$$

Taking into account (74) and (78), we can reduce the expressions for the total cross section and for the amplification (attenuation) factor to forms (56) and (57), respectively, in which

$$
\begin{gather*}
B_{\mathrm{i}}=\int_{0}^{\pi} \sin \theta_{\mathrm{f}} d \theta_{\mathrm{f}} \int_{0}^{\pi} H d \phi,  \tag{79}\\
H= \begin{cases}H_{\text {strong }}, & f_{0} \gamma_{0} \geqslant 1, \\
H_{\text {middle }}, & f_{0} \gamma_{0} \leqslant 1 .\end{cases}
\end{gather*}
$$

Here, the expressions for the functions $H_{\text {strong }}$ and $H_{\text {middle }}$ are given by (76) and (54). Note that, for $\gamma_{0} \leqslant 1$, the expression for the amplification factor obtained in the range of moderately strong fields (see formulas (57) and (79)) reduces to the formulas for medium fields (57) and (53); i.e., it describes the amplification factor of the wave in the entire range of field intensities $\eta \ll v_{i}$.

Taking into account (67), we can write out an approximate expression for the maximal amplification factor of the wave as a function of the electron velocity:

$$
\begin{gather*}
\mu_{\max }=\mu_{0}\left(\frac{m}{\left|\mathbf{p}_{\mathrm{i}}\right|}\right)^{3} B_{\mathrm{imax}}  \tag{80}\\
\left.B_{i \max } \approx B_{\mathrm{i}}\right|_{\theta_{\mathrm{i}}}=\arccos v_{\mathrm{i}}
\end{gather*}
$$

Here, the formula for $B_{i \max }$ is determined by the function $B_{\mathrm{i}}(79)$ in which the angle of the incident electron satisfies condition (67).

Figures 3 and 4 represent the amplification factor of the wave (57), (79) as a function of the polar angles of incident nonrelativistic ( $v_{\mathrm{i}}=0.1$ ) and relativistic ( $\mathrm{v}_{\mathrm{i}}=$ 0.5 ) electrons, respectively, in the range of moderately strong fields for various intensities of the wave (in Fig. 3, curve $l$ corresponds to $\eta=2 \times 10^{-3}$ and $\gamma_{0}=50$; curve 2 corresponds to $\eta=10^{-2}$ and $\gamma_{0}=250$, and curve 3 corresponds to $\eta=5 \times 10^{-2}$ and $\gamma_{0}=1250$; in Fig. 4, the dot-and-dash curve corresponds to $\eta=10^{-2}$ and $\gamma_{0}=1250$, and the solid curve corresponds to $\eta=$ $5 \times 10^{-2}$ and $\gamma_{0}=6250$ ). One can see that the position of the maximum of the amplification factor does not


Fig. 5. The maximal amplification factor $\mu_{\max }$ (80) as a function of the velocity of the initial electron for a medium and a moderately strong laser field ( $\omega=2 \mathrm{eV}$ ); the dashed curve corresponds to the field intensity of $F=1.04 \times 10^{6}$, and the solid curve, to $F=5.20 \times 10^{8} \mathrm{~V} / \mathrm{cm}$.
depend on the wave intensity and is determined by formula (67). The interval of angles in which the amplification of the wave occurs narrows, and the absolute value of $\mu$ decreases rather slowly. For example, Fig. 3 shows that, as the field intensity increases from $\eta=2 \times$ $10^{-5}$ to $\eta=10^{-2}$, the interval of angles in which $\mu>0$ varies from $53^{\circ} \leq \theta_{\mathrm{i}} \leq 115^{\circ}$ to $63^{\circ} \leq \theta_{\mathrm{i}} \leq 105^{\circ}$, and the maximum of the amplification factor varies from $\mu_{\max } / \mu_{0} \approx 41 \times 10^{3}$ to $\mu_{\text {max }} / \mu_{0} \approx 17 \times 10^{3}$. Thus, as the field intensity increases nearly by three orders of magnitude, $\mu_{\text {max }}$ decreases only by a factor of 2.4. In this case, the total cross section grows quite rapidly, as $\eta^{2}$ (see (61)). A further increase in the field intensity leads to a further decrease in the range of fields in which $\mu>0$, so that, for intensities of $\eta \gg v_{\mathrm{i}}$, the amplification factor becomes negative for all possible polar angles of the incident electron; i.e., as expected, the effect of wave amplification vanishes (the wave is only absorbed). Figure 5 shows the maximum of the amplification factor of the wave, $\mu_{\text {max }}(80)$, as a function of the velocity of the initial electron for medium and moderately strong fields. One can see that $\mu_{\text {max }}$ attains its maximal values for medium fields and nonrelativistic electron energies and rapidly decreases as the electron velocity increases (60). Figure 6 represents the function $B_{\text {imax }}$ (80) versus the wave intensity $\eta$ for relativistic and nonrelativistic energies of electrons. One can see that, for a given energy of electrons, the amplification factor of the wave attains its maximum in the range of medium fields and remains virtually constant ( $\mu_{\max } \approx$


Fig. 6. The function $B_{\text {imax }}(80)$ versus the intensity of a laser field $\eta(\omega=2 \mathrm{eV})$. The dashed curve corresponds to electron energy of $E_{\mathrm{i}} \approx 0.58 \mathrm{MeV}$, and the solid curve, to $E_{\mathrm{i}} \approx$ 2.5 keV .
const), whereas, in the range of moderately strong fields, $\mu_{\text {max }}$ monotonically decreases.

Let us estimate the amplification factor of the wave. Unfortunately, in the range of optical frequencies and for ordinary concentrations of electron beams, the amplification factor is small. For example, for $Z=1$, $\omega=2 \mathrm{eV}, n_{\mathrm{e}}=3 \times 10^{11} \mathrm{~cm}^{-3}$, and $n_{\mathrm{i}}=10^{19} \mathrm{~cm}^{-3}$, formula (27) yields $\mu_{0} \approx 1.65 \times 10^{-16} \mathrm{~cm}^{-1}$. Then, for polar angles of incident nonrelativistic electrons near $\theta_{\mathrm{i}} \approx$ $84^{\circ}, \mu \approx 0.7 \times 10^{-11} \mathrm{~cm}^{-1}$ in the range of medium fields (see Fig. 3). Considerable values of the amplification factor for laser light can be obtained with electron beams with sufficiently high concentration of electrons. For example, for an electron beam of $I \approx 10 \mathrm{kA}$ [16] with a kinetic energy of $E=2.5 \mathrm{keV}$ and a beam diameter $\lambda \approx 0.6 \mu \mathrm{~m}$, the concentration of electrons is $n_{\mathrm{e}} \approx$ $7.4 \times 10^{21} \mathrm{~cm}^{-3}$. For this concentration of nonrelativistic electrons, we obtain $\mu_{0} \approx 4 \times 10^{-6} \mathrm{~cm}^{-1}$, and the amplification factor of laser light near $\theta_{\mathrm{i}} \approx 84^{\circ}$ is equal to $\mu \approx 0.16 \mathrm{~cm}^{-1}$.

Note that such high concentrations of electrons can be achieved in a plasma in a very strong static electric field. In such a plasma, strong collisionless instabilities may occur that may mask the amplification of a wave due to collisions. Therefore, in order to observe the effect of amplification of laser light in such a plasma, one has to create conditions under which collisionless instabilities are suppressed.

We emphasize that, in the case of a linearly polarized electromagnetic wave, in addition to the quantum multiphoton parameter $\gamma_{0}$ (3), we have a quantum parameter $\beta_{0}=\eta^{2} m v_{i} / \omega$ in this problem (for nonrelativistic electron energies in the dipole approximation, $\beta_{0}=0$ ). Therefore, instead of the Bessel functions that determine the probability of multiphoton processes, we have so-called generalized Bessel functions ( $J_{l}\left(\gamma_{0}\right) \longrightarrow$ $J_{l}\left(\gamma_{0}, \beta_{0}\right)$ ), which were studied in detail by Reiss [17]. As a result, the calculation of the amplification (attenuation) factor of a wave is significantly complicated compared with then case of a circularly polarized wave. Here, the qualitative behavior of the amplification factor of the wave as a function of the field strength for circular and linear polarizations remains the same.

## 5. CONCLUSIONS

Thus, we have studied the amplification of a wave during the scattering of a relativistic electron by a nucleus in the field of a circularly polarized light wave of weak, medium, and moderately strong intensities. The results obtained complement the available results that were obtained by calculating the amplification (attenuation) factor of a linearly polarized electromagnetic wave in two limit cases: for weak and strong fields.

The results of the study can be summarized as follows.

1. The amplification of a circularly polarized electromagnetic wave occurs in a definite range of angles of the incident electron with respect to the propagation direction of the wave and essentially depends on the electron energy and the field intensity.
2. The maximal amplification of laser light occurs in the case of nonrelativistic electrons in the range of medium fields (29). In this case, the diagram of the amplification factor of the wave versus the polar angle of the incident electron has a pronounced peak (whose position is approximately defined by (67)) and is characterized by the maximal interval of angles in which $\mu>0$.
3. As the electron energy increases for a given field intensity, the position of the peak $\mu_{\text {max }}$ shifts toward smaller angles $\left(\theta_{\max } \approx 84^{\circ}\right.$ for nonrelativistic electrons and $\theta_{\text {max }} \longrightarrow 0^{\circ}$ for ultrarelativistic electrons; see Figs. 1 and 2), while its magnitude decreases as $\left(m /\left|\mathbf{p}_{i}\right|\right)^{3}$.
4. As the field intensity increases for a given electron energy, the position of the peak $\mu_{\text {max }}$ remains virtually unchanged with respect to the polar angles of the incident electron; however, its absolute value decreases, and the interval of angles in which $\mu>0$ becomes narrower. The latter processes are rather slow (when the field intensity increases by several orders of magnitude, $\mu_{\text {max }}$ decreases only by several times; see Figs. 3 and 4).
5. In the range of medium fields, the maximal amplification factor is virtually constant ( $\mu_{\text {max }} \approx$ const), and it monotonically decreases only in moderately strong fields (see Fig. 6).
6. For high intensities of the field, when $\eta \gg v_{\mathrm{i}}$, the effect of wave amplification vanishes, as should be expected (the wave is only absorbed).
7. The amplification of laser light can be used in practice only for sufficiently high power electron beams.
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#### Abstract

The spectral composition of a relativistically strong uniform nonlinear electromagnetic wave in a transparent collisionless plasma is analyzed. The vortex and potential components of the wave field are shown to contain only odd and even harmonics, respectively; in a transparent plasma, the wave remains quasi-monochromatic, since the intensities of the harmonics decrease exponentially with increasing harmonic number. An equation that includes diffraction effects is derived to describe the propagation of wavepackets. The results obtained are compared with experimental data. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

At present, with the development of femtosecond lasers, it has become possible to produce laser pulses with intensities reaching $10^{19}-10^{21} \mathrm{~W} \mathrm{~cm}^{-2}$ and durations shorter than a picosecond. In the fields of such pulses in a transparent plasma, the electron oscillation velocity approaches the speed of light, and both the motion of a single particle and the collective motions become essentially nonlinear. The latter, in turn, makes the propagation of a laser pulse in plasma a nonlinear process.

The nonlinear interaction of intense laser radiation with plasma has been the subject of many experimental and theoretical studies in the past decade. These include review [1] and papers [2-7]. One of the subjects considered in these papers is the excitation of plasma oscillations after the passage of an intense laser pulse through plasma. For example, it was shown in [7] that only short pulses (the pulse scale length must be much smaller than the plasma wavelength) could effectively excite plasma oscillations if the phasing is proper.

However, an analysis of the radiation at various harmonics in the field of such an intense laser pulse is of greatest interest and richest in possible applications. The unexpectedly high harmonic radiation efficiency detected experimentally [1] suggests that ultraviolet and X-ray sources can be produced on the basis of this phenomenon. Thus, for example, the incoherent radiation of harmonics in the direction opposite to the pulse propagation was theoretically analyzed in [2]. In particular, the results obtained are indicative of a high harmonic generation efficiency. On this basis, the authors proposed a design for a laser synchrotron source of X-ray radiation that differs from known analogs by a number of significant advantages.

In particular, the radiation of harmonics in the direction of laser-pulse propagation was considered in several papers [3-7]. Here, both the harmonic generation efficiency as a function of the pulse duration and the spectral composition of the plasma response and its dependence on the longitudinal component were analyzed. However, for example, in [5], to determine the plasma radiation spectrum, the motion of electrons is considered only in the field of a strictly monochromatic incident wave without including the radiation field of the plasma itself. This approach yields the correct result only for the harmonics no higher than the third harmonic.

In this paper, we also analyze the spectral composition of an intense electromagnetic disturbance propagating in plasma. We consider the problem of a uniform traveling nonlinear wave in a transparent plasma (the electron density $n_{e}$ is much lower than the critical density $n_{\mathrm{cr}}$. In studying the uniform wave, we derive a dispersion relation for it and calculate the approximate amplitudes of its harmonics. Knowing the dispersion relation, in turn, allows us to analyze the dynamics of smoothly nonuniform wavepackets by deriving abridged equations for the pulse envelope from it.

The idea of considering this problem is related to the recently published experimental review [1], which is devoted to studying the forward radiation of high harmonics in a transparent plasma as a relativistically strong laser pulse propagates in it. It was found, in particular, that high harmonics with frequencies that are a significant number of times higher than the frequency of the incident wave, feature prominently in the induced forward radiation. In addition, even harmonics, which are of the same order of magnitude as the odd harmonics when the original wave is circularly polarized, are also present there. The first simple explanation of the results by the authors of this work involves com-
plex electron paths in the field of a relativistic wave. An electron in the field of an intense monochromatic wave is known to describe a complex path in the shape of a figure eight with a rich spectrum, which must seemingly produce a spectrally rich electromagnetic radiation. However, when an ensemble of electrons is considered, their collective radiation in the field of a relativistic wave exhibits no such rich spectrum. The sought-for nonlinear wave represents an intense monochromatic wave along with many weak accompanying transversally polarized harmonics and longitudinal electromagnetic oscillations. The spectrum of such a wave is extremely poor, since each harmonic is several times weaker than a harmonic whose number is smaller by two, which is equal in order of magnitude to $n_{e} / n_{\mathrm{cr}}$.

One can easily explain why the plasma wave is quasi-monochromatic. The complex figure-eight path of an electron in the field of an intense quasi-monochromatic wave is characterized by the longitudinal motion of charged particles. Given that this motion is relativistic, it also leads to a significant electron density nonuniformity. As a result, although the transverse velocity of electrons in relativistically strong fields has many harmonics, the transverse component of the macroscopic current, which is proportional to the product of the density by the transverse velocity of the electron, actually contains only one harmonic [9]. It is for this reason that a uniform nonlinear wave in a plasma is a monochromatic wave accompanied by harmonics, with each succeeding harmonic being much weaker than the preceding one. Note that the polarization of the harmonics is identical to that of the first harmonic.

To solve the formulated problem, we use the hydrodynamic description of a cold plasma by writing the Maxwell vacuum equations for the field in it. The relationship of the macroscopic current and the space charge density to the potentials of the electromagnetic field can be found by considering the problem of the motion of a single electron in the wave field. As a result, we obtain a self-consistent system of equations containing the vector and scalar potentials of the field. This system is described by a Lagrangian that depends only on one small parameter in new variables. The description of this problem by a Lagrangian was discussed in [10]. However, in contrast to this paper, the Lagrangian was obtained in [10] not for the potentials of the electromagnetic field of a nonlinear wave, but for the electron momentum components. In addition, the authors of [10] restricted their analysis of the problem to deriving the Lagrangian, without touching on the determination of the radiation at various harmonics, as in this paper. After analyzing the spectral composition of the nonlinear wave, we consider the coherence of the plasma radiation. Subsequently, we derive a dispersion relation for the nonlinear wave from the system obtained and then an abridged equation describing the propagation of the envelope of a smoothly nonuniform wavepacket.

## 2. CONSTITUTIVE RELATIONS

Let us ascertain how the potentials of an electromagnetic field in plasma are related to the current of the resultant motion of charged particles. To this end, consider the problem of the motion of a relativistic electron in the field of a superposition of plane uniform monochromatic transverse waves with frequencies $m \omega$ ( $m=$ $1,2, \ldots$ ) and wave vectors

$$
m \mathbf{k}=\mathbf{z}_{0} \omega n m / c
$$

( $n=\omega / c k$ is the unknown refractive index of the medium close to 1 ; thus, $\chi=1-n$ is a small parameter of the problem) and longitudinal electromagnetic disturbances at the same frequencies and with the same wave vectors. Passing to a new "time" $\theta=\omega t-k z$ (the phase of the first harmonic is chosen as the latter) in the Lagrangian of this problem, we can easily obtain the Hamiltonian of the problem (the Hamiltonian without the scalar potential was calculated in [9])

$$
\begin{gather*}
H(\theta, \mathbf{w}, u) \\
=-\frac{\sqrt{(u-n f)^{2}+\left(1-n^{2}\right)\left(1+(\mathbf{a}+\mathbf{w})^{2}\right)}}{1-n^{2}}-\frac{c f}{\omega}  \tag{1}\\
+\frac{c n(u-n f)}{\omega\left(1-n^{2}\right)}=-\frac{c}{\omega}(\gamma+f)
\end{gather*}
$$

Here,

$$
\begin{gathered}
u=-p_{z} / m c+n \gamma(\theta)+n f(\theta), \\
\mathbf{w}=-\mathbf{p}_{\perp} / m c-\mathbf{a}(\theta)
\end{gathered}
$$

are the new momenta of the problem,

$$
\begin{aligned}
& \mathbf{a}(\theta)=e \mathbf{A} / m c^{2}=\sum_{l=-\infty}^{\infty} \mathbf{a}_{l} e^{i l \theta}, \\
& f(\theta)=e \varphi / m c^{2}=\sum_{l=-\infty}^{\infty} f_{l} e^{i l \theta}
\end{aligned}
$$

are the normalized vector and scalar potentials of the field, and $\gamma$ is the gamma-factor of the electron. Knowing the Hamiltonian, we can now derive expressions for the electron velocity (in the new time), i.e., determine its path.

Since the Hamiltonian does not depend explicitly on the coordinates, the momenta $u$ and $\mathbf{w}$ do not change during the electron motion. Based on the properties of the solution for the wave potentials described above, we can easily obtain the relationship between these integrals of motion and the electron drift momenta $\mathbf{p}^{\mathrm{dr}}$

$$
\begin{gather*}
\mathbf{w}=-\left\langle\mathbf{p}_{\perp}\right\rangle_{\theta} / m c=-\mathbf{p}_{\perp}^{\mathrm{dr}} / m c,  \tag{2}\\
u-n f_{0} \approx-\frac{p_{z}^{\mathrm{dr}}}{m c}+\sqrt{1+\frac{\left(\mathbf{p}^{\mathrm{dr}}\right)^{2}}{m^{2} c^{2}}+\left\langle a^{2}\right\rangle_{\theta}}+O(\chi) . \tag{3}
\end{gather*}
$$

In a frame of reference where the electron is, on average, at rest, these expressions are simplified to (in what follows, we set $f_{0}=0$ )

$$
\begin{gather*}
\mathbf{w}=0  \tag{4}\\
u=\mathscr{E} \approx \sqrt{1+\left\langle a^{2}\right\rangle} . \tag{5}
\end{gather*}
$$

In principle, relations (1)-(3) allow the path of an individual electron in the wave field to be determined. Let us now calculate the current in plasma. To find the spatial distribution of the current, we integrate the expression for the current of a single electron with a drift momentum $\mathbf{p}(|\mathbf{p}| \ll m c)$ over the coordinate of the drift center of its path $\mathbf{r}_{0}$ at the initial time (using this approach requires making a transition from the sum over the particles to an integral over the drift centers, which is possible if the induced radiation is coherent). We assume that the electron motion is described by the expression

$$
\mathbf{r}(t)=\mathbf{r}_{0}+\delta \mathbf{r}\left(\mathbf{r}_{0}, t\right)
$$

where $\delta \mathbf{r}\left(\mathbf{r}_{0}, t\right)$ is chosen in such a way that $\delta \mathbf{r}\left(\mathbf{r}_{0}, 0\right)=$ 0 ; i.e., $\mathbf{r}_{0}$ is the position of the electron at the initial time, and this position characterizes the particle path at later times. For the total current in plasma, we then have the general expression

$$
\begin{gather*}
\mathbf{j}_{\mathbf{p}}(\mathbf{r}, t)=e n_{e} \delta \mathbf{v}^{\prime}\left(\mathbf{r}_{0}^{\prime}, t\right) \\
\times\left|\frac{D\left(x_{0}^{\prime}+\delta x\left(\mathbf{r}_{0}^{\prime}, t\right), y_{0}^{\prime}+\delta y, z_{0}^{\prime}+\delta z\right)}{D\left(x_{0}^{\prime}, y_{0}^{\prime}, z_{0}^{\prime}\right)}\right|^{-1} \tag{6}
\end{gather*}
$$

where $D(\ldots) / D(\ldots)$ is the transition Jacobian, and $\mathbf{r}_{0}^{\prime}$ is the initial position of the electron located at point $\mathbf{r}$ at a given time; this position can be determined from the equality

$$
\mathbf{r}_{0}^{\prime}+\delta \mathbf{r}\left(\mathbf{r}_{0}^{\prime}, t\right)=\mathbf{r}
$$

In the derived expression, $e \delta \mathbf{v}\left(\mathbf{r}_{0}^{\prime}, t\right)$ acts as the current produced by a single electron, while the remaining part $n_{e}|\ldots|^{-1}$ has the meaning of the electron density at a given point in space.

Using the fact that only the $z_{0}$ dependence is present in all expressions in the problem under consideration and expressing the electron velocity and the partial derivative of the particle deflection with respect to the initial position in terms of $d \mathbf{r} / d \theta$, we obtain

$$
\begin{equation*}
\mathbf{j}_{\mathbf{p}}(\mathbf{r}, t)=e n_{e} \omega \frac{d \mathbf{r}}{d \theta} \tag{7}
\end{equation*}
$$

whence we have for the individual components

$$
\begin{gather*}
=-\frac{\mathbf{j}_{\mathbf{p} \perp}(\mathbf{r}, t)}{\sqrt{(u-n f)^{2}+\left(1-n^{2}\right)\left(1+(\mathbf{w}+\mathbf{a})^{2}\right)}} \\
\times\left(n-\frac{e n_{e} c}{\sqrt{(u-n f)^{2}+\left(1-n^{2}\right)\left(1+(\mathbf{w}+\mathbf{a})^{2}\right)}}\right) \tag{8}
\end{gather*}
$$

Let us now consider how these expressions will change if we take into account the thermal motion by assuming that it is essentially nonrelativistic, i.e., the thermal energy of the electron is negligible compared to its oscillatory energy in the wave field. Let the isotropic electron drift velocity distribution function be known at a given temperature, $g_{0}(\mathbf{p})=g(p)$. The complete expression for the spatial distribution of currents, to terms of the order of $\left(\left(p_{T} / m c a\right)^{2} \ll 1\left(p_{T}\right.\right.$ is the characteristic thermal spread in electron momenta), is then

$$
\begin{gather*}
\mathbf{j}_{\perp}(\mathbf{r}, t)=\int \mathbf{j}_{\mathbf{p} \perp}(\mathbf{r}, t) g(p) d^{3} p \\
\approx \mathbf{j}_{0 \perp}-\frac{e n_{e} c \eta \mathbf{a}}{3\left((\mathscr{E}-n f)^{2}+\left(1-n^{2}\right)\left(1+a^{2}\right)\right)^{3 / 2}}  \tag{10}\\
j_{z}(\mathbf{r}, t)=\int j_{\mathbf{p} z}(\mathbf{r}, t) g(p) d^{3} p \approx j_{0 z} \tag{11}
\end{gather*}
$$

where

$$
\eta=\int 4 \pi p^{4} g(p) d p /(m c)^{2} \sim k T_{e} / m c^{2}
$$

and $\mathbf{j}_{0}$ is the current at zero temperature (it can be determined from Eqs. (8) and (9) by substituting in $\mathbf{p}=0$ ). We see from the formulas for the components of the vector $\mathbf{j}$ that the expressions for $\mathbf{j}_{\perp}$ and $\mathbf{j}_{z}$ contain only odd and even harmonics, respectively (if the particle drift velocity distribution function were anisotropic, then all harmonics would generally be present in the expressions for the currents).

It should be noted, in particular, that the assumption about the smallness of the succeeding harmonics $\mathbf{a}_{m+2}$ and $\varphi_{m+2}$ compared to the preceding harmonics $\mathbf{a}_{m}$ and $\varphi_{m}$ suggests that the same characteristic feature of the spectrum, i.e., the succeeding harmonics are weaker than the preceding ones, will be observed in the formulas for the currents.

## 3. THE SELF-CONSISTENT PROBLEM

In the previous section, we derived an expression for the density of the macroscopic current produced by a laser beam. Let us now consider the problem of the radiation of such a system of currents, and let us determine the form of the self-consistent electromagnetic
disturbance and the relationship of the propagation velocity of such disturbances in plasma to their amplitude and the plasma density.

We consider a rarefied plasma in which the electron density is much lower than its critical value, but $n_{e}^{1 / 3} \lambda \gg 1$; i.e., the hydrodynamic approximation can be used. Let us write the Maxwell equations in the medium under consideration:

$$
\begin{align*}
& \operatorname{div} \mathbf{H}=0 \\
& \operatorname{div} \mathbf{E}=4 \pi\left(\rho_{e}-\rho_{0}\right)  \tag{12}\\
& c \operatorname{curl} \mathbf{H}=4 \pi \mathbf{j}+\partial \mathbf{E} / \partial t \\
& c \operatorname{curl} \mathbf{E}=-\partial \mathbf{H} / \partial t .
\end{align*}
$$

Passing to the new time of the problem $\theta=w t-k z$ and substituting the derivatives of the potentials for the fields yields

$$
\begin{gather*}
\omega k \frac{d^{2} \varphi}{d \theta^{2}}=-4 \pi j_{\|}, \\
c\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right) \frac{d^{2} \mathbf{A}}{d \theta^{2}}=4 \pi \mathbf{j}_{\perp} . \tag{13}
\end{gather*}
$$

Reducing the field potentials $\mathbf{A}$ and $\varphi$ to dimensionless form, substituting the expressions for the current and the charge density (8), and (9) using (4) and (5), we obtain

$$
\begin{gather*}
\frac{\mu}{n} \frac{d^{2} f}{d \theta^{2}}=-1+\frac{n(\mathscr{E}-n f)}{\sqrt{(\mathscr{E}-n f)^{2}+\left(1-n^{2}\right)\left(1+a^{2}\right)}},  \tag{14}\\
\frac{\mu}{n^{2}} \frac{d^{2} \mathbf{a}}{d \theta^{2}}=-\frac{\mathbf{a}}{\sqrt{(\mathscr{E}-n f)^{2}+\left(1-n^{2}\right)\left(1+a^{2}\right)}},
\end{gather*}
$$

where

$$
\begin{equation*}
\mu=\frac{m c^{2} k^{2}\left(1-n^{2}\right)}{4 \pi e^{2} n_{e}} . \tag{15}
\end{equation*}
$$

We are interested only in the highest terms in the expansion of the harmonic amplitudes in terms of the small parameter $\chi$. It is easy to verify that the factors $\mu / n$ and $\mu / n^{2}$ on the left-hand sides of these equations can be approximately substituted by $\mu$, since $n$ is close to unity, and, hence, including it as a factor changes the spectra of the sought-for functions by values of a higher order of smallness in $\chi$. In addition, note that several approximations can be made in the expression $\mathscr{E}-n f$. Thus, we may disregard the constant $n$, whereas we take into account the dependence of $\mathscr{E}$ on only the first harmonic, rather than not on all the sought-for harmonic amplitudes of the potentials and (assuming the electromagnetic fields to be quasi-monochromatic) by assuming that

$$
\mathscr{E} \approx \sqrt{1+2 a_{1}^{2}} .
$$

Let us introduce the small parameter

$$
v=2 \chi / \mathscr{E}^{2} .
$$

Given the aforesaid, the derived system (14) can then be described in terms of the new variables

$$
f_{*}=f / \mathscr{E} \ll 1, \quad \mathbf{a}_{*}=\sqrt{v} \mathbf{a} \ll 1, \quad \eta=\theta / \sqrt{\mathscr{E} \mu}
$$

using the Lagrangian

$$
\begin{equation*}
L=\frac{f_{*}^{\prime 2}}{2}+\frac{\mathbf{a}_{*}^{\prime 2}}{2}-\sqrt{\left(1-f_{*}\right)^{2}+v+\mathbf{a}_{*}^{2}}-f_{*} . \tag{16}
\end{equation*}
$$

The problem is now characterized by only one small parameter $v$, whose value completely determines the form of the nonlinear solution.

The energy and angular momentum conservation laws, i.e., the two integrals of the problem, can be easily obtained from the Lagrangian:

$$
\begin{gather*}
E=\frac{f_{*}^{\prime 2}}{2}+\frac{\mathbf{a}_{*}^{\prime 2}}{2}  \tag{17}\\
+\sqrt{\left(1-f_{*}\right)^{2}+v+\mathbf{a}_{*}^{2}}+f_{*}=\text { const, } \\
M_{u}=a_{* x} a_{* y}^{\prime}-a_{* y} a_{* x}^{\prime}=\text { const. } \tag{18}
\end{gather*}
$$

The possibility of describing the self-consistent problem of uniform plasma waves by using the Lagrangian and the easy separation of the two integrals of motion were pointed out by Akhiezer et al. [10]. However, they obtained this result for the normalized electron momentum. In addition, the authors of [10] were not interested in the high-harmonic amplitudes of the plasma response, since this question was of no particular interest when the paper was written.

The subsequent analysis shows that, even if we are interested in the harmonic amplitudes up to the highest term in small parameter $v$, we cannot discard the terms of the higher order of smallness in the expansion in the derived Lagrangian. Thus, expanding the square root in Lagrangian (16) into a Taylor series yields an equivalent system for the self-consistent field:

$$
\begin{align*}
\frac{d^{2} f_{*}}{d \eta^{2}} & =-\sum_{k=1}^{\infty} c_{k+1} \frac{\left(v+a_{*}^{2}\right)^{k}}{\left(1-f_{*}\right)^{2 k}}  \tag{19}\\
\frac{d^{2} a_{*}}{d \eta^{2}} & =\sum_{k=1}^{\infty} c_{k} \frac{\left(v+a_{*}^{2}\right)^{(k-1)} a_{*}}{\left(1-f_{*}\right)^{2 k-1}}
\end{align*}
$$

where

$$
c_{k}=\frac{(-1)^{k}(2 k-3)!!}{(2 k-2)!!}
$$

One important property of the sought-for solution follows from the derived system: assuming that $\mathbf{a}_{*}$ is an odd function, i.e., it contains only odd harmonics, we
can easily find that $f_{*}$ is an even function; i.e., it contains only even harmonics. In addition, when a circularly, rather linearly, polarized stationary wave is considered, the harmonics of neither the vector potential nor the scalar potential will be excited, because the motion of electrons in the field of a circularly polarized wave is strictly transverse, and it cannot be accompanied by the formation of a nonuniform electron density.

Since the derived system is still too complex to analyze, we use yet another simplification. After writing the equations for the harmonics of the potentials, it turns out that disregarding the term $v$ in the sum $v+a^{2}$ distorts the results for the harmonic amplitudes only by values of higher orders of smallness in $v$. This can be elucidated by removing the parentheses in the expres$\operatorname{sion}\left(v+a_{*}^{2}\right)^{k}$. Indeed,

$$
\begin{aligned}
& \left(v+a_{*}^{2}\right)^{k}=v^{k}\left(1+a^{2}\right)^{k} \\
= & v^{k}\left(a^{2 k}+C_{k}^{1} a^{2 k-2}+\ldots+1\right)
\end{aligned}
$$

Assuming the potentials to be quasi-monochromatic $\left(a_{2 k+1} \sim v^{k} a_{1}, f_{2 k} \sim v^{k} a_{1}\right)$, we note that the harmonic with the number $2 m$ is of the order of $v^{m}$ in the first term of the sum, $\mathrm{v}^{m+1}$ in the second term, etc. This suggests that, apart from $a^{2 k}$, no terms need to be included in the above sum. Thus, the system under consideration finally takes the form

$$
\begin{align*}
\frac{d^{2} f_{*}}{d \eta^{2}} & =-\sum_{k=1}^{\infty} c_{k+1} \frac{a_{*}^{2 k}}{\left(1-f_{*}\right)^{2 k}}  \tag{20}\\
\frac{d^{2} \mathbf{a}_{*}}{d \eta^{2}} & =\sum_{k=1}^{\infty} c_{k} \frac{a_{*}^{2 k-2} \mathbf{a}_{*}}{\left(1-f_{*}\right)^{2 k-1}}
\end{align*}
$$

This system of equations corresponds to the Lagrangian

$$
\begin{equation*}
L=\frac{f_{*}^{\prime 2}}{2}+\frac{\mathbf{a}_{*}^{\prime 2}}{2}-\sqrt{\left(1-f_{*}\right)^{2}+\mathbf{a}_{*}^{2}}-f_{*} \tag{21}
\end{equation*}
$$

Considering the equations for the individual harmonics of the potentials, we can now easily understand that the simplified system (20) actually has a quasimonochromatic solution of the sought-for form, in agreement with our assumption made above,

$$
\begin{equation*}
a_{2 m+1} \sim v^{m}, \quad f_{2 m} \sim v^{m} \tag{22}
\end{equation*}
$$

This important conclusion shows that the amplitude of the harmonics in a rarefied plasma decreases exponentially with increasing harmonic number. Therefore, the observability of high harmonics of the coherent radiation seems questionable.

Formally, to find the self-consistent field, we must solve system of equations (20) with periodic boundary conditions on some unknown (in advance) period of the
variable $\eta$, which can be determined from the condition for the existence of a nondegenerate solution. Since the period of the sought-for disturbances in variable $\theta$ is $2 \pi$, we can easily derive an expression for $v$ and, hence, determine the wave velocity. Given that the wave is quasi-monochromatic, let us do this by considering the second equation in system (20) for the first harmonic:

$$
\begin{gather*}
v=\frac{\omega_{p}^{2}}{\omega^{2} \mathscr{E}^{3}}  \tag{23}\\
v=c(1+\chi) \approx c\left(1+\frac{\omega_{p}^{2}}{2 \omega^{2} \mathscr{E}}\right) \tag{24}
\end{gather*}
$$

where $\mathscr{E}=\sqrt{1+2 a_{1}^{2}}$. Writing out the equations for the various harmonics of the scalar and vector potentials in turn, we now find their amplitudes:

$$
\begin{gather*}
f_{2} \approx \mathscr{E} \frac{v a_{1}^{2}}{8}, \quad a_{3} \approx-\frac{3 v a_{1}^{3}}{64}  \tag{25}\\
f_{4} \approx-\mathscr{E} \frac{19 v^{2} a_{1}^{4}}{2^{10}}, \quad a_{5} \approx \frac{61 v^{2} a_{1}^{5}}{2^{13}},  \tag{26}\\
f_{2 m} \sim \mathscr{E} v^{m} a_{1}^{2 m} O(1)  \tag{27}\\
a_{2 m+1} \sim v^{m} a_{1}^{2 m+1} O(1) \tag{28}
\end{gather*}
$$

The expression for the third harmonic is identical to that derived in [3], but it differs from the incorrect (in our view) expression in [5]. Thus, we determined not only the phase velocity of a nonlinear plane wave in plasma, but also its spectral composition.

Since we used a number of approximations in our analysis, we tested our results by means of a numerical experiment. The original system of nonlinear differential equations was solved numerically, and the self-consistent solution obtained was compared with the above solution. The results proved to be identical with the assumed degree of accuracy.

It should be noted, in particular, that the wave properties in a rarefied plasma are determined only by the frequency, the plasma density, and the amplitude of the first harmonic. Note also that expression (24) is nothing but an approximate dispersion relation for the nonlinear waves found:

$$
\begin{equation*}
k=\frac{\omega}{c}\left(1-\frac{\omega_{p}^{2}}{2 \omega^{2} \sqrt{1+\left\langle a^{2}\right\rangle}}\right) \tag{29}
\end{equation*}
$$

It is important to note that the derived dispersion relation can be used both for uniform waves in plasma and for obtaining an abridged equation for smoothly nonuniform nonlinear waves in a medium. For such a
wave, we are interested in the change of its first harmonic; all of the higher harmonics are locally coupled with it in a known way. The abridged equation for the envelope of a wavepacket derived from (29) is

$$
\begin{equation*}
c \frac{\partial \mathbf{a}}{\partial z}-\frac{\partial \mathbf{a}}{\partial t}+\frac{c^{2} \Delta_{\perp} \mathbf{a}}{2 \omega}+\frac{\omega_{p}^{2} \mathbf{a}}{2 \omega \sqrt{1+a a^{*} / 2}}=0 \tag{30}
\end{equation*}
$$

## 4. CONCLUSIONS

Thus, when considering the problem of a uniform traveling, relativistically strong nonlinear electromagnetic wave in a transparent plasma, we derived a system of equations for the scalar and vector potentials of its self-consistent electromagnetic field. This system was found to be described by a Lagrangian by simplifying which sole parameter of the problem could be left. As a result, we showed that the sought-for nonlinear wave is quasi-monochromatic; i.e., the first harmonic predominates in it. For such a wave, we found a dispersion relation and established its spectral composition. The main property of the spectrum obtained is that the intensity of the harmonics decreases rapidly with increasing harmonic number:

$$
a_{2 m+1} \sim\left(n_{e} / n_{\text {crit }}\right)^{m}, \quad f_{2 m} \sim\left(n_{e} / n_{\text {crit }}\right)^{m}
$$

In conclusion, we will say a few words about the validity conditions for the approach used. Let us analyze the conditions for making a transition from the exact summation of the delta functions over the particles to integration of the particle density over a physically infinitesimal volume when calculating the macroscopic current. This transition is possible if the radiation field of the current of individual electrons in the wave zone fluctuates only slightly about its mean for a small change in the particle position, i.e., if the radiation is coherent.

We use the expression for the Fourier components of the vector potential of the radiation field of a moving charge in the wave zone [8] (since, in our case, the path of the particle is periodic, $A_{\Omega}$ is the sum of the delta functions of the frequency difference $\Omega-n \omega$, where $\omega$ is the frequency of the incident wave):

$$
\begin{equation*}
\mathbf{A}_{\Omega}=e \frac{\exp \left(i k R_{0}\right)}{c R_{0}} \int \exp (i(\Omega t-\mathbf{k} \cdot \mathbf{r})) d \mathbf{r} \tag{31}
\end{equation*}
$$

where $\mathbf{r}(t)$ is the path of the particle (the coordinate origin is chosen inside the radiating volume), $\mathbf{R}_{0}=R_{0} \mathbf{n}$ is the position of the point of observation, and $\mathbf{k}=\mathbf{n} \Omega / c$.

Let the electrons be, on average, at rest. The path of a single electron is then characterized solely by its initial position, and we can write for it

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{0}+\mathbf{r}_{\sim}(\theta) \tag{32}
\end{equation*}
$$

where $\mathbf{r}_{0}$ is the position of the drift center of the electron path. Substituting the expression following from this for the dependence

$$
t(\theta)=\omega^{-1}\left(\theta+h z_{0}+h z_{\sim}(\theta)\right)
$$

( $h=\omega / c$ is the wavevector of the incident wave) in (31) yields

$$
\mathbf{A}_{\Omega}=e \frac{\exp \left(i k R_{0}\right)}{c R_{0}}
$$

$$
\begin{gather*}
\times \int \exp \left(i\left(\frac{\Omega}{\omega}\left(\theta+h z_{0}+h z_{\sim}(\theta)\right)-\mathbf{k} \cdot \mathbf{r}_{0}-\mathbf{k} \cdot \mathbf{r}_{\sim}(\theta)\right)\right)(33)  \tag{33}\\
\times \frac{d \mathbf{r}_{\sim}(\theta)}{d \theta} d \theta
\end{gather*}
$$

whence we obtain for the system of charges with the positions of the drift centers $\mathbf{r}_{m}$

$$
\begin{gather*}
\mathbf{A}_{\Omega}^{\Sigma}=e \frac{\exp \left(i k R_{0}\right)}{c R_{0}} \\
\times \int \exp \left(i\left(\frac{\Omega \theta}{\omega}+k z_{\sim}(\theta)-\mathbf{k} \cdot \mathbf{r}_{\sim}(\theta)\right)\right)  \tag{34}\\
\times \frac{d \mathbf{r}_{\sim}(\theta)}{d \theta} d \theta \sum_{m=1}^{N} \exp \left(i\left(k z_{m}-\mathbf{k} \cdot \mathbf{r}_{m}\right)\right)
\end{gather*}
$$

where $N$ is the total number of particles. In this expression, the integral represents the radiation field of a single electron and the sum describes the collective effects. Thus, the problem was reduced to analyzing the possible deviations of this sum from its mean value for various electron-density fluctuations.

Before we rigorously consider the formulated problem, let us qualitatively analyze the sum in Eq. (34). This sum is nothing but the Fourier spectrum of the density of the electron drift centers over the entire radiation volume. Let us first consider the simplest situation where the electrons are arranged regularly in the volume. In this case, the Fourier spectrum of the density of the drift centers is clearly a series of peaks $2 \pi / L$ in thickness at the grid points with a period of $2 \pi / l$, where $l$ is the interparticle separation and $L$ is the scale length of the radiation volume. This implies that, since the wavenumber of the incident radiation is small compared to $2 \pi / l$, we can discard all the high harmonics of the spectrum in (34), i.e., retaining only the zeroth harmonic that corresponds to the average electron density. However, it is clear that, if the angle of observation is large, the sum in Eq. (34) is close to zero, because the wavevectors of the harmonics of interest are much smaller than $2 \pi / l$, but larger than $2 \pi / L$. In this case, small fluctuations in the positions of the electron drift centers can lead to pronounced fluctuations in the harmonic amplitude against the background of its nearly zero mean value, which corresponds to incoherent radi-
ation. The situation where the wavevector $k \mathbf{z}_{0}-\mathbf{k}$ is close enough to zero for the mean amplitude of the sought-for harmonic to appreciably exceed its fluctuations, i.e., for the radiation to be coherent, is possible only at small angles of observation and at moderately large sizes of the radiating volume (which increases the line width in the spectrum of the density of the drift centers).

An accurate statistical analysis of the Fourier spectrum of the density of the electron drift centers requires specifying a model of the medium and a configuration of the electromagnetic pulse. For our estimates, we consider the simplest model of a homogeneous cold plasma with noninteracting electrons and assume the pulse to be sharp, with a characteristic scale $r$. In this case, the coherence condition takes the form [14]

$$
\begin{equation*}
\lambda_{0}^{3} n_{e} \gtrdot 100 \frac{r}{\lambda_{0}} l^{4} \alpha^{4}, \tag{35}
\end{equation*}
$$

where $\lambda_{0}$ is the wavelength of the incident radiation, $\alpha$ is the angle between the directions of propagation and observation, and $l$ is the number of the observed harmonic.

The estimates obtained for the experimental work [1] show that the characteristic angle at which the coherent radiation of the harmonics up to ten can be observed is several degrees.

Let us now discuss the relationship between the results obtained and the experimental data from the experimental review [1]. As was shown in this review, high harmonics with frequencies that are a significant number of times higher than the frequency of the incident wave feature prominently in the induced forward radiation (the efficiency is $\sim 10^{-7}-10^{-6}$ ). In addition, even harmonics, which are of the same order of magnitude as the odd harmonics for a circularly polarized original wave, are also present in this radiation. It was also shown that the intensity of all the observed odd harmonics is proportional to the plasma density squared, while the power for the even harmonics lies within the range $1.2-1.4$. In addition, it was found that, for example, the eighth harmonic vanishes altogether when the intensity of the beam incident on plasma falls below $10^{17} \mathrm{~W} \mathrm{~cm}^{-2}$, with the position of this threshold being independent of the plasma density. The authors believed that these and other observed effects, which significantly distinguish this situation from the classical weak-field approximation, could be explained by the complex (figure-eight) path of an electron moving in the field of a relativistic monochromatic wave.

In this paper, however, we reached several conclusions that are applicable to the conditions of the experiment under discussion (the forward radiation in a transparent plasma), but entirely inconsistent with the observed effects: the absence of radiation at high harmonics for a circularly polarized laser pulse, the extremely low generation efficiency of even harmonics
compared to odd (even harmonics are radiated only near the pulse boundaries; no even harmonics are represented in the plasma radiation for a uniform wave), and the rapid decrease in the harmonic amplitudes with increasing harmonic number,

$$
a_{2 m+1} \sim\left(n_{e} / n_{\text {crit }}\right)^{m}, \quad f_{2 m} \sim\left(n_{e} / n_{\text {crit }}\right)^{m} .
$$

Thus, for the conditions discussed in [1], the generation efficiency of the third harmonic must be $\sim 10^{-12}$, which is much lower than the experimentally observed values. For higher harmonics, this difference must be even larger in view of the exponential dependence (27), (28) of the radiation harmonics on the plasma density. Even if we assume that there is a mechanism destroying the "phasing-in" of the electron radiation, as a result of which the plasma forward radiation ceases to be coherent and our approach based on calculating the radiation of the currents becomes unjustified, the incoherent plasma radiation at a small angle to the direction of laser-pulse propagation can be easily estimated. For the experimental conditions in [1], the generation efficiency of the third and fifth harmonics does not exceed $10^{-12}-10^{-11}$, which is much lower than the efficiencies obtained during the experiment.

Thus, for the experimentally observed results to be successfully described, we must find a different high harmonic generation mechanism. A detailed discussion of this question is beyond the scope of our paper. Note, however, that the coherent bremsstrahlung of the electrons photoionized in the field of a laser pulse, which was considered in detail in [15] (the review [16] should also be mentioned here), could be one of these mechanisms. The authors of [15] discussed emission by the electrons released from wave-ionized atoms when the ionization potential is suppressed. The characteristic intensities at which photoionization takes place and the model [15] reaches an optimum are known to be no higher than $10^{15}-10^{16} \mathrm{~W} \mathrm{~cm}^{-2}$ in order of magnitude. However, the intensities discussed both in our paper and in the review [1] are within the range of relativistic intensities, $\sim 10^{18}-10^{21} \mathrm{~W} \mathrm{~cm}^{-2}$.

Collisional plasma radiation, which was considered in detail in [11, 12], could be another possible mechanism behind the observed effects. In these papers, the plasma is assumed to be completely ionized; i.e., the intensity restriction is removed. For example, the fact that a complex dependence of the intensity of the coherent radiation of a collisional current on the plasma density was found in [12], as in the experimental review [1], argues that this explanation is plausible. This radiation must be strongest at the boundary of a certain small-angle cone whose axis coincides with the direction of laser-pulse propagation. The dependence of the harmonic intensity on the angle of observation given in [1] has no local maximum in the direction of pulse propagation, which, however, can be explained by the low resolution of the recording instrument. The
similarity between the generation efficiency of the third harmonic obtained in this model and its experimentally observed value is the main reason to believe that the theory of collisional radiation can explain the observed dependences. Further studies are required for a more detailed elucidation of the detected relationships of this theory.
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#### Abstract

The dynamics of cluster electrons in a laser field is considered in the framework of the nonlinear oscillator model. The point map describing the motion of a cluster electron in the laser field is constructed. The critical value of the laser field, at which a transition to stochastic motion takes place, is determined. As a result of random walk in the energy space, an electron may accumulate an energy sufficient for overcoming the cluster potential barrier and for passing to the continuum. In this case, outer ionization of the cluster takes place. Estimates are obtained for the heating rate and the time of stochastic outer ionization of the cluster. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Laser targets of atomic clusters have become important objects of investigation in recent years. Although the average density of such a target is close to the gas density, the density of an individual cluster may attain values characteristic of solids. As a result, atomic clusters combine a number of advantages of solid targets (absorb almost the entire laser energy [1]) and gaseous targets (large radiation penetration depth and the absence of surface effects). Among interesting phenomena discovered as a result of interaction of laser radiation with cluster targets, generation of ions with energies up to several megaelectronvolts [2], high-energy electrons [3], higher harmonics [4], and X-rays [5] are worth noting. Deuterium-based cluster targets can be used as sources of neutrons [6].

The jelly model [7] or the cluster nanoplasma model [8] is one of the models for describing the interaction of laser radiation with atomic clusters. In the framework of this model, a cluster in a laser field is treated as oscillations of an electron cloud about an expanding ion core. Using such a model, we studied phenomena like plasma resonance in an ionized cluster [9], over-the-barrier ionization of a cluster [10], backward bremsstrahlung absorption [11], absorption associated with Landau damping [12], resonant and autoresonance absorption of laser radiation in a cluster plasma [13], etc.

If the laser field is not strong enough and the amplitude of electron cloud oscillations is much smaller than the cluster radius, the electron field induced as a result of displacement of a homogeneous electron sphere relative to the ionic sphere is proportional to this displacement. In this case, the electron cloud performs harmonic oscillations under the action of the laser field relative to the ion core [13]. In the case of a strong laser
field, the amplitude of oscillations becomes comparable to or greater than the cluster radius. The oscillations are nonlinear since the distribution of the electric field of ions outside the core in the nanoplasma model is described by the Coulomb law. If the laser field is strong, oscillations can be chaotic. Chaos is responsible for diffusion in the electron energy space, which may result in electron heating [14]. Moreover, as a result of random walk in the energy space, an electron may accumulate energy sufficient for overcoming the cluster potential barrier and to pass to the continuum. Such a process corresponds to outer ionization of the cluster.

In the case of an excited hydrogen-like atom, in which the electron is at high energy levels, stochastic ionization was studied in detail in the framework of classical mechanics (see, for example, 15, 16]). In these publications, the critical value of the high-frequency energy field causing ionization and the ionization rate were determined. In the present study, we generalize the results obtained for hydrogen-like atoms to the case of cluster potential. Moreover, since the cluster size is much larger than the size of an individual atom, a cluster is an even more classical object than an atom. It should be noted that the mechanism of vacuum heating was used for describing stochastic heating of an ionized cluster [17]. In this case, heating occurs when an electron oscillating in a laser field intersects the boundary between the plasma and vacuum. In our model, we take into account the cluster potential and energy transfer between the electron, and the laser field occurs on all segments of the trajectory. Using numerical simulation, if has been proved recently that high-energy cluster electrons intersecting the cluster play an important role in its heating [18].

We assume that most electrons have left the cluster and that the charge of the remaining electrons is much
smaller than the charge of the ion core. In the present case, when the amplitude of electron oscillations is much larger than the cluster size, the electron charge is distributed over a much larger volume than the volume of the ion core. In this case, the electric field of electrons is weaker than the field of the ion core. Thus, we study the motion of an electron in the laser field and in the field of the ion core. This description can also be used at the initial stage of heating, when the electron cloud has not disintegrated. Ignoring the internal dynamics of the cloud, the latter can be treated as a point charge with a mass and charge equal to the mass and charge of all electrons in the cloud, respectively. In this case, the problem is reduced to analysis of the motion of a point charge in a laser field and in the field of cluster ions.

In Section 2, we present the Hamiltonian formulation of the problem and determine the action-angle variables. To describe the motion of an electron outside the cluster, where the field of the ion core of the cluster approaches the Coulomb field, we will use a new time variable. The energy transfer between a laser field and an electron in the field of the core will be calculated in Section 3. We will construct a point map connecting the electron energy and phase with their values after half the period of electron oscillations in the field of the core. To preserve the area of the map, it will be constructed using a generating function. The large-amplitude limit of electron oscillations will be considered in Section 4. We will determine the critical energy of the laser field, for which a transition is made to the stochastic dynamics of the electron. In Section 5, the estimates for the heating rate and the outer ionization time of the cluster will be obtained.

## 2. HAMILTONIAN FORMULATION AND ACTION-ANGLE VARIABLES

We assume that the core of the cluster is a uniformly charged sphere of radius $a$ with an ion number density $n_{i}$; then the cluster potential can be written in the form [7]

$$
U(r)=\left\{\begin{array}{l}
-\left(3-r^{2}\right) / 2, \quad r \leq 1  \tag{1}\\
-1 / r, \quad r>1
\end{array}\right.
$$

In this expression and below, dimensionless units are used; the time is normalized to $\sqrt{3} / \omega_{p}$; the length is normalized to $a$, the momentum, to $m a \omega_{p} / \sqrt{3}$; the energy, to $m a^{2} \omega_{p}^{2} / 3$, where $\omega_{p}^{2}=4 \pi Z e^{2} n_{i} / m$ is the square of the electron frequency of the plasma; $Z$ is the charge number of the ion; $e$ is the electron charge; and $m$ is the electron mass. The motion of an electron in the field of an ion core and in the laser field in the nonrela-
tivistic and dipole approximations is described by the Hamiltonian

$$
\begin{equation*}
H(p, x, t)=\frac{p^{2}}{2}+U(x)+F x \cos (\alpha t) \tag{2}
\end{equation*}
$$

where $F=3 e E / m a \omega_{p}^{2}, \alpha=\sqrt{3} \omega / \omega_{p}$, and $\omega$ and $E$ are the frequency and amplitude of the laser field, respectively. For simplicity, we consider only radial oscillations.

Let us first study unperturbed oscillations of electrons in the cluster potential in zero laser field $(F=0)$. For electrons with energy $w=p^{2} / 2+U(x)$, the amplitude of unperturbed electron oscillations is $x_{0}=1 /|w|$. Here, we consider the regime when the amplitude of oscillations is larger than the cluster size $\left(x_{0}>1,-1<\right.$ $w<0)$. In this regime, oscillations are nonlinear. Using the canonical transformation, we pass from the momentum and coordinate to the action-angle variables,

$$
\begin{gather*}
I=\frac{2 \sqrt{2}}{\pi}\left(\frac{\pi}{2 \sqrt{|w|}}-\frac{\sqrt{1-|w|}}{2}+\frac{3-2|w|}{2 \sqrt{2}}\right.  \tag{3}\\
\left.\times \arcsin \frac{1}{\sqrt{3-2|w|}}-\frac{1}{\sqrt{|w|}} \arcsin \sqrt{|w|}\right), \\
\theta=\Omega \arcsin \frac{x}{\sqrt{3-2|w|}}, \quad 0<x<1, \\
\theta=\theta_{0}+\frac{\Omega}{\Omega_{C}}[\arcsin \sqrt{x|w|}-\sqrt{x|w|(1-x|w|)}]  \tag{4}\\
1<x<\frac{1}{|w|},
\end{gather*}
$$

where

$$
\begin{gather*}
\theta_{0}=\Omega \arcsin \frac{1}{\sqrt{3-2|w|}} \\
-\frac{\Omega}{\Omega_{C}}(\arcsin \sqrt{|w|}-\sqrt{|w|(1-|w|})  \tag{5}\\
\Omega=\Omega_{C} \frac{\pi}{2}\left(\frac{\pi}{2}+\sqrt{|w|(1-|w|)}\right. \\
\left.+\sqrt{2}|w|^{3 / 2} \arcsin \frac{1}{\sqrt{3-2|w|}}-\arcsin \sqrt{|w|}\right)^{-1} \tag{6}
\end{gather*}
$$

$\Omega_{C}=\sqrt{2}|w|^{3 / 2}$ is the oscillation frequency of an electron in the Coulomb potential, which appears in the problem on stochastic ionization of the atom [19]. Action $I=(1 / 2 \pi) \int p d x$ is defined as the area bounded by the electron trajectory in the phase space. Angular variable $\theta$ is canonically conjugate to the action.

The unperturbed part of the Hamiltonian in the action-angle variables has a simple form

$$
\begin{equation*}
H_{0}(I)=w(I) \tag{7}
\end{equation*}
$$

where the relation for $w(I)$ can be derived from expression (3) for the action. The period of electron oscillations in the cluster potential can be written in the form

$$
\begin{equation*}
T=2 \pi\left(\frac{d H_{0}}{d I}\right)^{-1}=2 \pi \frac{d I(w)}{d w}=\frac{2 \pi}{\Omega(w)} \tag{8}
\end{equation*}
$$

We introduce a new time variable $\xi$ for describing the motion of electrons in the Coulomb field outside the cluster core [20]. Let an electron be at the maximal distance from the core $(\xi=-\pi / 2)$ at the initial instant $t=$ $t_{0}$. Then the relation connecting the new time variable and the old variable has the form

$$
\begin{gather*}
t=t_{0}+\psi_{n}(\xi)  \tag{9}\\
\psi_{n}(\xi)=\frac{n T}{2}+\frac{1}{2 \Omega_{C}}[2 \xi-\sin 2 \xi-\pi(2 n-1)] \tag{10}
\end{gather*}
$$

Outside the cluster, the electron is at instants

$$
-t_{2}+\frac{n T}{2}<t-t_{0} \leq t_{2}+\frac{n T}{2}, \quad n=0,1, \ldots
$$

where

$$
t_{2}=\frac{\pi+\sin 2 \xi_{0}-2 \xi_{0}}{2 \Omega_{C}}
$$

and $\xi_{0}=\arcsin \sqrt{|w|} ;$ here, variable $\xi$ changes in the limits

$$
\pi(n-1)+\xi_{0}<\xi \leq \pi n-\xi_{0}, \quad n=0,1, \ldots
$$

Within the cluster, the electron is at instants

$$
t_{2}+\frac{n T}{2}<t-t_{0} \leq t_{2}+2 t_{1}+\frac{n T}{2}, \quad n=0,1, \ldots
$$

where

$$
t_{1}=\arcsin \frac{1}{\sqrt{3-2|w|}}
$$

It can easily be verified that $T=4\left(t_{1}+t_{2}\right)$.

Using Eqs. (4)-(6), we can find the dependence between variables $\xi$, $t$, and $x$ :

$$
\begin{gather*}
x=\sqrt{3-2|w|} \sin \left[t-t_{0}-\frac{T}{4}(1+2 n)+\pi n\right] \\
x=-\frac{1-\cos 2 \xi}{2|w|}, \quad-t_{2}+n T<t-t_{0} \leq t_{2}+n T \\
t_{2}+n T / 2<t-t_{0} \leq t_{2}+2 t_{1}+n T / 2  \tag{11}\\
x=\frac{1-\cos 2 \xi}{2|w|} \\
-t_{2}+T\left(n+\frac{1}{2}\right)<t-t_{0} \leq t_{2}+T\left(n+\frac{1}{2}\right)
\end{gather*}
$$

where $n=0,1, \ldots$ The expressions derived above imply that the electron intersects the cluster boundary $(|x|=1)$ at instants $t=t_{0} \pm t_{2}+n T / 2\left(\xi= \pm \xi_{0}+\pi n, n=\right.$ $0,1, \ldots$ ). Using the Hamilton equations and Eqs. (9)(11), we obtain the equations of motion in the form
$\frac{d w}{d t}=F \sqrt{3-2|w|} \cos \left[t-t_{0}-\frac{T}{4}(1+2 n)+\pi n\right] \cos \alpha t$,

$$
-t_{2}+\frac{n T}{2}<t-t_{0} \leq t_{2}+2 t_{1}+\frac{n T}{2}
$$

$$
\begin{gather*}
\frac{d w}{d \xi}=\frac{F \sin 2 \xi \cos \alpha t}{2|w|}  \tag{12}\\
\xi_{0}+\pi(2 n-1)<\xi \leq 2 n \pi-\xi_{0} \\
\frac{d w}{d \xi}=-\frac{F \sin 2 \xi \cos \alpha t}{2|w|} \\
\xi_{0}+2 \pi n<\xi \leq \pi(2 n+1)-\xi_{0} \\
\frac{d t}{d \xi}=\frac{1-\cos \xi}{\Omega_{C}(w)}, \quad \pi(n-1)+\xi_{0}<\xi \leq \pi n-\xi_{0} \tag{13}
\end{gather*}
$$

where $n=0,1, \ldots$. In deriving these equations, we considered the action of the laser field as perturbation and retained only the first-order terms in $F$.

## 3. POINT MAP FOR A CLUSTER

It is more convenient to analyze the dynamics of cluster electrons using the point map instead of solving equations of motion (12) and (13) directly. We construct a point map, which provides the expression for a change in the action-angle variables in terms of the half-period between the instants at which an electron is
at the maximal distance from the core. Integrating the equations of motion from $t=t_{0}$ to $t=t_{0}+T / 2$, we can find the increment of action $w$ beginning from the instant when the distance between the electron and the core is maximal $(\xi=-\pi / 2)$. This gives

$$
\begin{gather*}
\Delta w=F\left[A_{1}(w) \cos \phi-A_{2}(w) \sin \phi\right] \\
+F\left[B_{1}(w) \cos \phi-B_{2}(w) \sin \phi\right],  \tag{14}\\
A_{1}(w)=\frac{1}{2|w|} \int_{\xi_{0}}^{\pi / 2} \sin (2 \xi) \cos \left(\phi_{0}+\alpha \psi_{1}(\xi)\right) d \xi  \tag{15}\\
+\frac{1}{2|w|} \int_{-\pi / 2}^{-\xi_{0}} \sin (2 \xi) \cos \left(\phi_{0}+\alpha \psi_{0}(\xi)\right) d \xi,  \tag{16}\\
A_{2}(w)=\frac{1}{2|w|} \int_{\xi_{0}}^{\pi / 2} \sin (2 \xi) \sin \left(\phi_{0}+\alpha \psi_{1}(\xi)\right) d \xi \\
+\frac{1}{2|w|} \int_{-\pi / 2}^{-\xi_{0}} \sin (2 \xi) \sin \left(\phi_{0}+\alpha \psi_{0}(\xi)\right) d \xi,  \tag{17}\\
B_{1}(w)=\frac{\cos (\alpha T / 4)}{1-\alpha^{2}} \\
\times\left[\cos \left(\alpha t_{1}\right)-\alpha \sqrt{2-2|w|} \sin \left(\alpha t_{1}\right)\right],  \tag{18}\\
B_{2}(w)=\frac{\sin (\alpha T / 4)}{1-\alpha^{2}} \\
\times\left[\cos \left(\alpha t_{1}\right)-\alpha \sqrt{2-2|w|} \sin \left(\alpha t_{1}\right)\right],
\end{gather*}
$$

where $\phi_{0}=\alpha t_{0}$ is the laser field phase at the instant when the electron is at the maximal distance from the cluster core and the dependence $\psi_{n}(\xi)$ follows from expression (10). The first term in expression (14) defines the increment of the electron energy outside the cluster core, while the second term defines the energy increment inside the core. Analogously, we can find the change in angular variable $\alpha t$ over the time interval $t_{0}<$ $t<t_{0}+T / 2$ :

$$
\begin{gather*}
\Delta(\alpha t)=g(w)=\alpha T / 2 \\
=2 \chi\left(\pi+2 \Omega_{C} t_{1}-2 \xi_{0}+\sin \left(2 \xi_{0}\right)\right) \tag{19}
\end{gather*}
$$

where $\chi=\alpha / 2 \Omega_{C}$.
In the case of a pointlike cluster ( $a \longrightarrow 0$ ), the energy acquires an increment outside the cluster, where the form of the potential is determined by the Coulomb law. This limit describes the electron heating by a laser
field in an excited hydrogen atom. Proceeding to the limit $a \longrightarrow 0$ for a constant charge $Q=4 \pi e n_{i} a^{3} / 3=$ const of the core, we obtain

$$
\begin{gather*}
\Delta w=\frac{F}{4|w|} \int_{-\pi}^{\pi} \sin x \sin (\chi x-\chi \sin x) d x  \tag{20}\\
=\frac{F \pi}{2|w|} \mathrm{J}_{\chi}^{\prime}(\chi),
\end{gather*}
$$

where $\mathrm{J}_{\chi}^{\prime}(\chi)$ is the derivative of the Anger function [21]. This expression coincides with the relation derived in [19] for the hydrogen atom.

Considering $w$ and $\phi$ as a pair of canonically conjugate variables, we can obtain a canonical point map connecting the values of $w$ and $\phi$ at two consecutive instants at which the electron was at the maximal distance from the core. For the sought map to preserve its area, we will use the generating function

$$
\begin{align*}
& G(\bar{w}, \phi)=\bar{w} \phi+F\left[A_{1}(\bar{w})+B_{1}(\bar{w})\right] \sin \phi \\
& +F\left[A_{2}(\bar{w})+B_{2}(\bar{w})\right] \cos \phi+\int g(\bar{w}) d \bar{w} . \tag{21}
\end{align*}
$$

In this case, the "cluster" map is defined by the equations

$$
\begin{gather*}
w=\frac{\partial G}{\partial \phi}=\bar{w}+F\left[A_{1}(\bar{w})+B_{1}(\bar{w})\right] \cos \phi \\
-F\left[A_{2}(\bar{w})+B_{2}(\bar{w})\right] \sin \phi, \\
\bar{\phi}=\frac{\partial G}{\partial \bar{w}}=  \tag{22}\\
\phi+g(\bar{w})+F \sin \phi\left[A_{1}^{\prime}(\bar{w})+B_{1}^{\prime}(\bar{w})\right] \\
\\
+F \cos \phi\left[A_{2}^{\prime}(\bar{w})+B_{2}^{\prime}(\bar{w})\right] .
\end{gather*}
$$

To calculate the critical value of the electric field, at which a transition to the stochastic motion takes place, we linearize the generating function in the vicinity of the initial energy $w_{0}$ :

$$
\begin{gather*}
G(\bar{w}, \phi)=\bar{w} \phi+F\left[A_{1}\left(\bar{w}_{0}\right)+B_{1}\left(\bar{w}_{0}\right)\right] \sin \phi \\
+F\left[A_{2}\left(\bar{w}_{0}\right)+B_{2}\left(\bar{w}_{0}\right)\right] \cos \phi+\left(\bar{w}-\bar{w}_{0}\right) g\left(\bar{w}_{0}\right)  \tag{23}\\
+\frac{\left(\bar{w}-\bar{w}_{0}\right)^{2} g^{\prime}\left(\bar{w}_{0}\right)}{2} .
\end{gather*}
$$

It is convenient to write this function in the form

$$
\begin{gather*}
G(\bar{w}, \varphi)=\bar{w} \varphi+F R\left(\bar{w}_{0}\right) \sin \varphi+\left(\bar{w}-\bar{w}_{0}\right) g\left(\bar{w}_{0}\right) \\
+\frac{\left(\bar{w}-\bar{w}_{0}\right)^{2} g^{\prime}\left(\bar{w}_{0}\right)}{2}, \tag{24}
\end{gather*}
$$

where

$$
\begin{gather*}
R^{2}\left(\bar{w}_{0}\right)=\left[A_{1}\left(\bar{w}_{0}\right)+B_{1}\left(\bar{w}_{0}\right)\right]^{2}  \tag{25}\\
+\left[A_{2}\left(\bar{w}_{0}\right)+B_{2}\left(\bar{w}_{0}\right)\right]^{2}, \\
\varphi=\phi+\delta \phi,  \tag{26}\\
\arctan (\delta \phi)=\frac{A_{2}\left(\bar{w}_{0}\right)+B_{2}\left(\bar{w}_{0}\right)}{A_{1}\left(\bar{w}_{0}\right)+B_{1}\left(\bar{w}_{0}\right)} . \tag{27}
\end{gather*}
$$

As a result, we obtain the "standard" map [22]

$$
\begin{equation*}
\bar{w}=w+f \sin \varphi, \quad \bar{\varphi}=\varphi+T \bar{w}, \tag{28}
\end{equation*}
$$

where $f=F R\left(w_{0}\right), T=g^{\prime}\left(w_{0}\right)$, and an insignificant constant in the second equation is omitted. The chaotic regime of oscillations emerges when the stochasticity parameter $K=f T$ becomes greater than unity [22]. Using this condition, we can estimate the critical value of the laser field as follows:

$$
\begin{equation*}
F_{c} \approx \frac{1}{R\left(w_{0}\right)\left|g^{\prime}\left(w_{0}\right)\right|} . \tag{29}
\end{equation*}
$$

This expression implies that the critical value of the laser field is inversely proportional to the energy exchange between the electron and the field during the half-period of oscillations. The stronger the energy exchange, the smaller the laser field amplitudes at which a transition to the stochastic regime of oscillations takes place. A typical form of the phase space in the presence of regular and stochastic trajectories obtained by solving the equations of motion, which are defined by Hamiltonian (2), is shown in the figure.

## 4. CLUSTER MAP IN THE LIMIT OF LARGE AMPLITUDES OF ELECTRON OSCILLATIONS

In the general case, the expression for coefficient $R(w)$ is difficult to analyze. We will study this expression in the limit of a large amplitude of unperturbed oscillations ( $|w| \ll 1$ ), assuming that $\chi=\alpha|w|^{-3 / 2} / \sqrt{2} \gtrdot$ 1 in this case. In this limit, $t_{1} \approx \arcsin (1 / \sqrt{3}), \xi_{0} \approx$ $\sqrt{|w|} \ll 1$, and the main contribution to integrals (15)


Phase plane $w, \phi$ obtained by solving the equations of motion for parameters $\alpha=1$ and $F=0.05$. Five chaotic and regular trajectories are shown.
and (16) comes from the neighborhood of $\xi$ in the vicinity of $\pm \xi_{0}$. This gives

$$
\begin{align*}
& A_{1}(w) \approx \frac{1}{2|w|} \int_{2 \xi_{0}}^{\infty} x \cos \left(\beta_{+}+\frac{\chi x^{3}}{6}\right) d x  \tag{30}\\
& \quad+\frac{1}{2|w|} \int_{-\infty}^{-2 \xi_{0}} x \cos \left(\beta_{-}+\frac{\chi x^{3}}{6}\right) d x, \\
& A_{2}(w) \approx \frac{1}{2|w|} \int_{2 \xi_{0}}^{\infty} x \sin \left(\beta_{+}+\frac{\chi x^{3}}{6}\right) d x  \tag{31}\\
& \quad+\frac{1}{2|w|} \int_{-\infty}^{-2 \xi_{0}} x \sin \left(\beta_{-}+\frac{\chi x^{3}}{6}\right) d x,
\end{align*}
$$

where $\beta_{-}=\pi \chi$ and $\beta_{+}=\alpha T / 2-\pi \chi$. Integrals (30) and (31) can be expressed in terms of the integral exponential

$$
\begin{align*}
& A_{1}(w) \approx \frac{\xi_{0}^{2}}{3|w|} \mathrm{E}_{1 / 3}(-i \rho)\left[\exp \left(i \beta_{+}\right)-\exp \left(-i \beta_{-}\right)\right]  \tag{32}\\
&+\frac{\xi_{0}^{2}}{3|w|} \mathrm{E}_{1 / 3}(i \rho)\left[\exp \left(-i \beta_{+}\right)-\exp \left(i \beta_{-}\right)\right] \\
& A_{2}(w) \approx \frac{i \xi_{0}^{2}}{3|w|} \mathrm{E}_{1 / 3}(i \rho)\left[\exp \left(-i \beta_{+}\right)+\exp \left(i \beta_{-}\right)\right]  \tag{33}\\
&-\frac{i \xi_{0}^{2}}{3|w|} \mathrm{E}_{1 / 3}(-i \rho)\left[\exp \left(i \beta_{+}\right)+\exp \left(-i \beta_{-}\right)\right]
\end{align*}
$$

where $\rho=4 \chi \xi_{0}^{3} / 3$, and

$$
\mathrm{E}_{n}(x)=\int_{1}^{\infty} d t \frac{\exp (-x t)}{t^{n}}
$$

is the integral exponential [21]. The argument of the integral exponential can be reduced to the form $\rho \approx$ $\sqrt{2} \alpha / 3$ and depends only on parameter $\alpha$. For this reason, we will consider a dense cluster with a supercritical value of density $\alpha \ll 1$ and the opposite case of a low-density cluster with a subcritical value of density $\alpha \gg 1$. The latter case can emerge due to expansion of the cluster, as a result of which the cluster density may become much lower than the critical value $n_{c}=$ $\omega^{2} m / 4 \pi Z e^{2}$ [9]. Let us first consider a low-density cluster $(\alpha \gg 1)$. In this limit, expressions (32) and (33) assume the form

$$
\begin{align*}
A_{1}(w) & \approx \frac{\sqrt{2}}{\alpha} \cos \left(\alpha t_{1}\right) \sin \left(\frac{\sqrt{2} \alpha}{3}-\pi \chi\right),  \tag{34}\\
A_{2}(w) & \approx \frac{\sqrt{2}}{\alpha} \cos \left(\alpha t_{1}\right) \cos \left(\frac{\sqrt{2} \alpha}{3}-\pi \chi\right), \\
B_{1}(w) & \approx \frac{\sqrt{2}}{\alpha} \cos (\pi \chi) \sin \left(\alpha t_{1}\right),  \tag{35}\\
B_{2}(w) & \approx \frac{\sqrt{2}}{\alpha} \sin (\pi \chi) \sin \left(\alpha t_{1}\right) .
\end{align*}
$$

The coefficients of the standard map can be written in the form

$$
\begin{gather*}
R \approx \frac{\sqrt{2}}{\alpha} \sqrt{1+\sin \left(2 \alpha t_{1}\right) \sin \frac{\sqrt{2} \alpha}{3}},  \tag{36}\\
g\left(w_{0}\right) \approx \frac{\pi \alpha}{\sqrt{2}\left|w_{0}\right|^{3 / 2}} .
\end{gather*}
$$

As a result, we find that the critical value of the laser field is given by

$$
\begin{gather*}
F_{c} \approx \frac{2\left|w_{0}\right|^{5 / 2}}{3 \pi}  \tag{37}\\
\times\{\sqrt{(1+\sin [2 \alpha \arcsin (1 / \sqrt{3})]) \sin (\sqrt{2} \alpha / 3)}\}^{-1 / 2} .
\end{gather*}
$$

For most values of energy $\alpha$, the critical value is close to $F_{c} \approx 2\left|w_{0}\right|^{5 / 2} / 3 \pi$. However, values of $\alpha$ also exist, which are close to resonant values defined by the equation

$$
\begin{equation*}
\sin \left(2 \alpha \arcsin \frac{1}{\sqrt{3}}\right) \sin \frac{\sqrt{2} \alpha}{3}=-1 \tag{38}
\end{equation*}
$$

for which the energy transfer between an electron and the field is insignificant (energy accumulation/loss outside the cluster are compensated by the loss/accumula-
tion of energy inside the cluster), and a strong laser field is required for a transition to the stochastic mode.

Let us now consider a high-density cluster $(\alpha \ll 1)$. In this limit, expressions (32) and (33) assume the form

$$
\begin{gather*}
A_{1}(w) \approx-\frac{\Gamma(2 / 3) 3^{1 / 6} 2^{2 / 3}}{\alpha^{2 / 3}} \sin \frac{\alpha T}{4} \\
A_{2}(w) \approx \frac{\Gamma(2 / 3) 3^{1 / 6} 2^{2 / 3}}{\alpha^{2 / 3}} \cos \frac{\alpha T}{4}  \tag{39}\\
B_{1}(w) \approx \cos \frac{\alpha T}{4}, \quad B_{2}(w)=\sin \frac{\alpha T}{4} \tag{40}
\end{gather*}
$$

and the standard map coefficients are given by

$$
\begin{equation*}
R \approx \frac{\Gamma(2 / 3) 3^{1 / 6} 2^{2 / 3}}{\alpha^{2 / 3}}, \quad g\left(w_{0}\right) \approx \frac{\pi \alpha}{\sqrt{2}\left|w_{0}\right|^{3 / 2}}, \tag{41}
\end{equation*}
$$

where $\Gamma(x)$ is a gamma function [21]. Thus, the critical value of the laser field in this limit is

$$
\begin{equation*}
F_{c} \approx \frac{2^{5 / 6}}{\pi \Gamma(2 / 3) 3^{7 / 6}} \frac{\left|w_{0}\right|^{5 / 2}}{\alpha^{1 / 3}} . \tag{42}
\end{equation*}
$$

The same expression can be obtained in the limit of a pointlike cluster $(a=0)$ with a constant nuclear charge $Q=4 \pi e n_{i} a^{3} / 3=$ const. In atomic units, $n_{0}=\left(-2 w_{0}\right)^{-1 / 2}$ corresponds to the number of the atomic level, $\epsilon_{c}=$ $F_{c} n_{0}^{4}$ and $\omega_{0}=\omega n_{0}^{3}$; consequently, the above expression can be written as follows: $\boldsymbol{\epsilon}_{c} \approx 1 / 49 \omega_{0}^{1 / 3}$. In this form, it coincides with expression (18) derived in [19] for the critical value of the high-frequency electric field, for which the motion of an electron in an excited hydrogen-like atom becomes chaotic.

## 5. STOCHASTIC HEATING AND OUTER IONIZATION

In the stochastic regime, the electron dynamics can be described as diffusion in the energy space [14], where the diffusion coefficient is defined as [19]

$$
\begin{equation*}
D\left(w_{0}\right)=\frac{\left\langle(\Delta w)^{2}\right\rangle}{\Delta t} \approx \frac{F^{2} R^{2}\left(w_{0}\right)}{2} \tag{43}
\end{equation*}
$$

The heating rate can be determined using the relation connecting the mobility and the diffusion coefficient in the diffusion equation:

$$
\begin{equation*}
\gamma=\frac{d\langle\Delta w\rangle}{d t}=\frac{1}{2} \frac{\partial D\left(w_{0}\right)}{\partial w_{0}} \tag{44}
\end{equation*}
$$

This relation can be written if the system under investigation is a Hamiltonian system as in our case [14]. Expressions (36) and (41) for coefficient $R$ imply that the diffusion coefficient is independent of energy in the approximation considered here. Thus, to estimate the heating rate, we must find the next terms in the expan-
sion in $w$. Let us confine our analysis to the case $\alpha \ll 1$. In this limit, we can calculate coefficient $R$ taking into account the terms proportional to $w_{0}$ :

$$
\begin{equation*}
R \approx \frac{\Gamma(2 / 3)}{\sqrt{3}}\left(\frac{6}{\alpha}\right)^{2 / 3}+\frac{\Gamma(4 / 3)}{5 \sqrt{3}}\left(\frac{6}{\alpha}\right)^{4 / 3} w_{0}+O\left(w_{0}^{2}\right) . \tag{45}
\end{equation*}
$$

Using formula (44), we obtain

$$
\begin{equation*}
\gamma \approx \frac{12}{5} F^{2} \Gamma\left(\frac{2}{3}\right) \Gamma\left(\frac{4}{3}\right) \frac{1}{\alpha^{2}} . \tag{46}
\end{equation*}
$$

Thus, the heating rate increases with the density of the cluster.

Ionization occurs at the instant when the electron crosses the boundary $w=0$ and falls in the region of positive energy values. The maximal increment of the electron energy as a result of interaction with the laser field during time period $T / 2$ is $F R$. Consequently, if the electron energy $\left|w_{0}\right|<F R$, the electron can leave the cluster during one period of oscillations about the cluster. The map constructed in this case is not valid for positive energy values; consequently, to determine the instant of ionization, we can use the procedure proposed in [19]. The ionization time can be estimated as the time required to attain, as a result of diffusion, the region $-F R<w<0$ from which the electron may pass to the continuum over a period of oscillations. Thus, we find that

$$
\begin{equation*}
T_{1} \approx \frac{w_{0}^{2}}{D\left(w_{0}\right)} . \tag{47}
\end{equation*}
$$

Using expressions (36) and (41), we can estimate the stochastic ionization time of the cluster as

$$
\begin{gather*}
T_{I} \approx \frac{w_{0}^{2} \alpha^{4 / 3}}{F^{2} \Gamma^{2}(2 / 3) 6^{1 / 3}}, \quad \alpha \ll 1,  \tag{48}\\
T_{I} \approx \frac{w_{0}^{2} \alpha^{2}}{F^{2}\left[1+\sin \left(2 \alpha t_{1}\right) \sin (\sqrt{2} \alpha / 3)\right]}, \quad \alpha \gtrdot 1 . \tag{49}
\end{gather*}
$$

It follows from these expressions that the outer ionization time for a dense cluster is much shorter than the outer ionization time for a rarefied cluster.

## 6. CONCLUSIONS

In this study, we analyzed the nonlinear dynamics of electrons of a cluster in a laser field. It is convenient to do this by using the point map connecting the electron energy and phase in half the period of oscillations. Using the Chirikov criterion [22], the critical value of the laser field leading to a chaotic regime of oscillations was calculated. In the framework of diffusion description, an estimate for the outer ionization time was obtained.

In the model considered here, the influence of the remaining electrons was ignored. Obviously, such a model is valid if the majority of electrons have left the cluster as a result of outer ionization. Moreover, in the case of a large amplitude of electron oscillations (the amplitude of electron oscillations is much larger than the ion core of a cluster), the electron charge is spatially distributed over much larger volume than the ion charge. In this case, the mean electric field of electrons is much weaker than the electric field produced by the ions and the action of the electron charge can be ignored. This description is apparently also applicable at the initial stage of interaction, when the electron cloud can be treated as a point charge disregarding its intrinsic dynamics. However, the effect of electrons should be taken into account for analyzing electron dynamics in more general situations.

It is well known that an ionized cluster expands and its density strongly decreases in this process. In our model, this leads to an increase in parameter $\alpha$ with time. Since the cluster expansion time is much longer than the period of oscillations as a rule, the effect of the process of expansion on the dynamics of cluster electrons in our model can be taken into account by using the smooth time dependence of the "cluster" map parameters.

Since the external stochastic ionization time is quite long (tens of laser periods), this ionization mechanism may be important for interaction with long laser pulses (of hundreds of femtoseconds). In particular, numerical simulation of the interaction of the atomic cluster with laser radiation revealed that electrons performing largeamplitude oscillations pay an important role in heating of the cluster [18]. These electrons gain energy as a result of interaction with the laser field and the electrostatic field of the cluster. On the other hand, outer ionization of the cluster as a result of interaction with short laser pulses is apparently determined by other mechanisms (barrier "suppression" [23], thermal emission [7], and so on).

It should be noted that stochastic heating of electrons leaving the cluster is also possible when an electron moves in the field of laser waves incident on and reflected from the cluster. Obviously, such a process is realized for a dense (the cluster density must be higher than the critical value) and large cluster (the laser field penetration depth in the cluster must be much smaller than the cluster size). Such a mechanism of electron heating as applied to solid laser targets was considered recently in [24-26]. The stronger the laser field (namely, the larger the parameter $\mu=e E / m c \omega$ determining the ratio of the laser field $E$ to the relativistic field strength $m c \omega / e$ ), the more effective the given process. Especially strong heating occurs for relativistic laser radiation intensities. In the limit of a weakly relativistic laser field ( $\mu \ll 1$ ), the characteristic electron diffusion time in the energy space is $\omega t_{D} \approx(\pi / \sqrt{2}) \mu^{3}$ [26]. Using expression (48), we can easily estimate that the
electron heating mechanism, taking into account the reflected laser wave, dominates over the mechanism considered here only in the case of a strong laser field $\mu>0.3$ for $n / n_{c}=10, \lambda=820 \mathrm{~nm}$ ( $\lambda$ is the laser radiation wavelength), and $a=50 \mathrm{~nm}$. Moreover, this threshold in the field only increases with time due to a decrease in the cluster density as a result of expansion. Nevertheless, the mechanism of electron heating of a cluster, which is associated with the dynamics of an electron in the incident and reflected laser waves can be substantial for relativistically strong laser fields.
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#### Abstract

The characteristics of a magneto-optical trap (MOT) using small-diameter cooling laser beams are considered. Trapping and cooling of Rb atoms from the surrounding gas of warm atoms takes place in the trap. A compact $(140 \mu \mathrm{~m})$ and stable atomic cloud is obtained with a density of $7 \times 10^{10} \mathrm{~cm}^{-3}$, which is three orders of magnitude higher than the density of the surrounding gas. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

It is well known that, during absorption and emission of light, energy exchange between radiation and a particle is accompanied by momentum transfer leading to the emergence of the effect of light pressure. Considerable advances have been made in recent years in a wide range of problems associated with this effect. Many years of studies of light pressure in atomic beams (see review [1]) culminated in the development of mag-neto-optical traps (MOTs), in which the capture and cooling of atoms to very low temperatures $\left(10^{-4}-10^{-6} \mathrm{~K}\right)$ occurs under the action of light pressure [2-4]. The design of a number of traps is described in the literature; however, MOTs remain complex and expensive physical devices. On the other hand, many contemporary studies of the light pressure effect and its application are based on the use of MOTs. For this reason, further investigation and modification of MOTs remain a vital problem.

It is important and interesting to obtain a high density of trapped atoms. It was found that an increase in the density is limited by mutual repulsion of atoms, which is caused by the exchange of spontaneous radiation emitted by these atoms [1,5]. The magnitude of this effect is determined by the optical density of atoms in the trap, $\eta=n \sigma d$, where $n$ is the density of atoms, $\sigma$ is the photoabsorption cross section, and $d$ is the diameter of the cloud of trapped atoms. The effective exchange of radiation between atoms and their mutual repulsion take place when the optical density becomes high $(\eta \sim 1)$. Consequently, it can be intuitively concluded that a high density of atoms can be attained for small diameters of the cloud (i.e., in compact traps). Another possible application of compact traps is the creating of a cloud of cold atoms with well-defined and stable coordinates. It should be noted that stable localization of the atoms in a MOT was demonstrated earlier using magnetic fields with high gradients (on the order of $10^{3} \mathrm{G} / \mathrm{cm}$ ) [6].

Here, we study a compact magneto-optical trap for rubidium atoms. The MOT volume was reduced by using small-diameter laser beams. It might be interesting for some readers that the technical realization of a compact MOT turned out to be simpler than an ordinary MOT and that all main parts of the experimental setup (lasers, systems for measuring and stabilizing the radiation frequency, the vacuum system, and the system for detecting trapped atoms) were designed specially for the present project. These systems have good parameters and at the same time are quite simple and can be reproduced in many optical laboratories.

## 2. PHYSICAL FOUNDATIONS OF MAGNETO-OPTICAL TRAPS

The operation of MOTs is based on the two main processes: laser-induced capture and laser cooling of atoms. Physical effects participating in these processes are quite diverse. Some of these effects are well known and used for developing MOTs, while others are being discussed theoretically and have not been observed experimentally (see, for example, [7]). Let us consider two main effects of light pressure underlying the first MOTs.

The first effect is laser cooling of atoms. We consider the effect of light pressure in a system of two counterpropagating light waves with a frequency $\omega_{L}$ smaller than the absorption frequency $\omega_{0}$ of a two-level particle (Fig. 1). On account of the Doppler effect, a moving particle predominantly absorbs radiation emitted by the counterpropagating wave, which leads to deceleration of the particle and, hence, its cooling [8, 9]. In such a system, atoms may be cooled to a temperature equal to the Doppler limit $T_{D}=\hbar \gamma / 2 k_{B}$, where $\gamma$ is the rate of spontaneous decay of the upper level [1]. The minimal temperature of cooling is attained for an optimal radiation frequency detuning of $\omega_{L}-\omega_{0}=-\gamma / 2$. The Doppler limit for rubidium is $T_{D} \approx 140 \mu \mathrm{~K}$. The threedimensional version of cooling of an atom by counter-


Fig. 1. Cooling of two-level atoms in the field of a standing light wave. The radiation frequency is chosen smaller than the $g \longrightarrow e$ transition frequency.


Fig. 2. Formation of a potential well with the help of the light pressure effect in a nonuniform magnetic field. The atom has the angular momentum $J_{g}=0$ in the ground state and $J_{e}=1$ in the excited state.


Fig. 3. Energy level diagram of ${ }^{85} \mathrm{Rb}$. The nuclear spin is $I=$ $5 / 2$. The fine interaction splits the upper state and leads to the emergence of two absorption lines, $D_{1}$ and $D_{2}$. The right-hand side of the diagram illustrates the hyperfine splitting of the ground state and excited states of ${ }^{85} \mathrm{Rb}$.
propagating light beams is known as optical molasses, in which atoms are effectively cooled due to viscous friction in the medium of surrounding photons [10].

However, plane waves forming optical molasses do not lead to a coordinate dependence of the light pres-
sure force and, hence, do not produce a potential well. Such a coordinate dependence can be created for particles with degenerate levels by placing them in a nonuniform magnetic field. The method is illustrated in Fig. 2 for a particle having the ground state with an angular momentum of $J_{g}=0$ and an excited state with an angular momentum of $J_{e}=1$. The magnetic field, which increases linearly from the center of the trap, splits the upper state into three Zeeman sublevels. The energies of two of these levels depend on coordinate $z$ chosen along the direction of the magnetic field. Two counterpropagating waves have opposite circular polarizations. Since the absorption of the left and right waves is possible only during the transitions $M_{g}=0 \longrightarrow M_{e}=1$ and $M_{g}=0 \longrightarrow M_{e}=-1$, respectively, a coordinate dependence of the absorption probability and, hence, of the light pressure force, appears. The 3D version of such a system is known as the magneto-optical trap (MOT) [11]. The depth of the potential well in the trap is large and may attain $\sim 1 \mathrm{~K}$, which makes it possible to carry out effective trapping of atoms directly from the gas of "warm" atoms surrounding the center of the trap [12].

## 3. MODEL OF TRAP OPERATION

Our experiments were made with ${ }^{85} \mathrm{Rb}$ atoms excited on the $D_{2}$ line $(\lambda=780.2 \mathrm{~nm})$. Figure 3 shows the level diagram of ${ }^{85} \mathrm{Rb}$ [13]. The absorption of a photon leads to a change in the velocity of a Rb atom only by $0.6 \mathrm{~cm} / \mathrm{s}$; consequently, absorption of many photons is required for trapping and cooling of atoms from the warm gas surrounding the trap. For this purpose, use is made of a "cycling transition" $F_{g}=3 \longrightarrow F_{e}=4$; the atom cannot spontaneously decay from the upper level of this transition to another hyperfine sublevel of the ground state (transitions with $|\Delta F|>1$ are forbidden in the dipole approximation), and hence, it participates in absorption repeatedly. Nevertheless, absorption of radiation in the far wing of the line $F_{g}=3 \longrightarrow F_{e}=3$ leads to the atomic transition to a level of $F_{e}=3$ followed by spontaneous decay to the hyperfine sublevel of the ground state $F_{g}=2$ and, hence to the withdrawal of the atom from the cooling process. To resume cooling, the atom is returned to level $F_{g}=3$ of the ground state by radiation from a repumping laser, which is in resonance with the transitions $F_{g}=2 \longrightarrow F_{e}=2,3$.

A simple model of MOT operation is based on the concept of critical velocity $v_{c}$ [12]. Atoms possessing a velocity $\mathrm{v}<\mathrm{v}_{c}$ are decelerated during their passage through the region of intersection of the beams to such an extent that they are captured in the trap. The flux of atoms with velocity $\mathrm{v}<\mathrm{v}_{c} \ll \mathrm{v}_{0}$ into a unit spherical surface is

$$
j=\frac{n v_{0}}{4 \pi^{1 / 2}}\left(\frac{v_{c}}{v_{0}}\right)^{4}
$$

where $\mathrm{v}_{0}$ is the most probable velocity of the Maxwell velocity distribution of atoms. The total rate of capture of the atoms is $R=j S$, where $S$ is the surface area of the trap. The balance of the number $N$ of particles in the trap is described by the simple equation

$$
\begin{equation*}
\frac{d N}{d t}=R-\frac{N}{\tau} \tag{1}
\end{equation*}
$$

where $\tau$ is the lifetime of an atom in the trap. Among many processes determining the time $\tau$, the most important are collisions of cold atoms with surrounding warm Rb atoms (in our case) and particles of residual gases. In estimating the role of such collisions, it should be borne in mind that the cross sections of collisions knocking atoms from the trap turn out to be much larger than the gas-kinetic cross sections since the velocity sufficient to knock an atom from the trap must only be higher than $v_{c}$.

The mutual repulsion of atoms during exchange of radiation prevents the attaining of high densities of atoms in the traps (see, for example, [5]). This process is very complicated in the quantum limit, when the recoil energy of the atom, $\hbar \omega_{r}=\hbar^{2} k^{2} / 2 m$, becomes comparable to the energy $\hbar \omega$ of the vibrational quantum of the atom in the trap. If $\omega_{r} \gg \omega$, exchange of photons can be estimated disregarding the quantization of the spatial motion of the atom. In this case, the cross section of resonant absorption of photons amounts to $\sim \lambda^{2}[5]$.

## 4. LASERS

Lasers satisfying stringent requirements on the power and stability of radiation frequency are important elements of the setup. We used semiconductor laser diodes (type ML6XX24 manufactured by Mitsubishi) with an external resonator and a diffraction grating for radiation wavelength selection. The schematic diagram of the resonator is shown in Fig. 4 (the laser is described in greater detail in [14]). A semitransparent output mirror of the resonator ensures the optical coupling of the laser diode with the diffraction grating. In contrast to traditional Littrow and Littman semiconductor laser resonators [15], this simple modification makes it possible to easily select the optimal Q factor of the resonator by varying the transmission of the output mirror. (It should be noted that a similar resonator scheme was used earlier for frequency selection in a fiber laser [16].) We used diffraction grating with 600 lines $/ \mathrm{mm}$ and a reflection coefficient of $R>60 \%$ in the fourth order (the diffraction angle $\theta=69^{\circ}$ ).

The design of the laser ensures two beams (Fig. 4). The low-intensity beam ( 4 mW ) was used for measuring and stabilization of laser radiation frequency, while a high-intensity beam ( 14 mW ) was directed to the MOT. Laser power supply was a stable dc source. Temperature stabilization of the laser diode was carried out


Fig. 4. Schematic of the external resonator of a semiconductor laser: 1-laser diode, 2-collimator, 3-semitransparent output mirror, 4-diffraction grating, 5-piezoceramic.
by the active control system controlling the power supplied to the Peltier element. Temperature fluctuations of the diode casing did not exceed 0.1 mK . The temperature of the external resonator was stabilized due to good thermal contact with the surface of a massive metallic optical table.

The output laser beam has a linear polarization and an elliptical transverse intensity distribution. The laser was placed at a large distance (approximately 2 m ) from the trap, at which the beam acquired a more symmetric shape. The intensity distribution in the beam was recorded with the help of a video camera. We used the beam with transverse diameters at the MOT inlet of approximately 2 mm (FWHM) and an intensity of about 1 mW .

Rough measurement of the laser radiation frequency required for tuning at the $D_{2} \mathrm{Rb}$ absorption line frequency was performed by a home-made spectrograph consisting of a 300 lines $/ \mathrm{mm}$ diffraction grating, a focusing spherical mirror with $f=500 \mathrm{~cm}$, and a video camera recording the laser radiation spectrum in the focal plane of the mirror. To increase the dispersion of the grating, we operated with large diffraction angles. The precision measurement of the laser radiation frequency, which is required for tuning to a certain hyperfine transition in ${ }^{85} \mathrm{Rb}$, was carried out using saturated absorption resonances in counterpropagating waves.

Frequency stabilization of laser radiation required for trapping and cooling of atoms in the MOT is complicated by the fact that the standard locking of frequency to the extrema of the saturation absorption spectrum is not suitable for MOT functioning. Many researchers (see, for example, [17]) solved this problem by stabilizing the laser radiation frequency to one of the extrema of the saturated absorption spectrum and shifting the radiation frequency by using an acousto-optic modulator. Apart from the obvious advantages of this method, which gives the exact value of radiation frequency, it has some drawbacks, such as the use of an additional device (acousto-optic modulator) and radiation power losses associated with it.


Fig. 5. DAVLL system of laser frequency stabilization: 1 -cell. 2-Glan polarizer, $\lambda / 4$ is a quarter-wave plate. The photograph shows the design of the magnet.

In our setup, the laser radiation frequency was stabilized with the help of circular dichroism and Faraday effects (dichroic atomic vapor laser lock (DAVLL) method of frequency stabilization [18, 19]). This method makes it possible to avoid laser radiation frequency modulation and to stabilize the radiation frequency at any point of the linear absorption profile. Figure 5 illustrates the operation of the stabilization system. Linear polarized radiation is directed into a cell containing Rb vapor in a longitudinal magnetic field. Two circular polarizations of this radiation acquire a relative phase difference in the cell due to the Faraday effect and are absorbed in different ways due to circular dichroism effect. The output, elliptically polarized radiation is decomposed by a quarter-wave plate into two mutually orthogonal linearly polarized components, which are subsequently separated by a Glan polarizer and directed to two photodiodes. The differential signals from these photodiodes are used for stabilizing the laser radiation frequency. Depending on the orientation of the optical axis of the quarter-wave plate and the Glan polarizer, the magnitude of the differential signal can be determined by the Faraday effect alone, the circular dichroism alone, or the combination of these two effects [19]. In the experiment, the orientation of these optical elements, the magnetic field strength, and the temperature of the cell were adjusted experimentally so that the frequency dependence of the differential signal was maximal (attaining values of $\sim 0.4 \mathrm{mV} / \mathrm{MHz}$ in our experiments).

The magnetic field, which is optimal for the operation of the stabilization system, is a complex function of many parameters and should be adjusted experimentally. In our setup, the controllable magnetic field was produced by a permanent samarium-cobalt magnet, magnetic core, and a movable jumper to remove part of the magnetic flux. The photograph in Fig. 5 illustrates the design of the device. This system makes it possible to control the magnetic field strength in the region of the cell containing Rb vapor in an interval of $130-360 \mathrm{G}$. The field optimal for operation was found to be 200 G . The cell with Rb vapor had a diameter of 2 cm and its temperature was maintained at $37^{\circ} \mathrm{C}$.

The stabilization method we used proved to be quite effective. It ensured reliable stabilization of the laser radiation frequency in a frequency range of $\pm 300 \mathrm{MHz}$ in the vicinity of the $F_{g}=3 \longrightarrow F_{e}=4$ transition of the ${ }^{85} \mathrm{Rb}$ isotope with a frequency locking region of about 800 MHz . Figure 6 shows the signals important for the operation of the DAVLL system: the linear absorption spectrum in Rb vapor of natural isotopic composition ( $72 \%{ }^{85} \mathrm{Rb}$ and $28 \%{ }^{87} \mathrm{Rb}$ ), the saturated absorption spectrum in counterpropagating waves, and the differential signal used for laser radiation frequency stabilization.

Meticulous suppression of feedback is a necessary condition for the normal operation of a semiconductor laser with an external resonator. For this purpose, Faraday isolators are often used, which are, however, expensive devices. Owing to several fortunate design features of our MOT, we managed to do without Faraday isolators. First, the optical scheme of the laser (Fig. 4) was such that the feedback due to scattering of the "weak" beam used for radiation frequency stabilization is suppressed since this radiation does not enter directly the laser diode. Second, the optical scheme of the MOT (see below) is based on six independently tuned beams (without "retroreflection" of the beams, which is often used), which were directed to the center of the trap so that these beams did not return to the laser. Third, using a small-diameter beam, we could manage without telescopes, beam-profile correction systems and, hence, avoid additional scattering of radiation.

## 5. VACUUM CHAMBER AND MAGNETIC FIELD

Various designs of vacuum chambers of MOTs, ranging from complex and expensive stainless steel chambers to relatively simple chambers made entirely of quartz or glass, are described in the literature. Our vacuum chamber of the MOT, which has the form of a thin-walled glass sphere 6 cm in diameter, is apparently the simplest. It was verified that such a chamber hardly at all distorts the polarization of the beams and introduces only small distortions into their spatial distribution.

The requirements imposed on the vacuum system of the MOT are quite stringent. This is due to the fact that, as mentioned above, the atoms captured in the trap are readily knocked out during collisions with warm atoms of residual gas in the vacuum system. The vacuum in the system required for MOT operation is characterized by the fact that accumulation of atoms in the trap was terminated when the pressure in the chamber increased to $10^{-6}$ Torr. The vacuum chamber was permanently connected to a small ion pump with a capacity of about $10 \mathrm{l} / \mathrm{s}$. After prolonged outgassing and heating of the entire system, a vacuum at a level of $10^{-8}-10^{-9}$ Torr was attained in the chamber and then maintained constantly. The absence of detachable windows, valves, and flanges in our vacuum system substantially simplified and accelerated the obtaining of high vacuum.

The chamber was filled with Rb vapor from an appendix containing metallic rubidium, which was permanently attached to the vacuum tract connecting the MOT chamber and the ion pump. This appendix was cooled by a Peltier element to $5^{\circ} \mathrm{C}$ to reduce the pressure of Rb vapor in the chamber, which was required to reduce the brightness of laser beam tracks in the MOT chamber.

A spherical quadrupole magnetic field was produced in the chamber by two Helmholtz coils of 5 cm in diameter, which were spaced at a distance of 5 cm from each other. The coils have 100 turns each and were cooled by air. When a current of 1.8 A was passed, the coils produced a magnetic field at the center of the system with a gradient of $20 \mathrm{G} / \mathrm{cm}$ along the symmetry axis of the coils. The electric power supply system of the coils made it possible to switch off the current in the coils in $30 \mu \mathrm{~s}$. Because of the presence of metallic parts in the vicinity of the coils, the magnetic field decayed over a significantly larger time (about 0.5 ms ).

## 6. OPTICAL SCHEME

The general optical scheme of the MOT is shown in Fig. 7. The splitting of the high-intensity beam produced by the trapping laser into six beams of approximately the same intensity was carried out with the help of semitransparent mirrors. These beams were directed to the center of the trap so that they did not return to the laser. The beam of the repumping laser was added to the main beam already at the first beam-splitting mirror and, hence, was present in all six beams forming the MOT.

The main laser was actively stabilized with the help of the DAVLL system described above. The preliminary adjusting of radiation frequency was carried out using the saturated absorption spectra. The final frequency adjusting of this laser was carried out using the fluorescence intensity of the cloud of trapped atoms. The radiation frequency of the repumping laser was also controlled using the saturated absorption spectra.


Fig. 6. Signals of the DAVLL frequency stabilization system: 1-linear absorption spectrum, 2-saturated absorption spectrum in counterpropagating waves, 3-DAVLL differential signal. The lower figure shows a small fragment of signals 2 and 3. For better visualization, the signals are made closer on the vertical axis.

This laser had a passively stabilized frequency sufficient for stable operation of the MOT.

The alignment of all beams at the center of the trap (at zero magnetic fields) must be performed in a MOT to a high degree of accuracy. In our case, alignment is substantially complicated because of the small diameter of the beams. To simplify the alignment, the vacuum system was designed so that the MOT vacuum chamber together with the ion pump could be withdrawn from the system without a deterioration of vacuum in the system. After the withdrawal of the chamber, a small sphere was installed at the point of desirable intersection of the beams (at zero magnetic field) and all the beams were aligned to its center. After the return of the chamber to its place and trapping of atoms, slight additional alignment of the directions of the beams was required (it was controlled by the fluorescence intensity of atoms in the trap). The circular polarizations of these beams were chosen so that the direction of rotation was matched with the direction of the local magnetic field. For the $F_{g}=3 \longrightarrow F_{e}=4$ transition in the ${ }^{85} \mathrm{Rb}$ isotope, the spin of photons must be antiparallel to the local
magnetic field vector so that a configuration of levels and fields analogous to that shown in Fig. 2 was reproduced.

The images of atomic clouds were registered by a black-and-white CCD camera with a recording rate of 25 frames/s. An analog video signal from this camera was digitized and could be subsequently processed analytically. It should be noted that such cameras have a high sensitivity in the near IR spectral region. The cost of high sensitivity is a low time resolution of such cameras ( $40 \mathrm{~ms} /$ frame). For fast quantitative recording of fluorescence of the cloud, we used a calibrated photodiode supplied with an optical system collecting radiation from the trapped atoms. The sensitivity of the system was $2.8 \times 10^{4}$ atoms $/ \mathrm{mV}$ and its time resolution was about 0.1 ms .

## 7. RESULTS

After the alignment of the direction of the beam, selection of their appropriate polarization, frequency, and required direction of current in the Helmholtz coils, a bright cloud of fluorescent Rb atoms was formed at the center of the MOT. The CCD camera recording the image of the cloud passed to the strong saturation mode. Figure 8 shows the image of the cloud and its evolution after the switching off the quadrupole magnetic field. In the steady-state mode, the fluorescence of the cloud was quite stable and the entire system operated independently up to 1 h without laser radiation frequency correction. After the removal of the field, the cloud left the region illuminated by laser beams in approximately 50 ms . This displacement of the cloud was, in all probability, due to small magnetic fields


Fig. 7. Optical scheme of the setup. Numbers indicate the coefficients of beam intensity splitting by semitransparent mirrors; $I, v$ indicate the block controlling the current and laser radiation frequency; $T$ is the block stabilizing the laser diode temperature; $\lambda / 4$ are quarter-wave plates; the spectrograph is the grating spectrograph for "rough" measurement of the laser radiation frequency.


Fig. 8. (a) Fluorescence of the cloud of trapped atoms and its evolution after switching off the magnetic field. (b) Spatial modulation of fluorescence of the cloud along the direction of its motion.
remaining in the MOT chamber after switching off the current in the Helmholtz coils since residual magnetic fields produce an uncompensated light pressure force from each pair of counterpropagating laser beams. During the displacement of the cloud, two features could be observed. First, the displacement of the cloud was not accompanied by a noticeable increase in its size. Thus, the size of the cloud increases at a much lower rate than could be as a result of flying apart of atoms trapped in the MOT with a characteristic velocity of about $10 \mathrm{~cm} / \mathrm{s}$. In all probability, this can be explained by the fact that, after switching off a magnetic field, the MOT is transformed into optical molasses [10], in which the motion of atoms is not a gas-kinetic, but a diffusion process in view of the small mean free path of atoms in the medium of surrounding photons. Second, the fluorescence of the track of atoms during the motion of the cloud after the removal of the magnetic field was not
continuous, but spatially modulated. The period of this structure was about 0.2 mm (see Fig. 8). The explanation of this effect requires additional investigations. We can only note that such a spatial structure could not be observed if atoms were trapped in out MOT by wide $(1.5 \mathrm{~cm})$ light beams. This is apparently due to the fact that such wide light beams produced a much larger cloud of trapped atoms than the period of spatial modulation observed by us.

Accumulation of atoms in the trap after the application of a magnetic field prior to saturation of the CCD camera was recorded with attenuation of fluorescence by a light filter by approximately two orders of magnitude. Figure 9a shows an example of such images. The results of measurements of the steady-state distribution of atomic fluorescence are shown in Fig. 9b (circles). This distribution is successfully approximated by a Gaussian curve of the type $a \exp \left(-(x-b)^{2} / c^{2}\right)$ with


Fig. 9. Accumulation of atoms in a trap after the application of a magnetic field. (a) Image of the cloud of trapped atoms. The frames were shot with an interval of 80 ms . The fluorescence intensity is attenuated by two orders of magnitude. (b) Stationary spatial distribution of fluorescence of trapped rubidium atoms. The solid curve is the approximation of the distribution by the Gaussian curve.
parameters $a, b$, and $c$ determined by comparison with experimental data (solid curve in Fig. 9b). According to these measurements, the cloud diameter was found to be approximately $140 \mu \mathrm{~m}$ (FWHM) (taking into account the spatial resolution of the optical system of $\leq 30 \mu \mathrm{~m})$. The stability of the position of the center of the cloud was better than $20 \mu \mathrm{~m}$ over a time interval exceeding 1 s .

The dynamics and the number of trapped atoms were measured by a sensitivity-calibrated photodiode, whose signal is shown in Fig. 10. The accumulation of atoms after the application of a quadrupole magnetic field is correctly described by a function $R \tau(1-$ $\exp (-t / \tau)$ ), which is a solution to Eq. (1) (bold curve in Fig. 10). The results of approximation of experimental data by a least square fit gives a steady-state number of trapped atoms on the order of $10^{5}$ and their lifetime in the trap $\tau \approx 0.4 \mathrm{~s}$. Taking into account the cloud diameter measured above, we obtain the following estimate for the steady-state density of trapped atoms: $7 \times$ $10^{10} \mathrm{~cm}^{-3}$. The concentration of warm Rb atoms in the chamber during the operation of the trap (the appendix
containing metallic rubidium has a temperature of $5^{\circ} \mathrm{C}$ ) was measured using the linear absorption of weak test radiation and amounted to $2.3 \times 10^{7} \mathrm{~cm}^{-3}$. To avoid mis-


Fig. 10. Dynamics of accumulation of atoms in a trap (signal from the photodiode). The bold curve describes the dynamics of accumulation of atoms in accordance with Eq. (1).
understanding, we note that this concentration of Rb vapor is much lower than the concentration of saturated vapor at $5^{\circ} \mathrm{C}$ [20] due to permanent evacuation of the system by a ion pump. Thus, the concentration of atoms in the cloud exceeded the concentration of atoms in the surrounding gas by more than three orders of magnitude.

It would be interesting to estimate the critical velocity $v_{c}$. This can be done knowing the capture rate $R$ of atoms in the trap, which can be determined most easily by measuring the rate of accumulation of atoms at the initial stage of trap filling. The accumulation rate was found to be $2.5 \times 10^{5}$ atoms $/ \mathrm{s}$. Taking into account the area of the trap surface, which was approximately $0.32 \mathrm{~cm}^{2}$, we find that the critical velocity can be estimated as $v_{c} \approx 14 \mathrm{~m} / \mathrm{s}$.

## 8. CONCLUSIONS

We have described the design and characteristics of a compact magneto-optical trap, in which a small cloud of trapped atoms (about $140 \mu \mathrm{~m}$ ) with stable spatial parameters was obtained. In particular, the position of the center of the atomic cluster was stationary to within less than $20 \mu \mathrm{~m}$. The density of trapped atoms was high $\left(7 \times 10^{10} \mathrm{~cm}^{-3}\right)$. This value was attained without a loss in the stability of spatial parameters, which is usually unavoidable for large clouds (see, for example, [21]). The atomic cluster formed in this way can be used in other experiments as a point source of cold atoms.

All main elements of the MOT (semiconductor lasers, the systems of frequency measurement and stabilization, the vacuum chamber, systems forming the magnetic field in the MOT, and the systems for visualization of atoms in the trap) were specially designed and constructed for this project. These systems are quite simple and can be reproduced in many optical laboratories. In this connection, we can mention two other realizations of MOT in Russia [7, 22].
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#### Abstract

A 1D quantum pump based on a structure of two $\delta$-functional harmonically oscillating potentials is considered. Such a structure can pump electrons from one bank to the other. An ac perturbation induces a steady-state current. The effect takes place in spatially asymmetric systems. Such an asymmetry is formed due to a difference in the initial heights of the barriers or in the amplitudes or phases of ac signals. The pump can operate in various modes depending on its parameters. It is shown that the current displays oscillations with a period such that the wavelength of incident or excited electrons is multiple to the separation of the $\delta$-functions. Resonances at quasi-stationary states between the barriers, at zero energy, and with stationary states (in the case of wells) are investigated. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

A quantum pump is a device generating direct current under zero bias. The current in induced by an ac external field, which allows a local variation of the parameters of the system.

The quantum pump is essentially analogous to various versions of the photovoltaic effect, studied in detail mainly in Russia from the beginning of the 1980s [1-4]. The difference is that the photovoltaic effect is related to the emergence of a direct current in a homogeneous macroscopic medium (the only exception is the mesoscopic photovoltaic effect), while a pump is a microscopic object. From the phenomenological point of view, the emergence of a direct current in the pump is not surprising since any asymmetric microcontact can rectify ac voltage. However, analysis of adiabatic transport in a quantum-mechanical object leads to a new phenomenon, viz., quantization of charge transport [5].

In recent years, an enormous increase has been observed in the number of publications devoted to both theoretical [6-16] and experimental [17-20] studies of the physics of quantum pumps. Quantum pumps play an important role in biology; for example, the Thouless mechanism was employed for explaining the active transport of ions through a cellular membrane [21].

Here, we will simulate pump operation by a 1D system with the potential (Fig. 1)

$$
\begin{align*}
& U(x)=\left[u_{1}+v_{1}(t)\right] \delta(x+d) \\
& \quad+\left[u_{2}+v_{2}(t)\right] \delta(x-d) \tag{1}
\end{align*}
$$

where $2 d$ is the distance between $\delta$-shaped barriers (wells); quantities $u$ and $v$ are measured in units of
$\hbar^{2} / m d$ ( $m$ is the electron mass); momentum $p$ is measured in units of $\hbar / d$; energy $E$ is measured in units of $\hbar^{2} / 2 m d^{2}$; and frequency is measured in units of $\hbar / 2 m d^{2}$. In the absence of an ac signal, the system has two barriers for positive values of $u_{1}$ and $u_{2}$ and two wells for negative values of these parameters. We assume that the electron gas is in equilibrium and the distribution functions are identical in the regions $x<-d$ and $x>d$. We also assume that an ac signal is harmonic,

$$
v_{1}(t)=v_{1} \sin \omega t, \quad v_{2}(t)=v_{2} \sin (\omega t+\varphi)
$$

The problem is to determine the direct current induced by the ac field. This model was used, in particular, in [22], but was not analyzed in detail. At the same time, in spite of its simplicity, the potential in question leads (in view of the presence of four independent parameters in it) to a variety of possible behaviors of the solution.


Fig. 1. Quantum pump based on the symmetric structure formed from two $\delta$ barriers, the first of which oscillates. Parameters $u_{1}=u_{2}, v_{2}=0$.

This study is aimed at detailed analysis of various operation modes of the electronic pump.

A direct current can be induced only in an asymmetric system. In this case, at least one of the following conditions must be satisfied: $u_{1} \neq u_{2}, v_{1} \neq v_{2}$, and $\varphi \neq 0$. The macroscopic analogs of these cases are the linear photovoltaic effect in a polar medium (emerging due to the existence of a polar vector in the medium and analogous to a preferred direction from the first barrier to the second one); the surface photovoltaic effect (emerging due to nonuniformity of the electromagnetic field and
analogous to the difference of $v_{1}$ from $v_{2}$ ); and the circular photovoltaic effect (emerging due to the phase shift between different Cartesian components of polarization; in the present case, the phase shift between $v_{1}(t)$ and $\left.v_{2}(t)\right)$.

## 2. BASIC EQUATIONS

We will seek the solution to the Schrödinger equation with potential (1) in the form

$$
\varphi=\sum_{n} \exp [-i(E+n \omega) t]\left\{\begin{array}{l}
\delta_{n, 0} \exp \left(\frac{i p_{n} x}{d}\right)+r_{n} \exp \left(-\frac{i p_{n} x}{d}\right), \quad x<-d  \tag{2}\\
a_{n} \exp \left(\frac{i p_{n} x}{d}\right)+b_{n} \exp \left(-\frac{i p_{n} x}{d}\right), \quad-d<x<d \\
t_{n} \exp \left(\frac{i p_{n} x}{d}\right), \quad x>d
\end{array}\right.
$$

Here, $p_{n}=\sqrt{p^{2}+n \omega}$ and $p=\sqrt{E}$. Wavefunction (2) corresponds to a wave incident on the barrier from the left. (In final formulas, we will mark solutions to problems with a wave incident from the left and from the right by indices " $\longrightarrow$ " and " $\longleftarrow$," respectively) Quantities $t_{n}$ and $r_{n}$ give the amplitudes of transmission (reflection) with absorption (for $n>0$ ) or emission (for $n<0$ ) of $n$ ac field quanta, while quantity $t_{0}$ determines the amplitude of the elastic process. If the value of $p_{n}$ becomes imaginary, the waves moving away from the barriers should be treated as damped waves. This means that $\operatorname{Im} p_{n}>0$.

The Schrödinger equation with potential (1) leads to the boundary conditions for the wavefunction at $x= \pm d$ :

$$
\begin{equation*}
\left.\psi\right|_{ \pm d}=0,\left.\quad \psi^{\prime}\right|_{\mp d}=2 m\left[u_{1,2}+v_{1,2}(t)\right] \psi \tag{3}
\end{equation*}
$$

Substituting the wavefunction into the boundary condition leads to the following system of equations (incidence from the left):

$$
\begin{gathered}
\begin{array}{c}
\delta_{n, 0} \exp \left(-i p_{n}\right)+r_{n} \exp \left(i p_{n}\right)-a_{n} \exp \left(-i p_{n}\right) \\
-b_{n} \exp \left(i p_{n}\right)=0 \\
\delta_{n, 0} \exp \left(-i p_{n}\right)-r_{n} \exp \left(i p_{n}\right)-a_{n} \exp \left(-i p_{n}\right) \\
+ \\
b_{n} \exp \left(i p_{n}\right)=\frac{2 i u_{1}}{p_{n}}
\end{array}
\end{gathered}
$$

$$
\begin{gather*}
\times\left[\delta_{n, 0} \exp \left(-i p_{n}\right)+r_{n} \exp \left(i p_{n}\right)\right] \\
+\frac{V_{1}}{p_{n}}\left[\delta_{n+1,0} \exp \left(-i p_{n+1}\right)+r_{n+1} \exp \left(i p_{n+1}\right)\right.  \tag{4}\\
\left.-\delta_{n-1,0} \exp \left(-i p_{n-1}\right)-r_{n-1} \exp \left(i p_{n-1}\right)\right] \\
a_{n} \exp \left(i p_{n}\right)+b_{n} \exp \left(-i p_{n}\right)-t_{n} \exp \left(i p_{n}\right)=0, \\
a_{n} \exp \left(i p_{n}\right)-b_{n} \exp \left(-i p_{n}\right)-t_{n} \exp \left(i p_{n}\right) \\
=\frac{2 i u_{2}}{p_{n}} t_{n} \exp \left(i p_{n}\right) \\
+\frac{v_{2}}{p_{n}}\left[t_{n+1} \exp \left(i p_{n+1}+i \varphi\right)-t_{n-1} \exp \left(i p_{n-1}-i \varphi\right)\right]
\end{gather*}
$$

Solving this system for $t_{n}=\exp \left(-i\left(p+p_{n}\right)\right) T_{n}$, we obtain

$$
\begin{gather*}
V_{1} V_{2} g_{n-1} e^{-i \varphi} T_{n-2}^{\rightarrow}-i\left(v_{1} S_{n-1}+v_{2} V_{n} e^{-i \varphi}\right) T_{n-1}^{\rightarrow} \\
-\left[2 W_{n}+v_{1} V_{2}\left(g_{n-1} e^{i \varphi}+g_{n+1} e^{-i \varphi}\right)\right] T_{n}^{\rightarrow} \\
+i\left(v_{1} S_{n+1}+v_{2} V_{n} e^{i \varphi}\right) T_{n+1}^{\rightarrow}+V_{1} V_{2} g_{n+1} e^{i \varphi} T_{n+2}^{\rightarrow}  \tag{5}\\
=2 i p \delta_{n, 0} .
\end{gather*}
$$

Here, $g_{n}=\sin 2 p_{n} / p_{n}$,

$$
\begin{gather*}
S_{n}=2 u_{2} g_{n}+\exp \left(-2 i p_{n}\right), \\
V_{n}=2 u_{1} g_{n}+\exp \left(-2 i p_{n}\right),  \tag{6}\\
W_{n}=2 u_{1} u_{2} g_{n}+\left(u_{1}+u_{2}-i p_{n}\right) \exp \left(-2 i p_{n}\right) . \tag{7}
\end{gather*}
$$

The equation for the transmission coefficient $T_{n}^{\leftarrow}$ for a wave incident from the right has the form

$$
\begin{gather*}
v_{1} v_{2} g_{n-1} e^{-i \varphi} T_{n-2}^{\leftarrow}-i\left(v_{1} S_{n}+v_{2} V_{n-1} e^{-i \varphi}\right) T_{n-1}^{\leftarrow} \\
-\left[2 W_{n}+v_{1} v_{2}\left(g_{n-1} e^{-i \varphi}+g_{n+1} e^{i \varphi}\right)\right] T_{n}^{\leftarrow}  \tag{8}\\
+i\left(v_{1} S_{n}+v_{2} V_{n+1} e^{i \varphi}\right) T_{n+1}^{\leftarrow}+v_{1} v_{2} g_{n+1} e^{i \varphi} T_{n+2}^{\leftarrow} \\
=2 i p \delta_{n, 0} .
\end{gather*}
$$

Provided that electrons from the right and left of the contact are in equilibrium and have identical chemical potentials, we can express the direct current in terms of the transmission coefficients,

$$
\begin{equation*}
J=\frac{e}{\pi \hbar} \int d E \sum_{n}\left(\left|T_{n}^{\rightarrow}\right|^{2}-\left|T_{n}^{\leftarrow}\right|^{2}\right) f(E) \theta(E+n \omega), \tag{9}
\end{equation*}
$$

where $f(E)$ is the Fermi distribution function and $\theta(x)$ is the Heaviside function.

At a low temperature, it is convenient to differentiate the current with respect to chemical potential $\mu$ :

$$
\begin{gather*}
\mathscr{G}=e \frac{\partial J}{\partial \mu} \\
=G_{0} \sum_{n} \theta(\mu+n \omega)\left(\left|T_{n}^{\rightarrow}\right|^{2}-\left|T_{n}^{\leftarrow}\right|^{2}\right)_{p=p_{F}} . \tag{10}
\end{gather*}
$$

Here, $G_{0}=2 e^{2} / h$ is the conductance quantum, $h$ being the Planck constant, and $p_{F}$ is the Fermi momentum. The resultant quantity $\mathscr{G}$ has the dimension of conductance. It can be treated as a two-terminal photoconductance (the conductance for simultaneous change in the voltage across both junctions).

## 3. SYMMETRY IDENTITIES

Initial potential (1) exhibits symmetry to the coordinate sign reversal with simultaneous substitution $u_{1}$, $v_{1} \longleftrightarrow u_{2}, v_{2}$ and $\varphi \longleftrightarrow-\varphi$ and with a time shift by $-\varphi / \omega$. Since the ac field amplitude does not change with time, the transmission coefficients and the steady-state response must possess the same symmetry; in other words, the transmission coefficient $\left|T_{n}^{\leftarrow}\right|^{2}$ from the right and $\left|T_{n}\right|^{2}$ from the left must be transformed into each other upon the simultaneous substitution $u_{1}, v_{1} \longleftrightarrow u_{2}$,
$v_{2}$ and $\varphi \longleftrightarrow-\varphi$. Indeed, it follows from Eqs. (5) and (8) that $T_{n}^{\rightarrow} \longrightarrow T_{n}^{\leftarrow} \exp (i n \varphi)$.

Time reversibility dictates the symmetry of wavefunction $\psi_{p}(x, t)$, which corresponds to the incident (departing) wave with momentum $p$ :

$$
\left.\psi_{p}(x, t)\right|_{v_{1}(t), v_{2}(t)}=\left.\psi_{-p}^{*}(x,-t)\right|_{v_{1}(-t), v_{2}(-t)} .
$$

This leads to the following relation between the matrices of transmission from the right and left for a direct and time-inverted ac signals:

$$
\begin{gathered}
p \longrightarrow-p, \quad T \longrightarrow T^{*}, \\
v_{1}(t) \longrightarrow v_{1}(-t), \quad v_{2}(t) \longrightarrow v_{2}(-t) .
\end{gathered}
$$

In the absence of an ac signal, the quantity $p$ is conserved for a transmitted wave, and the probabilities of transmission from the left and right coincide. Excitation by a single $\delta$-function ( $v_{2}=0$ ) with a harmonic signal is even in time and, hence, preserves this symmetry property for the transition channel without a change in energy, $n=0$. The same is true for synchronous signals. However, in the presence of a phase shift, the transition channel without a change in energy is found to be asymmetric. In the framework of perturbation theory in the external signal, this means that the (asymmetric) correction to the transmission probability with energy conservation begins with the term proportional to $v_{1} v_{2}$.

## 4. PERTURBATION THEORY: WEAK AC SIGNAL MODE

Let us consider the limit $v_{1}, v_{2} \ll u_{1}, u_{2}$. The steadystate problem gives the transmission amplitude

$$
\begin{gather*}
T_{0}=-\frac{i p}{W_{0}} \\
=-\frac{i p^{2}}{2 u_{1} u_{2} \sin 2 p+\left(u_{1}+u_{2}-i p\right) p e^{-2 i p}},  \tag{11}\\
\left.T_{n}\right|_{n \neq 0}=0 .
\end{gather*}
$$

The scattering amplitude vanishes for $p \longrightarrow 0$ and experiences oscillations with a period $\delta p=\pi / 2$. For large values of $u_{1,2}$, quantity $T_{0}$ has poles in the vicinity of points $p=\pi n / 2$.

In the zeroth order of perturbation theory, the direct and reverse transmission coefficients coincide; consequently, the current vanishes. The current appears only in the second order of perturbation theory. Secondorder corrections to the current come only from quanti-
ties $T_{0}, T_{1}$, and $T_{-1}$. Expanding in the ac signal, we obtain

$$
\begin{gather*}
\mathscr{G}=G_{0} \frac{p^{2}}{4\left|W_{0}\right|^{2}}\left[v _ { 1 } ^ { 2 } \left(\frac{\left|S_{0}\right|^{2}-\left|S_{-1}\right|^{2}}{\left|W_{-1}\right|^{2}} \theta(\mu-\omega)\right.\right. \\
\left.+\frac{\left|S_{0}\right|^{2}-\left|S_{1}\right|^{2}}{\left|W_{1}\right|^{2}}\right) \\
-v_{2}^{2}\left(\frac{\left|V_{0}\right|^{2}-\left|V_{-1}\right|^{2}}{\left|W_{-1}\right|^{2}} \theta(\mu-\omega)+\frac{\left|V_{0}\right|^{2}-\left|V_{1}\right|^{2}}{\left|W_{1}\right|^{2}}\right) \\
+2 v_{1} v_{2} \operatorname{Re}\left(\frac{S_{0} V_{-1}^{*}-S_{-1} V_{0}^{*}}{\left|W_{-1}\right|^{2}} e^{-i \varphi} \theta(\mu-\omega)\right.  \tag{12}\\
\left.+\frac{S_{0} V_{1}^{*}-S_{1} V_{0}^{*}}{\left|W_{1}\right|^{2}} e^{i \varphi}\right) \\
+4 v_{1} v_{2} \sin \varphi \operatorname{Im}\left(\frac{S_{0} V_{0}-S_{-1} V_{-1}}{W_{0} W_{-1}}-\frac{S_{0} V_{0}-S_{1} V_{1}}{W_{0} W_{1}}\right. \\
\left.\left.+2 \frac{g_{-1}-g_{1}}{W_{0}}\right)\right]_{p=p_{F}} .
\end{gather*}
$$

In the particular case when $u_{1}=u_{2}$, functions $S_{n}$ and $V_{n}$ coincide, and expression (12) assumes the form

$$
\begin{gather*}
\mathscr{G}=G_{0} \frac{p^{2}}{4\left|W_{0}\right|^{2}}\left\{\left(v_{1}^{2}-v_{2}^{2}\right)\right. \\
\times\left(\frac{\left|S_{0}\right|^{2}-\left|S_{-1}\right|^{2}}{\left|W_{-1}\right|^{2}} \theta(\mu-\omega)+\frac{\left|S_{0}\right|^{2}-\left|S_{1}\right|^{2}}{\left|W_{1}\right|^{2}}\right)  \tag{13}\\
-4 v_{1} v_{2} \sin \varphi \operatorname{Im}\left[\frac{S_{0} S_{-1}^{*}}{\left|W_{-1}\right|^{2}} \theta(\mu-\omega)-\frac{S_{0} S_{1}^{*}}{\left|W_{1}\right|^{2}}\right. \\
\left.\left.+\frac{S_{0}^{2}-1}{W_{0}}\left(\frac{1}{W_{-1}}-\frac{1}{W_{1}}\right)\right]\right\}_{p=p_{F}} .
\end{gather*}
$$

The current is determined by corrections $T_{ \pm 1}$ associated with real emission (absorption) of a single photon. In addition, a correction to $T_{0}$ associated with the effect of a virtual single-photon process on the nonradiative channel also exists. Apart from the squares of ac signals $v_{1}$ and $v_{2}$, the result for the regime $u_{1}=u_{2}$ contains a bilinear combination; consequently, it is insufficient to
consider the response only at one of the signals. The latter contribution is sensitive to the relative phase of the signals.

$$
\begin{align*}
& \text { If } u_{1}=u_{2}=0 \text {, Eq. (13) yields } \\
& \qquad \mathscr{G}=-G_{0} v_{1} v_{2} \sin \varphi \\
& \times\left[\frac{\sin 2\left(p-p_{-1}\right)}{p_{-1}^{2}} \theta(\mu-\omega)+\frac{\sin 2\left(p_{1}-p\right)}{p_{1}^{2}}\right.  \tag{14}\\
& \left.+\frac{2 \sin 2 p}{p}\left(\frac{\cos 2 p_{-1}}{p_{-1}} \theta(\mu-\omega)-\frac{\cos 2 p_{1}}{p_{1}}\right)\right]_{p=p_{F}} .
\end{align*}
$$

This expression turns to infinity for $p_{-1}=0$ (at the single photon emission threshold). This singularity can be explained by the resonance with the state of an electron with zero energy: such a "stationary" state can be interpreted as a bound state.

In addition to the above oscillations with period $\delta p=\pi / 2$, the transmission amplitude experiences oscillations with periods $\delta p_{ \pm 1}=\pi / 2$. It can be seen from expression (12) that the extrema in the dependence of the current on $p$ are located in the vicinity of the points corresponding to the minima of functions $W_{0}$ and $W_{ \pm 1}$ and are connected with the elastic process as well as with the process involving the absorption or emission of a field quantum. For $v_{2}=0\left(v_{1}=0\right)$, the expression for the current contains only one term proportional to $v_{1}^{2}\left(v_{2}^{2}\right)$.

For $u_{1}, u_{2} \geqslant p$, the oscillations are transformed into sharp peaks corresponding to transmission resonances. For $p \sim 1$, the transmission amplitude has a characteristic scale of $p \sim u_{1}, u_{2}$. The corresponding structure for small values of $u_{1}$ and $u_{2}$ can be treated as a resonance at zero energy. For negative values of $u_{1}$ and $u_{2}$, resonance at bound states exist (at one or two such states depending on the distance between the wells).

## 5. ANALYSIS OF THE BEHAVIOR OF QUANTITY $\mathscr{G}$ IN THE VICINITY OF SINGULARITIES

The singularities of quantity $\mathscr{G}$ can be classified according to their origin from the electronic spectrum as: (1) resonance associated with discrete states of the system in the absence of ac field; (2) resonances associated with quasi-stationary states; and (3) threshold singularities associated with zero energy. The presence of an rf field leads to photon recurrences with energies separated from the initial energies by intervals multiple to the ac field frequency. In a weak ac field, photon recurrences are the weaker, the higher their multiplicity. Stationary states lie in the range of negative energies and, hence, are manifested in the $\mathscr{G}\left(p_{F}\right)$ dependence only due to their photon recurrences. Quasi-sta-
tionary states are manifested for $\left|u_{i}\right| \gtrdot 1$ or $v_{i} \gg 1$, when the $\delta$-functions can "lock" electrons. Electrons are locked by barriers and wells as well as by the ac potential.

In the framework of perturbation theory, singularities appear due to zeros of functions $W_{0}, W_{1}$, and $W_{-1}$. Exact vanishing is observed only for function $W_{-1}$ for an energy separated from the energy of the bound state by $\omega$. The functions can vanish approximately at quasistationary states and their first photon recurrences. At the threshold $p \longrightarrow 0$, the numerator of expression (12) vanishes, which leads to a weak singularity in $\mathscr{G}$.

A special case is the limit $u_{1}=u_{2}=0$, in which the zero of function $W_{0}$ for $p \longrightarrow 0$ is compensated by the numerator of formula (12); as a result, $\mathscr{G} \longrightarrow$ const. However, vanishing of $\mathscr{G}$ is reconstructed by taking into account the finiteness of a varying perturbation that is beyond the scope of perturbation theory. In the vicinity of momentum $\sqrt{\omega}$, quantity $W_{-1}$ vanishes; unlike the zero of function $W_{0}$, this leads to a pole of $\mathscr{G}$. Quantity $\mathscr{G}$ cannot become infinite in view of the finiteness of the amplitude of the varying perturbation.

For finite values of $u_{1}$ and $u_{2}$, singularity of quantity $\mathscr{G}$ at point $p_{-1}=0$, which is associated with the quantum emission threshold is a discontinuity. If $u_{1}=u_{2}=0$ and $v_{1}, v_{2} \longrightarrow 0$, the discontinuity is transformed into a pole singularity. The value at the threshold is limited to $1 / v_{1} v_{2}$.

Let us consider the mechanism of the emergence and limitation of single-photon recurrence of a resonance. Let $E_{0}$ be a certain energy level of a steady-state system (probably, a complex quasi-stationary level). Such an approach is applicable to a zero-energy resonance $\left(E_{0}=0\right)$ or stationary-state resonance $\left(E_{0}<0\right)$. Then, in the $n$th equation of system (12), the coefficient of $T_{n}$ vanishes at point $p_{n}^{2}=E_{0}$. A finite but small ac field shifts this zero in the complex plane by a value proportional to the second power of perturbation. For a small perturbation, under nonresonant conditions, the value of $T_{0}$ is the largest, while the remaining quantities $T_{n}$ decrease in powers of the perturbation. Let us suppose that $p_{-1}^{2} \longrightarrow E_{0}$. Since the coefficient of $T_{-1}$ in Eq. (5) with $n=-1$ is small, the quantity $T_{-1}$ must be large and the term with $T_{-1}$ should be taken into account in the equation with $n=0$. At the same time, all remaining quantities $T_{n}$ can be regarded as small in the general case. Using this circumstance, we can retain two equations from the entire system:

$$
\begin{gather*}
T_{0}+\beta T_{-1}=\alpha, \\
\left(p_{-1}-\sqrt{E_{0}}+\eta\right) T_{-1}+\gamma T_{0}=0, \tag{15}
\end{gather*}
$$

where coefficient $\alpha$ is independent of the varying perturbation, coefficient $\eta$ is quadratic in this perturbation,
and coefficients $\gamma$ and $\beta$ are linear. Equations (15) lead to the solution

$$
\begin{align*}
& T_{0}=\alpha \frac{p_{-1}-\sqrt{E_{0}}+\eta}{p_{-1}-\sqrt{E_{0}}+\eta-\gamma \beta}  \tag{16}\\
& T_{-1}=-\frac{\alpha \gamma}{p_{-1}-\sqrt{E_{0}}+\eta-\gamma \beta}
\end{align*}
$$

These expressions contain a strong dependence in the vicinity of the singularity. The ac field leads to additional broadening of the resonance quadratic in the perturbation. If no initial broadening took place, the ac field leads to the emergence of this broadening. The sin-gle-photon resonance with $n=1$ emerges and broadens according to the same mechanism.

If $|n|>1$, a multiphoton resonance emerges on account of linked equations with numbers between zero and $n$. The resultant resonance contribution has a smallness of perturbation to the $n$th power.

The constants appearing in expression (16) are determined by the amplitudes and phases of ac fields, which affects the position and width of the resonance. In the special case of a zero-energy resonance for $u_{1}=u_{2}=0$, we obtain the following equation from relations (16), which is valid in the vicinity of point $p_{-1}=0$ above the threshold:

$$
\begin{align*}
\mathscr{G} & =G_{0} \theta(\mu-\omega)\left\{\frac{\eta(\varphi)}{\left[p_{-1}+\xi(\varphi)\right]^{2}+\zeta^{2}(\varphi)}\right. \\
& \left.-\frac{\eta(-\varphi)}{\left[p_{-1}+\xi(-\varphi)\right]^{2}+\zeta^{2}(-\varphi)}\right\}_{p=p_{F}}, \tag{17}
\end{align*}
$$

where

$$
\begin{gather*}
\eta(\varphi)=\frac{1}{4}\left[v_{1}^{2}+v_{2}^{2}+2 v_{1} v_{2} \cos (2 \sqrt{\omega}+\varphi)\right], \\
\zeta(\varphi)=\frac{v_{1} v_{2}}{2 \sqrt{\omega}} \cos \varphi(\sin 2 \sqrt{\omega}+\sinh 2 \sqrt{\omega}),  \tag{18}\\
\xi(\varphi)=\frac{1}{4 \sqrt{\omega}}\left[v_{1}^{2}+v_{2}^{2}+2 v_{1} v_{2}\right. \\
\quad \times(\cos \varphi \cos 2 \sqrt{\omega}-\sin \varphi \sinh 2 \sqrt{\omega})]
\end{gather*}
$$

For $p_{-1} \longrightarrow \infty$, expression (17) is inversely proportional to $p_{-1}^{2}$. Below the threshold, a singularity does not exist. It should be noted that this behavior leads to a logarithmic singularity in the current $J \propto G_{0} \ln (\mu-$ $\omega) / \Delta$, which is removed if we take into account the finiteness of the ac field. The truncation $\Delta$ of the logarithm observed in this case substantially depends on the


Fig. 2. Dependence of $\mathscr{G}$ on the Fermi momentum in a symmetric structure $u_{1}=u_{2}$ in the limit of a weak ac signal: (a) $v_{2}=0$, $v_{1}=0.1$; frequency $\omega=0.5$; (b) $v_{1}=v_{2}=0.1$; phase $\varphi=\pi / 2$. Figures on the curves are values of $u_{1}=u_{2}$. The arrow marks the resonance $p_{-1}=0, p_{F}=\sqrt{0.5}$.
amplitude and phase of ac fields. In accordance with formulas (17) and (18), broadening of the resonance is proportional to the square of the ac field. However, for $\varphi=\pi / 2,3 \pi / 2$, the resonance width $\zeta(\varphi)$ vanishes. In fact, this is an indication that the width has a higher order in $v_{1}$ and $v_{2}$, which exceeds the limits of the approximation used here.

## 6. NUMERICAL RESULTS: WEAK AC FIELD

Figure 2 shows the dependences of quantity $\mathscr{G}$ on the Fermi momentum for $u_{1}=u_{2}$ in the presence of one, $v_{2}=0$ (Fig. 2a), or two, $v_{1}=v_{2}, \varphi=\pi / 2$ (Fig. 2b), ac signals. In the absence of an ac signal, such a system is symmetric. Different curves correspond to different values of coefficients of $\delta$-functions. In the limit $u_{1}$, $u_{2} \longrightarrow \infty$, the curves are transformed into a system of antisymmetric Fano resonances at the momenta corresponding to quasi-stationary levels (see the inset to Fig. 2a). Asymmetry appears due to the fact that quasistationary states play the role of intermediate states for the compound transition amplitude.

The dependence of quantity $\mathscr{G}$ on the Fermi momentum in the case when the current is excited by two phased-in signals (Fig. 2b) differs from the dependence corresponding to a single signal (Fig. 2a), indicating the phase-sensitive interference nature of the effect. In particular, for large values of $u_{1}$ and $u_{2}$, the resonances at quasi-stationary levels become symmetric.

The case of the absence of static barriers $\left(u_{1}=u_{2}=0\right)$ should be considered separately. In this case, the current appears only when signals $v_{1}$ and $v_{2}$ are present simultaneously (Fig. 3). For small values of $v_{1}$ and $v_{2}$, the behavior almost coincides with the result obtained
in perturbation theory. The zero-energy resonance becomes narrow and deep. The nonlinear corrections are manifested in the range of small momenta, where these corrections lead to vanishing of $\mathscr{G}$ as well as to a limitation imposed on the resonance minimum and to the emergence of a two-photon resonance at point $p_{-2}=0$. It can be seen from Fig. 3 that the amplitude of the onephoton resonance is large (proportional to $1 / v_{1} v_{2}$ ), while the amplitude of the two-photon resonance is finite in accordance with the subsequent analysis.

Figure 4 shows the results of calculation of the value of $\mathscr{G}$ for a single quantum well $\left(u_{1}=-1\right)$, near which an


Fig. 3. The same as in Fig. 2 b for $u_{1}=u_{2}=0$. The solid curve describes the numerical result and the dashed curve is the result obtained in perturbation theory. Values of $\mathscr{G}$ at the minima that could not be shown in the figure are shown on the curves.


Fig. 4. Quantity $\mathscr{G}$ in the structure with a single quantum well and with an oscillating barrier (well) shown in the inset. The figure illustrates the formation of one-photon (a) and two-photon $(c)$ resonances at localized level $E_{0}$. Parameters $u_{1}=-1, v_{1}=0, u_{2}=0, v_{2}=1$, and $\omega=2$ are used. The insets in the frames give details of neighborhoods of resonances $a$ and $c$. Letters $b$ and $d$ denote zero-energy one- and two-photon resonances $(E=\omega, E=2 \omega)$.
exciting electrode is placed ( $v_{1}=0, v_{2}=1$ ). In the absence of an ac signal, such a system is symmetric; only the second electrode breaks the symmetry. In contrast to the structure with barriers, one- and two-photon resonances, $E=\omega+E_{0}$ and $E=2 \omega+E_{0}$, which are associated with the localized state $E_{0}=-1$, emerge in
this problem. In accordance with Eq. (16), the value of $\mathscr{G}_{\mathcal{L}}$ at resonances approaches zero (is equal to zero in the one-photon case). The value at the two-photon minimum is found to be proportional to $v_{2}^{2}$. The small value at the minimum in the case depicted in Fig. 4 is due to slight overlapping of the potential and the wavefunction of the bound state.

Let us analyze in greater detail the mechanism of the emergence of zero-energy resonance (Fig. 4). An electron flying from the right passes through the static $\delta$-function and then interacts with the ac potential. If its energy is $\omega$, it will be at the bottom of the band after emitting a photon. This process has a high probability since the density of states at the bottom of the band becomes infinite. After this, the electron cannot return as a rule. However, the electron impinging from the right will return to the right for the same reason. Thus, the current flows from right to left, which is depicted in Fig. 4.

Figure 5a demonstrates the variation of current for $u_{1}=u_{2}, v_{2}=0$ with the frequency $0.1 \leq \omega \leq 10$ of the ac signal. The figure corresponds to a system with high barriers. Sharp resonances correspond to points $p_{F}=$ $\pi n / 2$ (their position does not change with frequency) and their photon recurrences for $p_{F}=\sqrt{\pi^{2} n^{2} / 4 \pm \omega}$ (which are displaced to the right and to the left with the frequency).

Figure 5 b shows the variation of quantity $\mathscr{G}$ in an asymmetric system ( $u_{1}=3, v_{1}=0.1, u_{2}=1, v_{2}=0$ ). It
$\varphi$

$\mathscr{G}$


Fig. 5. Variation of quantity $\mathscr{G}$ with the frequency of an ac signal $0.1 \leq \omega \leq 10$ for (a) $u_{1}=u_{2}=10, v_{1}=0.1, v_{2}=0$ and (b) $u_{1}=3$, $u_{2}=1, v_{1}=0.1, v_{2}=0$. The curves are displaced relative to one another by a constant distance along the vertical axis. The frequency increases in the upward direction.
can be seen that resonances acquire a symmetric or asymmetric shape depending on the frequency.

## 7. NONLINEAR MODE OF QUANTUM PUMP OPERATION

Figure 6 shows the results of calculation of the value of $\mathscr{G}$ in the absence of a static potential for large (identical) amplitudes of ac signals. With increasing amplitude of the signal, the dependence of quantity $\mathscr{G}$ on the Fermi momentum becomes more complicated. Higherorder resonances corresponding to $E=j \omega$ or $E=$ $\pi^{2} n^{2} / 4 \pm j \omega(j=1,2, \ldots)$ appear.

In the limit of very strong signals, the dependence becomes universal. This can be verified on the basis of Eqs. (5): for large values, quantities $v_{1}$ and $v_{2}$ appear in the transition amplitudes in the form of a product, $T_{n} \propto$ $\left(v_{1} v_{2}\right)^{-1}$ in the region $p^{2} \ll v_{1} v_{2}$; outside this region, perturbation theory operates and $T_{n} \propto\left(v_{1} V_{2}\right)^{-n}$.

## 8. DISCUSSION

Let us consider the difference between the quantum pump and the photovoltaic effect. The latter is usually analyzed in the limit of a weak electromagnetic field (except in publication [2] which is devoted to the purely classical limit). For quantum-mechanical frequencies, the mechanism of the photovoltaic effect involves the absorption of light quanta with anisotropic excitation of electrons. During relaxation, induced optical transitions play a secondary role as compared to nonradiative processes as well as with incoherent optical processes. When the pump is in operation, the electromagnetic field is treated as classical even in the limit of a weak signal; consequently, the corrections to the transition probability include not only absorption, but also induced emission as well as the field correction to the elastic component of the transition probability. Moreover, if the field is not weak, the transition probability contains the contributions associated with the emission (absorption) of any number of photons.

Another difference between the pump and the photovoltaic effect is the local nature of the applied ac signal. An important distinguishing feature of the photovoltaic effect is the uniformity of the ac field and the homogeneity of the system. The current induced by a nonuniform electromagnetic field is associated with the transfer of the momentum of the wave to electrons, i.e., with the photon drag effect. In the initial inhomogeneous system, the current is generated by diffusion between the regions with different electron concentrations. In the pump, the action of an ac signal is manifested at distances commensurate with the electron wavelengths that are small in comparison to their mean free paths and, the more so, with the diffusion length. This makes it possible to manipulate them independently with ac signals applied in different regions.


Fig. 6. Nonlinear operation of the pump. Symmetric case: $u_{1}=u_{2}=1, v_{1}=v_{2}=2$ (dashed curve), 4 (dotted curve), and 6 (solid curve); $\varphi=\pi / 2, \omega=2$. Positions of resonances $p=\sqrt{n \omega}, n=1, \ldots, 9$, are indicated.

In the problem of rectification in a microcontact, an ac voltage is applied between the "seas." At the same time, in the problem formulated here, ac signals are applied directly to the barriers. In such a problem, in the zero-frequency limit, direct current $\left.J\right|_{\omega \rightarrow 0}$ cannot emerge at all in view of the above-mentioned reversibility of the static transmission probability. This distinguishes the pump from rectification in a microcontact.
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#### Abstract

The energies of baryon states with positive strangeness, or anticharm (antibeauty), are estimated in the chiral soliton approach, in the "rigid oscillator" version of the bound-state soliton model proposed by Klebanov and Westerberg. Positive strangeness states can appear as relatively narrow nuclear levels ( $\Theta$-hypernuclei), and the states with heavy antiflavors can be bound with respect to strong interactions in the original Skyrme variant of the model (SK4 variant). The binding energies of antiflavored states are also estimated in the variant of the model with a sixth-order term in chiral derivatives added to the Lagrangian to stabilize solitons (SK6 variant). This variant is less attractive, and nuclear states with anticharm and antibeauty can be unstable relative to strong interactions. The chances of obtaining bound hypernuclei with heavy antiflavors increase within the "nuclear variant" of the model with a rescaled model parameter (the Skyrme constant e or $e^{\prime}$ decreased by about $30 \%$ ), which is expected to be valid for baryon numbers greater than $B \sim 10$. The rational map approximation is used to describe multiskyrmions with a baryon number of up to about 30 and to calculate the quantities necessary for their quantization (moments of inertia, sigma term, etc.). © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The remarkable recent discovery of the positivestrangeness pentaquark state [1] and its confirmation by several experiments [2] has provided strong motivation for searches of other exotic states and revision of the existing ideas on the structure of hadrons and the role of the valence-quark picture in their description [3-8]. Subsequently, the discovery of the strangeness $S=-2$ state with charge -2 , also manifestly exotic [9] (see [10] for a review of the previously existing data), and evidence for a narrow anticharmed baryon state [11] have been reported. Some experiments, however, did not confirm these results (see, e.g., [12, 13]), where some negative results were summarized and a pessimistic point of view was formulated. The high-energy physics community is now awaiting the results of high-statistics experiments; some plans for future pentaquark searches are presented, e.g., in [14].

The possible existence of such states had been foreseen theoretically within the quark models [15-17], ${ }^{1}$ as well as in chiral soliton models. The prediction of exotic states in chiral soliton models has a complex and instructive history-from the papers where the exotic antidecuplet and 27-plet of baryons were mentioned [18], a resonant behavior of the kaon-nucleon phase shift in

[^13]the $\Theta$ channel was obtained in some version of the Skyrme model [19], first estimates of the antidecuplet mass were made [20,21], and the masses of exotic baryon states were roughly estimated for arbitrary baryon numbers $B$ [22], to papers where more detailed calculations of the antidecuplet spectrum were performed [23-25] (see also [26] for a recent discussion). The mass of the dibaryon with $S=+1, I=1 / 2$ was determined to be only 590 MeV above the nucleonnucleon threshold within the soft rotator quantization scheme [27]. We note that paper [24], which predicted narrow width and low mass of the positive-strangeness state called ${ }^{2} \Theta^{+}$, stimulated experimental searches for such states, in particular, experiments [1] have been specially arranged to check the prediction of [24].

Theoretical ideas and methods that led to the prediction of such states within the chiral soliton models [2325] have been criticized with quite sound reasoning in [4] and, in the large- $N_{c}$ limit, in [29, 30]. In the absence of a complete theory of strong interactions, it was impossible in principle to provide firm predictions for the masses of states with the accuracy better than about several tens of MeV , and similarly for the widths of such states. One can agree with [29]: in some cases, predictions that coincided with the observed mass of the $\Theta^{+}$hyperon can be considered "accidental" (see also [28]).

[^14]On the other hand, from the practical standpoint, the chiral soliton approach is useful and has a remarkable predictive power when at least one of the exotic baryon masses is fitted. The masses of exotic baryons with a strangeness of $S=-2$ and isospin of $I=3 / 2$ predicted in this way [31], 1.79 GeV for the antidecuplet component and 1.85 GeV for the 27 -plet component, are close to the value 1.86 GeV measured later [9]. Calculations of the baryon spectra within the chiral soliton approach were performed more recently in [32-36], not in contradiction with [31]; recent paper [37], where the interplay of rotational and vibrational modes has been investigated, should be especially mentioned. Some reviews and a comparison of the chiral soliton approach with other models can be found, e.g., in [38].

The particular case of strangeness is in a certain respect more complicated in comparison with the case of other flavors: the rigid rotator quantization scheme is not quite valid in this case [29], whereas the boundstate approach is not really good either [30]. In the case of heavy flavors, the rotator quantization is not valid at all, but the bound-state approach becomes more adequate compared to strangeness [30].

Baryons with heavy antiflavors are certainly not a new issue: they have long been discussed in the literature, with various results obtained for the energies of such states. The strange anticharmed pentaquark was obtained bound [39] in a quark model with the $(u, d, s)$ $S U(3)$ flavor symmetry and in the limit of a very heavy $c$-quark. Long ago, there were already statements and suggestions in the literature that anticharm or antibeauty can be bound by chiral solitons in the case of a baryon number of $B=1[40,41]$ (so-called $P$-baryons). In [42], the mass differences of exotic baryons ( $\Theta^{+}$and its analogs for anticharm and antibeauty) and nucleons were estimated in the flavor-symmetric limit for decay constants, $F_{D}=F_{\pi}$, in the chiral quark meson model. In [43], the antiflavor excitation energies were calculated in the rigid oscillator version [44] of the boundstate soliton model [45], for baryon numbers between 1 and 8. The rational map ansatz for multiskyrmions [46] was used as the starting configuration in the threedimensional minimization $S U(3)$ program [47]. These energies were found to be close to 0.59 GeV for antistrangeness, 1.75 GeV for anticharm, and 4.95 GeV for antibeauty; in the last two cases, these energies are smaller than the masses of $D$ - and $B$-mesons entering the Lagrangian [43]. The flavor symmetry-breaking in flavor decay constants ( $F_{D} / F_{\pi}>1$ ) plays an important role for these estimates. This was therefore a clear hint that such baryonic systems can be bound relative to strong interactions.

Similar results, in principle, follow from recent analysis within the bound-state soliton model [30] and within the diquark model [4]. The spectra of exotic states with heavy flavors have been estimated in different models, already after the discovery of the positive-strangeness pentaquark [48] (any baryon number), [49-53], and
others. The possibility of the existence of nuclear matter fragments with positive strangeness was recently discussed in [54].

In this paper, we estimate the energies of ground states of multibaryons with baryon numbers up to approximately 30 with different (anti)flavors using a very transparent "rigid oscillator" model [44]. In the next section, we consider the properties of multiskyrmions that are required in calculating the energies of flavor excitations using the rational map approximation for $B>1$ [46]. It is shown that the $\Theta^{+}$baryon is bound by nuclear systems, providing positive-strangeness multibaryons ( $\Theta$-hypernuclei), whose binding energy can reach several tens of MeV . The multiskyrmion configurations have some remarkable scaling properties, and, as a result, the flavor and antiflavor excitation energies are close to those for $B=1$. The quantization scheme (a slightly modified rigid oscillator version [44]) is described in Section 3, where the flavor and antiflavor excitation energies are also calculated. The masses (binding energies) of ground states of positive-strangeness states ( $\Theta$-hypernuclei) are presented in Section 4, followed by those for anticharmed or antibeautiful states. The last section contains some conclusions and prospects.

## 2. PROPERTIES OF MULTISKYRMIONS

Here, we calculate the properties of multiskyrmion configurations necessary for calculation of the flavor excitation energies and hyperfine splitting constants that govern the $1 / N_{c}$-corrections to the energies of the quantized states. As already noted, the details of baryon-baryon interactions do not enter the calculations explicitly, although their effect is implicit via the integral characteristics of the bound states of skyrmions shown in Tables 1 and 2.

The Lagrangian of the Skyrme model in its wellknown form depends on parameters $F_{\pi}, F_{D}$, and $e$ and can be written as $[55,56]$

$$
\begin{gather*}
\mathscr{L}=-\frac{F_{\pi}^{2}}{16} \operatorname{Tr}\left(l_{\mu} l^{\mu}\right)+\frac{1}{32 e^{2}} \operatorname{Tr}\left[l_{\mu}, l_{v}\right]^{2} \\
+\frac{F_{\pi}^{2} m_{\pi}^{2}}{16} \operatorname{Tr}\left(U+U^{\dagger}-2\right) \\
+\frac{F_{D}^{2} m_{D}^{2}-F_{\pi}^{2} m_{\pi}^{2}}{24} \operatorname{Tr}\left(1-\sqrt{3} \lambda_{8}\right)\left(U+U^{\dagger}-2\right)  \tag{1}\\
+\frac{F_{D}^{2}-F_{\pi}^{2}}{48} \operatorname{Tr}\left(1-\sqrt{3} \lambda_{8}\right)\left(U l_{\mu} l^{\mu}+l_{\mu} l^{\mu} U^{\dagger}\right),
\end{gather*}
$$

where $U \in S U(3)$ is a unitary matrix incorporating chiral (meson) fields and $l_{\mu}=\partial_{\mu} U U^{\dagger}$. In this model, $F_{\pi}$ is fixed at the physical value $F_{\pi}=186 \mathrm{MeV}$ and $m_{D}$ is the mass of the $K$-, $D$-, or $B$-meson. The ratios $F_{D} / F_{\pi}$ are

Table 1. Static characteristics of multiskyrmions: moments of inertia and the $\Sigma$-term $\Gamma, \bar{\Gamma}$ in the SK4 variant of the model with $e=4.12$ and for the SK6 variant of the model with $e^{\prime}=4.11$, in $\mathrm{GeV}^{-1}$

| $B$ | $\Theta_{I}^{\text {SK4 }}$ | $\Theta_{F}^{(0) \mathrm{SK} 4}$ | $\Gamma^{\text {SK4 }}$ | $\bar{\Gamma}^{\text {SK4 }}$ | $\Theta_{I}^{\text {SK6 }}$ | $\Theta_{F}^{(0) \text { SK6 }}$ | $\Gamma^{\text {SK6 }}$ | $\bar{\Gamma}^{\text {SK6 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5.56 | 2.05 | 4.80 | 14.9 | 5.13 | 2.28 | 6.08 | 15.8 |
| 2 | 11.5 | 4.18 | 9.35 | 22.0 | 9.26 | 4.94 | 14.0 | 24.7 |
| 3 | 14.4 | 6.34 | 14.0 | 27.0 | 12.7 | 7.35 | 20.7 | 30.4 |
| 4 | 16.8 | 8.27 | 18.0 | 31.0 | 15.2 | 8.93 | 24.5 | 33.7 |
| 5 | 23.5 | 10.8 | 23.8 | 35.0 | 18.7 | 11.8 | 32.8 | 38.3 |
| 6 | 25.4 | 13.1 | 29.0 | 38.0 | 21.7 | 14.1 | 39.3 | 41.6 |
| 7 | 28.9 | 14.7 | 32.3 | 44.0 | 23.9 | 15.4 | 42.5 | 43.4 |
| 8 | 33.4 | 17.4 | 38.9 | 47.0 | 27.2 | 18.5 | 51.6 | 46.9 |
| 9 | 37.8 | 20.6 | 46.3 | 47.5 | 30.2 | 21.1 | 59.1 | 49.7 |
| 10 | 41.4 | 23.0 | 52.0 | 50.0 | 32.9 | 23.5 | 65.8 | 51.9 |
| 11 | 45.2 | 25.6 | 58.5 | 52.4 | 35.8 | 26.1 | 73.6 | 54.3 |
| 12 | 48.5 | 28.0 | 64.1 | 54.6 | 38.4 | 28.3 | 79.9 | 56.2 |
| 13 | 52.1 | 30.5 | 70.2 | 56.8 | 41.2 | 30.8 | 87.1 | 58.1 |
| 14 | 56.1 | 33.6 | 78.2 | 58.9 | 44.3 | 34.0 | 96.9 | 60.5 |
| 15 | 59.8 | 36.3 | 85.1 | 60.9 | 47.1 | 36.7 | 105 | 62.4 |
| 16 | 63.2 | 38.9 | 91.5 | 62.8 | 49.7 | 39.3 | 112 | 64.1 |
| 17 | 66.2 | 41.2 | 96.8 | 64.6 | 52.1 | 41.3 | 118 | 65.4 |
| 18 | 70.3 | 44.5 | 106 | 66.4 | 55.2 | 44.8 | 129 | 67.5 |
| 19 | 73.9 | 47.4 | 113 | 68.2 | 58.0 | 47.8 | 138 | 69.2 |
| 20 | 77.5 | 50.4 | 121 | 69.9 | 60.8 | 50.8 | 147 | 70.8 |
| 21 | 80.9 | 53.2 | 128 | 71.5 | 63.5 | 53.6 | 156 | 72.4 |
| 22 | 84.3 | 56.0 | 136 | 73.1 | 66.1 | 56.4 | 164 | 73.8 |
| 23 | 88.0 | 59.2 | 144 | 74.7 | 69.0 | 59.7 | 174 | 75.4 |
| 24 | 91.3 | 62.0 | 151 | 76.2 | 71.6 | 62.5 | 183 | 76.7 |
| 25 | 94.7 | 64.9 | 159 | 77.6 | 74.2 | 65.4 | 192 | 78.0 |
| 26 | 98.2 | 68.1 | 168 | 79.1 | 77.0 | 68.7 | 202 | 79.4 |
| 27 | 102 | 71.1 | 176 | 80.5 | 79.7 | 71.7 | 211 | 80.8 |
| 28 | 105 | 74.3 | 185 | 81.9 | 82.5 | 75.1 | 222 | 82.2 |
| 32 | 118 | 86.4 | 217 | 87.2 | 93.0 | 87.4 | 260 | 86.9 |
|  |  |  |  |  |  |  |  |  |

known to be 1.22 and $2.28_{-1.1}^{+1.4}$ for kaons and $D$-mesons, respectively. The Skyrme parameter $e$ is close to 4 in numerical fits of the hyperons spectra (see the discussion at the end of this section). In the variant of the model with a sixth-order term added to stabilize solitons, the contribution added to the Lagrangian density is [57-59]

$$
\begin{equation*}
L_{6}=-\frac{c_{6}}{48} \operatorname{Tr}\left(\left[l_{\mu}, l^{v}\right]\left[l_{v}, l^{\alpha}\right]\left[l_{\alpha}, l^{\mu}\right]\right), \tag{2}
\end{equation*}
$$

where we introduce the coefficient $1 / 48$ in the defini-
tion of the constant $c_{6}$ for further convenience. It is known that this term can be considered as an approximation to the exchange of the $\omega$-meson in the limit as $m_{\omega} \longrightarrow \infty$ [57]. ${ }^{3}$ The flavor symmetry-breaking (FSB) in the Lagrangian is of the usual form and is sufficient to describe the mass splittings of the octet and decuplet

[^15]Table 2. Static characteristics of multiskyrmions: moments of inertia and $\Sigma$-term, $\Gamma, \bar{\Gamma}$ for rescaled or nuclear variants of the model: $e=3.00$ in the SK4 and $e^{\prime}=2.84$ in the SK6 variants, in $\mathrm{GeV}^{-1}$

| $B$ | $\Theta_{I}^{\mathrm{SK} 4^{*}}$ | $\Theta_{F}^{(0) \mathrm{SK} 4^{*}}$ | $\Gamma^{\mathrm{SK} 4^{*}}$ | $\bar{\Gamma}^{\mathrm{SK} 4^{*}}$ | $\Theta_{I}^{\mathrm{SK} 6^{*}}$ | $\Theta_{F}^{(0) \mathrm{SK} 6^{*}}$ | $\Gamma^{\mathrm{SK} 6^{*}}$ | $\bar{\Gamma}^{\mathrm{SK} 6^{*}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 12.8 | 4.66 | 10.1 | 19.6 | 14.2 | 6.21 | 15.3 | 22.3 |
| 2 | 24.3 | 9.87 | 20.9 | 28.8 | 25.7 | 13.6 | 35.9 | 34.7 |
| 3 | 34.7 | 15.1 | 31.7 | 35.6 | 35.5 | 20.4 | 53.9 | 42.5 |
| 4 | 42.9 | 19.4 | 40.1 | 41.1 | 43.2 | 25.0 | 64.6 | 46.9 |
| 5 | 53.5 | 25.4 | 53.2 | 46.2 | 52.9 | 32.9 | 86.2 | 53.1 |
| 6 | 62.6 | 30.7 | 64.7 | 50.6 | 61.4 | 39.4 | 103 | 57.4 |
| 7 | 69.6 | 34.9 | 72.5 | 54.4 | 68.0 | 43.3 | 112 | 59.8 |
| 8 | 79.9 | 41.3 | 87.4 | 58.2 | 77.3 | 51.7 | 135 | 64.4 |
| 9 | 88.9 | 47.1 | 101 | 61.7 | 85.7 | 58.9 | 154 | 67.9 |
| 10 | 97.4 | 52.6 | 113 | 64.9 | 93.5 | 65.3 | 171 | 70.8 |
| 11 | 106 | 58.5 | 126 | 67.9 | 102 | 72.5 | 191 | 73.8 |
| 12 | 114 | 63.8 | 138 | 70.8 | 109 | 78.7 | 207 | 76.1 |
| 13 | 122 | 69.5 | 151 | 73.6 | 117 | 85.4 | 225 | 78.6 |
| 14 | 132 | 76.3 | 168 | 76.3 | 125 | 94.0 | 249 | 81.5 |
| 15 | 140 | 82.3 | 182 | 78.8 | 133 | 101 | 269 | 83.9 |
| 16 | 148 | 88.1 | 196 | 81.2 | 141 | 108 | 287 | 86.0 |
| 17 | 155 | 93.2 | 207 | 83.5 | 148 | 114 | 302 | 87.6 |
| 18 | 164 | 100 | 225 | 85.9 | 156 | 123 | 328 | 90.1 |
| 19 | 173 | 107 | 241 | 88.1 | 164 | 131 | 350 | 92.2 |
| 20 | 181 | 113 | 257 | 90.3 | 172 | 139 | 372 | 94.1 |
| 24 | 213 | 138 | 320 | 98.2 | 202 | 170 | 457 | 101 |
| 28 | 245 | 165 | 387 | 105 | 232 | 202 | 550 | 107 |
| 32 | 275 | 191 | 454 | 112 | 261 | 234 | 640 | 113 |

of baryons within the collective coordinate quantization approach [60]. A nice and useful feature of the Lagrangian in (1) and (2) is that it contains only the second power of the time derivative, which allows quantization to be performed without problems (see the next section).

The Wess-Zumino term, which is to be added to the action and which can be written as a five-dimensional differential form [56], plays an important role in the quantization procedure. It is given by

$$
\begin{equation*}
S^{W Z}=\frac{-i N_{c}}{240 \pi^{2}} \int_{\Omega} d^{5} x \epsilon^{\mu \nu \lambda \rho \sigma} \operatorname{Tr}\left(l_{\mu} l_{v} l_{\lambda} l_{\rho} l_{\sigma}\right) \tag{3}
\end{equation*}
$$

where $\Omega$ is a five-dimensional domain whose boundary is the four-dimensional space-time. Action (3) determines important topological properties of skyrmions, but it does not contribute to the static masses of classical configurations [21, 61]. Variation of this action can be represented as a well-defined contribution to the

Lagrangian (an integral over four-dimensional spacetime).

We begin our calculations with $U \in S U(2)$. The classical mass of $S U(2)$ solitons, in the most general case, depends on three profile functions: $f, \alpha$, and $\beta$ and is given by

$$
\begin{align*}
& M_{c l}=\int\left\{\frac{F_{\pi}^{2}}{8}\left[\mathbf{l}_{1}^{2}+\mathbf{l}_{2}^{2}+\mathbf{l}_{3}^{2}\right]+\frac{1}{2 e^{2}}\left[\left[\mathbf{l}_{1} \mathbf{l}_{2}\right]^{2}+\left[\mathbf{l}_{2} \mathbf{l}_{3}\right]^{2}\right.\right. \\
& \left.\left.+\left[\mathbf{I}_{3} \mathbf{l}_{1}\right]^{2}\right]+\frac{1}{4} F_{\pi}^{2} m_{\pi}^{2}\left(1-c_{f}\right)+2 c_{6}\left(\mathbf{l}_{1} \mathbf{l}_{2} \mathbf{l}_{3}\right)^{2}\right\} d^{3} r, \tag{4}
\end{align*}
$$

where $\mathbf{l}_{k}$ are the $S U(2)$ chiral derivatives defined by $\vec{\partial} U U^{\dagger}=i \mathbf{l}_{k} \tau_{k}, k=1,2,3$. The general parametrization of $U_{0}$ for an $S U(2)$ soliton used here is given by

$$
U_{0}=c_{f}+s_{f} \boldsymbol{\tau} \cdot \mathbf{n}
$$

with

$$
\begin{gathered}
n_{z}=c_{\alpha}, \quad n_{x}=s_{\alpha} c_{\beta}, \quad n_{y}=s_{\alpha} s_{\beta} \\
s_{f}=\sin f, \quad c_{f}=\cos f .
\end{gathered}
$$

For the rational map ansatz, we here use the starting configurations [46]

$$
\begin{gather*}
n_{x}=\frac{2 \operatorname{Re} R(\xi)}{1+|R(\xi)|^{2}}, \quad n_{y}=\frac{2 \operatorname{Im} R(\xi)}{1+|R(\xi)|^{2}}, \\
n_{z}=\frac{1-|R(\xi)|^{2}}{1+|R(\xi)|^{2}} \tag{5}
\end{gather*}
$$

where $R(\xi)$ is a ratio of polynomials of the maximal power $B$ in the variable

$$
\xi=\tan (\theta / 2) \exp (i \phi)
$$

with $\theta$ and $\phi$ being polar and azimuthal angles defining the direction of the radius vector $\mathbf{r}$. An important assumption is that the vector $\mathbf{n}$ depends on angular variables but is independent of $r$, whereas the profile $f(r)$ depends on the distance from the soliton center only. The explicit form of $R(\xi)$ is given in [46, 62] for different values of $B$. Within the rational map approximation, all characteristics of multiskyrmions that we need (including the mass and moments of inertia) depend on two quantities given by integrals over angular variables,

$$
\begin{align*}
& \mathcal{N}=\frac{1}{8 \pi} \int r^{2}\left(\partial_{i} n_{k}\right)^{2} d \Omega \\
& \mathscr{I}=\frac{1}{8 \pi} \int r^{4}\left[\vec{\partial} n_{i} \vec{\partial} n_{k}\right]^{2} d \Omega \tag{6}
\end{align*}
$$

which satisfy the inequality $\mathscr{I} \geq \mathcal{N}^{2}$ [46]. For the low-est-energy configuration, $\mathcal{N}=B, f(0)-f(\infty)=\pi$, and the value of $\mathscr{I}$ should be found by minimization of the map $S^{2} \longrightarrow S^{2}$ [46]. The classical mass of the multiskyrmion then simplifies to

$$
\begin{gather*}
M_{c l}=4 \pi \int\left[\frac{F_{\pi}^{2}}{8}\left(f^{\prime 2}+2 B \frac{s_{f}^{2}}{r^{2}}\right)+\frac{s_{f}^{2}}{2 e^{2} r^{2}}\right.  \tag{7}\\
\left.\times\left(2 f^{\prime 2} B+s_{f}^{2} \frac{\mathscr{I}}{r^{2}}\right)+4 c_{6} \mathscr{I} f^{\prime 2} \frac{s_{f}^{4}}{r^{4}}+\rho_{\text {M.t. }}\right] r^{2} d r,
\end{gather*}
$$

which should and can be easily minimized for definite $B$ and $\mathscr{I}$. The mass term density is simple for the starting $S U(2)$ skyrmion,

$$
\rho_{\mathrm{M.t.}}=F_{\pi}^{2} m_{\pi}^{2}\left(1-c_{f}\right) / 4
$$

The quantity $\lambda$ can be introduced [59] that charac-
terizes the relative weight of the sixth-order term as

$$
\frac{\lambda}{(1-\lambda)^{2}}=c_{6} F_{\pi}^{2} e^{4}
$$

or

$$
c_{6}=\frac{\lambda}{F_{\pi}^{2} e^{\prime^{4}}}
$$

For the pure SK6 variant $\left(\lambda=1, e \longrightarrow \infty\right.$, and $e^{\prime}=$ $e \sqrt{1-\lambda}$ is fixed), there is the relation

$$
c_{6}=\frac{1}{F_{\pi}^{2} e^{4^{4}}}
$$

The "flavor" moment of inertia plays a very important role in the procedure of $S U(3)$ quantization [23, 61] (see formulas (16), (17), and (23) below). It defines the $S U(3)$ rotational energy

$$
E_{\mathrm{rot}}\left(S U_{3}\right)=\Theta_{F}\left(\Omega_{4}^{2}+\Omega_{5}^{2}+\Omega_{6}^{2}+\Omega_{7}^{2}\right) / 2
$$

with $\Omega_{a}, a=4, \ldots, 7$, being the angular velocities of rotation in the $S U(3)$ configuration space. For $S U(2)$ skyrmions as starting configurations and the rational map ansatz describing the classical field configurations, $\Theta_{F}$ is given by $[63,64]$

$$
\begin{align*}
\Theta_{F}= & \frac{1}{8} \int\left(1-c_{f}\right)\left[F_{D}^{2}+\frac{1}{e^{2}}\left(f^{\prime 2}+2 B \frac{s_{f}^{2}}{r^{2}}\right)\right. \\
& \left.+2 c_{6} \frac{s_{f}^{2}}{r^{2}}\left(2 B f^{\prime 2}+\mathscr{Y} \frac{s_{f}^{2}}{r^{2}}\right)\right] r^{2} d r . \tag{8}
\end{align*}
$$

It is simply related to $\Theta_{F}^{(0)}$ of the flavor symmetric case $\left(F_{D}=F_{\pi}\right)$ :

$$
\begin{equation*}
\Theta_{F}=\Theta_{F}^{(0)}+\left(F_{D}^{2} / F_{\pi}^{2}-1\right) \Gamma / 4 \tag{9}
\end{equation*}
$$

with $\Gamma$ defined in Eq. (11) below.
The isotopic momenta of inertia are the components of the corresponding tensor of inertia presented and discussed in many papers (see, e.g., [23, 61, 63]). For the majority of multiskyrmions that we discuss, this tensor of inertia is close to the unit matrix multiplied by the isotopic moment of inertia:

$$
\Theta_{a b} \approx \Theta_{I} \delta_{a b}, \quad \Theta_{I}=\Theta_{I, a a} / 3
$$

This is exactly the case for $B=1$ and, to within a good accuracy, for $B=3$ and 7. Considerable deviations take place for the torus with $B=2$; smaller ones for $B=4,5$, and 6; and, generally, deviations decrease with increasing $B$-number. In our estimates, we use a very simple
expression obtained within the rational map approximation [63, 64]:

$$
\begin{align*}
& \Theta_{I}=\frac{4 \pi}{3} \int s_{f}^{2}\left[\frac{F_{\pi}^{2}}{2}+\frac{2}{e^{2}}\left(f^{\prime 2}+B \frac{s_{f}^{2}}{r^{2}}\right)\right.  \tag{10}\\
&\left.+8 c_{6} B s_{f}^{4} \frac{f^{\prime 2}}{r^{2}}\right] r^{2} d r
\end{align*}
$$

At large enough baryon numbers, isotopic inertia (10) receives the leading contribution from the spherical envelope of the multiskyrmion where its mass is concentrated. The dimensions of this spherical bubble grow as $R_{B} \sim \sqrt{B}$ [63], and moments of inertia are roughly proportional to the baryon number.

The quantity $\Gamma$ (or the $\Sigma$-term) determines the contribution of the mass term to the classical mass of solitons, and $\tilde{\Gamma}$ enters due to the presence of the FSB term proportional to the difference $F_{D}^{2}-F_{\pi}^{2}$ in (1), the last term in (1). They define the potential in which the rigid oscillator moves and are given by

$$
\begin{gather*}
\Gamma=\frac{F_{\pi}^{2}}{2} \int\left(1-c_{f}\right) d^{3} r  \tag{11}\\
\tilde{\Gamma}=\frac{1}{4} \int c_{f}\left[(\vec{\partial} f)^{2}+s_{f}^{2}\left(\vec{\partial} n_{i}\right)^{2}\right]
\end{gather*}
$$

The relation

$$
\tilde{\Gamma}=2\left(M_{c l}^{(2)} / F_{\pi}^{2}-e^{2} \Theta_{F}^{\mathrm{SK4}}\right)
$$

can also be established, where $M_{c l}^{(2)}$ is the second-order term contribution to the classical mass of the soliton and $\Theta_{F}^{\text {SK4 }}$ is the Skyrme term contribution to the flavor moment of inertia. The calculated momenta of inertia $\Theta_{F}, \Theta_{I}, \Gamma$ (or $\Sigma$-term), and $\tilde{\Gamma}$ for solitons with the baryon numbers up to 32 are presented in Tables 1 and 2 . The $\Sigma$-term $\Gamma$ receives the contribution from the bulk of the multiskyrmion, where $c_{f} \sim-1$, and therefore grows faster than the moment of inertia $\Theta_{I}$. The flavor inertia $\Theta_{F}$ receives the contribution from the surface and the bulk of the multiskyrmion, and its behavior is intermediate between that of $\Gamma$ and $\Theta_{I}$.

For both variants of the model, SK4 and SK6, we calculated the static characteristics of multiskyrmions for two values of the only parameter of the model, the constant $e$ (or $e^{\prime}$ ) for the SK6 variant, related to $c_{6}$ via

$$
e^{\prime}=\frac{1}{\left(F_{\pi}^{2} c_{6}\right)^{1 / 4}}
$$

For the SK4 variant of the model and $e=4.12$, the numbers given in Table 1 for $B=1-8$ are obtained as a result of direct numerical energy minimization in three dimensions performed using the calculation algorithm developed in [47]. Therefore, they differ slightly from those obtained in the pure rational-map approximation. This difference is maximum for $B=2$ and decreases with increasing $B$. In all other cases, we used the rational map approximation with values of the Morse function $\mathscr{I}$ given in [46, 62].

The second value of the constants, $e=3.00$ and $e^{\prime}=$ 2.84, leads to the "nuclear variant" of the model, which allows a quite successful description of the mass splittings of nuclear isotopes for atomic (baryon) numbers between approximately 10 and 30 [65]. The static characteristics of multiskyrmions change considerably when the constants $e$ or $e^{\prime}$ change by about $30 \%$ (see Table 2), because the dimensions of solitons scale as $1 / F_{\pi} e$ and the isotopic mass splittings scale as $F_{\pi} e^{3}$. However, the flavor excitation energies change not crucially, even slightly for charm and beauty, according to the scale invariance of these quantities [63], as described in the next section.

## 3. FLAVOR <br> AND ANTIFLAVOR EXCITATION ENERGIES

The $S U(3)$ effective action defined by (1), (3) leads to the collective Lagrangian obtained in [61]. To quantize the solitons in their $S U(3)$ configuration space, in the spirit of the bound-state approach to the description of strangeness proposed in $[44,45]$ and used in [43, 63], we consider the collective coordinate motion of the meson fields incorporated into the matrix $U$ :

$$
\begin{gather*}
U(r, t)=R(t) U_{0}(O(t) \mathbf{r}) R^{\dagger}(t)  \tag{12}\\
R(t)=A(t) S(t)
\end{gather*}
$$

where $U_{0}$ is the $S U(2)$ soliton embedded into $S U(3)$ in the usual way (into the upper-left corner); $A(t) \in S U(2)$ describes $S U(2)$ rotations; $S(t) \in S U(3)$ describes rotations in the "strange," "charm," or "beauty" directions; and $O(t)$ describes rigid rotations in real space. In the quantization procedure of the rotator with the help of $S U(3)$ collective coordinates, the following definition of angular velocities in the $S U(3)$ configuration space is accepted [61]:

$$
\begin{equation*}
R^{\dagger}(t) \dot{R}(t)=-\frac{i}{2} \Omega_{\alpha} \lambda_{\alpha} \tag{13}
\end{equation*}
$$

Here, $\lambda_{\alpha}, \alpha=1, \ldots, 8$ are the $S U(3)$ Gell-Mann matrices. For the quantization method proposed in [44] and used here, parametrization (12) is more convenient and the components $\Omega_{\alpha}$ can be expressed via collective coordinates introduced in (12).

For definiteness, we consider the extension of the ( $u, d$ ) $S U(2)$ Skyrme model in the ( $u, d, s$ ) direction, with $D$ being the field of $K$-mesons, but it is clear that quite similar extensions can also be made in the directions of charm or bottom. Therefore,

$$
\begin{equation*}
S(t)=\exp (i \mathscr{D}(t)), \quad \mathscr{D}(t)=\sum_{a=4, \ldots, 7} D_{a}(t) \lambda_{a} \tag{14}
\end{equation*}
$$

where $\lambda_{a}$ are the Gell-Mann matrices of the $(u, d, s)$, $(u, d, c)$, or $(u, d, b) S U(3)$ groups. The $(u, d, c)$ and ( $u, d, b$ ) $S U(3)$ groups are quite analogous to the ( $u, d, s$ ) one. For the ( $u, d, c$ ) group, a simple redefinition of hypercharge should be made. For the ( $u, d, s$ ) group,

$$
D_{4}=\frac{K^{+}+K^{-}}{\sqrt{2}}, \quad D_{5}=\frac{i\left(K^{+}-K^{-}\right)}{\sqrt{2}}, \text { etc. }
$$

For the $(u, d, c)$ group,

$$
D_{4}=\frac{D^{0}+\bar{D}^{0}}{\sqrt{2}}, \text { etc. }
$$

The angular velocities of the isospin rotations $\boldsymbol{\omega}$ are defined in the standard way [61]:

$$
A^{\dagger} \dot{A}=-i \boldsymbol{\omega} \cdot \tau / 2
$$

Here, we do not consider the usual space rotations in detail, because the corresponding momenta of inertia for baryonic systems are much greater than the isospin momenta of inertia, and for the lowest possible values of the angular momentum $J$, the corresponding quantum correction is either exactly zero (for even $B$ ) or small. The field $D$ is small in magnitude. In fact, it is on the order of $1 / \sqrt{N}_{c}$ at least, where $N_{c}$ is the number of colors in QCD (see Eq. (22)). Therefore, the expansion of the matrix $S$ in $D$ can be safely made.

The mass term of Lagrangian (1) can be calculated exactly, without expansion in powers of the field $D$, because the matrix $S$ is given by [44]

$$
S=1+i \mathscr{D} \sin d / d-\mathscr{D}^{2}(1-\cos d) / d^{2}
$$

with

$$
\operatorname{Tr} \mathscr{D}^{2}=2 d^{2} .
$$

We find that

$$
\begin{equation*}
\Delta \mathscr{L}_{M}=-\frac{F_{D}^{2} m_{D}^{2}-F_{\pi}^{2} m_{\pi}^{2}}{4}\left(1-c_{f}\right) s_{d}^{2} . \tag{15}
\end{equation*}
$$

This term can easily be expanded up to any order in $d$. The comparison of this expression with $\Delta L_{M}$, within the
collective coordinate approach of the quantization of $S U(2)$ solitons in the $S U(3)$ configuration space [23, 61], allows us to establish the relation

$$
\sin ^{2} d=\sin ^{2} v
$$

where $v$ is the angle of the $\lambda_{4}$ rotation or the rotation into the strange (charm, beauty) direction. After some calculations, we find that the Lagrangian of the model, to the lowest order in the field $D$, can be written as

$$
\begin{gather*}
L=-M_{c l, B}+4 \Theta_{F, B} \dot{D}^{\dagger} \dot{D} \\
-\left[\Gamma_{B}\left(\frac{F_{D}^{2}}{F_{\pi}^{2}} m_{D}^{2}-m_{\pi}^{2}\right)+\tilde{\Gamma}_{B}\left(F_{D}^{2}-F_{\pi}^{2}\right)\right] D^{\dagger} D  \tag{16}\\
-i \frac{N_{c} B}{2}\left(D^{\dagger} \dot{D}-\dot{D}^{\dagger} D\right) .
\end{gather*}
$$

Here and below, $D$ is the doublet $K^{+}, K^{0}\left(D^{0}, D^{-}\right.$, or $\left.B^{+}, B^{0}\right)$ :

$$
d^{2}=\operatorname{Tr} \mathscr{D}^{2} / 2=2 D^{\dagger} D
$$

We keep the standard notation for the moment of inertia of the rotation in the flavor direction $\Theta_{F}$ for $\Theta_{c}, \Theta_{b}$, or $\Theta_{s}[60,61]$; different notation is used in [44] (the index $c$ denotes the charm quantum number, except in $N_{c}$ ). The contribution proportional to $\tilde{\Gamma}_{B}$ is suppressed by a small factor proportional to $\left(F_{D}^{2}-F_{\pi}^{2}\right) / m_{D}^{2}$ in comparison to the term on the order of $\Gamma$ and is more important for strangeness. The term proportional to $N_{c} B$ in (1) arises from the Wess-Zumino term in the action and is responsible for the difference in the excitation energies of strangeness and antistrangeness (flavor and antiflavor in the general case) [44, 45].

Following the canonical quantization procedure, the Hamiltonian of the system, including terms on the order of $N_{c}^{0}$, can be written as [44]

$$
\begin{gather*}
H_{B}=M_{c l, B}+\frac{1}{4 \Theta_{F, B}} \Pi^{\dagger} \Pi \\
+\left[\Gamma_{B} \bar{m}_{D}^{2}+\tilde{\Gamma}_{B}\left(F_{D}^{2}-F_{\pi}^{2}\right)+\frac{N_{c}^{2} B^{2}}{16 \Theta_{F, B}}\right] D^{\dagger} D  \tag{17}\\
+i \frac{N_{c} B}{8 \Theta_{F, B}}\left(D^{\dagger} \Pi-\Pi^{\dagger} D\right),
\end{gather*}
$$

where

$$
\bar{m}_{D}^{2}=\left(F_{D}^{2} / F_{\pi}^{2}\right) m_{D}^{2}-m_{\pi}^{2} .
$$

The momentum $\Pi$ is canonically conjugate to variable $D$ (see Eq. (18) below). Equation (17) describes an
oscillator-type motion of the field $D$ in the background formed by the $(u, d) S U(2)$ soliton. After diagonalization, which can be done explicitly following [44], the normal-ordered Hamiltonian can be written as

$$
\begin{equation*}
H_{B}=M_{c l, B}+\omega_{F, B} a^{\dagger} a+\bar{\omega}_{F, B} b^{\dagger} b+O\left(1 / N_{c}\right), \tag{18}
\end{equation*}
$$

where $a^{\dagger}$ and $b^{\dagger}$ are the operators of creation of the strangeness (i.e., antikaons) and antistrangeness (flavor and antiflavor) quantum number, and $\omega_{F, B}$ and $\bar{\omega}_{F, B}$ are the frequencies of flavor (antiflavor) excitations. $D$ and $\Pi$ are expressed in terms of $a$ and $b$ as [44]

$$
\begin{align*}
& D^{i}=\frac{1}{\sqrt{N_{c} B \mu_{F, B}}}\left(b^{i}+a^{\dagger i}\right),  \tag{19}\\
& \Pi^{i}=\frac{\sqrt{N_{c} B \mu_{F, B}}}{2 i}\left(b^{i}-a^{\dagger i}\right),
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{F, B}=\left[1+\frac{16\left[\bar{m}_{D}^{2} \Gamma_{B}+\left(F_{D}^{2}-F_{\pi}^{2}\right) \tilde{\Gamma}_{B}\right] \Theta_{F, B}}{\left(N_{c} B\right)^{2}}\right]^{1 / 2} \tag{20}
\end{equation*}
$$

is a slowly varying quantity. For a large mass $m_{D}$, it simplifies to

$$
\begin{equation*}
\mu_{F, B} \longrightarrow 4 \bar{m}_{D} \frac{\sqrt{\Gamma_{B} \Theta_{F, B}}}{N_{c} B} . \tag{21}
\end{equation*}
$$

Obviously, at large $N_{c}, \mu \sim N_{c}^{0} \sim 1$, and the dependence on the $B$-number is also weak, because both $\Gamma_{B}, \Theta_{F, B} \sim$ $N_{c} B .{ }^{4}$ For the lowest states, the values of $D$ are small,

$$
\begin{equation*}
|D| \sim\left[16 \Gamma_{B} \Theta_{F, B} \bar{m}_{D}^{2}+N_{c}^{2} B^{2}\right]^{-1 / 4} \tag{22}
\end{equation*}
$$

and increase as $(2|F|+1)^{1 / 2}$ with increasing flavor number $|F|$. As follows from (22) [43, 44], deviations of the field $D$ from the vacuum decrease with increasing mass $m_{D}$, as well as with an increasing number of colors $N_{c}$; this explains why the method works for any $m_{D}$, including charm and beauty quantum numbers.

The excitation frequencies $\omega$ and $\bar{\omega}$ are

$$
\begin{align*}
& \omega_{F, B}=\frac{N_{c} B}{8 \Theta_{F, B}}\left(\mu_{F, B}-1\right), \\
& \bar{\omega}_{F, B}=\frac{N_{c} B}{8 \Theta_{F, B}}\left(\mu_{F, B}+1\right) . \tag{23}
\end{align*}
$$

[^16]The oscillation time can be estimated as

$$
\tau_{\mathrm{osc}} \sim \frac{\pi}{\omega_{F, B}} \sim \frac{2 \pi\left(\Theta_{B} / \Gamma_{B}\right)^{1 / 2}}{m_{D}},
$$

and, hence, it decreases with increasing $m_{D}$. As was observed in [43, 63], the difference

$$
\bar{\omega}_{F, B}-\omega_{F, B}=\frac{N_{c} B}{4 \Theta_{F, B}}
$$

coincides, to the leading order in $N_{c}$, with the expression obtained in the collective coordinate approach [60, 61] (see the Appendix). At large $m_{D}$, using (21) for the difference $\omega_{F, 1}-\omega_{F, B}$, we obtain $\left(N_{c}=3\right)$

$$
\begin{align*}
\bar{\omega}_{F, 1}-\bar{\omega}_{F, B} & \approx \frac{\bar{m}_{D}}{2}\left[\left(\frac{\Gamma_{1}}{\Theta_{F, 1}}\right)^{1 / 2}-\left(\frac{\Gamma_{B}}{\Theta_{F, B}}\right)^{1 / 2}\right] \\
& +\frac{3}{8}\left(\frac{B}{\Theta_{F, B}}-\frac{1}{\Theta_{F, 1}}\right) . \tag{24}
\end{align*}
$$

Obviously, at large $m_{D}$, the first term in (24) dominates and is positive if

$$
\frac{\Gamma_{1}}{\Theta_{F, 1}} \geq \frac{\Gamma_{B}}{\Theta_{F, B}}
$$

This is confirmed by the data in Table 1. We also note that the bracket in the first term in (24) is independent of the parameters of the model if the background $S U(2)$ soliton is calculated in the chirally symmetrical limit: both $\Gamma$ and $\Theta$ scale as $1 / F_{\pi} e^{3}$. In a realistic case where the physical pion mass is included in (1), there is some weak dependence on the parameters of the model.

The FSB in the flavor decay constants, i.e., the fact that $F_{K} / F_{\pi} \approx 1.22$ and $F_{D} / F_{\pi}=2.28_{-1.1}^{+1.4}$, should be taken into account. In the Skyrme model, this fact leads to the increase of the flavor excitation frequencies, which changes the spectra of flavored $(c, b)$ baryons and puts them in a better agreement with the data [40]. It also leads to some changes of the total binding energies of baryonic system [43]. This is partly due to the large contribution of the Skyrme term to the flavor moment of inertia $\Theta_{F}$. We note that, in [44], the FSB in strangeness decay constant was not taken into account, and this led to underestimation of the strangeness excitation energies. Heavy flavors $(c, b)$ have not been considered in these papers.

The addition of the term $L_{6}$ into starting Lagrangian (1) leads to modification of the flavored moment of inertia, according to the simple relation

$$
\Theta_{F}=\Theta_{F}^{\mathrm{kin}}+\Theta_{F}^{\mathrm{SK} 4}+\Theta_{F}^{\mathrm{SK} 6} .
$$

However, in order to adequately take the symmetrybreaking terms into account, we have to express (in
some order of $N_{c}^{-1}$ ) the first set of coordinates (13) in terms of the collective coordinates $A(t)$ and $S(t)$ and substitute the result into $L_{\text {rot }}$.

Terms on the order of $N_{c}^{-1}$ in the Hamiltonian, which also depend on the angular velocities of rotations in the isospin and the usual space, are not crucial but important for numerical estimates of the spectra of baryonic systems. To calculate them, we should first obtain the Lagrangian of baryonic system including all the terms up to $O\left(1 / N_{c}\right)$. The Lagrangian can be written in a compact form, slightly different from that in [44], as [42]

$$
\begin{gather*}
L \approx-M_{c l}+2 \Theta_{F, B}\left[2 \dot{D}^{\dagger} \dot{D}\left(1-\frac{d^{2}}{3}\right)\right. \\
\left.-\frac{4}{3}\left(D^{\dagger} \dot{D} \dot{D}^{\dagger} D-\left(D^{\dagger} \dot{D}\right)^{2}-\left(\dot{D}^{\dagger} D\right)^{2}\right)+(\boldsymbol{\omega} \cdot \boldsymbol{\beta})\right] \\
+\frac{\Theta_{I, B}}{2}(\boldsymbol{\omega}-\boldsymbol{\beta})^{2}-\left[\Gamma_{B} \tilde{m}_{D}^{2}+\left(F_{D}^{2}-F_{\pi}^{2}\right) \tilde{\Gamma}_{B}\right] D^{\dagger} D  \tag{25}\\
\times\left(1-\frac{d^{2}}{3}\right)+i \frac{N_{c} B}{2}\left(1-\frac{d^{2}}{3}\right)\left(\dot{D}^{\dagger} D-D^{\dagger} \dot{D}\right) \\
\\
-\frac{N_{c} B}{2} \omega D^{\dagger} \tau D
\end{gather*}
$$

where

$$
d^{2}=2 D^{\dagger} D
$$

and

$$
\begin{equation*}
\boldsymbol{\beta}=-i\left(\dot{D}^{\dagger} \tau D-D^{\dagger} \tau \dot{D}\right) \tag{26}
\end{equation*}
$$

As we mentioned already, the role of the term $L_{6}$ reduces to the modification of the flavored inertia $\Theta_{F}$ in (25). It is a remarkable property of the starting Lagrangian including $L_{6}$ that only quadratic terms in $\Omega_{a}$ enter (25). To obtain this expression, we used the connection between components $\Omega_{a}$ and $D, \dot{D}, \omega_{i}$,

$$
\begin{gathered}
\Omega_{4}^{2}+\ldots+\Omega_{7}^{2}=8 \dot{D}^{\dagger} \dot{D}\left(1-\frac{d^{2}}{3}\right) \\
-\frac{16}{3}\left(D^{\dagger} \dot{D} \dot{D}^{\dagger} D-\left(D^{\dagger} \dot{D}\right)^{2}-\left(\dot{D}^{\dagger} D\right)^{2}\right)+4(\boldsymbol{\omega} \cdot \boldsymbol{\beta})
\end{gathered}
$$

and the component $\Omega_{8}$ that determines the WZW term contribution,

$$
\Omega_{8}=\sqrt{3}\left[i\left(1-d^{2} / 3\right)\left(D^{\dagger} \dot{D}-\dot{D}^{\dagger} D\right)+\omega D^{\dagger} \tau D\right]
$$

Taking the terms proportional to $1 / N_{c}$ into account,
we find that the canonical variable $\Pi$ conjugate to $D$ is

$$
\begin{gather*}
\Pi=\frac{\partial L}{\partial \dot{D}^{\dagger}} \\
=4 \Theta_{F, B}\left[\dot{D}\left(1-\frac{d^{2}}{3}\right)-\frac{2}{3} D^{\dagger} \dot{D} D+\frac{4}{3} \dot{D}^{\dagger} D D\right]  \tag{27}\\
+i\left(\Theta_{I, B}-2 \Theta_{F, B}\right) \omega \cdot \tau D-i \Theta_{I, B} \boldsymbol{\beta} \cdot \tau D \\
+i \frac{N_{c} B}{2}\left(1-\frac{d^{2}}{3}\right) D .
\end{gather*}
$$

From (25), the body-fixed isospin operator is

$$
\begin{align*}
\mathbf{I}^{b f}=\frac{\partial L}{\partial \boldsymbol{\omega}}= & \Theta_{I, B} \boldsymbol{\omega}+\left(2 \Theta_{F, B}-\Theta_{I, B}\right) \boldsymbol{\beta} \\
& -\frac{N_{c} B}{2} D^{\dagger} \tau D \tag{28}
\end{align*}
$$

which can also be written as

$$
\begin{equation*}
\mathbf{I}^{b f}=\Theta_{I} \boldsymbol{\omega}+\left(1-\frac{\Theta_{I}}{2 \Theta_{F}}\right) \mathbf{I}_{F}-\frac{N_{c} B \Theta_{I}}{4 \Theta_{F}} D^{\dagger} \tau D \tag{29}
\end{equation*}
$$

with the operator

$$
\begin{equation*}
\hat{\mathbf{I}}_{F}=\frac{i}{2}\left(D^{\dagger} \tau \Pi-\Pi^{\dagger} \tau D\right)=\frac{1}{2}\left(b^{\dagger} \tau b-a^{T} \tau a^{\dagger T}\right) \tag{30}
\end{equation*}
$$

Using the connection between $\Pi, \dot{D}$, and $D$ given by (27) in the leading order, we obtain

$$
\begin{equation*}
\boldsymbol{\beta} \approx \frac{1}{2 \Theta_{F}}\left(\mathbf{I}_{F}+\frac{N_{c} B}{2} D^{\dagger} \tau D\right) . \tag{31}
\end{equation*}
$$

For states with a definite flavor quantum number, we must make the substitution

$$
D^{\dagger} \tau D \longrightarrow-\frac{2 \mathbf{I}_{F}}{N_{c} B \mu_{F}}
$$

for flavor or

$$
D^{\dagger} \tau D \longrightarrow \frac{2 \mathbf{I}_{F}}{N_{c} B \mu_{F}}
$$

for antiflavor; for matrix elements of states with a definite flavor, we can then write

$$
\begin{equation*}
\mathbf{I}^{b f}=\Theta_{I, B} \boldsymbol{\omega}+c_{F, B} \mathbf{I}_{F} \tag{32}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{F, B}=1-\frac{\Theta_{I, B}}{2 \Theta_{F, B} \mu_{F, B}}\left(\mu_{F, B}-1\right) \tag{33}
\end{equation*}
$$

We also used, within our approximation,

$$
\begin{equation*}
\Theta_{I, B} \boldsymbol{\beta} \approx\left(1-c_{F, B}\right) \mathbf{I}_{F} . \tag{34}
\end{equation*}
$$

A relation similar to (32) also holds for antiflavor with

$$
\begin{equation*}
c_{\bar{F}, B}=1-\frac{\Theta_{I, B}}{2 \Theta_{F, B} \mu_{F, B}}\left(\mu_{F, B}+1\right), \tag{35}
\end{equation*}
$$

and it therefore differs from (33) by the change $\mu \longrightarrow$ $-\mu$. Using the identities

$$
\begin{equation*}
-i \boldsymbol{\beta} \cdot \tau D=2 D^{\dagger} D \dot{D}-\left(\dot{D}^{\dagger} D+D^{\dagger} \dot{D}\right) D \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\beta}^{2}=4 D^{\dagger} D \dot{D}^{\dagger} \dot{D}-\left(\dot{D}^{\dagger} D+D^{\dagger} \dot{D}\right)^{2} \tag{37}
\end{equation*}
$$

we find that the zero mode quantum corrections to the energies of skyrmions that scale with $1 / N_{c}$ can be estimated [44] as

$$
\begin{gather*}
\Delta E_{1 / N_{c}} \\
=\frac{1}{2 \Theta_{I, B}}\left[c_{F, B} I_{r}\left(I_{r}+1\right)+\left(1-c_{F, B}\right) I(I+1)\right.  \tag{38}\\
\left.+\left(\bar{c}_{F, B}-c_{F, B}\right) I_{F}\left(I_{F}+1\right)\right]
\end{gather*}
$$

where $I=I^{b f}$ is the value of the isospin of the baryon or baryon system, $I_{r}$ is a quantity analogous to the "right" isospin $I_{r}$ in the collective coordinate approach [61], and

$$
\mathbf{I}_{r}=\mathbf{I}^{b f}-\mathbf{I}_{F}
$$

The hyperfine structure constants $c_{F, B}$ are given in (33), and $\bar{c}_{F, B}$ are defined by the relations

$$
\begin{align*}
1-\bar{c}_{F, B} & =\frac{\Theta_{I, B}}{\Theta_{F, B}\left(\mu_{F, B}\right)^{2}}\left(\mu_{F, B}-1\right),  \tag{39}\\
1-\bar{c}_{F, B} & =-\frac{\Theta_{I, B}}{\Theta_{F, B}\left(\mu_{F, B}\right)^{2}}\left(\mu_{F, B}+1\right) .
\end{align*}
$$

For nucleons,

$$
I=I_{r}=1 / 2, \quad I_{F}=0
$$

and

$$
\Delta E_{1 / N_{c}}(N)=\frac{3}{8 \Theta_{I, 1}}
$$

for the $\Delta$-isobar,

$$
I=I_{r}=3 / 2, \quad I_{F}=0
$$

and

$$
\Delta E_{1 / N_{c}}(\Delta)=\frac{15}{8 \Theta_{I, 1}}
$$

as in the $S U(2)$ quantization scheme. The $\Delta-N$ mass splitting is described satisfactorily according to the values of $\Theta_{I}$ presented in Table 1.

As can be seen from Table 3, the flavor excitation energies somewhat decrease in the SK4 variant as the $B$-number increases from 1 to 7 , but, further, these energies increase again and exceed the $B=1$ value for $B \geq$ 20. The last property can be connected, however, with specific character of the rational-map approximation (the quantity $\Gamma$ increases faster than the flavored inertia $\Theta_{F}$; see (24)), which becomes less realistic for larger values of $B$. Such behavior of the frequencies is important for conclusions about the possible existence of hypernuclei [66]. Table 3 is presented here for comparison with antiflavor excitation energies presented in Table 4. Generally, the rigid oscillator version of the boundstate model that we use here overestimates the flavor excitation energies. However, phenomenological consequences derived in $[63,66]$ for the binding energies of strange $S=-1$ hypernuclei are based mainly on the differences of these energies. The qualitative and, in some cases, quantitative agreement takes place between the data for binding energies of ground states of hypernuclei with atomic numbers between 5 and 20 and the results of calculations within the SK4 variant of the chiral soliton model, with the collective motion of solitons in the $S U(3)$ configuration space taken into account [66].

Another peculiarity of interest is that, for the rescaled variant of the model, the charm and beauty excitation energies are very close to those of the original variant (scaling property) but differ more substantially for strangeness, being greater by approximately $30-40 \mathrm{MeV}$. This somewhat unexpected behavior is explained by the fact that flavor excitation energies appear as a result of subtraction of two quantities that behave differently under rescaling (see (23)).

Similar to flavor energies, there is remarkable universality of antiflavor excitation energies for different baryon numbers, especially for anticharm and antibeauty: variations do not exceed a few percent. It follows from Table 4 that there is some decrease of the antiflavor excitation energies as $B$ increases from 1 ; this effect is striking for the SK4 variant and especially for strangeness. Within the SK6 variant, the $B=1$ energies for anticharm and antibeauty are slightly smaller than for $B \geq 2$.

For strangeness, $\bar{\omega}_{s}$ decreases with increasing $B$-number in most cases, as can be seen from Table 4 (except in the rescaled SK6 variant, where the $B=1$ energy is slightly smaller than the $B=2$ one), but it is always greater than the kaon mass, and, therefore, the

Table 3. Flavor excitation energies for strangeness, charm, and beauty, in GeV. $e=4.12$ for the SK 4 variant and $e^{\prime}=4.11$ for the SK6 variant. For rescaled variants (the numbers marked with *), $e=3.00$ and $e^{\prime}=2.84$ for SK4 and SK6 variants, respectively. The ratio $F_{D} / F_{\pi}=1.5$ for charm and $F_{B} / F_{\pi}=2$ for beauty

| $B$ | $\omega_{s}^{\mathrm{SK} 4}$ | $\omega_{c}^{\mathrm{SK} 4}$ | $\omega_{b}^{\mathrm{SK} 4}$ | $\omega_{s}^{\mathrm{SK} 6}$ | $\omega_{c}^{\mathrm{SK} 6}$ | $\omega_{b}^{\mathrm{SK} 6}$ | $\omega_{s}^{\mathrm{SK} 4^{*}}$ | $\omega_{c}^{\mathrm{SK} 4^{*}}$ | $\omega_{b}^{\mathrm{SK} 4^{*}}$ | $\omega_{s}^{\mathrm{SK} 6^{*}}$ | $\omega_{c}^{\mathrm{SK} 6^{*}}$ | $\omega_{b}^{\mathrm{SK} 6^{*}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.307 | 1.54 | 4.80 | 0.336 | 1.61 | 4.93 | 0.345 | 1.55 | 4.77 | 0.375 | 1.62 | 4.89 |
| 2 | 0.298 | 1.52 | 4.77 | 0.346 | 1.64 | 4.98 | 0.339 | 1.54 | 4.75 | 0.386 | 1.66 | 4.95 |
| 3 | 0.293 | 1.51 | 4.76 | 0.342 | 1.64 | 4.98 | 0.336 | 1.54 | 4.74 | 0.385 | 1.66 | 4.95 |
| 4 | 0.285 | 1.50 | 4.74 | 0.328 | 1.62 | 4.95 | 0.330 | 1.52 | 4.72 | 0.377 | 1.64 | 4.93 |
| 5 | 0.290 | 1.51 | 4.75 | 0.334 | 1.63 | 4.96 | 0.334 | 1.53 | 4.74 | 0.380 | 1.65 | 4.94 |
| 6 | 0.290 | 1.51 | 4.76 | 0.332 | 1.63 | 4.96 | 0.334 | 1.54 | 4.74 | 0.379 | 1.65 | 4.94 |
| 7 | 0.285 | 1.50 | 4.74 | 0.324 | 1.62 | 4.95 | 0.331 | 1.53 | 4.73 | 0.374 | 1.64 | 4.93 |
| 8 | 0.290 | 1.51 | 4.76 | 0.329 | 1.63 | 4.96 | 0.335 | 1.54 | 4.75 | 0.377 | 1.65 | 4.94 |
| 9 | 0.292 | 1.52 | 4.77 | 0.331 | 1.63 | 4.97 | 0.336 | 1.54 | 4.76 | 0.378 | 1.65 | 4.94 |
| 10 | 0.293 | 1.52 | 4.78 | 0.331 | 1.63 | 4.97 | 0.337 | 1.55 | 4.76 | 0.378 | 1.65 | 4.94 |
| 11 | 0.295 | 1.53 | 4.79 | 0.332 | 1.63 | 4.97 | 0.338 | 1.55 | 4.77 | 0.378 | 1.65 | 4.95 |
| 12 | 0.295 | 1.53 | 4.79 | 0.331 | 1.63 | 4.97 | 0.338 | 1.55 | 4.77 | 0.378 | 1.65 | 4.95 |
| 13 | 0.296 | 1.53 | 4.79 | 0.332 | 1.63 | 4.98 | 0.339 | 1.55 | 4.77 | 0.378 | 1.65 | 4.95 |
| 14 | 0.300 | 1.54 | 4.80 | 0.335 | 1.64 | 4.98 | 0.342 | 1.56 | 4.79 | 0.379 | 1.65 | 4.95 |
| 15 | 0.301 | 1.54 | 4.81 | 0.336 | 1.64 | 4.99 | 0.343 | 1.56 | 4.79 | 0.380 | 1.66 | 4.95 |
| 16 | 0.302 | 1.54 | 4.81 | 0.336 | 1.64 | 4.99 | 0.343 | 1.56 | 4.79 | 0.380 | 1.66 | 4.96 |
| 17 | 0.302 | 1.54 | 4.81 | 0.335 | 1.64 | 4.99 | 0.343 | 1.56 | 4.79 | 0.379 | 1.66 | 4.95 |
| 20 | 0.308 | 1.56 | 4.84 | 0.340 | 1.65 | 5.00 | 0.347 | 1.58 | 4.81 | 0.382 | 1.66 | 4.96 |
| 24 | 0.312 | 1.57 | 4.85 | 0.343 | 1.66 | 5.01 | 0.351 | 1.58 | 4.83 | 0.384 | 1.66 | 4.97 |
| 28 | 0.316 | 1.58 | 4.87 | 0.347 | 1.66 | 5.02 | 0.354 | 1.59 | 4.85 | 0.385 | 1.67 | 4.98 |
| 32 | 0.319 | 1.59 | 4.88 | 0.349 | 1.67 | 5.02 | 0.356 | 1.60 | 4.86 | 0.386 | 1.67 | 4.98 |

state with positive strangeness can decay strongly into kaon and some final nucleus or nuclear fragments.

The heavy antiflavor excitation energies also reveal a notable scale independence; i.e., the values obtained with constant $e=4.12$ and 3.00 (SK4 variant) shown in Tables 3 and 4 are close to each other within several percent, as well as the values for $e^{\prime}=4.11$ and 2.84 for the SK6 variant. This was actually expected from general arguments for large values of the FSB meson mass [43]. The change of numerical values of these energies is, however, important for conclusions concerning the binding energies of nuclear states with antiflavors. All excitation energies of antiflavors are smaller for rescaled variants, i.e., when the constants $e$ or $e^{\prime}$ are decreased by about $30 \%$. This seems natural because dimensions of multiskyrmions, which scale as $1 / F_{\pi} e$, increase due to this change, and all energies become "softer." Such behavior occurs because antiflavor energies are the sum of two terms (see above (23)) that
behave (roughly!) similarly under rescaling. Remarkably, the decrease of energies due to the rescaling is on the order of 100 MeV in all cases (e.g., for antistrangeness and $B=1$, it is 119 MeV in the SK4 variant and 116 MeV in the SK6 variant) and slightly smaller for $\bar{c}$ (decrease due to rescaling about 100 MeV ) and $\bar{b}$ (decrease by 110 MeV ).

## 4. THE BINDING ENERGIES <br> OF $\Theta^{+}$-HYPERNUCLEI AND ANTICHARMED (ANTIBEAUTIFUL) HYPERNUCLEI

In view of sufficiently large values of antistrangeness excitation energies, one cannot talk about positivestrangeness hypernuclei that decay weakly, similarly to ordinary $S=-1$ hypernuclei. However, one can talk about $\Theta$-hypernuclei where the $\Theta$-hyperon is bound by several nucleons. A puzzling property of pentaquarks is their small width, $\Gamma_{\Theta}<\sim 10 \mathrm{MeV}$ according to experi-

Table 4. Antiflavor excitation energies for strangeness, charm, and beauty, as in Table 3. In the original variants of the model, $e=4.12$ for the SK4 variant and $e^{\prime}=4.11$ for the SK6 variant. The numbers with * are for the rescaled variants of the model, $e=3.0$ for the SK4 variant and $e^{\prime}=2.84$ for the SK6 variant. The ratio $F_{D} / F_{\pi}=1.5$ for charm and $F_{B} / F_{\pi}=2$ for beauty

| $B$ | $\bar{\omega}_{s}^{\mathrm{SK} 4}$ | $\bar{\omega}_{c}^{\mathrm{SK} 4}$ | $\bar{\omega}_{b}^{\mathrm{SK} 4}$ | $\bar{\omega}_{s}^{\mathrm{SK} 6}$ | $\bar{\omega}_{c}^{\mathrm{SK} 6}$ | $\bar{\omega}_{b}^{\mathrm{SK} 6}$ | $\bar{\omega}_{s}^{\mathrm{SK} 4^{*}}$ | $\bar{\omega}_{c}^{\mathrm{SK} *^{*}}$ | $\bar{\omega}_{b}^{\mathrm{SK} 4^{*}}$ | $\bar{\omega}_{s}^{\mathrm{SK} 6^{*}}$ | $\bar{\omega}_{c}^{\mathrm{SK} 6^{*}}$ | $\bar{\omega}_{b}^{\mathrm{SK} 6^{*}}$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.591 | 1.75 | 4.94 | 0.584 | 1.79 | 5.04 | 0.472 | 1.65 | 4.83 | 0.468 | 1.69 | 4.93 |
| 2 | 0.571 | 1.72 | 4.90 | 0.571 | 1.80 | 5.08 | 0.459 | 1.63 | 4.81 | 0.470 | 1.72 | 4.99 |
| 3 | 0.564 | 1.71 | 4.89 | 0.569 | 1.80 | 5.07 | 0.455 | 1.63 | 4.80 | 0.468 | 1.72 | 4.99 |
| 4 | 0.567 | 1.71 | 4.87 | 0.580 | 1.80 | 5.06 | 0.454 | 1.62 | 4.78 | 0.468 | 1.71 | 4.97 |
| 5 | 0.558 | 1.71 | 4.88 | 0.571 | 1.80 | 5.07 | 0.452 | 1.62 | 4.80 | 0.466 | 1.71 | 4.98 |
| 6 | 0.555 | 1.71 | 4.88 | 0.571 | 1.80 | 5.07 | 0.451 | 1.62 | 4.80 | 0.465 | 1.71 | 4.98 |
| 7 | 0.559 | 1.71 | 4.88 | 0.578 | 1.80 | 5.06 | 0.451 | 1.62 | 4.79 | 0.466 | 1.71 | 4.97 |
| 8 | 0.553 | 1.71 | 4.89 | 0.571 | 1.80 | 5.07 | 0.450 | 1.63 | 4.80 | 0.465 | 1.71 | 4.98 |
| 9 | 0.550 | 1.71 | 4.90 | 0.569 | 1.80 | 5.07 | 0.450 | 1.63 | 4.81 | 0.465 | 1.71 | 4.98 |
| 10 | 0.549 | 1.71 | 4.90 | 0.569 | 1.80 | 5.07 | 0.450 | 1.63 | 4.82 | 0.465 | 1.71 | 4.98 |
| 11 | 0.547 | 1.71 | 4.90 | 0.567 | 1.80 | 5.08 | 0.450 | 1.63 | 4.82 | 0.464 | 1.71 | 4.98 |
| 12 | 0.547 | 1.72 | 4.91 | 0.568 | 1.80 | 5.08 | 0.450 | 1.63 | 4.82 | 0.464 | 1.71 | 4.98 |
| 13 | 0.546 | 1.72 | 4.91 | 0.567 | 1.80 | 5.08 | 0.450 | 1.64 | 4.83 | 0.464 | 1.71 | 4.99 |
| 14 | 0.543 | 1.72 | 4.92 | 0.564 | 1.80 | 5.08 | 0.450 | 1.64 | 4.84 | 0.464 | 1.72 | 4.99 |
| 15 | 0.542 | 1.72 | 4.92 | 0.563 | 1.80 | 5.08 | 0.450 | 1.64 | 4.84 | 0.464 | 1.72 | 4.99 |
| 16 | 0.541 | 1.72 | 4.93 | 0.562 | 1.80 | 5.08 | 0.450 | 1.64 | 4.85 | 0.464 | 1.72 | 4.99 |
| 17 | 0.542 | 1.72 | 4.93 | 0.564 | 1.80 | 5.09 | 0.450 | 1.64 | 4.85 | 0.464 | 1.72 | 4.99 |
| 18 | 0.540 | 1.72 | 4.93 | 0.561 | 1.81 | 5.09 | 0.451 | 1.65 | 4.85 | 0.464 | 1.72 | 5.00 |
| 19 | 0.539 | 1.73 | 4.94 | 0.559 | 1.81 | 5.09 | 0.451 | 1.65 | 4.86 | 0.464 | 1.72 | 5.00 |
| 20 | 0.538 | 1.73 | 4.94 | 0.558 | 1.81 | 5.09 | 0.451 | 1.65 | 4.86 | 0.464 | 1.72 | 5.00 |
| 24 | 0.536 | 1.73 | 4.96 | 0.555 | 1.81 | 5.10 | 0.452 | 1.66 | 4.88 | 0.463 | 1.72 | 5.00 |
| 28 | 0.533 | 1.74 | 4.97 | 0.552 | 1.81 | 5.10 | 0.453 | 1.67 | 4.89 | 0.463 | 1.72 | 5.01 |
| 32 | 0.532 | 1.74 | 4.98 | 0.550 | 1.81 | 5.11 | 0.453 | 1.67 | 4.90 | 0.463 | 1.73 | 5.01 |

ments where $\Theta^{+}$has been observed [1, 2], and probably even smaller, according to analyses of kaon-nucleon interaction data [67]. Possible explanations, from some numerical cancellation [24] and cancellation in a large$N_{c}$ expansion [68] to qualitative one in terms of the quark-model wavefunction $[3,4]$ and calculation using operator product expansion [69] have been proposed. ${ }^{5}$ The width of nuclear bound states of $\Theta$ should be of the same order of magnitude as the width of $\Theta^{+}$itself or smaller; in addition to the smaller energy release, some suppression due to the Pauli blocking for the final nucleon from $\Theta$ decay can occur for heavier nuclei.

[^17]For anticharm and antibeauty, the excitation energies are smaller than the masses of the $D$ - or $B$-meson, and it makes sense to consider the possibility of the existence of anticharmed or antibeauty hypernuclei that have a lifetime characteristic of weak interactions.

In the bound-state soliton model, and in its rigid oscillator version as well, the states predicted do not correspond a priori to definite $S U(3)$ or $S U(4)$ representations. They can be ascribed to definite irreducible $S U(3)$ representations as was shown in [43, 44]. Due to configuration mixing caused by flavor symmetrybreaking, each state with a definite value of flavor, $s, c$, or $b$, is some mixture of the components of several irreducible $S U(3)$ representations with a given value of $F$ and isospin $I$, which is strictly conserved in our approach (unless manifestly isospin-violating terms are included into the Lagrangian). In the case of strange-
ness, as calculations show (see, e.g., [27]), this mixture is usually dominated by the lowest irreducible $S U(3)$ representation, and admixtures do not exceed several percent. The situation changes for charm or beauty quantum numbers, where admixtures can have a weight comparable to the weight of the lowest configuration. However, we consider here the simplest possibility of one lowest irreducible representation, for rough estimates.

Let $(p, q)$ characterize the irreducible $S U(3)$ representation to which the baryon system belongs. The quantization condition [61]

$$
p+2 q=N_{c} B
$$

for arbitrary $N_{c}$ then changes to

$$
p+2 q=N_{c} B+3 m
$$

where $m$ is related to the number of additional quarkantiquark pairs $n_{q \bar{q}}$ present in the quantized states, $n_{q \bar{q}} \geq m[22,70]$. The nonexotic states with $m=0$, or minimal states, have

$$
p+2 q=3 B
$$

( $N_{c}=3$ in what follows), and states with the lowest "right" isospin $I_{r}=p / 2$ have

$$
(p, q)=(0,3 B / 2)
$$

for even $B$ and

$$
(p, q)=(1,(3 B-1) / 2)
$$

for odd $B[22,27]$. For example, the state with $B=1$, $|F|=1, I=0$, and $n_{q \bar{q}}=0$ should belong to the octet of the $(u, d, s)$ or $(u, d, c) S U(3)$ group, if $N_{c}=3$ (see also [44]). For the first exotic states, the lowest possible irreducible $S U(3)$ representations $(p, q)$ for each value of the baryon number $B$ are defined by the relations

$$
\begin{gathered}
p+2 q=3(B+1), \\
p=1, \quad q=(3 B+2) / 2
\end{gathered}
$$

for even $B$ and

$$
p=0, \quad q=(3 B+3) / 2
$$

for odd $B$. For example, we have $\overline{35}, \overline{80}, \overline{143}$, and $\overline{224}$-plets for $B=2,4,6$, and 8 , and $\overline{28}, \overline{55}$, and $\overline{91}$ plets for $B=3,5$, and 7 .

Because we are interested in the lowest-energy states, we here discuss the baryonic systems with the lowest allowed angular momentum, i.e., $J=0$, for $B=$

4,6 , etc. and $J=1 / 2$ for odd values of the $B$-number. There are some deviations from this simple law for the ground states of real nuclei, but, anyway, the correction to the energy of quantized states due to collective rotation of solitons is small and decreases with increasing $B$ because the corresponding moment of inertia increases proportionally to $B^{2}[63,64]$. Moreover, the $J$-dependent correction to the energy may cancel in the differences of energies of flavored and flavorless states, and we therefore neglect these contributions in our rough estimates.

For the nonexotic states, we previously considered the energy difference between the state with flavor $F$ belonging to the $(p, q)$ irreducible representation and the ground state with $F=0$ and the same angular momentum and $(p, q)$ [66]. The situation is different for exotic states, because exotic and nonexotic states have different values of $(p, q)$. The difference between $\bar{\omega}$ and $\omega$,

$$
\bar{\omega}-\omega=\frac{N_{c, B}}{4 \Theta_{F, B}}
$$

takes this distinction into account in the values of $(p, q)$, as shown explicitly in Appendix.

For $B=1,3,5, \ldots$, we have $I=I_{r}=1 / 2, I_{F}=0$ for the ground state, and therefore the correction

$$
\Delta E_{1 / N_{c}}=\frac{I(I+1)}{2 \Theta_{I, B}}=\frac{3}{8 \Theta_{I, B}}
$$

For the exotic antiflavored state, we have $I=0, I_{r}=I_{F}=$ $1 / 2$, and the corrections are equal to

$$
\Delta E_{1 / N_{c}}=\frac{3 \bar{c}_{F, B}}{8 \Theta_{I, B}} .
$$

For the difference of energies between exotic and nonexotic ground states, we obtain

$$
\begin{gather*}
\Delta E_{B, F}=\bar{\omega}_{F, B}+\frac{3\left(\bar{c}_{\bar{F}, B}-1\right)}{8 \Theta_{F, B}} \\
=\bar{\omega}_{F, B}+\frac{3\left(\mu_{F, B}+1\right)}{8 \mu_{F, B}^{2} \Theta_{F, B}} . \tag{40}
\end{gather*}
$$

We note that the moment of inertia $\Theta_{I}$ does not enter the difference of energies (40).

For $B=4,6, \ldots$, the ground state has $I=I_{r}=I_{F}=0$ (as for nucleus ${ }^{4} \mathrm{He}$ ) and

$$
\Delta E_{1 / N_{c}}=0
$$

For the first exotic states, $I=I_{F}=1 / 2$, and we have a choice for $I_{r}, I_{r}=0$ or 1. If

$$
c_{\bar{F}, B}=1-\frac{\Theta_{I, B}\left(\mu_{F, B}+1\right)}{2 \Theta_{F, B} \mu_{F, B}}>0,
$$

we have $I_{r}=0$, and if $c_{\bar{F}, B}<0$, we should take $I_{r}=1$. In the first case, the correction to the energy of the state

$$
\Delta E_{1 / N_{c}}=\frac{3\left(1+\bar{c}_{\bar{F}, B}-2 c_{\bar{F}, B}\right)}{8 \Theta_{I, B}}=\frac{3\left(\mu_{F, B}+1\right)^{2}}{\left.8 \Theta_{F, B} \mu_{F, B}^{2}\right)} .
$$

For $B=1$, the difference of the $\Theta_{F}$ and nucleon masses is

$$
\begin{gather*}
\Delta M_{\Theta_{F} N}=\bar{\omega}_{F, 1}-\frac{3\left(1-\bar{c}_{\bar{F}, 1}\right)}{8 \Theta_{I, 1}} \\
=\bar{\omega}_{F, 1}+\frac{3\left(\mu_{F 1}+1\right)}{8 \mu_{F, 1}^{2} \Theta_{F, 1}} . \tag{41}
\end{gather*}
$$

The difference in the masses of the $\Theta$ - and $\Lambda$-hyperons is also of interest and can be represented in the simple form

$$
\begin{align*}
\Delta M_{\Theta_{F} \Lambda_{F}}= & \bar{\omega}_{F, 1}-\omega_{F, 1}+\frac{3\left(\bar{c}_{\bar{c}_{\bar{F}, 1}}-\bar{c}_{F, 1}\right)}{8 \Theta_{I, 1}}  \tag{42}\\
= & \frac{3\left(\mu_{F, 1}+1\right)}{4 \mu_{F, 1} \Theta_{F, 1}}
\end{align*}
$$

The binding energy differences $\Delta \boldsymbol{\epsilon}_{\bar{s}, \bar{c}, \bar{b}}$ are the changes of binding energies of the lowest baryon system with flavor $\bar{s}, \bar{c}$, or $\bar{b}$ and isospin $I=0$ (for odd $B$ ) and $I=1 / 2$ (for even $B$ ) in comparison with the usual $u$, $d$ nuclei (when one nucleon is replaced by a $\Theta$-hyperon). The classical masses of skyrmions are cancelled in such differences:

$$
\begin{equation*}
\Delta \epsilon_{B, F}=\Delta E_{\text {gr.st }}(B)-\Delta E(B, F)+\Delta M_{\Theta_{F} N} . \tag{43}
\end{equation*}
$$

It follows from (40) that, for an odd $B$-number, this change in the binding energy of the system is

$$
\begin{align*}
\Delta \epsilon_{B, F}= & \bar{\omega}_{F, 1}-\bar{\omega}_{F, B}+\frac{3\left(\mu_{F, 1}+1\right)}{8 \mu_{F, 1}^{2} \Theta_{F, 1}}  \tag{44}\\
& -\frac{3\left(\mu_{F, B}+1\right)}{8 \mu_{F, B}^{2} \Theta_{F, B}} .
\end{align*}
$$

Evidently, in the limit of very heavy flavor, $\mu_{F} \longrightarrow \infty$,

$$
\begin{equation*}
\Delta \boldsymbol{\epsilon}_{B, F} \longrightarrow \bar{\omega}_{F, 1}-\bar{\omega}_{F, B} . \tag{45}
\end{equation*}
$$

For $B$-numbers $4,6, \ldots$, we obtain

$$
\begin{align*}
\Delta \epsilon_{B, F}= & \bar{\omega}_{F, 1}-\bar{\omega}_{F, B}+\frac{3\left(\mu_{F, 1}+1\right)}{8 \mu_{F, 1}^{2} \Theta_{F, 1}} \\
& -\frac{3\left(\mu_{F, B}+1\right)^{2}}{8 \mu_{F, B}^{2} \Theta_{F, B}} . \tag{46}
\end{align*}
$$

In the limit of very heavy flavor, it follows from (46) that

$$
\begin{equation*}
\Delta \epsilon_{B, F}=\bar{\omega}_{F, 1}-\bar{\omega}_{F, B}-\frac{3}{8 \Theta_{F, B}}, \tag{47}
\end{equation*}
$$

and, hence, in comparison with the case of odd $B$-numbers, there is an additional contribution that decreases with increasing $B$-number (because inertia increases with $B$ ) from approximately 25 MeV for $B=3$.

Formulas (44) and (46) allow us to perform numerical estimates for the binding energies of antiflavored states, using the results for frequencies and moments of inertia presented in previous tables.

Tables 5-7 show the binding energies of favored $J=0$ states relative to the $N N$ scattering state ( $I=1$, $J=0$ ) for $B=2$, which differ from (46) by added $1 / \Theta_{I, B=2}$.

One should keep in mind that, for the SK4 model, the value of the $\Theta^{+}$mass is equal to 1588 MeV , which is approximately 150 MeV above the kaon-nucleon threshold. Therefore, the states with the largest binding energy shown in Table 5 are unstable relative to strong interactions. For the SK6 variant, $M_{\Theta}=1566 \mathrm{MeV}$ and the binding energies are considerably smaller, by approximately $40-50 \mathrm{MeV}$ in some cases (this is the main feature of the SK6 variant). For the rescaled variants, the difference between both variants is reduced considerably, but the binding energies are then underestimated.

From the phenomenological standpoint, we should describe the $B=1$ states with the original variants of models, i.e., $e=4.12, e^{\prime}=4.11$ and states with $10<B=$ $A<30$, using rescaled variants, as is suggested by the results of [65]. This procedure gives the most optimistic values of $\Delta \epsilon_{S=+1}$, about 145 MeV for the SK4 variant and approximately 140 MeV for the SK6 variant. However, the uncertainty of this prediction is a few tens of MeV , at least.

For anticharm and antibeauty, there is considerable difference between the SK4 and SK6 variants (Tables 6, 7). The mass of the $\Theta_{c}$-hyperon in the SK4 model is 2700 MeV and the mass of $\Theta_{b}$ is 5880 MeV , both well below the threshold for strong decay. For the SK6 variant, these masses are by 40 and 100 MeV greater, but also below the threshold. The SK6 variant is less attractive than the SK4 variant, mainly because the antiflavor excitation energies for $B=1$ in the SK6 variant are smaller than for $B \geq 2$, which leads to repulsion for

Table 5. The binding energy differences and total binding energies of positive strangeness $\Theta^{+}$-hypernuclei (in MeV ) for the SK4 and SK6 variants of the model in rational-map approximation

| $B$ | $\Delta \epsilon^{\text {SK4 }}$ | $\epsilon^{\text {SK4 }}$ | $\Delta \epsilon^{\text {SK4 }}$ | $\epsilon^{\text {SK6 }}$ | $\Delta \epsilon^{\text {SK4* }}$ | $\epsilon^{\text {SK4* }}$ | $\Delta \epsilon^{\text {SK6* }}$ | $\epsilon^{\text {SK6** }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 47 | 47 | 75 | 75 | 25 | 25 | 17 | 17 |
| 3 | 67 | 76 | 45 | 53 | 26 | 34 | 4 | 12 |
| 4 | 20 | 49 | -4 | 24 | 9 | 38 | -8 | 20 |
| 5 | 81 | 108 | 47 | 74 | 30 | 57 | 6 | 33 |
| 6 | 56 | 88 | 24 | 56 | 20 | 52 | -1 | 31 |
| 7 | 83 | 121 | 41 | 80 | 32 | 70 | 7 | 45 |
| 8 | 69 | 126 | 31 | 87 | 24 | 81 | 2 | 58 |
| 9 | 94 | 152 | 53 | 110 | 33 | 90 | 8 | 66 |
| 10 | 79 | 144 | 39 | 103 | 27 | 92 | 4 | 68 |
| 11 | 99 | 173 | 56 | 130 | 33 | 108 | 9 | 84 |
| 12 | 86 | 178 | 43 | 135 | 28 | 120 | 5 | 97 |
| 13 | 101 | 196 | 56 | 152 | 33 | 129 | 9 | 104 |
| 14 | 93 | 197 | 50 | 154 | 29 | 133 | 6 | 111 |
| 15 | 105 | 219 | 61 | 175 | 33 | 147 | 9 | 123 |
| 16 | 96 | 224 | 53 | 181 | 29 | 157 | 7 | 134 |
| 17 | 105 | 235 | 61 | 191 | 33 | 163 | 9 | 139 |
| 18 | 100 | 237 | 56 | 194 | 29 | 167 | 7 | 144 |
| 19 | 109 | 255 | 65 | 211 | 33 | 178 | 10 | 156 |
| 20 | 103 | 263 | 60 | 220 | 29 | 190 | 8 | 168 |
| 21 | 111 | 276 | 67 | 232 | 32 | 197 | 10 | 175 |
| 22 | 105 | 279 | 62 | 236 | 29 | 203 | 8 | 182 |
| 23 | 113 | 297 | 69 | 253 | 32 | 216 | 10 | 194 |
| 24 | 107 | 305 | 64 | 263 | 29 | 228 | 8 | 206 |
| 25 | 113 | 316 | 70 | 273 | 31 | 235 | 10 | 213 |
| 26 | 109 | 321 | 66 | 278 | 29 | 241 | 8 | 220 |
| 27 | 115 | 337 | 72 | 294 | 31 | 253 | 10 | 232 |
| 28 | 111 | 347 | 69 | 305 | 29 | 265 | 9 | 245 |
| 29 | 116 | 358 | 73 | 315 | 31 | 273 | 10 | 252 |
| 30 | 112 | 363 | 70 | 321 | 29 | 279 | 9 | 259 |
| 31 | 117 | 376 | 75 | 335 | 30 | 290 | 10 | 270 |
| 32 | 113 | 385 | 71 | 343 | 29 | 300 | 9 | 281 |

$B>1$, in comparison with the more familiar SK4 model. Considerable decrease of binding energies for large $B$, greater than $B \sim 20$, may be connected with fact that the rational-map approximation becomes unrealistic for such large baryon numbers. The beauty decay constant $F_{b}$ has not been measured yet, which introduces additional uncertainty in our predictions. Proba-
bly, the value $F_{b} / F_{\pi}=1.8$ is the best for describing the $\Lambda_{b}$ mass.

In Table 7, we present the binding energies of hypernuclei with anticharm and antibeauty quantum numbers for the rescaled SK4 and SK6 variants of the model.

Several specific features should be emphasized. The binding energies for the rescaled variants are in general

Table 6. The total binding energy differences and binding energies themselves (in MeV ) for the antiflavored states, SK4 variant (first four columns), and SK6 variant (last four columns). $F_{D} / F_{\pi}=1.5, F_{B} / F_{\pi}=2$

| $B$ | $\Delta \epsilon_{\bar{c}}^{\mathrm{SK4}}$ | $\boldsymbol{\epsilon}_{\bar{c}}$ | $\Delta \epsilon_{\bar{b}}^{\mathrm{SK4}}$ | $\boldsymbol{\epsilon}_{\bar{b}}$ | $\Delta \boldsymbol{\epsilon}_{\bar{c}}^{\mathrm{SK} 6}$ | $\boldsymbol{\epsilon}_{\bar{c}}$ | $\Delta \epsilon_{\bar{b}}^{\mathrm{SK6}}$ | $\boldsymbol{\epsilon}_{\bar{b}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 61 | 61 | 90 | 90 | 56 | 56 | 44 | 44 |
| 3 | 38 | 46 | 49 | 57 | -8 | 0 | -36 | -28 |
| 4 | 15 | 44 | 48 | 76 | -29 | -1 | -36 | -7 |
| 5 | 44 | 71 | 55 | 82 | -5 | 22 | -30 | -3 |
| 6 | 27 | 59 | 43 | 75 | -20 | 12 | -39 | -7 |
| 7 | 47 | 85 | 62 | 101 | -5 | 34 | -23 | 16 |
| 8 | 31 | 87 | 41 | 98 | -17 | 40 | -37 | 19 |
| 9 | 42 | 100 | 43 | 100 | -6 | 51 | -33 | 24 |
| 10 | 31 | 96 | 33 | 98 | -15 | 50 | -40 | 25 |
| 11 | 40 | 114 | 34 | 108 | -7 | 68 | -37 | 37 |
| 12 | 31 | 123 | 27 | 119 | -15 | 78 | -42 | 50 |
| 16 | 27 | 154 | 8 | 136 | -15 | 113 | -50 | 78 |
| 17 | 32 | 162 | 11 | 141 | -10 | 120 | -47 | 83 |
| 20 | 22 | 183 | -7 | 154 | -15 | 145 | -57 | 104 |
| 24 | 19 | 217 | -19 | 179 | -16 | 182 | -62 | 136 |
| 28 | 15 | 251 | -31 | 205 | -17 | 220 | -68 | 169 |
| 32 | 12 | 283 | -40 | 232 | -18 | 254 | -72 | 200 |

Table 7. The same as in Table 6, for the rescaled SK4 and SK6 variants of the model

| $B$ | $\Delta \boldsymbol{\epsilon}_{\bar{c}}^{\mathrm{SK} 4^{*}}$ | $\boldsymbol{\epsilon}_{\bar{c}}$ | $\Delta \boldsymbol{\epsilon}_{\bar{b}}^{\mathrm{SK} 4^{*}}$ | $\boldsymbol{\epsilon}_{\bar{b}}$ | $\Delta \boldsymbol{\epsilon}_{\bar{c}}^{\mathrm{SK} 6^{*}}$ | $\boldsymbol{\epsilon}_{\bar{c}}$ | $\Delta \boldsymbol{\epsilon}_{\bar{b}}^{\mathrm{SK} 6^{*}}$ | $\boldsymbol{\epsilon}_{\bar{b}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 36 | 36 | 54 | 54 | -5 | -5 | -30 | -30 |
| 3 | 24 | 32 | 35 | 43 | -27 | -19 | -59 | -51 |
| 4 | 19 | 48 | 44 | 72 | -26 | 2 | -45 | -16 |
| 5 | 27 | 54 | 39 | 66 | -22 | 5 | -50 | -23 |
| 6 | 18 | 50 | 31 | 63 | -27 | 5 | -52 | -20 |
| 7 | 30 | 69 | 46 | 84 | -17 | 22 | -38 | 1 |
| 8 | 19 | 75 | 27 | 84 | -24 | 32 | -49 | 7 |
| 9 | 21 | 78 | 23 | 80 | -21 | 36 | -49 | 8 |
| 10 | 15 | 80 | 17 | 82 | -25 | 40 | -52 | 13 |
| 11 | 17 | 91 | 13 | 88 | -22 | 52 | -52 | 23 |
| 12 | 12 | 104 | 9 | 101 | -25 | 67 | -53 | 39 |
| 16 | 3 | 131 | -12 | 115 | -28 | 100 | -61 | 66 |
| 17 | 6 | 136 | -10 | 120 | -26 | 104 | -60 | 70 |
| 20 | -4 | 156 | -30 | 131 | -31 | 130 | -68 | 93 |
| 24 | -10 | 188 | -43 | 155 | -33 | 166 | -73 | 125 |
| 28 | -17 | 220 | -57 | 179 | -35 | 202 | -78 | 158 |
| 32 | -21 | 251 | -67 | 205 | -37 | 235 | -82 | 190 |

smaller than those for the original variants (Table 6), mainly due to the decrease in excitation energies for the $B=1$ configuration (by approximately 100 MeV for the anticharm and 110 MeV for antibeauty). For greater $B$-numbers, this decrease is smaller. However, because the rescaled or nuclear variant is valid for sufficiently large baryon numbers, the binding energies can be greater than the values given in Tables 6 and 7, at least for $B$-numbers greater than approximately 10 . This is similar to the situation with the strangeness quantum number (see Table 5 and its discussion).

## 5. CONCLUSIONS

The excitation energies of antiflavors are estimated within the bound-state version of the chiral soliton model in two different variants of the model, SK4 and SK6, and for two values of the model parameter (e or $e^{\prime}$; see Tables 3 and 4). The bounds for the expected binding energies of hypernuclei are obtained in this way. These bounds are wide: variations of the total binding energy for the SK4 and SK6 models can reach $40-50 \mathrm{MeV}$. The difference between the original (baryon) variant and the rescaled (nuclear) variant is greater for strangeness and smaller for anticharm and antibeauty, where it is no greater than approximately $20-30 \mathrm{MeV}$ for baryon numbers between 3 and approximately 20. If the logic is correct that the rescaled or nuclear variant of the model should be applied for sufficiently large $B$-numbers, beginning with $B \sim 10$, then we should expect the existence of weakly decaying hypernuclei with anticharm and antibeauty.

The properties of multiskyrmion configurations necessary for these numerical estimates have been calculated within the rational-map approximation [46], which provides remarkable scaling laws for the excitation energies of heavy antiflavors. This scaling property of heavy flavors (antiflavors) excitation energies, noted previously $[43,63]$ and confirmed in the present paper by numerical calculations, is fulfilled with good accuracy. The relative role of the quantum correction on the order of $1 / N_{c}$ (hyperfine splitting) decreases with increasing baryon number as $1 / B$, and, therefore, in addition to the $1 / N_{c}$-expansion widely used and discussed in the literature, the $1 / B$-expansion and arguments can be used to justify the chiral soliton approach at sufficiently large values of the baryon number.

Positive strangeness nuclear states are mostly bound relative to the decay into $\Theta^{+}$and nuclear fragments, and one can therefore talk about $\Theta^{+}$hypernuclei [54, 71]. The particular value of the binding energy depends on the variant of the model and is greater for the original SK4 variant (Table 5). The existence of deeply bound states is not excluded by our treatment, although the energy of the state is, in most cases, sufficient for the strong decay into kaon and residual nucleus or nuclear fragments.

The binding energies of the ground states of hypernuclei with heavy antiflavors ( $\bar{c}$ or $\bar{b}$ ) shown in Tables 6 and 7 are more stable relative to variations of the model parameters ( $e$ or $e^{\prime}$ ), but more sensitive to the model itself. Similarly to the case of antistrangeness, the binding energies for the SK6 variant of the model are systematically smaller than for the SK4 variant.

Within our approach, it is possible to obtain the spectra of excited states with greater values of isospin and angular momentum. The energy scale in the first case is given by $1 / \Theta_{I}$ and in the second by $1 / \Theta_{J}$, which is much smaller for large baryon numbers. Because $1 / \Theta_{I}=1 / \Theta_{J} \approx 180 \mathrm{MeV}$ for $B=1$ (see Table 1), it seems difficult, within the chiral soliton approach, to obtain such small spacing between the ground state and excited levels as derived, e.g., in [53] within the quark models.

Although we performed considerable numerical work, we feel that further refinements, improvements, and more precise calculations are necessary. For example, possible contributions on the order of $1 / N_{c}$ to the flavor excitation energies mentioned, e.g., in [44], might change our conclusions. When the calculations for the present paper were finished, we became aware of papers [71,72], where the possibility of the existence of antistrange $\Theta$ hypernuclei is discussed within more conventional approaches. The results obtained in [71, 72] qualitatively agree with ours.
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APPENDIX

## Comparison of the Flavor and Antiflavor Excitation Energy Difference in the Rigid Rotator and Bound-State Models

Here, we show that the difference between flavor and antiflavor excitation energies given by (23) coincides with the difference of the $S U(3)$ rotation energies between exotic and nonexotic multiplets within the rigid rotator approach, in the leading- $N_{c}$ approximation. The method used here is similar to that in [22] applied for arbitrary $B$-numbers and $N_{c}=3$. The generalization to arbitrary $N_{c}$ and $N_{F}$ was recently made in [70]. For nonexotic multiplets, we have the quantization condition $p+2 q=N_{c} B$ [61]; we take $p=1$ for odd $B$-numbers and $p=0$ for even $B$. The contribution to the
$S U(3)$ rotation energy depending on the flavor moment of inertia, which is of interest here, is equal to [61]

$$
\begin{gather*}
E^{\mathrm{rot}}\left(S U_{3}\right)=\frac{1}{2 \Theta_{F}}  \tag{48}\\
\times\left[C_{2}\left(S U_{3}\right)(p, q)-I_{r}\left(I_{r}+1\right)-N_{c}^{2} B^{2} / 12\right]
\end{gather*}
$$

with

$$
\begin{aligned}
& C_{2}\left(S U_{3}\right)=\frac{p^{2}+q^{2}+p q}{3}+p+q \\
& =\frac{(p+2 q)^{2}+3 p^{2}}{12}+\frac{p+2 q}{2}+\frac{p}{2}
\end{aligned}
$$

The right isospin for the lowest nonexotic states is $I_{r}=$ $p / 2=0$ for even $B$ (as for the nuclei ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C},{ }^{16} \mathrm{O}$, etc.) and $I_{r}=p / 2=1 / 2$ for odd $B$ (as for the isodoublets ${ }^{3} \mathrm{H}-$ ${ }^{3} \mathrm{He},{ }^{5} \mathrm{He}-{ }^{5} \mathrm{Li}$, etc.).

The lowest possible exotic irreducible $S U(3)$ representation $(p, q)$ for each value of the baryon number $B$ is defined by the relations

$$
p^{\prime}+2 q^{\prime}=N_{c} B+3 m
$$

$m$ coincides with the number of additional quark-antiquark pairs for several lowest values of $p^{\prime}$. The difference of the $S U(3)$ rotation energies for exotic and nonexotic multiplets is given by

$$
\begin{align*}
\Delta E^{\mathrm{rot}} & =\frac{1}{2 \Theta_{F, B}}\left[C_{2}\left(S U_{3}\right)^{\prime}-C_{2}\left(S U_{3}\right)\right.  \tag{49}\\
& \left.-I_{r}^{\prime}\left(I_{r}^{\prime}+1\right)+I_{r}\left(I_{r}+1\right)\right] .
\end{align*}
$$

After simple transformations, it can be written as

$$
\begin{align*}
& \Delta E^{\mathrm{rot}}=\frac{1}{2 \Theta_{F, B}}\left[\frac{\left.m\left(2 N_{c} B+3 m\right)+p^{\prime 2}-p^{2}\right)}{4}\right.  \tag{50}\\
& \left.\quad+\frac{3 m}{2}+\frac{p^{\prime}-p}{2}+\left(I_{r}-I_{r}^{\prime}\right)\left(I_{r}+I_{r}^{\prime}+1\right)\right]
\end{align*}
$$

If $m=1$, for the lowest irreducible $S U(3)$ representations, we have

$$
p^{\prime}=1 \text { and } q^{\prime}=\left(N_{c} B+2\right) / 2
$$

for even $B$ and

$$
p^{\prime}=0 \text { and } q^{\prime}=\left(N_{c} B+3\right) / 2
$$

for odd $B$. We should keep in mind that the right isospin is given by

$$
I_{r}^{\prime}=\frac{p^{\prime}+1}{2}=I_{r}+1
$$

for $B=2,4, \ldots$ and

$$
I_{r}^{\prime}=\frac{p^{\prime}+1}{2}=I_{r}
$$

for $B=1,3,5, \ldots$ For charm or beauty, due to the large configuration mixing caused by large values of $D$ - or $B$ meson masses present in the Lagrangian, such lowest irreducible representations are often not the main component of the mixed state ([51] may be of interest in this connection), but for strangeness, they are.

For even $B\left(m=1, p=0, p^{\prime}=1\right)$, we have

$$
\begin{equation*}
\Delta E^{\mathrm{rot}}=\frac{1}{4 \Theta_{F, B}}\left[N_{c} B+2\right] \tag{51}
\end{equation*}
$$

For odd $B\left(p=1, p^{\prime}=0\right)$, we obtain

$$
\begin{equation*}
\Delta E^{\mathrm{rot}}=\frac{1}{4 \Theta_{F, B}}\left[N_{c} B+3\right] . \tag{52}
\end{equation*}
$$

For $N_{c}=3$ and $B=1$, this coincides with well-known expression for the mass difference between the antidecuplet and the octet of baryons.

The leading- $N_{c}$ contribution is the same as given by (23). For arbitrary $m$, the leading contribution is

$$
\Delta E^{\mathrm{rot}}=\frac{m N_{c} B}{4 \Theta_{F, B}}
$$

for any multiplets with the final values of $p^{\prime}$ and $I_{r}$, including the values not considered here. It is worth noting that the correction to the leading contribution decreases not only with increasing $N_{c}$ but also with increasing $B$ (we recall that $\Theta_{F, B} \sim N_{c} B$ ). Therefore, convergence of both methods is better for larger values of $B$.
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#### Abstract

A field-theoretic approach is applied to describe behavior of weakly disordered, isotropic elastic compressible systems with long-range interactions directly in the three-dimensional space for various values of the long-range interaction parameter $a$. A renormalization-group procedure is applied separately for $a>2$ and $a \leq 2$ directly in the three-dimensional space. Renormalization-group equations are analyzed in the two-loop approximation, and critical and tricritical points are determined. It is shown that long-range effects are not important when $a \leq 2$, whereas they play a key role in the opposite case of $a>2$. Critical exponents characterizing the system are obtained for various values of the long-range interaction parameter. Behavior of homogeneous and disordered systems characterized by two fluctuating order parameters is also described. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

It is well known that critical behavior is determined by several parameters, including dimension, symmetry of the order parameter, and long-distance behavior of interaction. Of particular interest are systems with competing short- and long-range interactions. In conventional Ising-like systems, the coupling between fluctuations decays as $\exp \left(-r / r_{0}\right)$. For this reason, only nearestneighbor interactions are taken into consideration, and systems of this type can be classified as short-range ones. When the coupling behaves as $r^{-D-a}$, where $D$ is the space dimension, analysis cannot be restricted to nearest-neighbor interactions, and long-range effects must be taken into account.

It was shown in [1] that three types of critical behavior can be obtained by using $\varepsilon$ expansion $(\varepsilon=2 a-D)$, depending on the value of $a$. When $a \geq 2$, critical behavior is characterized by critical exponents similar to those of short-range systems; i.e., long-range order/effects are insignificant. When $a \leq D / 2$, a strong effect of long-range interaction manifests itself in a phase transition characterized by a "standard" Gaussian fixed point with the critical exponents $\eta=2-a, \nu=1 / a$, and $\gamma=1$. The correlation radius and susceptibility behave as

$$
\begin{equation*}
R_{\mathrm{c}} \sim \tau^{-1 / a}\left(\ln \tau^{-1}\right)^{n^{\prime} / a}, \quad \chi \sim \tau^{-1}\left(\ln \tau^{-1}\right)^{n^{\prime}}, \tag{1}
\end{equation*}
$$

where $\tau=\left|T-T_{\mathrm{c}}\right| / T_{\mathrm{c}}$ ( $T_{\mathrm{c}}$ is the phase-transition temperature) and $n^{\prime}=(n+2) /(n+8)(n$ is the order-parameter dimension. When $D / 2<a<2$, long-range effects are weaker than in the "standard" regime. Therefore, the system exhibits non-Gaussian behavior characterized
by the critical exponents $\eta=2-a+o\left(\varepsilon^{2}\right), \nu=1 / a(1+$ $o(\varepsilon)$ ), and $\gamma=1+o(\varepsilon)$.

It was shown in [2] that long-range effects play an essential role in the critical behavior of a short-range system with $a \geq 2$ if the corresponding Fisher exponent $\eta_{S R}$ is negative and $a<2-\eta_{S R}$.

The renormalization-group study of the critical behavior of one-dimensional systems developed in [3] by using expansion in terms of $1-a>0$ has shown that $1 / v=2(1-a)^{1 / 2}$ in the limit of $a \longrightarrow 1$. The results of Monte Carlo simulations of Ising-like systems with long-range interactions reported in [4] for $D=1$ and $D=2$ largely agree with predictions of the renormaliza-tion-group analysis. However, certain details revealed in the simulations disagree with theoretical predictions. In particular, the value of $v$ obtained for one-dimensional systems in the case of $a=1$ is much greater than that predicted by the renormalization-group analysis. Moreover, crossover to critical behavior characteristic of short-range systems is observed when $a>3$ rather than 2 (as predicted by the theory). Monte Carlo simulations performed in [5] for $D=2$ show that the crossover between long- and short-range critical behavior corresponds to $a=1.75$, which also disagrees with the theory. The critical exponents obtained in that study are in good agreement with the results of the $\varepsilon$ expansion for $a<1.6$. The predictions obtained for larger values of the long-range interaction parameter substantially differ from those based on the renormalization-group analysis.

The discussion above suggests that critical exponents must be calculated directly in the three-dimensional space (without using $\varepsilon$ expansion) in the framework of a field-theoretic approach, which is known to
yield results in better agreement with experiment. In this paper, a field-theoretic analysis is performed to describe critical and multicritical behavior of Ising-like systems with long-range interactions. The effects of quenched disorder and elastic deformation on critical and multicritical behavior of long-range systems are also examined. The present analysis is restricted to systems with scalar order parameters (Ising-like systems), because the Harris criterion implies that effects of disorder are essential only for systems of this kind.

Elastic-strain-order-parameter coupling plays an important role in the behavior of compressible systems. It was shown in [6] that the critical behavior of an isotropic elastic solid modeled by a compressible lattice with quadratic striction is unstable with respect to the phonon-order-parameter coupling, and the system exhibits a weak first-order (nearly second-order) phase transition. Analysis becomes more complicated when elastic anisotropy is taken into account [7-10], but does not lead to qualitatively different results. Whereas the change in the type of phase transition induced by inhomogeneous deformation is a subtle effect due to fluctuations, external pressure is a much stronger factor that changes the sign of the effective constant of coupling between order parameters and the order of phase transition.

In structural transitions that do not involve piezoelectric effects in the paraphase, elastic strain plays the role of a secondary order parameter, and its fluctuations are not critical in most cases. In [11, 12], the general idea of phase transition in a system with an order parameter associated with nonfluctuating (additional) variables was used as a basis for analyses of the effect of quenched impurities on possible types of phase transitions using the lowest order $\varepsilon$ expansion under various macroscopic constraints. Under the condition of constant stress, the phase trajectories leaving the neighborhood of the tricritical point of a disordered system were found to escape from the domain of stable second-order phase transition, and the transition was smeared out. In the absence of constant stress, the system did not exhibit tricritical behavior, second-order phase transitions were obtained, and the predicted crossover was analogous to that obtained in the lowest order $\varepsilon$ expansion, i.e., the critical behavior was strongly changed by disorder when $n<4$ and remained unchanged when $n>4$. These results are quite obvious, because both self-coupling of order-parameter fluctuations and their coupling via the impurity field are described by closed renormalization-group equations in the lowest order perturbation theory. Vertices that represent coupling to additional variables must appear only in the next-order corrections to the theory and may drastically change the results.

It was shown in $[11,12]$ that elastic-strain-orderparameter coupling can lead to crossover in critical behavior and appearance of tricritical and tetracritical points in the phase diagram. Quenched disorder not
only changes critical behavior, but also eliminates multicritical points [13].

This study also deals with systems whose phase diagrams contain bicritical and tetracritical points, i.e., points of intersection of two second-order transition lines with a first-order transition line and those where four second-order transition lines intersect, respectively. The behavior of a system in the neighborhood of a multicritical point is characterized by competing types of ordering. Whereas crossover from one order parameter to the other occurs at a bicritical point, ordering types can coexist in a mixed phase at a tetracritical point. Such systems can be described in terms of two order parameters that are transformed under different irreducible representations.

Quenched disorder changes the behavior of shortrange systems near both bicritical and tetracritical points (see [14], where it was shown that order parameters are decoupled at a multicritical point in the case of delta-correlated disorder). In [15], it was revealed that elastic deformation induces change from bicritical to tetracritical behavior in homogeneous systems. In disordered systems [16], effects due to strain degrees of freedom lead to crossover in tetracritical behavior, while the type of multicritical behavior remains unchanged.

## 2. RENORMALIZATION-GROUP ANALYSIS

In a general model that takes into account both short- and long-range interactions, the Fourier transform $v(q)$ of the coupling between critical fluctuations can be written as the following function of $|q|$ :

$$
\begin{equation*}
v(|q|)=v_{0}+j_{2}|q|^{2}+j_{a}|q|^{a}+w(|q|) \tag{2}
\end{equation*}
$$

where $w(q) / q^{\max (a, 2)} \longrightarrow 0$ as $q \longrightarrow 0$.
For an Ising-like system near the critical point, a Hamiltonian including elastic strain can be written as

$$
\begin{gather*}
H_{0}=\frac{1}{2} \int d^{D} q\left(\tau_{0}+j_{a} q^{a}+j_{2} q^{2}\right) S_{q} S_{-q} \\
+\frac{1}{2} \int d^{D} q \Delta \tau_{q} S_{q} S_{-q} \\
+u_{0} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} S_{q 1} S_{q 2} S_{q 3} S_{-q 1-q 2-q 3}  \tag{3}\\
+a_{3} \int d^{D} q_{1} d^{D} q_{2} y_{q 1} S_{q 2} S_{-q 1-q 2} \\
+\frac{a_{3}^{(0)}}{\Omega} y_{0} \int d^{D} q S_{q} S_{-q}+\frac{1}{2} a_{1} \int d^{D} q y_{q} y_{-q} \\
+\frac{1}{2} \frac{a_{1}^{(0)}}{\Omega} y_{0}^{2}+\int d^{D} q h_{q} y_{q}+\frac{h_{0}}{\Omega} y_{0},
\end{gather*}
$$

where $S_{q}$ is a fluctuating order parameter, $u_{0}$ is a positive constant, $\tau_{0} \sim \mid T-T_{\mathrm{c}} / / T_{\mathrm{c}}$ ( $T_{\mathrm{c}}$ is the phase-transition
temperature), $a$ is the long-range interaction parameter, the parameter $j_{a}$ characterizes the relative strength of long-range interactions, the parameter $j_{2}$ characterizes the relative strength of short-range interactions, $\Delta \tau_{q}$ is a random impurity field (e.g., random temperature), $a_{1}$ and $a_{2}$ are the elastic constants of a crystal, and $a_{3}$ is the quadratic striction constant. The coupling between the impurity field and the nonfluctuating order parameter

$$
y(x)=\sum_{\alpha=1}^{3} u_{\alpha \alpha}(x)
$$

where $u_{\alpha \beta}$ is the strain tensor, is described by introducing the random field $h_{q}$ thermodynamically conjugate to $u_{\alpha \alpha}(x)$. In (3), integration is performed in the terms depending on the nonfluctuating variables that are not coupled to the order parameter $S_{q}$, and the $y_{0}$ terms (describing homogeneous deformation) are separated. It was shown in [6] that this separation is necessary because the inhomogeneous deformations represented by $y_{q}$ are responsible for exchange of acoustic phonons and for long-range effects that are absent under homogeneous deformation.

In the framework of the $\varepsilon$ expansion with $\varepsilon=2 a-D$, if $a<2$, then the term $j_{a} q^{a}$ transforms into $j_{a} q^{\prime a}$ with $q^{\prime}=$ $q b$ under a renormalization group transformation with scaling parameter $b$ (see [1]). The coefficient of $q^{2}$ decreases as $b^{a-2}$, while the coefficient of $S^{4}$ scales with $b^{2 a-D}$. Thus, long-range interaction changes the critical dimension, and the Gaussian fixed point plays a dominant role when $D>2 a$, because the $S^{4}$ term vanishes as $b \longrightarrow \infty$. Since the term $j_{2} q^{2}$ is negligible when $a<2$, the system exhibits Gaussian critical behavior when $a \leq D / 2$. When $D / 2<a<2$, non-Gaussian critical behavior depending on the long-range interaction parameter is observed.

When $a \geq 2$, the term $j_{2} q^{2}$ transforms into $j_{2} q^{\prime 2}$ with $q^{\prime}=q b$ under a renormalization group transformation with scaling parameter $b$. The coefficient of $q^{a}$ decreases as $b^{2-a}$ while the coefficient of $S^{4}$ scales with $b^{4-D}$; i.e., the critical dimension is 4 , as in systems without long-range interactions. The term $j_{a} q^{a}$ is negligible when $a \geq 2$.

When the impurity concentration is low, the random fields $\Delta \tau_{q}, h_{q}$, and $h_{0}$ can be modeled by using a Gaussian distribution function:

$$
\begin{gathered}
P\left[\Delta \tau, h, h_{0}\right]=A \exp \left[-\frac{1}{8 b_{1}} \int \Delta \tau_{q}^{2} d^{D} q\right. \\
-\frac{1}{8 b_{2}} \int h_{q}^{2} d^{D} q-\frac{1}{8 b_{3}} \int h_{0} d^{D} q \\
\left.-\frac{1}{4 b_{4}} \int \Delta \tau_{q} h_{q} d^{D} q-\frac{1}{4 b_{5}} \int \Delta \tau_{q} h_{0} d^{D} q\right]
\end{gathered}
$$

where $A$ is a normalization factor and $b_{i}$ denote a positive constant proportional to the concentration of quenched impurities.

Using the standard replica trick to average over the random impurity field, one obtains the effective Hamiltonian

$$
\begin{gather*}
H_{R}=\frac{1}{2} \int d^{D} q\left(\tau_{0}+j_{a} q^{a}+j_{2} q^{2}\right) \sum_{a=1}^{m} S_{q}^{a} S_{-q}^{a} \\
-\frac{\delta_{0}}{2} \sum_{a, b=1}^{m} \int_{a} d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} S_{q 1}^{a} S_{q 2}^{a} S_{q 3}^{b} S_{-q 1-q 2-q 3}^{b} \\
+u_{0} \sum_{a=1}^{m} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} S_{q 1}^{a} S_{q 2}^{a} S_{q 3}^{a} S_{-q 1-q 2-q 3}^{a}  \tag{5}\\
+g_{0} \sum_{a=1}^{m} \int d^{D} q_{1} d^{D} q_{2} y_{q 1}^{a} S_{q 2}^{a} S_{-q 1-q 2}^{a} \\
+\frac{g_{0}^{(0)}}{\Omega} \sum_{a=1}^{m} y_{0}^{a} \int d^{D} q S_{q}^{a} S_{-q}^{a} \\
+\frac{1}{2} \lambda \int d^{D} q y_{q} y_{-q}+\frac{1}{2} \frac{\lambda_{0}}{\Omega} y_{0}^{2}
\end{gather*}
$$

where the positive constant parameters $\delta_{0}, g_{0}, g_{0}^{(0)}, \lambda$, and $\lambda_{0}$ can be expressed in terms of $a_{i}$ and $b_{i}$. The characteristics of the original system can be calculated by analytic continuation as $m \longrightarrow 0$.

Define an effective Hamiltonian depending only on the strongly fluctuating order parameter $S$ by the relation

$$
\begin{equation*}
\exp \{-H[S]\}=B \int \exp \left\{-H_{R}[S, y]\right\} \prod d y_{q} \tag{6}
\end{equation*}
$$

If an experiment is carried out at constant volume, then $y_{0}$ is a constant and integration in (6) is performed over inhomogeneous deformations, whereas homogeneous deformations do not contribute to the effective Hamiltonian. At constant pressure, the Hamiltonian contains the additional term $P \Omega$, volume is represented in terms of the strain tensor components as

$$
\begin{equation*}
\Omega=\Omega_{0}\left[1+\sum_{\alpha=1} u_{\alpha \alpha}+\sum_{\alpha \neq \beta} u_{\alpha \alpha} u_{\beta \beta}+O\left(u^{3}\right)\right] \tag{7}
\end{equation*}
$$

and integration over homogeneous deformations is also performed in (6). It was noted in [8] that the quadratic terms in (7) can be important at high pressures and for
crystals with significant striction effects. The resulting Hamiltonian is

$$
\begin{gather*}
H=\frac{1}{2} \int d^{D} q\left(\tau_{0}+j_{a} q^{a}+j_{2} q^{2}\right) \sum_{a=1}^{m} S_{q}^{a} S_{-q}^{a} \\
+v_{0} \sum_{a=1}^{m} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} S_{q 1}^{a} S_{q 2}^{a} S_{q 3}^{a} S_{-q 1-q 2-q 3}^{a} \\
-\frac{\delta}{2} \sum_{a, b=1}^{m} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \\
\times S_{q 1}^{a} S_{q 2}^{a} S_{q 3}^{b} S_{-q 1-q 2-q 3}^{b} \\
+\frac{1}{2 \Omega}\left(z_{0}-w_{0}\right) \sum_{a=1}^{m} \int d^{D} q_{1} d^{D} q_{2} S_{q 1}^{a} S_{-q 1}^{a} S_{q 2}^{a} S_{-q 2}^{a},  \tag{8}\\
z_{0}=\frac{g_{0}^{2}}{\lambda}, \quad w_{0}=\frac{g_{0}^{(0) 2}}{\lambda_{0}}, \quad v_{0}=w_{0}-\frac{z_{0}}{2} .
\end{gather*}
$$

The effective coupling constant $v_{0}=u_{0}-z_{0} / 2$, which arises in the Hamiltonian owing to the striction effects determined by $g_{0}$, can have positive and negative values. Therefore, the Hamiltonian can be used to describe both first- and second-order phase transitions. When $v_{0}=0$, the system exhibits tricritical behavior. Furthermore, the effective interaction determined by the difference $z_{0}-w_{0}$ in (8) can also lead to a change in phasetransition order. This representation of the effective Hamiltonian entails the existence of a higher order critical point where tricritical curves intersect when $v_{0}=0$ and $z_{0}=w_{0}$ [17]. Note that Hamiltonian (8) is isomorphic to the Hamiltonian of the disordered Ising model with long-range interactions under the tricritical condition $z_{0}=w_{0}$.

The behavior of the system near critical and tricritical points is determined by the values of the effective charges at the renormalization-group fixed point. When $a \geq 2$, the renormalization-group relations are

$$
\begin{gather*}
y_{q}^{(0)}=Z_{1} y_{q}, \quad y_{0}^{(0)}=Z_{0} y_{0}, \quad S_{q}^{(0)}=Z^{1 / 2} S_{q} \\
\tau_{0}=b^{3} \tau Z_{\tau}, \quad w_{0}=b^{4-D} u Z_{u}, \quad \delta_{0}=b^{4-D} \delta Z_{\delta} \\
g_{0}=b^{2-D / 2} g Z_{g}, \quad g_{0}^{(0)}=b^{2-D / 2} g^{(0)} Z_{g}^{(0)}  \tag{9}\\
j_{0}^{(1)}=b^{2-a} j^{(1)} Z_{j 1}, \quad j_{0}^{(1)}=j_{a} / j_{2}
\end{gather*}
$$

The scaling parameter $b$ is introduced to change to dimensionless quantities. It is obvious that the renor-malization-group transformations of the effective charges and the corresponding values of fixed points
are similar to those in the absence of long-range interactions.

When $a<2$, the renormalization-group procedure is defined by the relations

$$
\begin{gather*}
y_{q}^{(0)}=Z_{1} y_{q}, \quad y_{0}^{(0)}=Z_{0} y_{0}, \quad S_{q}^{(0)}=Z^{1 / 2} S_{q} \\
\tau_{0}=b^{a} \tau Z_{\tau}, \quad u_{0}=b^{2 a-D} u Z_{u} \\
\delta_{0}=b^{2 a-D} \delta Z_{\delta}, \quad g_{0}=b^{a-D / 2} g Z_{g}  \tag{10}\\
g_{0}^{(0)}=b^{a-D / 2} g^{(0)} Z_{g}^{(0)} \\
j_{0}=b^{a-2} j Z_{j}, \quad j_{0}=j_{2} / j_{a}
\end{gather*}
$$

Since the effective charges $\lambda$ and $\lambda_{0}$ are associated with the nonfluctuating order parameter $y$, they remain invariant under the renormalization-group transformations:

$$
\begin{equation*}
\lambda_{\mathrm{R}}=\lambda, \quad \lambda_{0 \mathrm{R}}=\lambda_{0} \tag{11}
\end{equation*}
$$

Then, the Feynman diagram technique with the propagator $G(q)=1 /\left(\tau+|q|^{a}\right)$ is used to calculate the two-point vertices $\Gamma_{\tau}^{(2)}, \Gamma_{\lambda}^{(2)}$, and $\Gamma_{\lambda 0}^{(2)}$; the four-point vertices $\Gamma_{u}^{(4)}$ and $\Gamma_{\delta}^{(4)}$; and the nested two-point verti$\operatorname{ces} \Gamma_{g}^{(2,1)}, \Gamma_{g 0}^{(2,1)}$, and $\Gamma_{t}^{(2,1)}$.

The appropriate $Z$-factors are determined by regularity conditions for the renormalized vertices written as the normalization conditions

$$
\begin{gather*}
\left.Z \frac{\partial}{\partial k^{2}} \Gamma^{(2)}(k)\right|_{k^{2}=0}=1, \\
\left.Z^{2} \Gamma_{u}^{(4)}\right|_{k^{2}=0}=b^{2 a-D} u \\
\left.Z^{2} \Gamma_{\delta}^{(4)}\right|_{k^{2}=0}=b^{4-D} \delta, \\
\left.Z_{1} Z \Gamma_{g}^{(2,1)}\right|_{k^{2}=0}=b^{2-D / 2} g, \\
\left.Z_{0} Z \Gamma_{g 0}^{(2,1)}\right|_{k^{2}=0}=b^{2-D / 2} g^{(0)}  \tag{12}\\
\left.Z_{1} \Gamma_{\lambda}^{(2)}\right|_{k^{2}=0}=b^{-D} \lambda, \\
\left.Z_{0} \Gamma_{\lambda 0}^{(2)}\right|_{k^{2}=0}=b^{-D} \lambda_{0}, \\
\left.Z \Gamma_{t}^{(2,1)}\right|_{k^{a}=0}=b^{2-D / 2} t, \\
\left.Z \Gamma_{j} 1^{(2,1)}\right|_{k^{2}=0}=b^{2-a} j
\end{gather*}
$$

for $a \geq 2$ and

$$
\begin{gather*}
\left.Z \frac{\partial}{\partial k^{2}} \Gamma^{(2)}(k)\right|_{k^{2}=0}=1, \\
\left.Z^{2} \Gamma_{u}^{(4)}\right|_{k^{2}=0}=b^{2 a-D} u, \\
\left.Z^{2} \Gamma_{\delta}^{(4)}\right|_{k^{2}=0}=b^{2 a-D} \delta, \\
\left.Z_{1} Z \Gamma_{g}^{(2,1)}\right|_{k^{2}=0}=b^{a-D / 2} g, \\
\left.Z_{0} Z \Gamma_{g 0}^{(2,1)}\right|_{k^{2}=0}=b^{a-D / 2} g^{(0)},  \tag{13}\\
\left.Z_{1} \Gamma_{\lambda}^{(2)}\right|_{k^{2}=0}=b^{-D} \lambda, \\
\left.Z_{0} \Gamma_{\lambda 0}^{(2)}\right|_{k^{2}=0}=b^{-D} \lambda_{0}, \\
\left.Z \Gamma_{t}^{(2,1)}\right|_{k^{a}=0}=b^{a-D / 2} t, \\
\left.Z \Gamma_{j}^{(2,1)}\right|_{k^{2}=0}=b^{a-2} j
\end{gather*}
$$

for $a<2$.
The renormalization-group equations are analyzed in the two-loop approximation. The next step in the field-theoretic approach is the calculation of the scaling
functions $\beta$ and $\gamma$ in the renormalization-group differential equation

$$
\begin{gather*}
{\left[b \frac{\partial}{\partial b}+\beta_{u} \frac{\partial}{\partial u}+\beta_{\delta} \frac{\partial}{\partial \delta}+\beta_{j} \frac{\partial}{\partial j}\right.} \\
\left.+\beta_{g} \frac{\partial}{\partial g}+\beta_{g 0} \frac{\partial}{\partial g^{(0)}}-\gamma_{\varphi} \frac{n}{2} b \frac{\partial \ln Z_{\varphi}}{\partial b}-\gamma_{\tau} \tau \frac{\partial}{\partial \tau}\right]  \tag{14}\\
\times \Gamma^{(m)}\left(q ; \tau, u, \delta, g, g^{(0)}, b\right)=0
\end{gather*}
$$

For the effective interaction vertices defined as

$$
\begin{equation*}
v_{1}=v J_{0}, \quad v_{2}=\delta J_{0} \quad v_{3}=z J_{0}, \quad v_{4}=w J_{0} \tag{15}
\end{equation*}
$$

one has functions $\beta$ and $\gamma$ for $a \geq 2$ that are similar to those obtained for short-range systems in [13], and

$$
\begin{align*}
\beta_{j 1}= & -(2-a) j^{(1)}\left[1-24 v_{1}+8 v_{2}-4 v_{3}+2 v_{4}\right. \\
& +576\left(\left.2 \tilde{J}_{1}\right|_{a=2}-1-\left.\frac{2}{3} \tilde{G}\right|_{a=2}\right) v_{1}^{2}  \tag{16}\\
- & 120\left(\left.2 \tilde{J}_{1}\right|_{a=2}-1-\left.\frac{8}{5} \tilde{G}\right|_{a=2}\right) v_{1} v_{2} \\
& \left.+96\left(\left.2 \tilde{J}_{1}\right|_{a=2}-1-\left.\frac{2}{3} \tilde{G}\right|_{a=2}\right) v_{2}^{2}\right]
\end{align*}
$$

$$
\begin{aligned}
& \beta_{1}=-(2 a-D) v_{1}\left[1-36 v_{1}+24 v_{2}+1728\left(2 \tilde{J}_{1}-1-\frac{2}{9} \tilde{G}\right) v_{1}^{2}\right. \\
&-\left.2304\left(2 \tilde{J}_{1}-1-\frac{1}{6} \tilde{G}\right) v_{1} v_{2}+672\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2}\right] \\
& \beta_{2}=-(2 a-D) v_{2}\left[1-24 v_{1}+8 v_{2}+576\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2}\right. \\
&-\left.1152\left(2 \tilde{J}_{1}-1-\frac{1}{3} \tilde{G}\right) v_{1} v_{2}+352\left(2 \tilde{J}_{1}-1-\frac{1}{22} \tilde{G}\right) v_{2}^{2}\right], \\
& \beta_{3}=-(2 a-D) v_{3}\left[1-24 v_{1}+16 v_{2}-2 v_{3}+576\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2}\right. \\
&\left.-120\left(2 \tilde{J}_{1}-1-\frac{8}{5} \tilde{G}\right) v_{1} v_{2}+96\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2}\right], \\
& \beta_{4}=-(2 a-D) v_{4}\left[1-24 v_{1}+8 v_{2}-4 v_{3}+2 v_{4}+576\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2}\right. \\
&\left.-120\left(2 \tilde{J}_{1}-1-\frac{8}{5} \tilde{G}\right) v_{1} v_{2}+96\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2}\right],
\end{aligned}
$$

$$
\begin{align*}
& \beta_{j}=-(a-2) j\left[1-24 v_{1}+8 v_{2}-4 v_{3}+2 v_{4}+576\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2}\right. \\
&\left.-120\left(2 \tilde{J}_{1}-1-\frac{8}{5} \tilde{G}\right) v_{1} v_{2}+96\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2}\right],  \tag{17}\\
& \gamma_{t}=(2 a-D)\left[-12 v_{1}+4 v_{2}-2 v_{3}+2 v_{4}+288\left(2 \tilde{J}_{1}-1-\frac{1}{3} \tilde{G}\right) v_{1}^{2}\right. \\
&\left.-192\left(2 \tilde{J}_{1}-1-\frac{2}{3} \tilde{G}\right) v_{1} v_{2}+32\left(2 \tilde{J}_{1}-1-\frac{1}{2} \tilde{G}\right) v_{2}^{2}\right], \\
& \gamma_{\varphi}=(2 a-D) 64 \tilde{G}\left(3 v_{1}^{2}-3 v_{1} v_{2}+v_{2}^{2}\right), \\
& J_{1}=\int \frac{d^{D} q d^{D} p}{\left(1+|q|^{a}\right)^{2}\left(1+|p|^{a}\right)\left(1+\left|q^{2}+p^{2}+2 p q\right|^{a / 2}\right)}, \\
& J_{0}=\int \frac{d^{D} q}{\left(1+|q|^{a}\right)^{2}}, \\
& G=-\left.\frac{\partial}{\partial|k|^{a}} \int \frac{d^{D} q d^{D} p}{\left(1+\left|q^{2}+k^{2}+2 k q\right|^{a}\right)\left(1+|p|^{a}\right)\left(1+\left|q^{2}+p^{2}+2 p q\right|^{a / 2}\right)}\right|_{k=0}, \\
& \tilde{J}_{1}=\frac{J_{1}}{J_{0}^{2}}, \quad \tilde{G}=\frac{G}{J_{0}^{2}} .
\end{align*}
$$

When $a \leq D / 2$, the integrals $J_{0}, J_{1}$, and $G$ are divergent. Finite expressions are obtained by introducing a cutoff parameter $\Lambda$ and taking the limits of $J_{1} / J_{0}^{2}$ and $G / J_{0}^{2}$ as $\Lambda \longrightarrow \infty$. The integrals are performed numerically, and a sequence of $J_{1} / J_{0}^{2}$ and $G / J_{0}^{2}$ corresponding to various values of $\Lambda$ is calculated and extrapolated to infinity.

The required physical information was extracted from the resulting expressions by applying the PadéBorel method extended to the four-parameter case. The appropriate direct and inverse Borel transforms have the form

$$
\begin{gather*}
f\left(v_{1}, v_{2}, v_{3}, v_{4}\right)=\sum_{i_{1}, i_{2}, i_{3}, i_{4}} c_{i_{1}, i_{2}, i_{3}, i_{4}} v_{1}^{i_{1}} v_{2}^{i_{2}} v_{3}^{i_{3}} v_{4}^{i_{4}} \\
=\int_{0}^{\infty} e^{-t} F\left(v_{1} t, v_{2} t, v_{3} t, v_{4} t\right) d t,  \tag{18}\\
F\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \\
=\sum_{i_{1}, i_{2}, i_{3}, i_{4}} \frac{c_{i_{1}, i_{2}, i_{3}, i_{4}}^{\left(i_{1}+i_{2}+i_{3}+i_{4}\right)!} v_{1}^{i_{1}} v_{2}^{i_{2}} v_{3}^{i_{3}} v_{4}^{i_{4}} .}{} \tag{19}
\end{gather*}
$$

To obtain an analytic continuation of the Borel transform of a function, a series in an auxiliary variable $\theta$ is
introduced:

$$
\begin{align*}
& \tilde{F}\left(v_{1}, v_{2}, v_{3}, v_{4}, \theta\right)=\sum_{k=0}^{\infty} \theta^{k} \\
\times & \sum_{i_{1}, i_{2}, i_{3}, i_{4}} \frac{c_{i_{1}}, \ldots, i_{4}}{k!} v_{1}^{i_{1}} v_{2}^{i_{2}} v_{3}^{i_{3}} v_{4}^{i_{4}} \delta_{i_{1}+i_{2}+i_{3}+i_{4}, k .} . \tag{20}
\end{align*}
$$

The Padé approximant $[L / M]$ is applied to this series at $\theta=1$. The [2/1] approximant is used to calculate the $\beta$ functions in the two-loop approximation.

The critical behavior is completely determined by the stable fixed points defined by the condition

$$
\begin{equation*}
\beta_{i}\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}, v_{4}^{*}, j^{*}\right)=0(i=1,2,3,4, j) . \tag{21}
\end{equation*}
$$

The requirement of stability of a fixed point reduces to the condition that the eigenvalues $b_{i}$ of the matrix

$$
\begin{equation*}
B_{i, j}=\frac{\partial \beta_{i}\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}, v_{4}^{*}, j^{*}\right)}{\partial v_{j}} \tag{22}
\end{equation*}
$$

are positive.
When $a \geq 2$, the stable fixed points coincide with those of short-range systems [13], because $j^{(1)^{*}}=0$ for all of these fixed points. The zero value of the effective charge characterizing the relative contribution of long-

Table 1. Fixed points and eigenvalues of the stability matrix for homogeneous systems

| $N$ | $\mathrm{v}_{1}^{*}$ | $v_{2}^{*}$ | $\mathrm{v}_{3}^{*}$ | $v_{4}^{*}$ | $j$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $b_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a=1.6$ |  |  |  |  |  |  |  |  |  |  |
| 1.1 | 0.01597 | 0 | 0 | 0 | 0 | 0.32 | -0.48 | -0.62 | -0.62 | 0.87 |
| 1.2 | 0.01597 | 0 | 0.30968 | 0 | 0 | 0.87 | -0.48 | 0.62 | 0.62 | 0.16 |
| 1.3 | 0.01597 | 0 | 0.30968 | 0.30968 | 0 | 0.87 | -0.48 | 0.62 | -0.62 | 0.32 |
| 1.4 | 0 | 0 | 0.5 | 0 | 0 | -1 | -1 | 1 | 1 | 0.4 |
| 1.5 | 0 | 0 | 0.5 | 0.5 | 0 | -1 | -1 | 1 | -1 | 0.4 |
| 1.6 | -0.22762 | 0.59481 | 0 | 0 | 0 | 45.30 | 32.57 | -0.12 | -0.12 | 0.08 |
| $a=1.7$ |  |  |  |  |  |  |  |  |  |  |
| 2.1 | 0.02049 | 0 | 0 | 0 | 0 | 0.23 | -0.34 | -0.53 | -0.53 | 0.70 |
| 2.2 | 0.02049 | 0 | 0.26650 | 0 | 0 | 0.70 | -0.34 | 0.53 | 0.53 | 0.12 |
| 2.3 | 0.02049 | 0 | 0.26650 | 0.26650 | 0 | 0.70 | -0.34 | 0.53 | -0.53 | 0.23 |
| 2.4 | 0 | 0 | 0.5 | 0 | 0 | -1 | -1 | 1 | 1 | 0.3 |
| 2.5 | 0 | 0 | 0.5 | 0.5 | 0 | -1 | -1 | 1 | -1 | 0.3 |
| 2.6 | -0.04523 | 0.27489 | 0 | 0 | 0 | 13.24 | 3.92 | -0.17 | -0.17 | 0.08 |
| $a=1.8$ |  |  |  |  |  |  |  |  |  |  |
| 3.1 | 0.02323 | 0 | 0 | 0 | 0 | 0.15 | -0.22 | -0.49 | -0.49 | 0.63 |
| 3.2 | 0.02323 | 0 | 0.24540 | 0 | 0 | 0.63 | -0.22 | 0.49 | 0.49 | 0.08 |
| 3.3 | 0.02323 | 0 | 0.24540 | 0.24540 | 0 | 0.63 | -0.22 | 0.49 | -0.49 | 0.15 |
| 3.4 | 0 | 0 | 0.5 | 0 | 0 | -1 | -1 | 1 | 1 | 0.2 |
| 3.5 | 0 | 0 | 0.5 | 0.5 | 0 | -1 | -1 | 1 | -1 | 0.2 |
| 3.6 | 0.06419 | 0.04688 | 0 | 0 | 0 | 0.63* | 0.63* | -0.12 | -0.12 | 0.08 |
| 3.7 | 0.06419 | 0.04688 | 0.06610 | 0 | 0 | 0.63* | 0.63* | 0.12 | 0.12 | 0.09 |
| 3.8 | 0.06419 | 0.04688 | 0.06610 | 0.06610 | 0 | 0.63* | 0.63* | 0.12 | -0.12 | 0.08 |
| $a=1.9$ |  |  |  |  |  |  |  |  |  |  |
| 4.1 | 0.04207 | 0 | 0 | 0 | 0 | 0.06 | -0.18 | -0.18 | -0.18 | 0.68 |
| 4.2 | 0.04435 | 0 | 0.09519 | 0 | 0 | 0.68 | -0.18 | 0.19 | 0.18 | 0.04 |
| 4.3 | 0.04435 | 0 | 0.09519 | 0.09519 | 0 | 0.68 | -0.18 | 0.19 | -0.19 | 0.06 |
| 4.4 | 0 | 0 | 0.5 | 0 | 0 | -1 | -1 | 1 | 1 | 0.1 |
| 4.5 | 0 | 0 | 0.5 | 0.5 | 0 | -1 | -1 | 1 | -1 | 0.1 |
| 4.6 | 0.06656 | 0.04082 | 0 | 0 | 0 | 0.56* | 0.56* | -0.12 | -0.12 | 0.04 |
| 4.7 | 0.06656 | 0.04082 | 0.06572 | 0 | 0 | 0.56* | 0.56* | 0.12 | 0.12 | 0.05 |
| 4.8 | 0.06656 | 0.04082 | 0.06572 | 0.06572 | 0 | 0.56* | 0.56* | 0.12 | -0.12 | 0.04 |

range interactions implies that the critical behavior of the system is dominated by short-range interactions.

The stable fixed points of the RG transformation, the eigenvalues of the fixed-point stability matrix, and the critical exponents for $1.5<a \leq 1.9$ are listed in Table 1. When $0<a<1.5$, the only fixed point is the stable Gaussian one, $v^{*}=0$. When $a=1.5$, the values of the effective charges cannot be determined at the fixed point, because $\beta$ is zero for $D=3$. However, these values are not required since $\gamma_{t}=\gamma_{\varphi}=0$ in this case.

An analysis of the fixed points and the eigenvalues of the stability matrix shows that short-range effects are not essential for systems with $a<2$, whereas longrange interactions play a dominant role, because the relative strength of short-range interactions is $j^{*}=0$ and the stability of the system with respect to $j$ is determined by $b_{5}>0$.

The critical behavior of homogeneous "rigid" systems (fixed points $1.1,2.1,3.1$, and 4.1) becomes similar to Gaussian behavior as $a$ approaches $a=1.5$ from

Table 2. Critical exponents

| $N$ | $v$ | $\alpha$ | $\eta$ | $\gamma$ | $z$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a=1.6$ |  |  |  |  |  |
| 1.1 | 0.69736 | -0.09208 | 0.40394 | 1.11303 | 2.00018 |
| 1.2 | 0.88948 | -0.66844 | 0.40394 | 1.41966 | 2.00018 |
| 1.3 | 0.69736 | -0.09208 | 0.40394 | 1.11303 | 2.00018 |
| 1.4 | 1.25 | -1.75 | 0.4 | 2 | 2 |
| 1.5 | $0.625$ | 0.125 | $0.4$ | 1 | 2 |
| $a=1.7$ |  |  |  |  |  |
| 2.1 | 0.66745 | -0.00235 | 0.30486 | 1.13142 | 2.00078 |
| 2.2 | 0.83065 | -0.49195 | 0.30486 | 1.40807 | 2.00078 |
| 2.3 | 0.66745 | -0.00235 | 0.30486 | 1.13142 | 2.00078 |
| 2.4 | 1.17647 | -1.52941 | 0.3 | 2 | 2 |
| 2.5 | 0.58823 | 0.23531 | $0.3$ | $1$ | 2 |
| $a=1.8$ |  |  |  |  |  |
| 3.1 | 0.63634 | 0.09098 | 0.20746 | 1.14116 | 2.00153 |
| 3.2 | 0.78291 | -0.34873 | 0.20746 | $1.40399$ | 2.00153 |
| 3.3 | 0.63634 | 0.09098 | 0.20746 | 1.14116 | 2.00153 |
| 3.4 | 1.11111 | -1.33333 | 0.2 | 2 | 2 |
| 3.5 | 0.55556 | 0.33333 | 0.2 | 1 | 2 |
| 3.6 | 0.73279 | -0.19837 | 0.25098 | 1.28540 | 2.11225 |
| 3.7 | 0.75776 | -0.27328 | 0.25098 | 1.32919 | 2.11225 |
| 3.8 | 0.73279 | -0.19837 | 0.25098 | 1.28540 | 2.11225 |
| $a=1.9$ |  |  |  |  |  |
| 4.1 | 0.65268 | 0.04196 | 0.11342 | 1.23179 | 2.00663 |
| 4.2 | 0.75143 | -0.25429 | 0.11342 | 1.41814 | 2.00663 |
| 4.3 | 0.65268 | 0.04196 | 0.11342 | 1.23179 | 2.00663 |
| 4.4 | 1.05263 | -1.15789 | 0.1 | 2 | 2 |
| 4.5 | 0.52632 | 0.42104 | 0.1 | 1 | 2 |
| 4.6 | 0.70679 | -0.12037 | 0.13441 | 1.31979 | 2.12385 |
| 4.7 | 0.72133 | -0.72133 | 0.13441 | 1.34695 | 2.12385 |
| 4.8 | 0.70679 | -0.12037 | 0.13441 | 1.31979 | 2.12385 |

above. Since the eigenvalues $b_{2}, b_{3}$, and $b_{4}$ of the stability matrix are negative, the critical behavior of homogeneous "rigid" systems is unstable with respect to both dilution with quenched impurities and elastic deformation.

Homogeneous compressible systems with $1.5<a<$ 2.0 exhibit qualitatively similar critical behavior. The fixed points corresponding to constant deformation ( $1.2,2.2,3.2$, and 4.2) are stable. For compressible systems at constant pressure and volume, the tricritical fixed points are $1.3,2.3,3.3,4.3$ and $1.4,2.4,3.4,4.4$, respectively. Points $1.5,2.5,3.5$, and 4.5 are fourthorder ones (intersections of two tricritical lines), which
are unstable with respect to dilution with quenched impurities.

Disordered "rigid" systems (fixed points 1.6, 2.6, 3.6, and 4.6) have stable fixed points in the physical region $\left(v_{1}^{*}, v_{2}^{*}>0\right)$ only if $a \geq 1.8$. Calculations show that the stable fixed points of three-dimensional systems are characterized by negative values of $v_{1}^{*}$ if $1.6 \leq a<1.8$, which points to a change from second- to first-order phase transition [18]. These fixed points are unstable with respect to elastic deformation.

Disordered compressible systems with $1.8 \leq a<2.0$ exhibit specific critical behavior (fixed points 3.7 and
4.7). Fixed points 3.8 and 4.8 are the tricritical ones corresponding to $\mathrm{v}_{3}^{*}=\mathrm{v}_{4}^{*}$. Tricritical behavior corresponding to $v_{i}^{*}=0$ cannot be observed since there does not exist any fixed point corresponding to physical values of the effective charges. Therefore, the phase diagram does not contain fourth-order critical points.

The exponent $v$ characterizing the growth of the correlation radius near the critical point $\left(R_{\mathrm{c}} \sim\left|T-T_{\mathrm{c}}\right|^{-\nu}\right)$ is determined by the relation

$$
v=1 / a\left(1+\gamma_{t}\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}, v_{4}^{*}\right)\right)^{-1}
$$

The Fisher exponent $\eta$ describing the behavior of the correlation function near the critical point in the wavevector space $\left(G \sim k^{2+\eta}\right)$ is determined by the scaling function $\gamma_{\varphi}$ :

$$
\eta=2-a+\gamma_{\varphi}\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}, v_{4}^{*}\right) .
$$

The remaining critical exponents can be found from the scaling relations.

The values of the critical exponents for the fixed points listed in Table 1 are presented in Table 2.

## 3. CRITICAL DYNAMICS

Relaxational dynamics of spin systems near the critical temperature can be described by a Langevin-type equation for the order parameter:

$$
\begin{equation*}
\frac{\partial S}{\partial t}=-\lambda_{0} \frac{\delta H}{\delta S}+\eta+\lambda_{0} h, \tag{23}
\end{equation*}
$$

where $\lambda_{0}$ is a kinetic coefficient, $\eta(x, t)$ is a Gaussian random force (representing the effect of a heat reservoir) defined by the probability distribution

$$
\begin{equation*}
P_{\eta}=A_{\eta} \exp \left[-\left(4 \lambda_{0}\right)^{-1} \int d^{d} x d t \eta^{2}(x, t)\right] \tag{24}
\end{equation*}
$$

with a normalization factor $A_{\eta}$, and $h$ is an external field thermodynamically conjugate to the order parameter. The temporal correlation function $G(x, t)$ of the orderparameter field can be found by solving Eq. (23) with $H[S, \Delta \tau]$ given by Hamiltonian (3) for $S[\eta, h, \Delta \tau]$, averaging the result over $P_{\eta}$ and $P\left[\Delta \tau, h, h_{0}\right]$, and retaining the component linear in $h(0)$ :

$$
\begin{equation*}
G(x, t)=\left.\frac{\delta}{\delta h(0)}[\langle S(x, t)\rangle]_{\mathrm{imp}}\right|_{h=0}, \tag{25}
\end{equation*}
$$

where

$$
\begin{gather*}
{[\langle S(x, t)\rangle]_{\text {imp }}} \\
=B^{-1} \int D\{\eta\} \prod d \Delta \tau_{q} S(x, t) P_{\eta} P_{\Delta} \tau,  \tag{26}\\
B=\int D\{\eta\} \prod d \Delta \tau_{q} P_{\eta} P_{\Delta} \tau . \tag{27}
\end{gather*}
$$

Instead of dealing with the correlation function, it is reasonable to invoke the Feynman diagram technique and represent the corresponding vertex $\Gamma^{(2)}(k, \omega)$ in the two-loop approximation.

The dynamic critical exponent $z$ characterizing critical slowing-down of relaxation is determined by substituting the dynamic scaling function $\gamma_{\lambda}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$ :

$$
\begin{gather*}
z=2+\gamma_{\lambda}\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}, v_{4}^{*}\right), \\
\gamma_{\lambda}=(2 a-D)\left[-4 D_{1}^{\prime}-532\left(D_{2}^{\prime}-\frac{4}{9} \tilde{G}\right) v_{1}^{2}+288\left(D_{3}^{\prime}+\frac{1}{3} D_{1}^{\prime}-\frac{1}{3} \tilde{G}\right) v_{1} v_{2}-16\left(D_{4}^{\prime}+D_{5}^{\prime}+4 D_{1}^{\prime}-\tilde{G}\right) v_{2}^{2}\right], \\
D_{1}^{\prime}=\left.\frac{1}{J_{0}} \frac{\partial D_{1}}{\partial(-i \omega / \lambda)}\right|_{k=0, \omega=0}, \\
D_{1}=\int \frac{d^{D} q}{1+|q|^{a}-i \omega / \lambda}, \\
D_{i}^{\prime}=\left.\frac{1}{J_{0}^{2}} \frac{\partial D_{i}}{\partial(-i \omega / \lambda)}\right|_{k=0, \omega=0}(i=2, \ldots, 5),  \tag{28}\\
D_{2}=\frac{3}{4} \int \frac{d^{D} q d^{D} p}{\left(1+|q|^{a}\right)\left(1+|p|^{a}\right)\left(3+|q|^{a}+|p|^{a}+|p+q|^{a}-i \omega / \lambda\right)}, \\
D_{3}=\frac{3}{4} \int \frac{d^{D} q d^{D} p}{2\left(1+|q|^{a}-i \omega / \lambda\right)\left(1+|p|^{a}\right)\left(2+|q|^{a}+|p+q|^{a}\right)}, \\
D_{4}=\int \frac{d^{D} q d^{D} p}{\left(1+|q|^{a}-i \omega / \lambda\right)\left(1+|p|^{a}-i \omega / \lambda\right)\left(1+|p+q|^{a}-i \omega / \lambda\right)},
\end{gather*}
$$

$$
D_{5}=\int d^{D} q d^{D} p\left[\frac{1}{\left(1+|q|^{a}-i \omega / \lambda\right)^{2}\left(1+|p+q|^{a}-i \omega / \lambda\right)}-\frac{1}{\left(1+|q|^{a}-i \omega / \lambda\right)^{2}\left(1+|p|^{a}-i \omega / \lambda\right)}\right] .
$$

The summation of the asymptotic power series expansion of $\gamma_{\lambda}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$ is performed by using the Padé-Borel technique. The dynamic and static scaling exponents are shown in Table 2.

## 4. MULTICRITICAL BEHAVIOR

By applying the replica trick, the Hamiltonian of a disordered compressible system with long-range interactions characterized by two order parameters is represented as

$$
\begin{gathered}
H_{0}=\frac{1}{2} \int d^{D} q\left(\tau_{1}+q^{a}\right) \sum_{a=1}^{m} \Phi_{q}^{a} \Phi_{-q}^{a} \\
+\frac{1}{2} \int d^{D} q^{\prime}\left(\tau_{2}+q^{a}\right) \sum_{a=1}^{m} \Psi_{q}^{a} \Psi_{-q}^{a} \\
+u_{01} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Phi_{q 3}^{b} \Phi_{-q 1-q 2-q 3}^{b}\right) \\
+u_{02} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Psi_{q 1}^{a} \Psi_{q 2}^{a}\right)\left(\Psi_{q 3}^{b} \Psi_{-q-q 2-q 3}^{b}\right) \\
+2 u_{03} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Psi_{q 3}^{b} \Psi_{-q 1-q 2-q 3}^{b}\right) \\
+\frac{\delta_{01}}{2} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Phi_{q 3}^{a} \Phi_{-q-q 2-q 3}^{a}\right) \\
+\delta_{2} \int d^{D} q_{1} d^{D} q_{2} y_{q 1} \sum_{a=1}^{m} \Psi_{q 2}^{a} \Psi_{-q 1-q 2}^{a} \\
-\frac{\delta_{02}}{2} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Psi_{q 1}^{a} \Psi_{q 2}^{a}\right)\left(\Psi_{q 3}^{a} \Psi_{-q 1-q 2-q 3}^{a}\right) \\
+g_{1} \int d^{D} q_{1} d^{D} q_{2} y_{q 1} \sum_{a=1}^{m} \Phi_{q 2}^{a} \Phi_{-q 1-q 2}^{a} \\
+\frac{g_{1}^{0}}{\Omega} y_{0} \int d^{D} q_{q} \sum_{a=1}^{m} \Phi_{q}^{a} \Phi_{-q}^{a}+\frac{g_{2}^{0}}{\Omega} y_{0} \int d^{D} q_{q}^{m} \sum_{a=1}^{m} \Psi_{q}^{a} \Psi_{-q}^{a} \\
-q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Psi_{q 3}^{a} \Psi_{-q 1-q 2-q 3}^{a}\right) \\
+ \\
+
\end{gathered}
$$

$$
+2 \beta \int d^{D} q y_{q} y_{-q}+2 \frac{\beta_{0}}{\Omega} y_{0}^{2}
$$

where $\Phi$ and $\Psi$ are $m$-dimensional fluctuating order parameters, $u_{01}$ and $u_{02}$ are positive constants, $\tau_{1} \sim \mid T-$ $T_{\mathrm{c} 1}\left|/ T_{\mathrm{c} 1}, \tau_{2} \sim\right| T-T_{\mathrm{c} 2} \mid / T_{\mathrm{c} 2}\left(T_{\mathrm{c} 1}\right.$ and $T_{\mathrm{c} 2}$ are the phase-transition temperatures corresponding to the first and second order parameters, respectively),

$$
y(x)=\sum_{\alpha=1}^{3} u_{\alpha \alpha}(x)
$$

( $u_{\alpha \beta}$ is the strain tensor), $g_{1}$ and $g_{2}$ are the quadratic striction constants, $\beta$ is an elastic constant of a crystal, and $D$ is the space dimension. The characteristics of the original system can be calculated by analytic continuation as $m \longrightarrow 0$. The nonnegative constants $\delta_{01}, \delta_{02}$, and $\delta_{03}$ characterize the coupling between critical fluctuations via the impurity field. Since the coupling between the impurity field and elastic strain is linear, averaging over the impurity field leads to overdetermination of $\delta_{01}, \delta_{02}$, and $\delta_{03}$. In this expression for the Hamiltonian, integration is performed in the terms depending on the nonfluctuating variables that are not coupled to the order parameter. As in the case of a single order parameter, the $y_{0}$ terms (describing homogeneous deformation) are separated in (29).

Define an effective Hamiltonian depending only on the strongly fluctuating order parameters $\Phi$ and $\Psi$ by the relation

$$
\begin{gather*}
\exp \{-H[\Phi, \Psi]\} \\
=B \int \exp \left\{-H_{0}[\Phi, \Psi, y]\right\} \prod d y_{q} . \tag{30}
\end{gather*}
$$

Then,

$$
\begin{gathered}
H=\frac{1}{2} \int d^{D} q\left(\tau_{1}+q^{2}\right) \sum_{a=1}^{m} \Phi_{q}^{a} \Phi_{-q}^{a} \\
+\frac{1}{2} \int d^{D} q\left(\tau_{2}+q^{2}\right) \sum_{a=1}^{m} \Psi_{q}^{a} \Psi_{-q}^{a} \\
+v_{01} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Phi_{q 3}^{b} \Phi_{-q 1-q 2-q 3}^{b}\right) \\
+v_{02} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Psi_{q 1}^{a} \Psi_{q 2}^{a}\right)\left(\Psi_{q 3}^{b} \Psi_{-q 1-q 2-q 3}^{b}\right) \\
+2 v_{03} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Psi_{q 3}^{b} \Psi_{-q 1-q 2-q 3}^{b}\right)
\end{gathered}
$$

$$
\begin{align*}
& -\frac{\delta_{01}}{2} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Phi_{q 3}^{a} \Phi_{-q 1-q 2-q 3}^{a}\right)  \tag{31}\\
& -\frac{\delta_{02}}{2} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Psi_{q 1}^{a} \Psi_{q 2}^{a}\right)\left(\Psi_{q 3}^{a} \Psi_{-q 1-q 2-q 3}^{a}\right) \\
& -\delta_{03} \int d^{D} q_{1} d^{D} q_{2} d^{D} q_{3} \sum_{a=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{q 2}^{a}\right)\left(\Psi_{q 3}^{a} \Psi_{-q 1-q 2-q 3}^{a}\right) \\
& +\frac{z_{1}^{2}-w_{1}^{2}}{2} \int d^{D} q_{1} d^{D} q_{2} \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{-q 1}^{a}\right)\left(\Phi_{q 2}^{b} \Phi_{-q 2}^{b}\right) \\
& \quad+\frac{z_{2}^{2}-w_{2}^{2}}{2} \int d^{D} q_{1} d^{D} q_{2} \sum_{a=1}^{m}\left(\Psi_{q 1}^{a} \Psi_{-q 1}^{a}\right)\left(\Psi_{q 2}^{a} \Psi_{-q 2}^{a}\right) \\
& \quad+\left(z_{1} z_{2}-w_{1} w_{2}\right) \int d^{D} q_{1} d^{D} q_{2} \\
& \quad \times \sum_{a, b=1}^{m}\left(\Phi_{q 1}^{a} \Phi_{-q 1}^{a}\right)\left(\Psi_{q 2}^{b} \Psi_{-q 2}^{b}\right), \\
& V_{01}=u_{01}-\frac{z_{1}^{2}}{2}, \quad V_{02}=u_{02}-\frac{z_{2}^{2}}{2}, \quad V_{03}=u_{03}-\frac{z_{1} z_{2}}{2}, \\
& z_{1}=\frac{g_{1}}{\sqrt{\beta}}, \quad z_{2}=\frac{g_{2}}{\sqrt{\beta}}, \quad w_{1}=\frac{g_{1}^{0}}{\sqrt{\beta_{0}}}, \quad w_{2}=\frac{g_{2}^{0}}{\sqrt{\beta_{0}}} .
\end{align*}
$$

equation for the renormalized vertices $u_{1}, u_{2}, u_{3}, \delta_{1}, \delta_{2}$, $\delta_{3}, g_{1}, g_{2}, g_{1}^{(0)}$, and $g_{2}^{(0)}$ (or for the complex-valued vertices $z_{1}, z_{2}, w_{1}, w_{2}, v_{1}, v_{2}, v_{3}, \delta_{1}, \delta_{2}$, and $\delta_{3}$, which are better suited for analyzing multicritical behavior) are calculated by a standard method based on the Feynman diagram technique and a renormalization procedure. As a result, the following expressions for $\beta$ functions are obtained in the two-loop approximation:

$$
\begin{gathered}
\beta_{v 1}=-v_{1}+36 v_{1}^{2}+4 v_{3}^{2}-24 v_{1} \delta_{1} \\
-1728\left(2 \tilde{J}-1-\frac{2}{9} \tilde{G}\right) v_{1}^{3} \\
-192\left(2 \tilde{J}-1-\frac{2}{9} \tilde{G}\right) v_{1} v_{3}^{2}-64(2 \tilde{J}-1) v_{3}^{3} \\
+96\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1} v_{3} \delta_{3} \\
+32(2 \tilde{J}-1) v_{3}^{2} \delta_{3}+2304\left(2 \tilde{J}-1-\frac{1}{6} \tilde{G}\right) v_{1}^{2} \delta_{1} \\
-672\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1} \delta_{1}^{2}+16(2 \tilde{J}-1) v_{3}^{2} \delta_{1}, \\
\beta_{v 2}= \\
-v_{2}+36 v_{2}^{2}+4 v_{3}^{2}-24 v_{2} \delta_{2} \\
\quad-1728\left(2 \tilde{J}-1-\frac{2}{9} \tilde{G}\right) v_{2}^{3} \\
-192\left(2 \tilde{J}-1-\frac{2}{9} \tilde{G}\right) v_{2} v_{3}^{2}-64(2 \tilde{J}-1) v_{3}^{3} \\
+96\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{2} v_{3} \delta_{3}+32(2 \tilde{J}-1) v_{3}^{2} \delta_{3} \\
+2304\left(2 \tilde{J}-1-\frac{1}{6} \tilde{G}\right) v_{2}^{2} \delta_{2} \\
\beta_{v 3}=-v_{3}+16 v_{3}^{2}+12 v_{1} v_{3}+12 v_{2} v_{3}-4 v_{3} \delta_{1} \\
-4 v_{3} \delta_{2}-16 v_{3} \delta_{3}-320\left(2 \tilde{J}-1-\frac{2}{5} \tilde{G}\right) v_{3}^{3} \\
\left.+\frac{2}{3} \tilde{G}\right) v_{2} \delta_{2}^{2}+16(2 \tilde{J}-1) v_{3}^{2} \delta_{2}, \\
+
\end{gathered}
$$

$$
\begin{aligned}
& -288\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2} v_{3} \\
& -288\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2} v_{3} \\
& -576(2 \tilde{J}-1) v_{1} v_{3}^{2}-576(2 \tilde{J}-1) v_{2} v_{3}^{2} \\
& +448\left(2 \tilde{J}-1-\frac{2}{7} \tilde{G}\right) v_{3}^{2} \delta_{3} \\
& +192(2 \tilde{J}-1) v_{3}^{2} \delta_{1}+192(2 \tilde{J}-1) v_{3}^{2} \delta_{2} \\
& -48\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) \vee_{3} \delta_{1}^{2} \\
& -48\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) \vee_{3} \delta_{2}^{2} \\
& +432\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1} v_{3} \delta_{1} \\
& +432\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{2} v_{3} \delta_{2} \\
& +576(2 \tilde{J}-1) v_{1} v_{3} \delta_{3}+576(2 \tilde{J}-1) v_{2} v_{3} \delta_{3} \\
& -192(2 \tilde{J}-1) v_{3} \delta_{3}^{2} \\
& -192(2 \tilde{J}-1) V_{3} \delta_{1} \delta_{3}-192(2 \tilde{J}-1) v_{3} \delta_{2} \delta_{3}, \\
& \beta_{\delta 1}=-\delta_{1}+16 \delta_{1}^{2}-24 v_{1} \delta_{1}-8 v_{3} \delta_{3} \\
& -352\left(2 \tilde{J}-1-\frac{1}{22} \tilde{G}\right) \delta_{1}^{3}+128(2 \tilde{J}-1) v_{3}^{2} \delta_{3} \\
& -192(2 \tilde{J}-1) V_{3} \delta_{3}^{2}-1152\left(2 \tilde{J}-1-\frac{1}{3} \tilde{G}\right) V_{1} \delta_{1}^{2} \\
& +576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2} \delta_{1} \\
& +64(2 \tilde{J}-1-2 \tilde{G}) v_{3}^{2} \delta_{1} \\
& -192\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) V_{3} \delta_{1} \delta_{3}, \\
& \beta_{\delta 2}=-\delta_{2}+16 \delta_{2}^{2}-24 v_{2} \delta_{2}-8 v_{3} \delta_{3} \\
& -352\left(2 \tilde{J}-1-\frac{1}{22} \tilde{G}\right) \delta_{2}^{3}+128(2 \tilde{J}-1) v_{3}^{2} \delta_{3} \\
& -192(2 \tilde{J}-1) V_{3} \delta_{3}^{2}-1152\left(2 \tilde{J}-1-\frac{1}{3} \tilde{G}\right) V_{2} \delta_{2}^{2} \\
& +576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) \vee_{2}^{2} \delta_{2} \\
& +64(2 \tilde{J}-1-2 \tilde{G}) v_{3}^{2} \delta_{2} \\
& -192\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right){ }^{2} \delta_{3} \delta_{3}, \\
& \beta_{\delta 3}=-\delta_{3}+8 \delta_{3}^{2}+12 v_{1} \delta_{3}+12 v_{2} \delta_{3}+4 v_{3} \delta_{1} \\
& +4 v_{3} \delta_{2}+4 \delta_{1} \delta_{3}+4 \delta_{2} \delta_{3} \\
& -64(2 \tilde{J}-1) \delta_{3}^{3}+288(2 \tilde{J}-1) v_{1} \delta_{3}^{2} \\
& +288(2 \tilde{J}-1) v_{2} \delta_{3}^{2}+288(2 \tilde{J}-1) v_{1}^{2} \delta_{3} \\
& +288(2 \tilde{J}-1) v_{2}^{2} \delta_{3}+48\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) \delta_{1}^{2} \delta_{3} \\
& +48\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) \delta_{2}^{2} \delta_{3} \\
& +96(2 \tilde{J}-1) \delta_{1} \delta_{3}^{2}+96(2 \tilde{J}-1) \delta_{2} \delta_{3}^{2} \\
& +64(2 \tilde{J}-1) v_{3}^{2} \delta_{1}+64(2 \tilde{J}-1) v_{3}^{2} \delta_{2} \\
& -32(2 \tilde{J}-1) v_{3} \delta_{1}^{2}-32(2 \tilde{J}-1) v_{3} \delta_{2}^{2} \\
& +64(2 \tilde{J}-1-2 \tilde{G}) v_{3}^{2} \delta_{3}-192(2 \tilde{J}-1-2 \tilde{G}) v_{3} \delta_{3}^{2} \\
& -288\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1} \delta_{1} \delta_{3} \\
& -288\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) V_{2} \delta_{2} \delta_{3} \\
& -128(2 \tilde{J}-1) V_{3} \delta_{1} \delta_{3}-128(2 \tilde{J}-1) V_{3} \delta_{2} \delta_{3}, \\
& \beta_{z 1}=-z_{1}+24 v_{1} z_{1}+2 z_{1}^{3}-16 \delta_{1} z_{1}-4 \delta_{3} z_{2} \\
& +2 z_{1} z_{2}^{2}+4 v_{3} z_{2}-576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2} z_{1} \\
& -32(2 \tilde{J}-1) v_{3}^{2} z_{1}-16(2 \tilde{J}-1-\tilde{G}) v_{3}^{2} z_{2} \\
& +120\left(2 \tilde{J}-1-\frac{8}{5} \tilde{G}\right) V_{1} z_{1} \delta_{1}
\end{aligned}
$$

$$
\begin{aligned}
& -32\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) z_{1} \delta_{1}^{2}-16(2 \tilde{J}-1) z_{1} \delta_{3}^{2} \\
& -32(2 \tilde{J}-1) z_{2} \delta_{3}^{2} \\
& +128(2 \tilde{J}-1-5 \tilde{G}) v_{3} z_{1} \delta_{3}+128(2 \tilde{J}-1-5 \tilde{G}) v_{3} z_{2} \delta_{3}, \\
& \beta_{z 2}=-z_{2}+24 v_{2} z_{2}+2 z_{2}^{3}-16 \delta_{2} z_{2}-4 \delta_{3} z_{1} \\
& +2 z_{2} z_{1}^{2}+4 v_{3} z_{1}-576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2} z_{2} \\
& -32(2 \tilde{J}-1) v_{3}^{2} z_{2}-16(2 \tilde{J}-1-\tilde{G}) v_{3}^{2} z_{1} \\
& +120\left(2 \tilde{J}-1-\frac{8}{5} \tilde{G}\right) v_{2} z_{2} \delta_{2} \\
& -32\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) z_{2} \delta_{2}^{2}-16(2 \tilde{J}-1) z_{2} \delta_{3}^{2} \\
& -32(2 \tilde{J}-1) z_{1} \delta_{3}^{2}+128(2 \tilde{J}-1-5 \tilde{G}) v_{3} z_{2} \delta_{3} \\
& +128(2 \tilde{J}-1-5 \tilde{G}) v_{3} z_{1} \delta_{3}, \\
& \beta_{w 1}=-w_{1}+24 v_{1} w_{1}+2 z_{1}^{2} w_{1}-2 w_{1}^{3}-16 \delta_{1} w_{1} \\
& -4 \delta_{3} w_{2}+2 w_{1} z_{2}^{2} \\
& +4 v_{3} w_{2}-576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{1}^{2} w_{1} \\
& -32(2 \tilde{J}-1) v_{3}^{2} w_{1}-16(2 \tilde{J}-1-\tilde{G}) v_{3}^{2} w_{2} \\
& +120\left(2 \tilde{J}-1-\frac{8}{5} \tilde{G}\right) v_{1} w_{1} \delta_{1} \\
& -32\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) w_{1} \delta_{1}^{2}-16(2 \tilde{J}-1) w_{1} \delta_{3}^{2} \\
& -32(2 \tilde{J}-1) w_{2} \delta_{3}^{2} \\
& +128(2 \tilde{J}-1-5 \tilde{G}) v_{3} w_{1} \delta_{3} \\
& +128(2 \tilde{J}-1-5 \tilde{G}) v_{3} w_{2} \delta_{3}, \\
& \beta_{w 2}=-w_{2}+24 v_{2} w_{2}+2 z_{2}^{2} w_{2}-2 w_{2}^{3}-16 \delta_{2} w_{2} \\
& -4 \delta_{3} w_{1}+2 w_{2} z_{1}^{2} \\
& +4 v_{3} w_{1}-576\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) v_{2}^{2} w_{2}
\end{aligned}
$$

$$
\begin{gathered}
-32(2 \tilde{J}-1) v_{3}^{2} w_{2}-16(2 \tilde{J}-1-\tilde{G}) v_{3}^{2} w_{1} \\
+120\left(2 \tilde{J}-1-\frac{8}{5} \tilde{G}\right) v_{1} w_{2} \delta_{1} \\
-32\left(2 \tilde{J}-1-\frac{2}{3} \tilde{G}\right) w_{2} \delta_{1}^{2}-16(2 \tilde{J}-1) w_{2} \delta_{3}^{2} \\
-32(2 \tilde{J}-1) w_{1} \delta_{3}^{2}+128(2 \tilde{J}-1-5 \tilde{G}) v_{3} w_{2} \delta_{3} \\
+128(2 \tilde{J}-1-5 \tilde{G}) v_{3} w_{1} \delta_{3} .
\end{gathered}
$$

The summation of these asymptotic expressions was performed by applying the Padé-Borel method extended to the case of many parameters.

The resulting system of summed $\beta$ functions has a wide diversity of fixed points lying in the physical region of vertices $v_{i} \geq 0, \delta_{i} \geq 0(i=1,2,3)$. A complete analysis of the fixed points corresponding to the critical behavior of a system characterized by a single order parameter is presented above. Tables 3 and 4 show the fixed points associated with multicritical behavior of homogeneous and disordered compressible systems, respectively. Table 3 also shows the values of the parameter

$$
\begin{aligned}
p= & \left(v_{3}+\frac{1}{2}\left(z_{1} z_{2}-w_{1} w_{2}-\delta_{3}\right)\right)^{2} \\
& -\left(v_{1}+\frac{1}{2}\left(z_{1}^{2}-w_{1}^{2}-\delta_{1}\right)\right) \\
& \times\left(v_{2}+\frac{1}{2}\left(z_{2}^{2}-w_{2}^{2}-\delta_{2}\right)\right),
\end{aligned}
$$

which is defined so that $p>0$ and $p \leq 0$ correspond to bicritical and tetracritical behavior, respectively.

An analysis of the fixed points of homogeneous compressible systems with long-range interactions and their stability leads to certain conclusions. When $1.5<$ $a \leq 2.0$, tetracritical behavior is observed $(p<0)$ if the striction constants characterizing the coupling between the fluctuating order parameters and strain degrees of freedom have opposite signs. Systems with striction constants having like signs do not have stable fixed points, i.e., exhibit first-order phase transitions. The stable tetracritical fixed points corresponding to $1.6<$ $a<2.0(2.1,3.1,4.1)$ are characterized by zero effective charges $w_{1}^{*}$ and $w_{2}^{*}$, which implies that these tetracritical points are observed at constant volume. For $a=1.6$, the effective charges have finite values (fixed point 1.1 ). This may be explained by the fact that the "rigid" system exhibits tetracritical and bicritical behavior when $a=1.6$ and $1.6<a<2.0$, respectively. The phase diagram of an elastic substance may contain

Table 3. Fixed points and eigenvalues of the stability matrix for homogeneous systems

| $N$ | $v_{1}^{*}, v_{2}^{*}, v_{3}^{*}$ | $z_{1}^{*}, z_{2}^{*}$ | $w_{1}^{*}, w_{2}^{*}$ | $b_{1}, b_{2}, b_{3}$ | $b_{4}, b_{5}$ | $b_{6}, b_{7}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a=1.6$ |  |  |  |  |  |  |  |
| 1.1 | $0.027427$ | 0.224319 | 0.111301 | 0.157 | 1.118 |  | -0.002092 |
|  | 0.027427 | -0.224319 | -0.111301 | 0.738 | 0.138 | 0.256 | -0.000039 |
|  | 0.026699 |  |  | 0.919 |  |  |  |
| 1.2 | 0.027427 | $\begin{array}{r} 0.224319 \\ -0.224319 \end{array}$ | $\begin{array}{r} 0.224319 \\ -0.224319 \end{array}$ | 0.157 |  |  |  |
|  | 0.027427 |  |  | 0.738 | 0.138 | $-1.188$ |  |
|  | 0.026699 |  |  | $0.919$ |  |  |  |
| $a=1.7$ |  |  |  |  |  |  |  |
| 2.1 | 0.031287 | 0.248013 |  | 0.113 | 1.675 | 2.546 | $-0.003849$ |
|  | 0.031287 | -0.248013 | 0 | 0.629 | 0.095 | 0.041 |  |
|  | 0.031334 | $\begin{array}{r} 0.248013 \\ -0.248013 \end{array}$ |  | $0.809$ |  |  |  |
| 2.2 | 0.031287 |  | $\begin{array}{r} 0.248013 \\ -0.248013 \end{array}$ | 0.113 | 1.675 | $-1.580$ | 0.000039 |
|  | 0.031287 |  |  | $\begin{aligned} & 0.629 \\ & 0.809 \end{aligned}$ | 0.095 | -1.675 |  |
|  | $0.031334$ |  |  |  |  |  |  |
| $a=1.8$ |  |  |  |  |  |  |  |
| 3.1 | 0.033682 | $\begin{array}{r} 0.266919 \\ -0.266919 \end{array}$ | $0$ | 0.090 | 1.831 | 2.980 | $-0.004802$ |
|  | 0.033682 |  | 0 | 0.571 | 0.104 | 0.115 |  |
|  | 0.034575 | $-0.266919$ |  | $0.753$ |  |  |  |
| 3.2 | 0.033682 | 0.266919 | $0.266919$ | $0.090$ | $1.831$ | $-1.954$ | 0.000061 |
|  | $\begin{aligned} & 0.033682 \\ & 0.034575 \end{aligned}$ | -0.266919 | -0.266919 | 0.571 | 0.104 | $-2.079$ |  |
|  |  |  |  | $0.753$ |  |  |  |
| $a=1.9$ |  |  |  |  |  |  |  |
| 4.1 | $0.035842$ | $\begin{array}{r} 0.297071 \\ -0.297071 \end{array}$ | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ | 0.069 | $2.079$ | $3.765$ | $-0.079943$ |
|  | $0.035842$ |  |  | 0.505 | 0.125 | 0.049 |  |
|  | 0.039202 |  |  | 0.702 |  |  |  |
| 4.2 | 0.035842 | $\begin{array}{r} 0.297071 \\ -0.297071 \end{array}$ | $\begin{array}{r} 0.297071 \\ -0.297071 \end{array}$ | $\begin{aligned} & 0.069 \\ & 0.505 \\ & 0.702 \end{aligned}$ | $\begin{aligned} & 2.079 \\ & 0.125 \end{aligned}$ | $-1.954$ <br> $-2.079$ | 0.000252 |
|  | 0.035842 |  |  |  |  |  |  |
|  | 0.039202 |  |  |  |  |  |  |

critical points of even higher orders. In particular, fixed points $1.2,2.2,3.2$, and 4.2 correspond to $z_{1}=w_{1}$ and $z_{2}=w_{2}$, i.e., are the intersections of two tricritical lines associated with fourth-order critical points. These fixed points are not stable in the framework of the approximation adopted here. However, a complete analysis of their stability can be performed by retaining the cubic functions of strain degrees of freedom in the original Hamiltonian.

Table 4 demonstrates that the fixed points of a disordered "rigid" system lie in an unphysical region ( $\delta_{1}$, $\left.\delta_{2}<0\right)$. Furthermore, the stable fixed points have large values for which the theory employed here is inapplicable. This suggests that all fixed points lying in the physical region of effective-charge values are unstable; i.e., the phase diagram does not contain multicritical points. Therefore, calculation of fixed points for compressible disordered system is pointless, because the correspond-

Table 4. Fixed points and eigenvalues of the stability matrix for disordered systems

ing effective charges $v_{i}$ and $\delta_{i}$ have similar values; i.e., they also lie in an unphysical region. Thus, multicritical points are smeared out by quenched disorder.

## 5. CONCLUSIONS

Calculations performed directly in the three-dimensional space show that long-range effects are insignificant when $a \geq 2$. Homogeneous compressible and rigid systems with $1.5<a<2.0$ exhibit non-Gaussian critical behavior, which strongly depends on the value of $a$. Non-Gaussian critical behavior is also characteristic of disordered compressible and "rigid" systems with $1.8 \leq$ $a<2$. Disordered systems with $1.5<a<1.8$ exhibit first-order phase transitions. When $a<1.5$, all systems considered here have Gaussian fixed points with corresponding critical exponents.

For homogeneous systems characterized by two fluctuating order parameters, long-range effects induce crossover in multicritical behavior. However, multicritical behavior is eliminated by introducing quenched disorder.
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#### Abstract

The temperature dependence of the residual polarization of the nonergodic relaxation state (NERS) obtained from the measurements of pyroelectric current during zero-field heating (ZFH) in the temperature interval from 10 to 295 K is investigated for the $\mathrm{Cd}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}$ relaxation system in two cases: (1) after sample cooling in a constant electric field $E(\mathrm{FC})$ from $T=295 \mathrm{~K}$ to a preset temperature, which is much lower than the "freezing" temperature of the relaxation state ( $T_{f} \approx 182 \mathrm{~K}$ ), field removal, and subsequent cooling in zero field (ZFC) to $T=10 \mathrm{~K}$ and (2) after ZFC from $T=295 \mathrm{~K}$ to the same temperature below $T_{f}$, application of the same field, and FC to $T=10 \mathrm{~K}$. The behavior of the $P_{r}^{F C}(T)$ and $P_{r}^{Z F C}(T)$ dependences is analyzed. In the field $E<2 \mathrm{kV} / \mathrm{cm}$, the $P_{r}^{Z F C}$ curves as functions of $1 / T$ have a broad low-intensity peak in the region $T \approx T_{f}$, which vanishes in stronger fields, when the $P_{r}^{F C}(1 / T)$ curves intersect at $T \approx T_{f}$ and have no anomalies. The difference in the behavior of $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$ indicates the difference in the nature of NERS formed during ZFC and FC of the system upon a transition through $T_{f}$. In the ZFC mode, NERS exhibits glasslike behavior; in the FC regime, features of the ferroelectric behavior even in the weak field. Analogous variations of $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$ in a classical ferroelectric KDP are also given for comparison. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The nature of the nonergodic relaxation state (NERS) emerging below the freezing point $T_{f}$ of the ergodic relaxation state (ERS) in relaxation ferroelectrics, has become the object of intense experimental and theoretical investigations [1-11]. The following two main concepts are proposed: (1) a state of the dipoleglass type, which is formed as a result of random interactions between polar nanoclusters in the presence of random fields [1-7], or (2) a frustrated ferroelectric divided into nanodomains under the action of random electric fields [8-11]. At the same time, it was shown that the dielectric response of a relaxation ferroelectric in a strong constant and strong varying electric fields is controlled by the motion of ferroelectric domain walls both in NERS and in ERS $[10,11]$. On the other hand, in the vicinity of the temperature $T_{m}\left(T_{m}>T_{f}\right)$ corresponding to the peak of the dielectric response of the relaxation system, the coexistence of polar phases of different origin is detected (reorientable polar clusters with glasslike "freezing" of polarization and nanodomains with a temperature-independent behavior of polarization, which are fixed as a result of the pinning effect [12]). The contradictory interpretation of the ori-
gin of NERS and ERS in the region $T \longrightarrow T_{f}^{+}$may be due to the fact that the dielectric response of relaxation ferroelectrics was studied by different researchers under different conditions. The main drawbacks of these studies, which complicate the interpretation of the results on the basis of a unified approach, include the measurement of static or dynamic permittivity, temperature scanning for a fixed or scanned constant electric field, arbitrariness in the choice of weak and strong dc and ac electric fields in the measurements, and arbitrariness in the choice of cooling or heating conditions in zero field or in a constant field (ZFC or ZFH and FC or FH, respectively), etc. [1-5, 8-11]. Although each of these factors makes it possible to reveal peculiarities in the behavior of a nonergodic system, neither of these factors clarifies the reason for different manifestation of NERS properties under different measuring conditions. Consequently, to answer the basic question about the origin of NERS in a relaxation ferroelectric, new experiments are required to study the properties of such systems. In this study, we consider for the first time the temperature dependence of residual polarization $P_{r}$ obtained from measurements of pyroelectric current upon zero-field heating (ZFH) in a temperature range from 10 to 295 K for the $\mathrm{Cd}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}$ relaxation system
as an example in two cases: (i) after FC from room temperature to a preset temperature below $T_{f}$, removal of the constant field, and subsequent ZFC to $T=10 \mathrm{~K}$; and (ii) after ZFC from room temperature to the same temperature below $T_{f}$, application of the same field, and FC to $10 \mathrm{~K}\left(P_{r}^{F C}(T)\right.$ and $P_{r}^{Z F C}(T)$, respectively). Such a sequence of field application and removal during cooling was not used earlier for studying either spin or dipole glasses, or relaxation ferroelectrics. Usually, to investigate the glasslike nature of NERS in relaxation systems, one needs to analyze the dielectric and polarization responses in the FC or ZFC regime to a preset temperature, which is much lower than $T_{f}$, followed by FH or ZFH from this temperature to room temperature $[3,5,9]$. Here, the measurements are made under the same condition, i.e., in the ZFH regime from $T=10 \mathrm{~K}$ to room temperature $\left(T \gg T_{f}\right)$. The static polarization determined from the pyroelectric current may serve as a universal characteristic of the metastable NERS of a relaxation ferroelectric in an external electric field since the temperature dependences of the polarization of a cluster system and a system with a long-range ferroelectric order are different [7, 13]. In spite of the obviousness of this fact, systematic studies of the $P_{r}(T)$ dependence in relaxation systems under different thermal and electrical measuring conditions have not been carried out so far $[2,3,5,14]$. New experiments proposed in this study for analyzing $P_{r}(T)$ show that the formation of glass and ferroelectric properties of the NERS is predetermined in the course of ZFC or FC (even in a weak field) of a nonequilibrium system upon a transition via $T_{f}$.

Our experiments were made with pyrochlorine $\mathrm{Cd}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}(\mathrm{CN})\left(F d 3 m-O_{h}^{7}\right)$, which is a unique example of an undiluted system with relaxation behavior [15, 16] (in contrast to mixed perovskites of the $\mathrm{PMN}-$ $\mathrm{PbMg}_{1 / 3} \mathrm{Nb}_{2 / 3} \mathrm{O}_{3} \quad$ and $\quad \mathrm{PLZT}-\mathrm{Pb}_{1-x} \mathrm{La}_{x}\left(\mathrm{Zr}_{y} \mathrm{Ti}_{1-y}\right) \mathrm{O}_{3}$ ( $\mathrm{Pm} 3 m-O_{h}^{1}$ ) type. The relaxation properties of CN are determined by orientation disordering of $\mathrm{O}-\mathrm{Cd}-\mathrm{O}$ dipoles in the $\left(\mathrm{CdO}_{8}\right)^{n-}$ sublattice, which exhibits a rhombohedral local symmetry $D_{3 d}-\overline{3} m$ [15]. The high cubic symmetry of the system on the whole and the rhombohedral local symmetry of the $\left(\mathrm{CdO}_{8}\right)^{n-}$ sublattice make it possible to carry out analysis of the dielectric behavior of this relaxation ferroelectric using the well-known models of spin and dipole glasses [17] and relaxation systems [4, 6, 7, 18]. However, the behavior of CN is much more complicated as compared to perovskites of the PMN type. In the temperature range from 300 to 4 K , the following states develop in this material successively: the relaxation state covering the para- and ferroelectric phases, ferroelastic state (below $T_{s}=205 \mathrm{~K}$ ), the ferroelectric state (below $T_{C}=196 \mathrm{~K}$ ), the state with an incommensurate-modulated structure ( $\left.T_{\mathrm{inc}}=85 \mathrm{~K}, T_{\mathrm{com}}=46 \mathrm{~K}\right)$, and a state of the dipole glass
type (below $T_{g} \approx 18 \mathrm{~K}$ ) [19]. The reasons for the formation of disordered states of various origins and their interrelation with the ferroelectric state in this compound have been studied insufficiently. The relaxation state in pyrochlorine, as well as relaxation ferroelectrics with the perovskite structure), is characterized by dielectric dispersion in a wide frequency range in the temperature region corresponding to the permittivity peak, $T_{m} \approx 190 \mathrm{~K}\left(T_{m}<T_{C}<T_{s}\right)$, and subsequent freezing of the ERS at $T_{f} \approx 183 \mathrm{~K}[15,16]$.

## 2. EXPERIMENTAL TECHNIQUE

The experiments were performed on a monocrystalline plate of the $(111)_{\text {cub }}$ type, which was preliminarily annealed at $T=353 \mathrm{~K}$ for 4 h to reduce internal stresses. The powder X-ray diffraction method revealed that it has the pyrochlorine structure; no admixtures of other phases were detected. Silver-paste electrodes were deposited on the parallel surfaces of the plate. After the removal of a constant field $E$, the sample was first shortcircuited for removing the residual surface charge. Sample cooling (FC and ZFC) always began from $T=$ 295 K (i.e., from the temperature high enough for "erasing" the effects of previous measurements). Pyroelectric current was measured during ZFH from 10 to 295 K using a programmed Keithley-6514 high-sensitivity electrometer under slow heating at a rate of $1.5 \mathrm{~K} / \mathrm{min}$. The $P_{r}(T)$ curves for the value of the constant field were obtained by integrating the temperature dependence of the pyroelectric current. The error in the measurements of pyroelectric current (and, hence, polarization) did not exceed $0.05 \%$. This enabled us to detect weak changes in the polarization of the relaxation system both in the region of $T_{f}$ and in the paraelectric phase $\left(T>T_{f}\right)$. Temperature was stabilized within $\pm 0.05 \mathrm{~K}$.

## 3. RESULTS AND DISCUSSION

Figures 1 and 2 show the typical $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$ curves for pyrochlorine CN after cooling to $T=$ 120 K and $T=145 \mathrm{~K}\left(T \ll T_{f}\right)$, respectively. The $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$ curves for a normal classical ferroelectric KDP cooled to a temperature much lower than $T_{C}$ are also shown for comparison (Fig. 2d). The polarization had not been studied previously under conditions of our experiments not only for relaxation systems, but neither for normal ferroelectrics. For this reason, we will first illustrate peculiarities in the behavior of polarization using KDP as an example, which show that the proposed method makes it possible to study disordered and nonequilibrium states of polar systems (polarization processes in polydomain ferroelectrics, relaxation oscillators with a nanodomain structure, and spin and dipole glasses).


Fig. 1. Temperature dependence of the residual polarization in a pyrochlorine $\mathrm{Cd}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}(\mathrm{CN})$ single crystal obtained from the ZFH measurements of pyroelectric current after cooling in the FC ( $(\bigcirc)$ and ZFC $(\bullet)$ modes from $T=295 \mathrm{~K}$ to $T=120 \mathrm{~K}$, followed by further cooling under the same conditions to $T=10 \mathrm{~K}$ for several values of the constant electric field. The heating rate is $1.5 \mathrm{~K} / \mathrm{min}$. The dashed line indicates the freezing temperature $T_{f}$ corresponding to the transition from the ERS to the NERS.

In the FC mode ( $2 \mathrm{kV} / \mathrm{cm}$ ), the KDP sample cooled from room temperature to $T=75 \mathrm{~K}$ exhibits below $T_{C}$ a monodomain ferroelectric state with the polarization oriented along the applied field ( $T_{C} \approx 123 \mathrm{~K}$ and $E_{\text {coer }} \approx$ $200 \mathrm{~V} / \mathrm{cm}$ in KDP [13]). After the removal of the constant field and subsequent cooling in the ZFC mode to $T=10 \mathrm{~K}$, the ferroelectric remains in the "frozen" monodomain state. In the ZFC from room temperature to the same temperature below $T_{C}$, the ferroelectric is in a polydomain state. After application of the same field at 75 K and subsequent cooling in the FC regime to $T=$ 10 K , the ferroelectric passes to a monodomain state with the polarization oriented along the field. When the sample is heated in zero field from 10 to 295 K , the variation of $P_{r}^{F C}(T)$ corresponds to the monodomain state of the ferroelectric. The behavior of the $P_{r}^{Z F C}(T)$ curve is different. At low temperatures, the variation of $P_{r}^{Z F C}(T)$ corresponds to the monodomain state, while the polarization being measured is determined by the contribution of the polarization of the monodomain and polydomain states as we approach $T^{-} \approx 75 \mathrm{~K}$ and above this temperature. The latter is a disordered state as regards the orientation of polarization in individual domains relative to the direction of the polarization of
the monodomain state. As a result, the total value of $P_{r}^{Z F C}(T)$ in the normal ferroelectric is smaller than $P_{r}^{F C}(T)$.

In cooling of pyrochlorine CN in the ZFC and FC modes ( $E<3 \mathrm{kV} / \mathrm{cm}$ ) from room temperature to $T=$ 120 K or $T=145 \mathrm{~K}$, the frozen state of the relaxation system below $T_{f}$ is a polydomain state. As other relaxation ferroelectrics, polar nanoregions "nucleate" in pyrochlorine long before $T_{f}$ (approximately, in the region of $T \approx 270 \mathrm{~K}$ ) [20]. In the FC mode, the polarization of nanodomains acquires a component in the direction of the applied field. After the removal of the field at $T \ll T_{f}$ and subsequent cooling of the system in the ZFC mode to $T=10 \mathrm{~K}$, this state is preserved. In the case of ZFC of the system to the same temperature below $T_{f}$, application of the same field, and subsequent FC to $T=10 \mathrm{~K}$, the polarization of frozen nanodomains also acquires a component in the direction of the applied field, but this component is weaker. This is due to the fact that the NERS is characterized by a very wide spectrum of the relaxation time distribution from $10^{-12} \mathrm{~s}$ to macroscopic values $[3,5,8]$. In view of this feature of the nonergodic state, as well as the contribution of nonpolarized frozen nanodomains in the region


Fig. 2. (a, b, c) Temperature dependence $P(T)$ obtained from the ZFH measurements in pyrochlorine CN after cooling in the FC ( $O$ ) and ZFC $(\bullet)$ modes from $T=295 \mathrm{~K}$ to $T=145 \mathrm{~K}$, followed by further cooling under the same conditions to $T=10 \mathrm{~K}$ for several values of the constant electric field, and (d) the same for a KDP single crystal after cooling under the same conditions from $T=$ 295 K to $T=75 \mathrm{~K}$ followed by cooling to $T=10 \mathrm{~K}$. Gold electrodes are deposited on the KDP sample.
of $T^{-} \approx 120 \mathrm{~K}$ (or 145 K ) and above this temperature, polarization $P_{r}^{Z F C}(T)$ differs substantially from $P_{r}^{F C}(T)$ both in magnitude and in the temperature variation upon sample heating from $T=10 \mathrm{~K}$ to $T=295 \mathrm{~K}$ in zero field (see Figs. 1 and 2).

In contrast to KDP, pyrochlorine CN exhibits strong splitting between the ZFH static polarization after FC (ZFH/FC) and after ZFC (ZFH/ZFC) of the system $\left(\Delta P_{r}=P_{r}^{F C}-P_{r}^{Z F C}\right)$. In fields up to $2 \mathrm{kV} / \mathrm{cm}$, the splitting remains virtually unchanged in the entire temperature range from 10 K to $T_{f}\left(T_{f} \approx 182 \mathrm{~K}\right.$ for the sample under investigation). This means that the state of the system below $T_{f}$ is completely frozen and nonergodic. Equally strong splitting between the FC and FH/ZFC static permittivities $(\Delta \varepsilon)$ as well as between the FC and FH/ZFC polarizations $(\Delta P)$ was observed earlier in orientation glasses [17] and relaxation ferroelectrics [3, 5, 8]. The observed splitting is a fundamental property of glass systems and, hence, a reliable argument in favor of the glasslike nature of the NERS in CN (at least in a field of $E<2 \mathrm{kV} / \mathrm{cm})$.

In stronger fields ( $E>2 \mathrm{kV} / \mathrm{cm}$ ), the splitting between $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$ becomes smaller as we
approach $T_{f}^{-}$(see Figs. 1a, 2a, and 2b). As the temperature increases further, the values of $P_{r}^{F C}, P_{r}^{Z F C}$, and $\Delta P_{r}$ decrease rapidly as $T^{-}$approaches 200 K and not $T_{f}^{-}$. It should be noted that, with the generally accepted sequence of application and removal of the field in glasses and relaxation systems, the values of $\Delta P$ and $\Delta \varepsilon$ rapidly decrease as we approach $T_{f}^{-}$and vanish above this temperature [3, 5, 8]. Above $T=200 \mathrm{~K}$, the polarization in pyrochlorine CN becomes low and slowly approaches zero at $T \sim 270 \mathrm{~K}$; here, the value of $P_{r}^{F C}$ is always greater than $P_{r}^{Z F C}$ and increases with the field. The "protracted tail" of the polarization implies the presence in the ERS of polar clusters that remain nonergodic up to high temperatures [3]. Another feature of our results is that the behavior of $P_{r}^{F C}(T)$ and $P_{r}^{Z F C}(T)$ in the region of 200 K and above matches the behavior of the local order parameter $q$ in pyrochlorine CN [20] as well as in the PMN and PLZT compounds [12]. At the same time, the behavior of the FC and FH/ZFC static permittivity and polarization obtained for the PMN and PLZT compounds in the generally accepted sequence of field application and removal does not


Fig. 3. Temperature dependence $P(T)$ obtained from the ZFH measurements in pyrochlorine CN after cooling in the ZFC mode to $T=120 \mathrm{~K}$, followed by further cooling in the FC mode to $T=10 \mathrm{~K}$ in a field of $1 \mathrm{kV} / \mathrm{cm}$ for several values of heating rate: 1.5 (upper curve), 0.5 , and $0.2 \mathrm{~K} / \mathrm{min}$ (lower curve). The low-intensity broad peak in the region of $T_{f}$ is due to the contribution from the polarization of nanodomains with long relaxation times corresponding to the laboratory scale.
match the behavior of the local order parameter $q[2,5$, 12, 14]. Identical behavior of $P_{r}^{F C}(T)$ and $P_{r}^{Z F C}(T)$ after cooling to $T=120 \mathrm{~K}$ and 145 K indicates the thermal stability of the frozen state and the dependence of the properties of this state only on its polarization (either $E \neq 0$ as we pass through $T_{f}$, or field $E$ is applied at $T \ll T_{f}$ ).

Since the normal ferroelectric and relaxation ferroelectric states develop in pyrochlorine simultaneously below $T_{C}$ (198 K for the sample studied here [21]) [15, 16,19 ], it should be borne in mind that both states may contribute to the polarization being measured. Analysis of the dielectric data obtained by different methods shows that the relaxation contribution dominates (at least in fields $E<4 \mathrm{kV} / \mathrm{cm}$ ). This follows above all from the large difference between the values of $P_{r}^{F C}$ and $P_{r}^{Z F C}$, which is typical of the NERS of a relaxation system (see Figs. 1 and 2). Small values of $P_{r}^{F C} \approx$ $1.54 \mu \mathrm{C} / \mathrm{cm}^{2}$ and $P_{r}^{Z F C} \approx 0.45 \mu \mathrm{C} / \mathrm{cm}^{2}$ (at 20 K ) for $E=$ $1 \mathrm{kV} / \mathrm{cm}$ and $P_{r}^{F C} \approx 0.61 \mu \mathrm{C} / \mathrm{cm}^{2}$ and $P_{r}^{Z F C} \approx$ $0.22 \mu \mathrm{C} / \mathrm{cm}^{2}$ (at 20 K ) for $E=0.6 \mathrm{kV} / \mathrm{cm}$ in a weak field are rather typical of relaxation systems [5, 14]. It can be observed for comparison that $P_{r}^{F C}=P_{r}^{Z F C} \approx 5 \mu \mathrm{C} / \mathrm{cm}^{2}$ in KDP at $T=20 \mathrm{~K}$ in a field of $2 \mathrm{kV} / \mathrm{cm}$ (see Fig. 2d).

In pyrochlorine CN in a field of $3 \mathrm{kV} / \mathrm{cm}$, the value of $P_{r}^{F C} \approx 4.24 \mu \mathrm{C} / \mathrm{cm}^{2}$ and $P_{r}^{Z F C} \approx 2.7 \mu \mathrm{C} / \mathrm{cm}^{2}$ are comparable to the polarization in a normal ferroelectric, but the splitting between them ( $\left.\Delta P_{r} \approx 1.54 \mu \mathrm{C} / \mathrm{cm}^{2}\right)$ is still significant (see Fig. 2a). Since the dielectric hysteresis loops in pyrochlorine CN as well as in other relaxation systems are strongly extended, a large difference appears between the coercive field and the saturated polarization field ( $E_{\text {coer }} \approx 2.5 \mathrm{kV} / \mathrm{cm}$ and $E_{s} \approx 10 \mathrm{kV} / \mathrm{cm}$ for the sample at $T=120 \mathrm{~K}$ ). It is also known that a field exceeding $4 \mathrm{kV} / \mathrm{cm}$ is required for switching ferroelectric domains in pyrochlorine CN [22].

The modes of cooling a relaxation system in a constant electric field used in this study have made it possible for the first time to discover a broad low-intensity peak on the temperature dependence of $P_{r}^{Z F C}(\Delta T \approx$ 40 K ) in the vicinity of $T_{f}$ (see Figs. 1b, 1c, 1d, 2c, and 3). The height of the $\Delta P_{\text {max }}$ peak exceeds the polarization value on the gently sloping part of the curve only by $3-5 \%$ (in the interval from 120 to 150 K ), but is two orders of magnitude higher than the accuracy in polarization measurements. For this reason, the existence of a peak in the vicinity of $T_{f}$ cannot be ignored. The slow decrease in the total polarization $P_{r}^{Z F C}$ at $T \longrightarrow T_{f}^{-}$is direct evidence of the presence of frozen nanodomains with various macroscopic relaxation times.

The height and position of the $\Delta P_{\max }$ peak do not change upon an increase in the field to $2 \mathrm{kV} / \mathrm{cm}$ (see Figs. 1 and 2) as well as upon an order-of-magnitude decrease in the heating rate (Fig. 3). In fields higher than $2 \mathrm{kV} / \mathrm{cm}$, the temperature dependence of $P_{r}^{Z F C}$ becomes monotonic; instead of the peak in the region of $T_{f}$, a kink is observed, which vanishes with a further increase in the field (see Figs. 2a and 2b). These facts also indicate that the origin of the peak on the $P_{r}^{Z F C}(T)$ curves is associated with intrinsic properties of a nonergodic relaxation state with a glasslike behavior, for which the characteristic relaxation times are comparable with the time of the experiment ( 7600 s , which corresponds to a frequency of 0.13 mHz ). Glass properties of the NERS are manifested until a stronger field $(E>2 \mathrm{kV} / \mathrm{cm})$ induces a change in this state.

Anomalies at $T_{\mathrm{inc}} \approx 85 \mathrm{~K}$ and $T_{\mathrm{com}} \approx 50 \mathrm{~K}$ correspond to a phase transition in pyrochlorine [19]. It should be noted that the behavior of $P_{r}^{F C}(T), P_{r}^{Z F C}(T)$, and $\Delta P$ in the vicinity of $T_{\text {com }}$ does not exhibit any noticeable pinning effects typical of incommensurate modulated structures [23]. Probably, the nonergodicity of the frozen state plays a decisive role in the behavior of the system down to low temperatures (i.e., below the phasetransition temperature at $T_{\text {com }}<T_{\text {inc }}$ ).

For a system with cubic symmetry and rhombohedral distortions (e.g., CN ), total static polarization along vector $\mathbf{E}$ due to reorientable clusters has the form [7]

$$
\begin{equation*}
P_{t}=P_{c l} \tanh \frac{E P_{c l} L^{3}}{3 k T}=P_{c l} \tanh \frac{E A}{T} \tag{1}
\end{equation*}
$$

where $P_{c l}$ is the effective polarization of the cluster, $L$ is the cluster size, $k T$ is the thermal energy, $k$ is the Boltzmann constant, and $A=P_{c l} L^{3} / 3 k$. Since the polarization in measured in the ZFH mode after the removal of the field ( $E \longrightarrow 0$ ), which corresponds to the condition $E A / T \ll 1$, relation (1) can be written in the form

$$
\begin{equation*}
P_{t} \propto 1 / T, \tag{2}
\end{equation*}
$$

which can be directly used for $P_{r}^{Z F C}(T)$ and $P_{r}^{F C}(T)$. The corresponding curves display basically different behavior of polarization after ZFC and FC of the system passing through $T_{f}$ even in a weak field (Fig. 4). In the region of $T=200 \mathrm{~K}$, the $P_{r}^{Z F C}(1 / T)$ curves coincide, but these curves diverge as we approach $T_{f}^{+}$and have a broad peak in a weak field or a kink in a field $E \geq$ $2 \mathrm{kV} / \mathrm{cm}$ for $T \sim T_{f}$ (Fig. 4a). The curves $P_{r}^{Z F C}(1 / T)$ diverge weakly in a field $E<2 \mathrm{kV} / \mathrm{cm}$ in the entire temperature range; the curves intersect at $T \sim T_{f}$ and display no anomalies (Fig. 4b). In a field $E \geq 2 \mathrm{kV} / \mathrm{cm}$, the curves are noticeably displaced to a lower temperature, indicating that the behavior of the polarization no longer corresponds to a cluster system (in contrast to $P_{r}^{Z F C}$ in the same fields). Moreover, this result implies that a relatively weak field creates premises for the formation of long-range ferroelectric order and, hence, the formation of a nonhomogeneous glasslike NERS in the course of FC of the system to a temperature below $T_{f}$. In this connection, to characterize NERS, we analyzed the behavior of $P_{r}^{F C}(T)$ using the well-known relation for spontaneous polarization in a normal ferroelectric [13]:

$$
P_{s}^{2} \propto\left(T_{C}-T\right) .
$$

Below $T_{f}$, a linear variation of $\left(P_{r}^{F C}\right)^{2}$ with temperature is observed for $E \geq 2 \mathrm{kV} / \mathrm{cm}$ (see the inset to Fig. 4); in other words, if the system is cooled in the FC mode, the ergodic relaxation state passes to the ferroelectric state. If $E<1.5 \mathrm{kV} / \mathrm{cm}$, the temperature dependence of $\left(P_{r}^{F C}\right)^{2}$ becomes nonlinear, the departure from linearity being the smaller, the stronger the field. The latter statement means that, in the course of system cooling in the


Fig. 4. Reduced polarization $P / P_{\text {max }}$ obtained from (a) ZFC and (b) FC measurements in pyrochlorine CN versus the reciprocal temperature for several values of the constant field; $P_{\text {max }}$ corresponds to polarization at 10 K for each field value.

FC mode in a weak field, regions with long-range ferroelectric ordering are formed in a glasslike NERS.

## 4. CONCLUSIONS

To determine the nature of NERS in relaxation ferroelectrics, the residual polarization $P_{r}(T)$ of a undiluted high-symmetry relaxation pyrochlorine $\left(\mathrm{Cd}_{2} \mathrm{Nb}_{2} \mathrm{O}_{7}\right)$ system is analyzed for the first time during heating in the ZFH mode from $T=10 \mathrm{~K}$ to $T=295 \mathrm{~K}$ after two different modes of cooling in the FC mode from $T \gg T_{f}$ to 10 K . Analysis of the temperature and field dependences $P_{r}^{F C}(T), P_{r}^{Z F C}(T)$, and $\Delta P$ is carried out taking into account the ideas concerning the features of orientation glasses and relaxation ferroelectrics
with glasslike behavior. It is shown that the factor of the external constant electric field plays the key role in the formation of the properties of the nonergodic state when the system passes through the freezing temperature $T_{f}$ (i.e., $E=0$ or $E \neq 0$ ). This result is of fundamental importance for the physics of relaxation ferroelectricity since it clarifies the reason and conditions for ambiguous manifestations of (glass or ferroelectric) properties of NERS in relaxation systems. The difference in the behavior of polarizations $P_{r}^{F C}(T, E)$ and $P_{r}^{Z F C}(T, E)$ can also be used for revealing the glass or ferroelectric nature of NERS in relaxation systems of any type, including the model relaxation ferroelectric PMN.
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#### Abstract

The kinetics of room-temperature phase transition in fluorite $\left(\mathrm{CaF}_{2}\right)$ single crystals under hydrostatic pressure up to 9 GPa was studied in situ by means of strain gauge compressibility measurements. Initial stages of the pressure-induced first-order phase transition kinetics (corresponding to less than $1 \%$ content of the new phase) were studied for the first time. In a broad range of concentrations of the new phase ( $5-20 \%$ ), the transformation kinetics is well described within the framework of the classical Kolmogorov-Avrami-MehlJohnson model. The laws governing the initial and late stages of the transformation are more complicated and do not conform to the classical model. The initial stages involve avalanche growth in the nucleation rate corresponding to giant values of the Avrami exponent ( $n \approx 20$ ). At large concentrations of the new phase (above $30 \%$ ), the transformation rate significantly decreases (saturation) as a result of the formation of a rigid cellular structure of the new phase. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Phase transformations in solids can be conditionally subdivided into two types with respect to the transition kinetics. Transformations of the diffusion type involve nucleation as a result of fluctuations and the subsequent growth of nuclei by means of diffusion, while martensite transformations imply a coherent conversion of one lattice into another by means of shear distortions [1]. This simplified classification is by no means exhaustive, since many of the polymorphous phase transformations caused by compression can hardly be classified into one of the two types. This is especially difficult in the case of pressure-induced phase transformations involving large relative volume changes, which take place at temperatures significantly below the melting point, in particular, at room temperature. Under such conditions, the diffusion mobility of atoms at low temperatures is "frozen" to a considerable degree, while a coherent martensite transformation in most cases is impossible. As a result, phase transformations proceed according to a mixed type of kinetics, the laws of which have almost not been investigated [2]. Since the overwhelming majority of polymorphous phase transformations take place under conditions of strong compression, the study of mechanisms and kinetics of such transitions is among basic problems of the physics of condensed media.

Previous investigations of the kinetics of pressureinduced phase transformations were carried out in most cases using X-ray diffraction measurements at elevated temperatures. The experimental data were obtained either by ex situ measurements on quenched samples [3]
or from in situ experiments using high-brightness X-ray (predominantly synchrotron) radiation [4-7]. As a rule, the transition kinetics was studied for phase transformations of the diffusion type involving large volume changes, such as $\alpha-\mathrm{GeO}_{2} \longrightarrow \beta-\mathrm{GeO}_{2}$ [3], graphite $\longrightarrow$ diamond [4, 5], hexagonal BN $\longrightarrow$ cubic BN [6], and some others [7]. Theoretical analysis of the kinetic curves was usually performed in terms of the Kolmog-orov-Avrami-Mehl-Johnson (KAMJ) model [8-10]. Strictly speaking, this approach was developed for the description of transformations with small volume changes between isotropic phases with zero shear moduli, so that applicability of the KAMJ model to description of the pressure-induced polymorphous phase transformations with large volume changes is rather questionable. The main parameter in this model-the Avrami exponent $n$-is determined by the conditions of nucleation and growth and may vary, depending on the particular mechanism, from 0.3 to 4 [1]. The values of $n$ formally calculated for most of the phase transitions studied fall within $n \approx 1-2$ [3-7], which corresponds to one- or two-dimensional growth of preexisting nuclei.

It should be noted that X-ray diffraction (XRD) is characterized by a relatively high threshold (i.e., low sensitivity) for the detection of a newly formed structural modification, and this method provides insufficient accuracy from the standpoint of kinetic investigations. A minimum content of the new phase detectable by XRD is on the level of several percent, which limits the possibility of using this method for the investigation of early stages of crystal nucleation and growth. However, these initial stages of phase transformations are


Fig. 1. Schematic diagram of (a) the high-pressure cell and (b) a sample with strain gauge: (1) gasket (pipestone); (2) lid (brass); (3) ampule case (Teflon); (4) pressure sensor (manganine); (5) output signal leads; (6) sample with bonded strain gauge; (7) current and potential leads (constantan wire $20 \mu \mathrm{~m}$ in diameter); (8) strain gauge base (paper of glass composite).
usually most important for assessing the applicability of various theoretical models.

In this study, the phase transition kinetics was studied using a strain gauge technique developed for measuring the compressibility of solids under a hydrostatic pressure of up to 9 GPa [11]. This technique allows the compressibility to be determined under conditions of large volume variations (up to $30 \%$ ). The strain gauge method was successfully used for the investigation of compressibility of crystalline and amorphous solids and compacted powders [11-14]. Being comparable to XRD in absolute accuracy of volume measurements (in crystals), the strain gauge technique has a relative sensitivity several orders of magnitude higher than that of XRD. Using the proposed method, it is possible to monitor the fraction of a new phase in the sample in the course of transformation and to study the phase transition kinetics in situ at high pressures. The new phase can be detected at a threshold content of $0.03 \%$. The strain gage technique offers high temporal resolution and ensures high-precision monitoring of the pressure in a broad temperature range (from 300 to 700 K [15]).

The aim of this study was to measure the kinetics of a pressure-induced first-order phase transition by means of the strain gauge technique in an ideal hydro-
static medium at room temperature. The compressibility measurements were performed in a broad range of concentrations of the new phase, including initial stages of the transformation.

The experiments were performed on fluorite $\left(\mathrm{CaF}_{2}\right)$ single crystals. According to published data, fluorite exhibits a room-temperature phase transition at 8 GPa with a significant ( $8.3 \%$ ) relative volume change, whereby the low-pressure $\alpha-\mathrm{CaF}_{2}$ phase with an intrinsic cubic structure converts into a high-pressure $\gamma$ phase with an orthorhombic structure of the $\alpha-\mathrm{PbCl}_{2}$ type [16].

## 2. EXPERIMENTAL

Singe crystal $\mathrm{CaF}_{2}$ samples had the shape of parallelepipeds with dimensions of $2 \times 2.5 \times 3.5 \mathrm{~mm}$, with a strain gage bonded to one (preliminarily polished) face. The strain gauge technology and the method of compressibility measurement in solids under pressure are described elsewhere [11, 15].

Since fluorite crystals are characterized by perfect octahedral cleavage, the samples were cut so that their faces corresponded to cubic crystallographic planes. This orientation decreases the probability of strain gauge detachment and sample fracture as a result of the phase transformation.

High pressures were produced using an apparatus of the "toroid" type, comprising an ampule with a working volume of about $0.3 \mathrm{~cm}^{3}$ filled with a hydrostatic medium, in which a pressure of up to 9 GPa could be created [17]. The high-pressure cell design is schematically depicted in Fig. 1.

The medium transmitting pressure to the sample was a mixture of methyl and ethyl alcohol ( $4: 1$ ), which is known to retain hydrostatic properties at pressures up to 10 GPa . The pressure was measured with the aid of a manganine-based sensor calibrated with respect to phase transitions in various reference substances. The reproducibility of pressure measurements in various experiments was on the order of 0.01 GPa . The measuring scheme ensured a pressure sensitivity of 0.001 GPa . In the course of loading the high-pressure cell, the rate of pressure variation in the ampule was $0.18 \mathrm{GPa} / \mathrm{min}$.

The optimum experimental procedure was established during preliminary measurements of the fluorite crystal volume $V$ as a function of the pressure $p$ and time $t$ (Fig. 2). The results of these measurements agree well with the published XRD data (Fig. 2a) [18].

Let us consider the results of preliminary measurements in more detail. In the first experiment (Fig. 2, curve 1 ), the pressure was continuously increased at a rate of $0.18 \mathrm{GPa} / \mathrm{min}$. The sample volume $V(p)$ began to drop sharply at $8.01 \pm 0.01 \mathrm{GPa}$. This pressure corresponds to the onset of the $\alpha-\gamma$ phase transformation in fluorite, in agreement with published data [19]. At this time, the loading was interrupted and the pressure exhibited only a slight increase due to relaxation. After keeping the sample for 3 min in this state, whereby the


Fig. 2. (a) Plots of the relative volume change versus pressure in fluorite crystals under isothermal compression at $T=290 \mathrm{~K}$ : (1) pressure increased at a constant rate of $0.18 \mathrm{GPa} / \mathrm{min}$; $(2,3)$ pressure kept constant at 7.87 and 7.76 GPa , respectively. Open circles reproduce XRD data from [18]. The inset shows the relative volume variation with time in the vicinity of the phase transition. (b) The region of phase transition on a greater scale (with characteristics transition times for kinetic curves 1 and 2).
phase transition proceeded at a very slow rate, the loading was continued (Fig. 2b).

The second experiment showed that the phase transformation might start at a pressure below 8.01 GPa , which required a definite exposure at a fixed pressure (Fig. 2, curve 2). In this experiment, the pressure was also increased at a rate of $0.18 \mathrm{GPa} / \mathrm{min}$, but the loading was terminated on reaching a pressure of 7.82 GPa , after which the growth of pressure continued due to relaxation processes. Within approximately 200 s , the pressure in the ampule stabilized at a level of 7.87 GPa . Then, the pressure was maintained at this level to within $\pm 0.001-0.002 \mathrm{GPa}$ for 2 h , and the time variation of the volume was monitored. When the rate of the volume change significantly decreased, the pressure was given a stepwise increment, but this only slightly accelerated the transformation. Curve 3 in Fig. 2 was obtained at a fixed pressure of 7.76 GPa . As can be seen, curves 2 and 3 are significantly different, although the difference between pressures at which these measurements were performed is only slightly above 0.1 GPa . Thus, a relatively small change in the pressure at which the sample was kept leads to a significant modification of the phase transition kinetics.

Taking into account the results of preliminary experiments, we adopted the following scheme of measurements. In each experimental run, the pressure was increased at a preset rate and the sample volume was monitored. When the desired pressure level was reached, the load was rapidly controlled so as to compensate the relaxation processes in the high-pressure cell and maintain the pressure at a constant level, with
an insignificant spike (below 0.005 GPa ) within the first several seconds. Then, the pressure was fixed and the sample volume variation with time was monitored. This very procedure was used to obtain curve 3 in Fig. 2.

## 3. RESULTS AND DISCUSSION

The main series of experiments was carried out using the procedure described above. The phase transition in fluorite was studied at several fixed pressures in the interval 7.76 GPa $\leq p \leq 8.01 \mathrm{GPa}$. The characteristic shape of the curves of sample volume versus time (on a logarithmic scale) is presented in the inset to Fig. 2a.

The kinetic data were analyzed in terms of the Avrami coordinates $(\ln [-\ln (1-x)]$ versus $\ln t)$, where $x(t)$ is the fraction of a new phase formed for the time $t$ as a result of the phase transformation at a constant pressure $p$. The new phase fraction was defined as

$$
x(t)=\left[\tilde{V}_{p}(t)-\tilde{V}_{p}\right] / \Delta \tilde{V}_{\mathrm{trans}}
$$

where $\tilde{V}=\Delta V / V_{0}$ is the relative volume change upon compression; $V_{0}$ is the sample volume at atmospheric pressure; $\tilde{V}_{p}$ is the volume before the transition onset ( $\tilde{V}_{p}(0)=\tilde{V}_{p}$, because the sample immediately before the transition consists entirely of the old phase); and $\Delta \tilde{V}_{\text {trans }}=8.3 \%$ is the total change in the volume as a result of the transition [19]. The Avrami coordinates make the kinetic curves highly illustrative, since the


Fig. 3. Phase transformation kinetics in fluorite crystals at $T=290 \mathrm{~K}$ plotted in the Avrami coordinates at various pressure parameters $\Delta p=8.01-p$ [GPa]: (1) 0.09 ; (2) 0.14 ; (3) 0.17 ; $(4,5) 0.25 \mathrm{GPa}$.
slope of the curve plotted in these coordinates is equal to the Avrami exponent $n$.

In representing data using the Avrami coordinates, a certain difficulty is encountered in selecting the point $t=0$, which significantly influences the position and shape of the kinetic curves. We measured the time starting at the moment $\left(t_{0}\right)$ when the pressure was fixed. This choice would certainly be optimum if it were possible to bring the system instantaneously to any point on the phase plane (without prehistory). Actually, the pressure could be varied only at a finite rate on the order of $0.18 \mathrm{GPa} / \mathrm{min}$. Approaching a given point of measurement at a finite rate implies a prehistory $(\Delta t \neq 0)$ with respect to a selected moment $\left(t_{0}\right)$ of termination of the pressure growth. Therefore, it is necessary to fit the time $t_{0}$ in the adopted model to a certain time $t_{0}$ in a real experiment. In plotting the curves in Figs. 2 and 3, we used the assumption that $t_{0}=0$, which can be justified by the following estimates.

Consider a time interval between the moment when the pressure was fixed and the moment when a detectable fraction of the new phase ( $0.03 \%$ ) was observed in the two extreme cases (i.e., in the experiments with minimum and maximum fixed pressures). For the phase transformation monitored at the minimum fixed pressure ( 7.76 GPa ), this interval was about 2500 s , while at the maximum fixed pressure ( 8.01 GPa ) it was about 20 s . The time of pressure increase from minimum to maximum at a constant rate of $0.18 \mathrm{GPa} / \mathrm{min}$ is 50 s . Taking this into account, we may ascertain that the transition kinetics in our experiments is determined prima-
rily by the pressure and is weakly influenced by the prehistory, except for the curve obtained at a maximum pressure of 7.92 GPa .

Since the phase transformation onset under a continuous increase in pressure was observed at 8.01 GPa , whereas the kinetics was studied at fixed pressures $p<$ 8.01 GPa, it is convenient to introduce the pressure difference $\Delta p=8.01-p$ [GPa]. The kinetic curves of the $\alpha-\gamma$ phase transformation in $\mathrm{CaF}_{2}$ at various $\Delta p$ were plotted in the Avrami coordinates as depicted in Fig. 3. As can be seen from these data, all curves exhibit similar behavior. The only essential difference is the time shift, which significantly depends on $\Delta p$. Indeed, by varying this parameter, it was possible to obtain kinetic curves with phase transformation rates differing by several orders of magnitude.

It should be noted that all kinetic curves show anomalies in the region of $x=5 \%$ and exhibit bending in the region of $x=20-30 \%$. These points separate the kinetic curves into three parts with different average slopes.

According to classical KAMJ theory, kinetic curves in the Avrami coordinates must appear as straight lines with a constant slope (Avrami exponent $n \leq 4$ ) without bending points. The limiting case $n=4$ corresponds to three-dimensional growth of nuclei at a constant nucleation rate. Linear plots with $n \leq 4$ are usually observed for the kinetics of crystallization in metallic glasses at atmospheric pressure, which is accompanied by a negligibly small change in volume [20-22]. Lu and Wang [23] observed nonlinear behavior of the transition kinetics whereby the slope reached a maximum level of $n=5$. This maximum value ( $n=5$ ) was explained by the fact that the phase transformation proceeded with increasing nucleation rate.

A significant difference of our investigation from those mentioned above consists in that the phase transformation in $\mathrm{CaF}_{2}$ is accompanied by a large relative change in volume ( $\Delta V=8.3 \%$ ) and takes place sufficiently far from the state of phase equilibrium. This implies that, at the onset of phase transition, a considerable amount of elastic energy is accumulated in the crystal.

Let us consider separately the different parts of the kinetic curves (Fig. 3). The initial parts have average slopes significantly dependent on $\Delta p$. The smaller this pressure difference, the greater the average slope. At a minimum value of $\Delta p=0.09 \mathrm{GPa}$, the initial part of the kinetic curve has a maximum slope with an Avrami exponent of $n \approx 20$. On the contrary, the curve for a maximum value of $\Delta p=0.25 \mathrm{GPa}$ has a minimum slope of the initial part: $n \approx 4$. The value of $n \approx 20$ is significantly greater than the limiting Avrami exponent $(n=4)$ possible according to the classical theory. This discrepancy can be explained only by assuming that the phase transformation in the initial stage proceeds with avalanche growth in the nucleation rate. Note also that the curves in Fig. 3 corresponding to $\Delta p=0.08 \mathrm{GPa}$ and (to a certain extent) $\Delta p=0.14 \mathrm{GPa}$ exhibit uncertainties
related to the aforementioned selection of the starting point $t_{0}$. However, allowance for a certain prehistory in compression with realistic times of $t_{0} \sim 10-10^{2} \mathrm{~s}$ does not change the conclusion concerning giant values of the Avrami exponent $n$ in the initial part of the kinetic curve.

In the middle parts of the kinetic curves ( $5 \% \leq x \leq$ $20-30 \%$ ), the difference in $n$ values for the kinetic curves obtained under various conditions is not as large ( $n \approx 3-5$ ). Here, the trend in the average slope is opposite of that in the first part of the kinetic curves: the average $n$ value increases with the parameter $\Delta p$. It should be noted that the Avrami exponents determined for the middle parts of the kinetic curves show the best agreement with the classical theory.

In the third part (beginning with $x=20-30 \%$ ), all curves exhibit a smooth decrease in the differential slope (down to $n \approx 0.1$ ) with time. It should be noted that all curves approach the same envelope and the transformation slows down so that the final content of the high-pressure phase never exceeded $63 \%$.

The above features of the phase transformation kinetics can be explained assuming that there exists a certain geometric factor influencing the course of the phase transition. This hypothesis is confirmed by the fact that all the kinetic curves exhibit anomalies corresponding to the same fractions of the new phase ( $x \approx$ $5 \%$ and $20-30 \%$ ).

The nature of this geometric factor can be rationalized as follows. Fluorite crystals have easy slip panes corresponding to the cleavage planes. The nuclei of the new phase formed at some structural defects induce the slip along these planes. During growth, the nuclei cause the formation of new defects and, hence, further nucleation predominantly along such planes, which results in increasing nucleation rate. Thus, the new phase initially forms layers along the easy slip planes. These layers intersect with one another to form a three-dimensional fractal cellular structure in space. We believe that, in the initial stage of the phase transformation, nucleation proceeds primarily according to the shear mechanism. In the vicinity of pressures at which the crystal lattice is close to instability, the nucleation process acquires an avalanche character, which is manifested by the giant slopes of the initial parts of the kinetic curves.

The appearance of a considerable amount of the new phase in the form of a cellular framework may change the "local pressure" at which the old phase occurs, thus slowing down the transformation. The walls of the cells composed of the new phase bound the regions containing the old phase and grow at the expense of matter supplied from these regions. Since the phase transformation is accompanied by a significant ( $>8 \%$ ) change in volume, the regions of the old phase bounded by shells of the new phase are characterized by a local decrease in pressure. The external pressure produced by the ambient medium is not transferred via the cellular framework to the old phase.

The hypothesis concerning the cellular structure is also confirmed by the fact that the phase transformation rate is subject to a decrease at approximately the same content of the new phase ( $x \approx 20-30 \%$ ) at various values of $\Delta p$. As $\Delta p$ increases, the cells grow in size and acquire thicker walls and vice versa. Indirect evidence for this hypothesis is provided by the results of visual examination of the samples with an optical microscope after termination of the kinetic measurements. Although fluorite samples exhibit reverse transformation upon unloading, the traces of cellular structure formed in the course of the pressure-induced phase transformation were observed both in the bulk and on the surface of crystals. The samples initially appeared as transparent single crystals; after experiments in a high-pressure cell, they displayed regions capable of refracting and scattering light. The higher the pressure at which the phase transition took place, the lower the sample transparency after such experiments. Indeed, the sample subjected to phase transformation at the minimum pressure ( $\Delta p=0.25 \mathrm{GPa}$ ) was most transparent and displayed clearly distinguishable cluster boundaries in the volume of the crystal.

## 4. CONCLUSIONS

Investigation of the pressure-induced polymorphous phase transformation in $\mathrm{CaF}_{2}$ single crystals by means of the strain gauge technique revealed three sequential stages, which can be distinguished in the curves of phase transition kinetics.

The first stage (corresponding to a new phase content $x<5 \%$ ) is probably related to the formation of nuclei via the shear mechanism and is accompanied by avalanche growth in the nucleation rate. The average slopes of the corresponding parts of the kinetic curves are strongly dependent on the pressure and may reach giant values corresponding to the Avrami exponents $n \approx$ 10-20.

The parts of the curves corresponding to the second stage of the phase transformation ( $5 \%<x<20-30 \%$ ) exhibit approximately equal slopes ( $n \approx 3-5$ ) weakly dependent on the pressure. This stage of the phase transition kinetics is most adequately described by the classical Kolmogorov-Avrami-Mehl-Johnson theory.

The third part of the phase transition kinetics ( $x>$ $20-30 \%$ ) exhibits a slow "saturation" character, with the kinetic curves attaining the same envelope. This stage of the transformation is probably related to the formation of a cellular framework of the new phase, with a local decrease in the pressure.

These features are related to a large change in volume accompanying the given phase transformation and to the fact that the transformation proceeds far from a state of phase equilibrium. The data obtained in this study refer to the phase transformation only at one temperature ( $T \approx 290 \mathrm{~K}$ ). At higher temperatures, additional channels of the elastic energy relaxation may
appear and significantly influence the course of the phase transformation (especially in the first and third stages), which requires its own experimental investigation.
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#### Abstract

All possible types of spin ordering manifested in spin-spin correlation functions are determined. Some general characteristics of arbitrary spin structures predicted by macroscopic theory are examined, including energy associated with inhomogeneity, anisotropy, and energy in external fields. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Andreev and Grishchuk showed in [1] that spin ordering of special type can arise in condensed matter when exchange coupling is much stronger than relativistic effects. In this case, the average microscopic spin density

$$
\begin{equation*}
\mathbf{S}(\mathbf{r})=\langle\hat{\mathbf{S}}(\mathbf{r})\rangle \tag{1}
\end{equation*}
$$

vanishes, and spontaneous breaking of spin rotation symmetry of the exchange Hamiltonian manifests itself by anisotropy of the spin-spin correlation function

$$
\begin{equation*}
S_{\alpha \beta}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\left\langle\hat{S}_{\alpha}\left(\mathbf{r}_{1}\right) \hat{S}_{\beta}\left(\mathbf{r}_{2}\right)\right\rangle . \tag{2}
\end{equation*}
$$

This state is not magnetic, because invariance under time reversal is preserved. However, many characteristics of the spin ordering are similar to those of normal exchange magnets [2] (low-frequency spin waves, magnetic resonance, susceptibility, etc.).

In principle, more complicated states may exist in which spontaneous breaking of spin exchange symmetry and invariance under time reversal is manifested only in multiple-spin correlation functions. The nonmagnetic phases for which only even correlation functions do not vanish are called spin nematics [1]. In the case a nonzero odd correlation function, such as the tri-ple-spin correlation function

$$
\begin{equation*}
S_{\alpha \beta \gamma}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)=\left\langle\hat{S}_{\alpha}\left(\mathbf{r}_{1}\right) \hat{S}_{\beta}\left(\mathbf{r}_{2}\right) \hat{S}_{\gamma}\left(\mathbf{r}_{3}\right)\right\rangle, \tag{3}
\end{equation*}
$$

the state is magnetic, because it is not invariant under time reversal. Phases characterized by odd spin correlation functions are called tensor magnets [3, 4]. They substantially differ from both normal magnets and spin nematics. These phases always have a low spin density due to relativistic effects. Recently, several materials were found in which extremely weak spontaneous sublattice magnetization is observed. Barzykin and Gorkov [5] suggested to detect tensor magnetic ordering in these materials by measuring elastic neutron scattering in an external magnetic field.

In [1, 3, 4], examples of tensor ordering were discussed, but the properties of the spin order parameter under crystallographic group transformations were not analyzed. In [6], the Landau theory of second-order phase transitions was applied to analyze spin nematic phases characterized by spin-spin correlation functions resulting from second-order phase transitions in crystals with tetragonal symmetry.

In this study, we determine all possible types of tensor spin ordering, relying on the general ideas of the theory of spin exchange symmetry [2]. As in the case of a normal magnet, this can be done without analyzing phase transitions. We also discuss some special properties of tensor spin ordering predicted by macroscopic theory.

## 2. EXCHANGE SYMMETRY

The symmetry of a spin exchange state is determined its symmetry under classical crystallographic transformations, their combinations with spin-space rotations and time reversal (interpreted as spin-space inversion), and spin rotations. Both spin density (1) and all spin correlation functions must be invariant under these operations.

Pure spin transformations of the last type obviously constitute a symmetry group equivalent to a point group [7]. We denote these spin symmetry groups by adding the superscript $s$ to the symbols representing the corresponding space point groups. For example, $C_{\infty V}^{s}$, $C_{s}^{s}$, and $E^{s}$ correspond to collinear, coplanar, and noncollinear noncoplanar magnets, respectively.

The construction of exchange symmetry groups for normal magnets is based on the following observation [2]. In the general case, microscopic spin density can be expressed as

$$
\begin{equation*}
\mathbf{S}(\mathbf{r})=f_{a}^{(1)} \mathbf{a}+f_{b}^{(1)} \mathbf{b}+f_{c}^{(1)} \mathbf{c}, \tag{4}
\end{equation*}
$$

where the mutually orthogonal unit vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ make up a basis in the spin space, i.e., change sign under time reversal. The parenthesized superscript of a real function $f$ is the rank of the spin tensor under consideration. The spin density squared,

$$
\begin{equation*}
\mathbf{S}^{2}=\left(f_{a}^{(1)}\right)^{2}+\left(f_{b}^{(1)}\right)^{2}+\left(f_{c}^{(1)}\right)^{2} \tag{5}
\end{equation*}
$$

is invariant under both spin-space rotations and time reversal. As a state variable, it must be invariant under all transformations in the crystal symmetry group $G$.

In the case of a collinear magnet, the functions $f$ are linearly dependent. For example, a basis can be selected in the spin space so that $f_{\alpha}^{(1)}=f_{b}^{(1)}=0$, and the corresponding $f_{c}^{(1)}$ transforms under a one-dimensional representation. For a coplanar magnet, $f_{c}^{(1)}$ can be set to zero, and the corresponding linearly independent $f_{a}^{(1)}$ and $f_{b}^{(1)}$ transform under similar one-dimensional representations, or under different one-dimensional representations, or under a two-dimensional representation. The three linearly independent functions corresponding to a general noncollinear magnet transform under similar or different one-dimensional representations, or under a one-dimensional representation for one of them and a two-dimensional representation for the remaining two, or under a three-dimensional representation.

For these magnets with $C_{\infty v}^{s}, C_{s}^{s}$, and $E^{s}$ symmetries, a prescribed spin density determines the symmetry of a state, and no analysis of correlation functions is required.

However, in the case of minimal breaking of the symmetry of the exchange Hamiltonian, when invariance under spin-space rotations is preserved and only invariance under time reversal is lost, the order parameter is the three-point correlation function

$$
\begin{equation*}
S_{\alpha \beta \gamma}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)=f^{(3-)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) E_{\alpha \beta \gamma} . \tag{6}
\end{equation*}
$$

The minus in the superscript of $f$ refers to the antisymmetric part of the spin tensor, and the isotropic tensor $E_{\alpha \beta \gamma}$ is

$$
\begin{gathered}
E_{\alpha \beta \gamma}=a_{\alpha} b_{\beta} c_{\gamma}+b_{\alpha} c_{\beta} a_{\gamma}+c_{\alpha} a_{\beta} b_{\gamma} \\
-b_{\alpha} a_{\beta} c_{\gamma}-a_{\alpha} c_{\beta} b_{\gamma}-c_{\alpha} b_{\beta} a_{\gamma}
\end{gathered}
$$

It differs from the Levi-Civita symbol $e_{\alpha \beta \gamma}$ by the factor

$$
\begin{equation*}
v=\mathbf{a} \cdot[\mathbf{b} \times \mathbf{c}] \tag{7}
\end{equation*}
$$

which changes sign under time reversal. The invariance of convolutions $S_{\alpha \beta \gamma} S_{\alpha \beta \gamma}$ under the group $G$ implies that $f^{(3-)}$ transforms only under a one-dimensional representation. The corresponding material is a scalar mag-
net [3]. Both exchange and magnetic symmetries of this state are determined by the symmetry of $v f^{(3-)}$. The corresponding magnetic crystal symmetry obviously coincides with the crystal group $G$.

Isotropic quantity (7) is also nonzero for noncollinear noncoplanar magnets, for which all functions $f$ in spin density (1) are linearly independent. We naturally call this quantity magnetic chirality. Dzyaloshinskiŭ [8] noted that domain walls of special kind can exist in such phases. States that differ by the sign of (7) cannot be transformed into one another by any spin-space rotation. Thus, the boundary between them has its structure determined by exchange interactions and therefore has an atomic thickness, in contrast to the domain-wall thickness in normal magnets determined by competing exchange and relativistic effects.

The phase with the highest chiral spin symmetry $\mathbf{D}_{\infty h}^{s}$ is called axial spin nematic [1] and is characterized by the anisotropic part of the spin-spin correlation function,

$$
\begin{equation*}
S_{\alpha \beta}=\frac{f_{1}^{(2)}}{\sqrt{6}}\left(3 c_{\alpha} c_{\beta}-\delta_{\alpha \beta}\right), \tag{8}
\end{equation*}
$$

where $f_{1}^{(2)}$ is a function of $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. By virtue of the invariance of the convolutions $S_{\alpha \beta} S_{\alpha \beta}$ and $S_{\alpha \beta} S_{\beta \gamma} S_{\alpha \beta}$ under the group $G$, the function $f_{1}^{(2)}$ is totally invariant (identity representation).

Tensor magnets with symmetry $\mathbf{D}_{\infty}^{s}$ are characterized by magnetic chirality (6) and spin-spin correlations (8) with $f^{(3-)}$ and $f_{1}^{(2)}$ that transform under the same or different one-dimensional representations.

The spin-spin correlation function for group $\mathbf{C}_{\infty h}^{s}$ magnets contains both (8) and

$$
\begin{equation*}
f_{c}^{(2-)}\left(a_{\alpha} b_{\beta}-b_{\alpha} a_{\beta}\right) \tag{9}
\end{equation*}
$$

which is antisymmetric with respect to spin indices [1]. An analysis of the invariance of nonmagnetic spin convolutions shows that $f_{1}^{(2)}$ is again totally invariant, while $f_{c}^{(2-)}$ transforms under a one-dimensional representation. In this case, the role of order parameter is played by the pseudovector $\mathbf{P}$, which is dual to the antisymmetric part of the spin-spin correlation function in the spin space,

$$
\begin{equation*}
\mathbf{P}=f_{c}^{(2-)}[\mathbf{a} \times \mathbf{b}] \tag{10}
\end{equation*}
$$

In addition to the spin-spin correlation function characterizing the case of $\mathbf{C}_{\infty h}^{s}$ (with similar selection
rules for $f$ ), the group $\mathbf{C}_{\infty}^{s}$ admits the vector

$$
\begin{equation*}
\mathbf{S}=f_{c}^{(1)} \mathbf{c} \tag{11}
\end{equation*}
$$

where $f$ transforms under a one-dimensional representation. This phase obviously has a magnetic chirality.

Under the finite groups, let us define the orientation of the basis vectors in the spin space as follows. Under the $\mathbf{T}^{s}, \mathbf{T}_{d}^{s}, \mathbf{T}_{h}^{s}, \mathbf{Y}^{s}$, and $\mathbf{Y}_{h}^{s}$ groups, the vectors $\mathbf{a}, \mathbf{b}$, and c are aligned with the three mutually orthogonal sec-ond-order axes; under the $\mathbf{O}^{s}$ and $\mathbf{O}_{h}^{s}$ groups, they are aligned with the fourth-order axes. Under the axial spin groups, the vector $\mathbf{c}$ is aligned with the principal axis. Under the $\mathbf{D}_{n}^{s}, \mathbf{D}_{n h}^{s}$, and $\mathbf{D}_{n d}^{s}$ groups, the vector a is aligned with one of the $U_{2}^{s}$ axes. Under the $\mathbf{C}_{n v}^{s}$ group, the vector a lies in the symmetry plane $\sigma_{v}^{s}$. Under the $\mathbf{C}_{n}^{s}, \mathbf{C}_{n h}^{s}$, and $\mathbf{S}_{2 n}^{s}$ groups, the vector $\mathbf{a}$ is arbitrarily oriented. Under the $\mathbf{C}_{i}^{s}$ group, the entire basis is arbitrarily oriented.

Under the $\mathbf{C}_{i}^{s}$ group, when exchange symmetry is lost completely while invariance under time reversal holds, it is reasonable to consider the antisymmetric part of the spin-spin correlation function, whose general form is

$$
\begin{equation*}
S_{\alpha \beta}^{(-)}=\left(f_{a}^{(2-)} a_{\gamma}+f_{b}^{(2-)} b_{\gamma}+f_{c}^{(2-)} c_{\gamma}\right) E_{\alpha \beta \gamma} \tag{12}
\end{equation*}
$$

Note that $\mathbf{C}_{i}^{s}$ does not admit linear dependence between the functions $f$. Invariance of the convolution $S_{\alpha \beta}^{(-)} S_{\alpha \beta}^{(-)}$implies that the sum

$$
\left(f_{a}^{(2-)}\right)^{2}+\left(f_{b}^{(2-)}\right)^{2}+\left(f_{c}^{(2-)}\right)^{2}
$$

is invariant under group $G$ transformations. Thus, the functions $f$ transform under the representations selected by rules similar to those for magnets. However, the additional requirement of invariance of $S_{\alpha \beta}^{(-)} S_{\beta \gamma}^{(-)} S_{\alpha \gamma}^{(-)}$ implies invariance of the product $f_{a}^{(2-)} f_{b}^{(2-)} f_{c}^{(2-)}$, which substantially reduces the number of possible types of ordering.

The groups $\mathbf{C}_{n}^{s}$ and $\mathbf{C}_{n \mathrm{~V}}^{s}$ with $n>1$ admit collinear magnetism (11). Under the $\mathbf{C}_{n}^{s}$ groups, spin ordering is characterized by magnetic chirality. Therefore, the spin-spin correlation function contains antisymmetric
part (9). Under $\mathbf{C}_{2}^{s}$, the correlation function $S_{\alpha \beta}$ contains the additional terms

$$
\begin{equation*}
\frac{f_{2}^{(2)}}{\sqrt{2}}\left(a_{\alpha} a_{\beta}-b_{\alpha} b_{\beta}\right)+\frac{f_{3}^{(2)}}{\sqrt{2}}\left(a_{\alpha} b_{\beta}+b_{\alpha} a_{\beta}\right) \tag{13}
\end{equation*}
$$

An analysis of spin-spin convolutions shows that $f_{2}^{(2)}$ and $f_{3}^{(2)}$ transform either under identical or different one-dimensional representations or under a single twodimensional one. Under $\mathbf{C}_{2 v}^{s}$, (13) contains only the first term, which transforms under the identity representation.

Representations under the $\mathbf{C}_{n}^{s}$ and $\mathbf{C}_{n v}^{s}$ groups with $n>2$ are selected by rules similar to those for $n=2$, except that $n$-spin correlators are anisotropic. Instead of the pair of tensors in (13), rank $n$ spin tensors must be used. They can be represented as

$$
\left\{(a+i b)^{n}+(a-i b)^{n}\right\}, \quad i\left\{(a+i b)^{n}-(a-i b)^{n}\right\} .
$$

Hereinafter, expressions in curly brackets imply obvious combinations of spin indices.

The $\mathbf{C}_{n h}^{s}$ structures differ from $\mathbf{C}_{n}^{s}$ structures only by the absence of magnetic vector (11).

Under the $\mathbf{S}_{2 n}^{s}$ groups, the magnetic vector is also forbidden, but the spin-spin correlation function contains antisymmetric part (9). Axial anisotropy is associated with a correlation function of order $n+3$. There exist the tensors $E_{\alpha \beta \gamma} *\left\{(a+i b)^{n}+(a-i b)^{n}\right\}$ and $i E_{\alpha \beta \gamma} *$ $\left\{(a+i b)^{n}-(a-i b)^{n}\right\}$, where the asterisk denotes a tensor product. The corresponding amplitudes also admit one- and two-dimensional representations.

Under the $\mathbf{D}_{n}^{s}$ groups, the loss of invariance under time reversal implies the existence of nonzero triplespin correlations (6).

Under $\mathbf{D}_{2}^{s}$, anisotropy in the spin space is described by the spin-spin correlation function

$$
\begin{equation*}
S_{\alpha \beta}=\frac{f_{1}^{(2)}}{\sqrt{6}}\left(3 c_{\alpha} c_{\beta}-\delta_{\alpha \beta}\right)+\frac{f_{2}^{(2)}}{\sqrt{2}}\left(a_{\alpha} a_{\beta}-b_{\alpha} b_{\beta}\right) \tag{14}
\end{equation*}
$$

The invariance of all possible spin convolutions implies that the functions $\left(f_{1}^{(2)}\right)^{2}+\left(f_{2}^{(2)}\right)^{2}$ and $\left(f_{1}^{(2)}\right)^{3}-$ $3 f_{1}^{(2)}\left(f_{2}^{(2)}\right)^{2}$ must be invariant. Under any space group $G, f_{1}^{(2)}$ transforms under the identity representation and $f_{2}^{(2)}$ transforms under a one-dimensional representation. However, two-dimensional representations may also be admissible in certain cases. In particular, crys-
tals of the rhombohedral and hexagonal systems admit representations with $\mathbf{k}=0$, which keep invariant the polynomial

$$
\left(f_{1}^{(2)}\right)^{3}-3 f_{1}^{(2)}\left(f_{2}^{(2)}\right)^{2}=\operatorname{Re}\left(f_{1}^{(2)}+i f_{2}^{(2)}\right)^{3} .
$$

An example of such representation in any space group of crystal class $C_{3}$ is the representation under which the $x$ and $y$ vector components transform.

A simple analysis shows that the groups with higher order principal axes, as well as tetrahedral groups, admit spin correlation functions defined by a single tensor or two tensors of different rank whose amplitudes transform only under one-dimensional representations of $G$. The corresponding tensor order parameters are
$\mathbf{D}_{n}^{s}: E_{\alpha \beta \gamma \gamma}\left\{(a+i b)^{n}+(a-i b)^{n}\right\} ;$
$\mathbf{D}_{n h}^{s}:\left\{(a+i b)^{n}+(a-i b)^{n}\right\}$;
$\mathbf{D}_{n d}^{s}: E_{\alpha \beta \gamma} *\left\{(a+i b)^{n}+(a-i b)^{n}\right\} ;$
$\mathbf{T}^{s}: E_{\alpha \beta \gamma}, T_{\alpha \beta \gamma} ;$
$\mathbf{T}_{d}^{s}: T_{\alpha \beta \gamma} ;$
$\mathbf{T}_{h}^{s}: E_{\alpha \beta \gamma} * T_{\delta \eta \mu}$.
Here, $T_{\alpha \beta \gamma}$ is the tetrahedral tensor

$$
\begin{gathered}
\{a b c\}=a_{\alpha} b_{\beta} c_{\gamma}+b_{\alpha} c_{\beta} a_{\gamma} \\
+c_{\alpha} a_{\beta} b_{\gamma}+b_{\alpha} a_{\beta} c_{\gamma}+a_{\alpha} c_{\beta} b_{\gamma}+c_{\alpha} b_{\beta} a_{\gamma} .
\end{gathered}
$$

The octahedral group $\mathbf{O}^{s}$ of spin symmetry admits triple spin correlations (6). The amplitude $f^{(3-)}$ transforms under a one-dimensional representation. Anisotropy in the spin space corresponds to a four-spin correlation function of the form $f^{(4)} O_{\alpha \beta \gamma \delta}$, where $O_{\alpha \beta \gamma \delta}$ is the totally symmetric traceless tensor

$$
O_{\alpha \beta \gamma \delta}=a_{\alpha} a_{\beta} a_{\gamma} a_{\delta}+b_{\alpha} b_{\beta} b_{\gamma} b_{\delta}+c_{\alpha} c_{\beta} c_{\gamma} c_{\delta}-\frac{1}{5} I_{\alpha \beta \gamma \delta}^{(4)}
$$

with cubic symmetry. Here, $I^{(4)}$ is the spherically symmetric rank four tensor

$$
I_{\alpha \beta \gamma \delta}=\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma} .
$$

The amplitude $f^{(4)}$ must be invariant under $G$, because the convolution $O_{\alpha \beta \gamma \delta} O_{\alpha \beta \mu \nu} O_{\gamma \delta \mu \nu}$ does not vanish.

Under the cubic $\mathbf{O}_{h}^{s}$ group, the order parameter is $O_{\alpha \beta \gamma \delta}$.

The icosahedral group $\mathbf{Y}^{s}$ admits triple-spin correlations (6), and spin-space anisotropy is associated with a six-spin correlation function of the form $f^{(6)} Y_{\alpha \beta \gamma \gamma \delta n \mu}$, where the tensor $Y$ has the icosahedral symmetry. The tensor $Y$ is the only order parameter under $\mathbf{Y}_{h}^{s}$. The
symmetric traceless rank six tensor with icosahedral symmetry has the form

$$
\begin{aligned}
Y= & \left\{(c+\phi a)^{6}+(c-\phi a)^{6}+(a+\phi b)^{6}+(a-\phi b)^{6}\right. \\
& \left.+(b+\phi c)^{6}+(b-\phi c)^{6}-\frac{2\left(1+\phi^{2}\right)^{3}}{35} I^{(6)}\right\}
\end{aligned}
$$

where $\mathbf{c}+\phi \mathbf{a}, \mathbf{c}-\phi \mathbf{a}, \mathbf{a}+\phi \mathbf{b}, \mathbf{a}-\phi \mathbf{b}, \mathbf{b}+\phi \mathbf{c}$, and $\mathbf{b}-\phi \mathbf{c}$ are the position vectors of the six vertices of an icosahedron none of which is diametrically opposite to another. The icosahedron is inserted in the standard manner in a cube with edges of length 2 aligned with the basis vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$. The number $\phi$ is ( $\sqrt{5}-$ $1) / 2$. The symmetric rank six tensor

$$
\begin{gathered}
I_{\alpha \beta \gamma \delta \eta \mu}^{(6)}=\delta_{\alpha \beta} I_{\gamma \delta \mu \nu}^{(4)}+\delta_{\alpha \gamma} I_{\beta \delta \mu \nu}^{(4)} \\
+\delta_{\alpha \delta} I_{\beta \gamma \mu \nu}^{(4)}+\delta_{\alpha \mu} I_{\beta \gamma \delta \nu}^{(4)}+\delta_{\alpha v} I_{\beta \gamma \delta \mu \mu}^{(4)}
\end{gathered}
$$

is spherically symmetric.
Under both icosahedral spin groups, the function $f^{(6)}$ is invariant under $G$, because the convolution $Y_{\alpha \beta \gamma \delta \eta \mu} Y_{\alpha \beta \gamma \varepsilon \xi \xi} Y_{\delta \eta \mu \varepsilon \xi \xi}$ does not vanish.

Note that the tetrahedral, cubic, and icosahedral tensors are presented in different form in the theory of nonuniaxial nematic liquid crystals (e.g., see [9]).

## 3. LIFSHITZ INVARIANTS

A homogeneous state of spin ordering is unstable if its symmetry admits Lifshitz invariants, which have the form of convolutions of polynomials of $a_{\alpha}, b_{\beta}$, and $c_{\gamma}$ with the spatial derivatives $\partial_{i} a_{\alpha}, \partial_{i} b_{\beta}$, and $\partial_{i} c_{\gamma}$. Since the convolution of two basis vectors is either 0 or 1 , these invariants reduce to sums of terms of the form $\tilde{a}_{\alpha} \partial_{i} \tilde{b}_{a}$, where $\tilde{\mathbf{a}}$ and $\tilde{\mathbf{b}}$ are basis vectors.

Under an infinitesimal spin-space rotation to an angle $\delta \boldsymbol{\theta}$, an arbitrary vector $\tilde{\mathbf{a}}$ changes by

$$
\begin{equation*}
\delta \tilde{\mathbf{a}}=\delta \boldsymbol{\theta} \times \tilde{\mathbf{a}} . \tag{15}
\end{equation*}
$$

Therefore, the part of energy that is linear in gradients reduces to $L_{i \alpha} \theta_{i \alpha}$, where the matrix $L_{i \alpha}$ is a vector in the orbital space and a pseudovector in the spin space, and

$$
\begin{equation*}
\theta_{i \alpha}=\frac{\delta \theta_{\alpha}}{d x_{i}} . \tag{16}
\end{equation*}
$$

By analogy with elasticity theory, $\theta_{i \alpha}$ should be called angular distortion (or orientational strain). The distortion $\theta_{i \alpha}$ is a pseudovector in the spin space, because it is obvious from (15) that $\delta \boldsymbol{\theta}$ is a spin pseudovector (invariant under time reversal).

The matrix $L_{i \alpha}$ is a characteristic of a spin system. Since it is independent of spatial gradients, it must have the symmetry of a homogeneous spin state. It is obvious that $L_{i \alpha}$ does not vanish only under finite spin symmetry groups and only in the cases when the antisymmetric part of the spin-spin correlation function does not vanish. Note also that the functions $f^{(2-)}$ must transform under the vector representation of $G$.

## 4. ENERGY OF ORIENTATIONAL STRAIN

In any axial spin phase with weakly nonuniform orientation of order parameter, the exchange energy has the standard form

$$
\begin{equation*}
\frac{1}{2} \Lambda_{i j} \partial_{i} \mathbf{c} \partial_{j} \mathbf{c} \tag{17}
\end{equation*}
$$

where the tensor $\Lambda$ is invariant under $G$.
In the general case, the exchange energy is a quadratic function of the gradients of the angles of spin rotation of the form

$$
\begin{equation*}
\frac{1}{2} \Lambda_{i j \alpha \beta} \theta_{i \alpha} \theta_{j \beta}, \tag{18}
\end{equation*}
$$

where the tensor $\Lambda$ is symmetric in the orbital space and symmetric in the spin space. It is obvious that $\Lambda$ is invariant under the exchange symmetry group of the state in question.

Under the tetrahedral, cubic, and icosahedral spin symmetry groups, $\Lambda_{i j \alpha \beta}$ reduces to the simple form

$$
\begin{equation*}
\Lambda_{i j}^{(0)} \delta_{\alpha \beta}, \tag{19}
\end{equation*}
$$

where the spatial tensor $\Lambda_{i j}^{(0)}$ is invariant under $G$. The corresponding contribution is obviously contained in the energy associated with inhomogeneity of any spin ordering.

The groups $\mathbf{D}_{n}^{s}, \mathbf{D}_{n h}^{s}$, and $\mathbf{D}_{n d}^{s}$ with $n>2$ admit an additional term

$$
\begin{equation*}
\Lambda_{i j}^{(1)} c_{\alpha} c_{\beta}, \tag{20}
\end{equation*}
$$

where the tensor $\Lambda_{i j}^{(1)}$ is also invariant under $G$. This is also true for $\mathbf{C}_{n}^{s}, \mathbf{C}_{n \mathrm{~V}}^{s}, \mathbf{C}_{n h}^{s}$, and $\mathbf{S}_{2 n}^{s}$ with $n>2$ when the $n$ - or $(n+3)$-spin correlation function is determined by a single function of coordinates that transforms under a one-dimensional representation of $G$.

In the remaining nonaxial spin orderings, as well as in noncollinear magnets [2], a special analysis is required to determine $\Lambda$ in each particular case.

## 5. RELATIVISTIC ANISOTROPY EFFECTS

Relativistic spin-orbit and magnetic dipole-dipole effects result in dependence of the energy of a crystal on the orientation of spin structures relative to the crystallographic axes.

By analogy with the theory of second-order phase transitions, the laws of transformation of the functions $f^{n}$ under elements of $G$ should be extended to the spin vector and tensors. Then the role of order parameter in antiferromagnets will be played by antiferromagnetic unit vectors $\mathbf{1}_{i}$ [2]. Only when magnetization $\mathbf{M}$ does not vanish, it should be treated as an order parameter instead of the unit vector $\mathbf{M} /|\mathbf{M}|$, because magnetization is contained in Maxwell's equations. In phases with tensor spin structures, the role of order parameters is played by tensors with amplitudes constant in space (see above). In particular, when correlation function (6) does not vanish, the order parameter can be defined as the unit chirality $v$, which changes sign both under time reversal and under certain crystal transformations (in accordance with the law of transformation of $\left.f^{(3-)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)\right)$.

In normal magnets, the energy associated with anisotropy can be expanded in terms of magnetic-vector components, with the fine structure constant $\alpha$ as an expansion parameter. In collinear magnets, the first term in the expansion, e.g., for a uniaxial crystal, can be written as $\beta^{[2]} l_{z}^{2}$. The anisotropic coefficient $\beta^{[2]}$ scales with $\alpha^{2}$ times the volume density of exchange energy. Hereinafter, the superscript in brackets is the exponent of a power of the fine structure constant. The next term in the expansion for a uniaxial crystal is $\beta^{[4]} l_{z}^{4}$, where the coefficient $\beta^{[4]}$ has the order of $\alpha^{4}$. Generally, the expansion of the energy of a collinear magnet contains only even powers $n$ of components of the magnetic vector, and the corresponding coefficients scale with $\alpha^{n}$. The energy of anisotropy of noncollinear coplanar magnets (spin structures with two vectors) has an analogous form. For noncollinear noncoplanar magnets, the energy may contain spin-orbit terms of special form. In particular, for the so-called disordered antiferromagnet, the role of the order parameter is played by three spin vectors $S_{x}^{\alpha}, S_{y}^{\beta}$, and $S_{z}^{\gamma}$, where the subscripts indicate that they transform under a vector representation in the orbital space. In addition to the standard relativistic terms

$$
\begin{equation*}
\beta_{1}^{[2]}\left(S_{i}^{i}\right)^{2}+\beta_{2}^{[2]} S_{i}^{k} S_{k}^{i} \tag{21}
\end{equation*}
$$

(see [2]), we should also include the additional term

$$
\begin{equation*}
\beta_{3}^{[2]} v S_{i}^{i} \tag{22}
\end{equation*}
$$

On a microscopic level, this term is due to exchange and spin-orbit interactions and scales with $\alpha^{2}$, as do the
terms in (21). Note that this anomalous term is obviously small as compared to the standard ones (21) near the point of second-order transition to the paramagnetic state, when all components of the order parameter vanish.

These considerations suggest a general rule for the relativistic terms in the expansion in terms of an arbitrary spin order parameter: relativistic invariants with even and odd number $n$ of spin indices scale with $\alpha^{n}$ and $\alpha^{n+1}$, respectively.

Since all spin order parameters enumerated above are such that spin convolutions of their powers cannot yield anisotropic or nonaxial tensors of lower rank, anisotropy effects, as well as the orientational effects of magnetic and electric fields and uniform deformations of the crystal, are fully manifested only in relatively high order terms in the expansions in terms of the fine structure constant and external perturbation amplitudes.

Consider two examples: a $\mathbf{T}_{d}^{s}$ tetrahedral tensor magnet and an $\mathbf{O}_{h}^{s}$ cubic spin nematic in the exchange crystal class $\mathbf{D}_{2 h}$.

In both cases, the first terms of the expansion of the anisotropy energy have the form $\beta_{1} S_{z z z z}+\beta_{2} S_{x x x x}+$ $\beta_{3} S_{y y y y}+\beta_{4} S_{x x y y}+\beta_{5} S_{y y z z}+\beta_{6} S_{z z x x}$, where the cubically symmetric tensor $S$ is $O_{\alpha \beta \gamma \delta}$ in the latter case and $S_{\alpha \beta \gamma \delta}=$ $T_{\alpha \beta \mu} T_{\mu \gamma \delta}$ in the former. Note that the anisotropy arises in fourth-order terms in the fine structure constant (rather than in second-order terms, as in crystal class $\mathbf{D}_{2 h}$ magnets).

In external magnetic field, the anisotropy of spin ordering corresponds to exchange-coupling terms proportional to $S_{\alpha \beta \gamma \delta} H_{\alpha} H_{\beta} H_{\gamma} H_{\delta}$ and in mixed exchangerelativistic terms

$$
\eta_{1} S_{\alpha \beta x x} H_{\alpha} H_{\beta}+\eta_{2} S_{\alpha \beta y y} H_{\alpha} H_{\beta}+\eta_{3} S_{\alpha \beta z z} H_{\alpha} H_{\beta} .
$$

In the tetrahedral case, when $f^{3}$ transforms under the identity representation, energy contains anomalous
terms: an exchange one proportional to $T_{\alpha \beta \gamma} H_{\alpha} H_{\beta} H_{\gamma}$ and exchange-relativistic one of the form

$$
\zeta_{1} T_{\alpha x x} H_{\alpha}+\zeta_{2} T_{\alpha y y} H_{\alpha}+\zeta_{3} T_{\alpha z z} H_{\alpha}
$$

As shown by Dzyaloshinski1̆ and Man'ko [10], terms of this type can arise for noncollinear noncoplanar magnets.
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#### Abstract

The optical properties (the real $\varepsilon_{1}$ and imaginary $\varepsilon_{2}$ permittivity parts, optical conductivity $\sigma$, and reflectivity $R$ ) of the new ferromagnetic compound $\mathrm{CaCo}_{2}$ in the Laves cubic phase (C15) synthesized at a pressure of 8.0 GPa were studied over the spectral range $\hbar \omega=0.2-9 \mathrm{eV}$. The field and spectral $(\hbar \omega=0.5-4.2 \mathrm{eV})$ dependences of the equatorial Kerr effect were determined. The electronic structure and optical characteristics of $\mathrm{CaCo}_{2}$ were calculated using the electron density functional theory by the linearized augmented-plane-wave method. The main band structure parameters of the compound were determined. The experimental and theoretical $\sigma(\omega)$ and $R(\omega)$ dependences were in satisfactory agreement with each other. The formation of the main absorption bands was found to be caused by the ( $p, d \longrightarrow d, p$ )-type electronic transitions related to the cobalt and calcium atoms. The exchange splitting of the $3 d$ band of $\mathrm{CaCo}_{2}$ was estimated, $2 \Delta_{\mathrm{exc}} \sim(1-1.3) \mathrm{eV}$. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

Synthesis under high-pressure conditions is extensively used to prepare new materials with unusual properties. For instance, experiments on synthesis of intermetallic compounds combining alkali and alkalineearth metals on the one hand and magnetic $3 d$ metals on the other have successfully been performed in recent years [1-3]. Interest in these compounds stems from the observation that Group I and II elements manifest the properties of transition $d$ metals in them. They are also of interest in relation to geophysical problems, namely, for checking the hypothesis of the composition of the Earth's core, which supposedly contains, along with iron family metals, light elements, in particular, potassium and calcium.

Recently, the new compounds $\mathrm{CaCo}_{2}$ and $\mathrm{Ca}\left(\mathrm{Fe}_{1-x} \mathrm{Ni}_{x}\right)_{2}$ have for the first time been obtained at a pressure of $8 \mathrm{GPa}[2,3]$. The compounds crystallize in the cubic Laves phase $\mathrm{C} 15\left(\mathrm{MgCu}_{2}\right.$ lattice). These substances broaden the current concepts of the class of magnetic alkaline-earth metal compounds, very few representatives of which are known. Importantly, these metastable high-pressure phases remain intact under normal conditions for a long time (the stablest of them,
$\mathrm{CaCo}_{2}$, can be kept for several months). According to the experimental data [2-4], $\mathrm{CaCo}_{2}$ is a ferromagnet with a magnetic moment of $3.5 \mu_{\mathrm{B}}$ at $T=4.2 \mathrm{~K}$ per formula unit (the magnetic moment of $\mathrm{CaCo}_{2}$ samples studied in [4] was $3.1 \mu_{\mathrm{B}}$ (formula unit). The compound has a high Curie temperature ( $T_{C}=528 \mathrm{~K}$ ), which slightly decreases as the pressure grows $\left(d T_{C} / d P=\right.$ $-14.5 \mathrm{~K} / \mathrm{GPa} ; T_{C}=430 \mathrm{~K}$ at 7.5 GPa ). Hyperfine magnetic field was measured in [4] by the NMR method to obtain $H_{h f}=15.7 \mathrm{~T}$. The compound has a high compressibility and a low calculated density $n_{0}=$ $5.21 \mathrm{~g} / \mathrm{cm}^{3}$. First-principle calculations of the electronic structure of $\mathrm{CaCo}_{2}$ were reported in [2,3].

It follows from the data obtained earlier [2-4] that the electronic and magnetic properties of $\mathrm{CaCo}_{2}$ are fairly unusual (see Section 2). We therefore continued studies of the electronic structure of this compound by metal optics methods. We deemed it interesting to compare information about the electronic structure obtained by optical measurements with the experimental and theoretical data reported earlier. Although certain special features of the substance (its metastable character and the high content of calcium susceptible to oxidation) might impede the preparation of high-quality sur-
faces, we made an attempt to measure the following optical characteristics: reflectivity $R$, Kerr effect, and diagonal $\sigma_{x x}$ and off-diagonal $\sigma_{x y}$ components of the optical conductivity tensor $\hat{\sigma}$. The purpose of this work was also to theoretically calculate the energy band structure of $\mathrm{CaCo}_{2}$ and the frequency dependence of its interband optical conductivity to relate the special features of absorption to the electronic states of the substance and estimate the exchange splitting of the $d$ band.

## 2. SAMPLES AND PROCEDURE FOR MEASUREMENTS

The $\mathrm{CaCo}_{2}$ compound was synthesized from the initial mixture of components in a high-pressure chamber of the Toroid type at a 8.0 GPa pressure and under heating to the melting point. Heating was effected by current passage through the sample placed within a tube made of a potassium chloride single crystal. A description of the synthesis and the X-ray structure data on the high-pressure phase can be found in [2]. At normal pressure, $\mathrm{CaCo}_{2}$ is not a stable phase. For this reason, we repeatedly performed phase analyses of the samples directly prior to optical measurements. A study of the crystal structure of $\mathrm{CaCo}_{2}$ (five samples from different series) performed by X-ray diffraction on a DRON-ZM unit using Co $K_{\alpha}$ radiation showed that the Laves cubic phase C15 was retained in them.

Mirror sample surfaces for optical and magnetooptical measurements were prepared with a diamond paste, grain size smaller than $1 \mu \mathrm{~m}$; toluene was used as a wetting liquid. After polishing, the surface was purified in an ultrasonic bath filled with toluene. Typical sample sizes were $(4-7) \times(3-5) \times(2-3) \mathrm{mm}^{3}$.

The refractive $n(\omega)$ and absorption $k(\omega)$ indexes $(\omega$ is the cyclic light wave frequency) were measured by the Bitti ellipsometry method over the wavelength range $\lambda=(0.25-6.0) \mu \mathrm{m}$ on an automated spectrometer with a single reflection from the sample and light incidence angles $\varphi=67^{\circ}-75^{\circ}$. The error in the optical constants did not exceed $3 \%$.

The reflectivity $R$ at a $\varphi=12^{\circ}$ light incidence angle was measured on a VYF-2 vacuum spectrometer over the spectrum range $\hbar \omega=(4.5-9) \mathrm{eV}$. The optical constants $n$ and $k$ and the real $\varepsilon_{1, x x}$ and imaginary $\varepsilon_{2, x x}$ parts of the diagonal permittivity tensor components in this region were obtained from the reflectivity $R(\omega)$ values over the whole spectral range studied using the Kram-ers-Kronig equations as described in [5]. The $R(\omega)$ values in the high-energy region $(E>9 \mathrm{eV})$ were approximated by the $\omega^{-4}$ dependence.

The equatorial Kerr effect $\left(\delta_{p}\right)$ odd with respect to magnetization describes relative changes in reflected light intensity $\Delta I / I_{0}$ at equatorial (perpendicular to the plane of light incidence) sample magnetization and the p-polarization of the incident light wave. This effect
was measured at $\lambda=(0.3-2.4) \mu \mathrm{m}$ using the modulation technique on a magnetooptical spectrometer. The field dependence of the equatorial Kerr effect was studied in fields $H \leq 9 \mathrm{kOe}$.

The depth of light penetration into the substance under study $\delta_{0}=c / \omega k$ increases from 26.5 nm in the near ultraviolet range to 200 nm in the middle IR range, which corresponds to 36 to 270 atomic layers, respectively. This allows the optical and magnetooptical characteristics obtained to be treated as the volume properties of the substance.

We considered optical and magnetooptical properties measured at room temperature and atmospheric pressure for one of the five samples synthesized (No. 2109; further referred to as sample 1) with singlephase crystalline structure C15. This sample was also used to study the temperature dependence of electrical resistance $\rho(T)(T=78-290 \mathrm{~K})$. The optical constant $n$, $k$, and $\delta_{p}$-effect values for single-phase samples from other synthesis series were close to those obtained for sample 1 and are not discussed below.

## 3. CALCULATIONS OF THE ELECTRONIC AND OPTICAL PROPERTIES OF $\mathrm{CaCo}_{2}$

### 3.1. Computational Procedure

The electronic structure and optical properties of $\mathrm{CaCo}_{2}$ were calculated using electron density functional theory [6] and the WIEN2k package [7]. In this package, the linear augmented-plane-wave method with a crystalline potential having the full lattice symmetry (FP-LAPW) is implemented. The calculations were performed for the paramagnetic and ferromagnetic states. The generalized gradient approximation to the exchange-correlation potential was used; the $3 s$ and $3 p \mathrm{Ca}$ and Co states were included into the basis set as local orbitals. The optical spectra were calculated for the theoretical lattice parameter $7.261 \AA$ (the experimental value is $a=7.412 \AA$ ) on a set of $1140 \mathbf{k}$ points in the $1 / 48$ irreducible Brillouin zone part. Estimates of some electronic structure characteristics (partial charges, magnetic moments, band widths, etc.) were obtained in the geometry of a quasi-atomic sphere by the generalized ASA-LMTO method [8].

Let us briefly describe the procedure for calculating optical properties. The imaginary permittivity part $\varepsilon_{2}(\omega)$ can be represented as the sum of the interband and intraband contributions, $\varepsilon_{2}(\omega)=\varepsilon_{2}^{\text {inter }}(\omega)+$ $\varepsilon_{2}^{\text {intra }}(\omega)$. The Drude contribution determined by the intraband motion of electrons is written as

$$
\begin{equation*}
\varepsilon_{2}^{\mathrm{intra}}(\omega)=\frac{\gamma}{\omega} \frac{\omega_{p}^{2}}{\omega^{2}+\gamma^{2}} \tag{1}
\end{equation*}
$$

The plasma frequency in (1) was determined by sum-
ming over the Fermi surface,

$$
\begin{equation*}
\omega_{p}^{2}=\frac{4 \pi e^{2}}{3 V_{\text {cell }}^{n, \mathbf{k}}} \sum_{n}\left|\mathbf{v}_{n}^{\mathbf{k}}\right|^{2} \delta\left(E_{n}^{\mathbf{k}}-E_{\mathrm{F}}\right) \tag{2}
\end{equation*}
$$

Here, $e$ is the charge of the electron, $V_{\text {cell }}$ is the unit cell volume, and $\mathbf{v}_{n}^{\mathbf{k}}=d E_{n}^{\mathbf{k}} / d \mathbf{k}$ is the velocity of the electron in the state $|n, \mathbf{k}\rangle$. The relaxation frequency $\gamma=1 / \tau$ related to scattering by phonons can be approximately estimated from the equation

$$
\begin{equation*}
\gamma=\rho_{0} \omega_{p}^{2} / 4 \pi \tag{3}
\end{equation*}
$$

where $\rho_{0}$ is the specific electrical resistance at a temperature above the Debye temperature.

The contribution $\varepsilon_{2}^{\text {inter }}(\omega)$ determined by interband electronic transitions is calculated by the equation

$$
\begin{gather*}
\varepsilon_{2}^{\text {inter }}(\omega)=\frac{e^{2}}{3 \pi m^{2} \omega^{2}} \sum_{n \neq n^{\prime}} \int_{B Z} d \mathbf{k}\left|\mathbf{M}_{n n^{\prime}}^{k}\right|^{2}  \tag{4}\\
\times \theta\left(E_{n^{\prime}}^{k}-E_{\mathrm{F}}\right) \theta\left(E_{\mathrm{F}}-E_{n}^{\mathbf{k}}\right) \delta\left(E_{n^{\prime}}^{\mathbf{k}}-E_{n}^{\mathbf{k}}-\hbar \omega\right),
\end{gather*}
$$

where $\theta$ is a step function and $\mathbf{M}_{n n^{\prime}}^{\mathbf{k}}$ denotes the matrix elements of interband optical transitions which can, in the dipole approximation, be written via the momentum operator $\mathbf{p}$,

$$
\begin{equation*}
\mathbf{M}_{n n^{\prime}}^{\mathbf{k}}=\left\langle n^{\prime} \mathbf{k}\right| \mathbf{p} \cdot \mathbf{e}|n \mathbf{k}\rangle \tag{5}
\end{equation*}
$$

( $\mathbf{e}$ is the polarization vector of the electromagnetic wave). Equations (1)-(5) were used to calculate the optical conductivity $\operatorname{Re} \sigma(\omega)=\omega \varepsilon_{2}(\omega) / 4 \pi$.

The real part $\varepsilon_{1}(\omega)$ was calculated from $\varepsilon_{2}(\omega)$ using the Kramers-Kronig equation

$$
\begin{equation*}
\varepsilon_{1}(\omega)=1+\frac{2}{\pi} \int d \omega^{\prime} \frac{\omega^{\prime} \varepsilon_{2}\left(\omega^{\prime}\right)}{\omega^{\prime 2}-\omega^{2}} \tag{6}
\end{equation*}
$$

After this, the reflectivity can be determined as

$$
\begin{equation*}
R(\omega)=\left|\frac{\sqrt{\varepsilon(\omega)}-1}{\sqrt{\varepsilon(\omega)+1}}\right|^{2} \tag{7}
\end{equation*}
$$

### 3.2. The Electronic Structure of $\mathrm{CaCo}_{2}$

Our calculations showed, in complete agreement with LMTO calculations [2,3], that $\mathrm{CaCo}_{2}$ is a ferrimagnet with the cobalt sublattice moment $\mu_{\mathrm{Co}}=1.55 \mu_{\mathrm{B}}$ and the oppositely directed induced moment on calcium $\mu_{C a}=-0.38 \mu_{\mathrm{B}}$. Such a ferrimagnetic ordering is typical of Laves cubic phases $\mathrm{AB}_{2}$ and is observed in
neutron diffraction experiments. The calculated magnetic moment per $\mathrm{CaCo}_{2}$ formula unit is $2.72 \mu_{\mathrm{B}}$, which is slightly smaller than the experimental moment. The value obtained is closer to the magnetic moment of pure cobalt $\left(\mu_{\mathrm{Co}}=1.71 \mu_{\mathrm{B}}\right)$ than the values for the other cobalt compounds with nonmagnetic elements (where, as a rule, $\mu_{\mathrm{Co}} \leq 1 \mu_{\mathrm{B}}$ ).

The electronic configuration of the calcium atom in $\mathrm{CaCo}_{2}$ at normal pressure $P \approx 0$, when the compound is metastable, is $4 s p^{1.1} 3 d^{0.9}$. The Ca atom has $z=12$ nearest neighbors (Co atoms) at distances $d_{N N} \approx 3.07 \AA$. The pure FCC calcium metal is also characterized by $z=12$, but the interatomic distance in it is $3.94 \AA$. The $d_{N N}$ distance in pure calcium becomes equal to $3.07 \AA$ under approximately twofold uniform mechanical compression attained at $P \sim 30 \mathrm{GPa}$. The number of $d$ electrons $n_{d}$ per atom in FCC calcium then increases from 0.5 to 0.9 , that is, equal to that in $\mathrm{CaCo}_{2}$. The specified pressure value and the corresponding occupation number $n_{d} \approx 1$ correspond to the final stage of "continuous $s-d$ transition" in calcium. This term usually denotes gradual electron transfer from the $s$ to $d$ band caused by compression. In terms of the $s-d$ transition concept, $n_{d}$ is treated as a universal parameter, which, within certain limits, allows the chemical bond, crystal structure, and other properties of alkali and alkaline-earth metals to be predicted.

According to this picture, the chemical compression of the electron shell in $\mathrm{CaCo}_{2}$ results in electron transfer into the empty $d$ band of calcium instead of filling the $d$ subband of cobalt with "spin down." As a result, the numbers of $d$ electrons on cobalt with spin up and spin down are 4.6 and 3.0 , respectively, which is close to those for pure HCP cobalt (4.7 and 2.9). This explains the high value of the observed magnetic moment of $\mathrm{CaCo}_{2}$. Also note that the very possibility of preparing the compound under consideration by applying high pressure has a simple explanation within the framework of the Midema model of alloy formation (see references in [3]), according to which an increase in the number of $d$ electrons in a simple metal is a factor that favors the formation of its compounds with transition metals.

The energy bands $E_{n}(\mathbf{k})$ and density-of-state curves $N(E)$ for electrons with spins directed along ( $\uparrow$ ) and oppositely to $(\downarrow)$ the spontaneous magnetization direction are shown in Fig. 1. The partial densities of the $s$, $p$, and $d$ states of the cobalt and calcium atoms in the C15 lattice are given in Figs. 2a and 2b. Distinguishing the bands originating from different atoms and different angular momenta $l$ shows that the $3 d$ cobalt states predominate in the density of states $N(E)$ below and directly above the Fermi level $E_{\mathrm{F}}$, whereas the main contribution above 2 eV is made by the $3 d$ states of calcium. The total density of states $N(E)$ (Fig. 1c) exhibits two peaks of free $d$ bands of $\mathrm{Ca}, N_{1}$ and $N_{2}$. The contribution of the $d$ electrons of Ca to the total density of states at the Fermi level $N\left(E_{\mathrm{F}}\right)$ is comparable to the con-


Fig. 1. Energy bands of ferromagnetic $\mathrm{CaCo}_{2}$ with spin directions (a) along and (b) opposite to spontaneous magnetization and (c) density of states $N(E)$ for subbands with spins up (solid line) and down (dashed line).
tribution of the $s$ and $p$ states of atoms of both types; the contribution of the $d$ states of Co is larger by more than an order of magnitude (see Fig. 2).

It follows from our calculations that the $3 d$ band of calcium in $\mathrm{CaCo}_{2}$ is very broad (estimates in the ASA approximation give 11.2 eV for spin-up electrons and 11.4 eV for spins-down electrons). For cobalt, the width of the $3 d_{\downarrow}$ subband is 3.8 eV and that of the $3 d_{\uparrow}$ subband, only 3.2 eV . As a result, the total width of the
$d$ band in $\mathrm{CaCo}_{2}$ covers the interval of 15.8 eV , whereas the width of its occupied part does not exceed 3.8 eV . The large width of the $d$ band of $\mathrm{CaCo}_{2}$ is related to hybridization between the $s, p$, and $d$ states of the Ca and Co atoms, as follows from the shape of the $N_{j}(E)$ partial curves in Fig. 2. Hybridization also determines the form of the $d$ band of Ca in $\mathrm{CaCo}_{2}$ : neither in width nor in shape does it resemble the $d$ band of pure calcium subjected to twofold compression.


Fig. 2. Partial electronic state densities $N_{n}(E)$ for the $s, p$, and $d$ bands in $\mathrm{CaCo}_{2}$ on (a) cobalt and (b) calcium atoms. Arrows denote the directions of spins.

The calculations show that the exchange splitting of the $3 d$ band of Co is $2 \Delta_{\text {exc }} \sim 1.36 \mathrm{eV}$. The magnetic moment of Co atoms determines the spin separation of the whole $3 d$ band in $\mathrm{CaCo}_{2}$. The shift of the spinpolarized bands in the spectrum of Ca is an order of magnitude smaller and directed oppositely (that is, the magnetic moment of the Ca atom is negative).

## 4. RESULTS AND DISCUSSION

### 4.1. A Comparison of the Experimental

 and Theoretical $\operatorname{Re} \sigma_{x x}(\omega)$ and $R(\omega)$ DependencesLet us consider the optical properties of $\mathrm{CaCo}_{2}$. The form of the frequency dispersion of optical conductivity is evidence that the mechanism of interband light absorption plays a determining role over the spectral range studied ( $\hbar \omega=0.2-9 \mathrm{eV}$ ).

It is known that the overall picture of interband absorption in a ferromagnet is created by the superposition of electron transitions in both spin subsystems, $\operatorname{Re} \sigma_{x x}(\omega)=\operatorname{Re} \sigma_{x x \uparrow}+\operatorname{Re} \sigma_{x x \downarrow}$. Fundamentally new special features of optical conductivity are only expected at the frequencies $\hbar \omega \sim 2|\xi|$ as a result of spin-orbit coupling of bands with oppositely directed spins ( $\xi$ is the spin-orbit band splitting parameter) [9]. Our experiments, however, did not cover the low-frequency IR spectral range, where these effects could be observed.

The experimental optical conductivity $\operatorname{Re} \sigma_{x x}(\omega)$ curve for $\mathrm{CaCo}_{2}$ is shown in Fig. 3. Note the wide band $a$ with a maximum at 1.1 eV and the peculiar dou-


Fig. 3. Dissipative part of the diagonal component of the conductivity tensor $\operatorname{Re} \sigma_{x x}(\omega)$ for $\mathrm{CaCo}_{2}$. Experiment: O , ellipsometry, and dashed curve, calculations from $R(\omega)$ by the Kramers-Kronig equations. Calculated $\operatorname{Re} \sigma_{x x}(\omega)$ curves for the paramagnetic (dot-and-dash line) and ferromagnetic (solid line) states. The real permittivity part $\varepsilon_{1, x x}(\omega)$ is shown in the inset: $\bullet$, ellipsometry, and solid line, calculations from $R(\omega)$ by the Kramers-Kronig equations.


Fig. 4. Calculated partial contributions to optical conductivity of spins: $\operatorname{Re} \sigma_{x x} \uparrow$ (dashed line) and $\operatorname{Re} \sigma_{x x \downarrow}$ (solid line).


Fig. 5. Experimental reflectivity versus theoretical $R(\omega)$ curve (solid line) obtained for the ferromagnetic state. Experiment: ©, ellipsometry, and O , measurements of $R(\omega)$ at $\varphi=12^{\circ}$.
ble structure $b 1-b 2$ with maxima at photon energies of 5 and 6 eV , respectively. An analysis of the partial contributions to interband conductivity allows the nature of these bands to be explained by direct electron transitions between particular energy band pairs. For instance, for the states with spins up, the major contribution to the formation of band $a$ is made by transitions between the bands $23 \longrightarrow 24$, which intersect $E_{\mathrm{F}}$ in the $W-L$ Brillouin zone direction (Van Hove singularity of the $\nabla E_{n}(\mathbf{k})=\nabla E_{n}(\mathbf{k})$ type $)$. Electron transitions between the other pairs of bands $(20,21 \longrightarrow 23$, $22 \longrightarrow 24$ ) are less intense. In the system of bands with spins down, ten energy bands intersect the Fermi level.

A series of electron transitions between the planar $d_{\downarrow}$ bands situated in the vicinity of the Fermi level (the (11-21) $\longrightarrow$ (19-25) transitions) make the most substantial overall contribution to the formation of the specified optical absorption band (Fig. 4). It follows that the amplitude and spectral profile of band $a$ are determined by ( $p, d \longrightarrow d, p$ )-type interband transitions, that is, transitions between bands originating from the atomic $d$ states of Co and Ca and, as a result of hybridization (see Fig. 2), containing substantial admixtures of $p$ states. Optical conductivity calculations (Fig. 4) show that the contributions $\sigma_{\downarrow}$ and $\sigma_{\uparrow}$ of spin-polarized bands are comparable in magnitude at photon energies $E=(1.4-2.5) \mathrm{eV}$ and $E=(4.3-6) \mathrm{eV}$. In the other spectral regions, electron transitions in the system with spins down predominate.

Next, let us consider the double structure observed in the ultraviolet spectral range with maxima at $\hbar \omega_{1}=$ 5 eV and $\hbar \omega_{2}=6 \mathrm{eV}$ (Fig. 3). It is noteworthy that the theoretical optical conductivity curve of ferromagnetic $\mathrm{CaCo}_{2}$ contains similar peaks $B 1$ and $B 2$, whereas only the intermediate peak $B$ is clearly seen for the paramagnetic compound phase. An analysis of the partial contributions to interband conductivity leads us to conclude that the predominant contribution to the formation of the $B 1(b 1)$ and $B 2(b 2)$ structures is made by transitions between planar $d$-type bands $4 \longrightarrow 28$ in subsystems with spins up and down. These transitions are marked by vertical arrows in Figs. 1a and 1b. It follows that the splitting of peak $B$ into two structures is caused by the mutual separation of the cobalt $3 d$ band in the ferromagnetic phase caused by exchange interaction. The final states of the specified electron transitions are the calcium $d$ bands (hybridized with the $p$ states of Ca and Co ). These bands form a narrow intense peak $N_{1}$ of the density of states $N(E)$ (Fig. 1c). Ignoring the exchange splitting of the free $3 d$ band of Ca , we can estimate the exchange splitting of the $3 d$ band in $\mathrm{CaCo}_{2}$ from the experimental optical data, $2 \Delta_{\text {exc }}^{3 d} \sim 1 \mathrm{eV}$. Interestingly, the exchange splitting of the $3 d$ band in pure cobalt metal has a similar value, $2 \Delta_{\text {exc }}^{3 d} \sim 1.5 \mathrm{eV}[10,11]$.

The conclusion can be drawn that, on the whole, the total $\operatorname{Re} \sigma_{x x}(\omega)^{\text {theor }}$ curve for the ferromagnetic state of $\mathrm{CaCo}_{2}$ well reproduces the energy positions of both the first absorption band at 1.1 eV and the double structure in the ultraviolet spectral range ( 5 and 6 eV ). In the intermediate optical spectrum region, the experimental Re $\sigma_{x x}$ curve has a smoother frequency dependence compared with the calculated curve. Possibly, the superposition of the partial contributions to optical conductivity of a large number of electron transitions with different excited state lifetimes causes spectral "smoothing." Smoothing of the $\operatorname{Re\sigma }_{x x}$ spectrum can also be caused by an experimental factor (the presence of small roughness that remains on mirror sample surfaces after polishing).

A comparison of the theoretical and experimental reflectivity curves $R(\omega)$ over the spectral range $\hbar \omega=$ $0.2-9 \mathrm{eV}$ (Fig. 5) shows satisfactory agreement in the dispersion of the functions, which, however, have different values, especially at low frequencies. The calculations of $R(\omega)$ were performed with the inclusion of the intraband (Drude) contribution, which was determined from the calculated plasma frequency of conduction electrons $\hbar \omega_{p}=3.82 \mathrm{eV}$ and relaxation frequency $\hbar \gamma=2 \mathrm{eV}$. The Drude rise in optical conductivity as the photon energy decreased down to $\hbar \omega \sim 0.2 \mathrm{eV}$ was not, however, observed experimentally for $\mathrm{CaCo}_{2}$. In addition, positive real permittivities $\varepsilon_{1, x x}$ (see inset to Fig. 3) were observed at IR frequencies. It follows that the Drude contribution to the optical characteristics in the near IR spectral range is small and masked by a more substantial contribution of low-energy interband absorption. The available optical data are insufficient for estimating the plasma $\omega_{p}$ and relaxation $\gamma$ frequencies of free carriers in $\mathrm{CaCo}_{2}$. Measurements of the temperature dependence of electrical resistance $\rho(T)$ are evidence of the metallic conductivity type of $\mathrm{CaCo}_{2}$. The specific resistance is high, $\rho_{290 \mathrm{~K}}=$ $264 \mu \Omega \mathrm{~cm}$ and $\rho_{78} \mathrm{~K}=149 \mu \Omega \mathrm{~cm}$. The special features of the optical and electric properties of $\mathrm{CaCo}_{2}$ described above are, in our view, caused by both the special features of the electronic structure of the compound and strong scattering of electrons by structural defects present in the strained metastable compound. In addition, the presence of a certain amount of microvoids at the skin-layer depth in the sample retained after the removal of pressure-transferring medium residuals can favor an increase in electrical resistance and a decrease in intraband conduction.

### 4.2. Magnetooptical Characteristics

Let us turn to the magnetooptical characteristics of $\mathrm{CaCo}_{2}$. The response of a magnetized medium to the action of the electric field of a light wave results in the appearance of off-diagonal components in the optical conductivity tensor $\hat{\sigma}$. The source of gyrotropy, which manifests itself in the form of magnetooptical effects, is spin-orbit coupling, which removes the degeneracy of bands and modifies the wave functions of electrons. If $p$-polarized light falls on an optically isotropic magnetized medium (the $z$ axis direction is $\mathbf{z} \| \mathbf{M}$, where $\mathbf{M}$ is the magnetization vector), the equatorial Kerr effect is described by the equation $[12,13]$

$$
\begin{equation*}
\delta_{p}=-4 \operatorname{Im} \frac{i \sigma_{x y} \tan \varphi}{\sigma_{x x}\left(1-4 \pi i \sigma_{x x} / \omega-\tan ^{2} \varphi\right)}, \tag{8}
\end{equation*}
$$

where $\varphi$ is the light incidence angle. It follows that the effect value is determined by both the diagonal $\sigma_{x x}$ and off-diagonal $\sigma_{x y}$ optical conductivity tensor compo-


Fig. 6. (a) Field dependence of the $\delta_{p}$ effect in $\mathrm{CaCo}_{2}$ and (b) spectral dependences of the $\delta_{p}$ effect for $\mathrm{CaCo}_{2}$ at two light incidence angles ( $\varphi=50^{\circ}$ and $70^{\circ}$ ) and for HCP cobalt ( $\varphi=70^{\circ}$ ).
nents. The field dependence of the equatorial Kerr effect $\delta_{p}(H)$ is shown in Fig. 6a. This dependence characterizes sample magnetization in magnetic field $\mathbf{H}$ parallel to the plane of the sample. Measurements were taken at wavelength $\lambda=1.1 \mu \mathrm{~m}$ and $\varphi=70^{\circ}$. Sample saturation was observed at $H \sim 6 \mathrm{kOe}$. The spectral dependence of the $\delta_{p}$ effect in $\mathrm{CaCo}_{2}$ is shown in Fig. 6b. The equatorial Kerr effect curve ( $\varphi=50^{\circ}$ ) passes through zero at $E=1.15 \mathrm{eV}$. The effect value then increases as the photon energy grows. At a $\varphi=70^{\circ}$ light incidence angle, the dispersion of the equatorial


Fig. 7. Dissipative part of the off-diagonal conductivity tensor component $\omega \operatorname{Im} \sigma_{x y}(\omega)$ for the $\mathrm{CaCo}_{2}$ compound.

Kerr effect is quite different: a maximum is observed in the spectral range $\hbar \omega=0.8-1.6 \mathrm{eV}$ and in the region of 3 eV . Close to 1 eV , the $\delta_{p}$ value in $\mathrm{CaCo}_{2}$ is more than twice as large as the absolute equatorial Kerr effect value in pure cobalt. The effect, however, weakens fourfold at 3 eV . Also note that the sign of the equatorial Kerr effect in $\mathrm{CaCo}_{2}$ in the visible and UV spectral ranges is opposite to that observed in HCP cobalt.

We used the equatorial Kerr effect values obtained at two light incidence angles and our optical data to calculate the real and imaginary parts of the off-diagonal component of the tensor of optical conductivity of $\mathrm{CaCo}_{2} \sigma_{x y}=\sigma_{1, x y}-i \sigma_{2, x y}$. The calculations were performed with (8). The imaginary off-diagonal conductivity part $\omega \operatorname{Im} \sigma_{x y}$ is shown in Fig. 7. We see that the magnetooptical activity of the compound tends to increase as the photon energy increases in the spectral region $\hbar \omega=(1-4) \mathrm{eV}$. In the optical range studied, the magnitude and sign of this function are directly related to the character of the spin polarization of electrons participating in interband excitation processes. In a crude approximation at $\hbar \omega \ll 2|\xi|$, the $\omega \operatorname{Im} \sigma_{x y}(\omega)$ value, which characterizes the magnetoabsorption of the substance, is proportional to the difference $\operatorname{Re} \sigma_{x x} \uparrow-$ $\operatorname{Re} \sigma_{x x \downarrow}[10]$. This function should be calculated theoretically to gain understanding of the microscopic nature of magnetoabsorption in compounds comprising transition and alkaline-earth metals.

## 5. CONCLUSIONS

For the first time, we studied the optical and magnetooptical properties of the intermetallic ferromagnetic compound $\mathrm{CaCo}_{2}$, which is formed only at a high pressure of about 8 GPa and remains metastable after pressure is removed. So far as we know, high-pressure intermetallic phases have not been studied by metal optics methods thus far. The compound has the metallic conduction type, which is substantiated by first-principles electronic structure calculations.

According to our calculations, the $d$ band in $\mathrm{CaCo}_{2}$ is very broad $\left(W_{d}=15.8 \mathrm{eV}\right)$ because it is formed from the almost occupied $3 d$ band of Co and the almost unoccupied $3 d$ band of Ca . The large width of the $d$ band and substantial $s, p, d$ hybridization of the electronic states of Ca and Co in the $\mathrm{MgCu}_{2}$ lattice cause intense electron transitions of the $(p, d \longrightarrow d, p)$ type over a wide photon energy range, including the near vacuum ultraviolet spectral range. This is substantiated by the form of optical spectra. The calculated optical conductivity $\operatorname{Re}_{x x}(\omega)$ and reflectivity $R(\omega)$ functions satisfactorily reproduce the main spectral features of the experimental curves.

The compound is characterized by a high magnetic moment value close to that for pure Co metal. The exchange splitting of the $3 d$ band of $\mathrm{CaCo}_{2}$ obtained from the calculated and experimental optical data is $2 \Delta_{\text {exc }} \sim(1-1.3) \mathrm{eV}$, which is also close to the exchange splitting of the $3 d$ band of pure $\operatorname{Co}\left(2 \Delta_{\text {exc }} \sim 1.5 \mathrm{eV}\right)$. On the whole, the conclusion can be drawn that the data of optical measurements and first-principle calculation results give a mutually consistent description of the electronic structure of $\mathrm{CaCo}_{2}$.
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#### Abstract

The method of projection operators is applied to the two-dimensional model of strongly correlated charge carriers to explain the magnetic properties of weakly doped layered cuprates in the paramagnetic state. The theory explains the observed special features of the behavior of the imaginary part of the dynamic spin susceptibility averaged over the Brillouin zone over wide temperature and frequency ranges. © 2005 Pleiades Publishing, Inc.


The magnetic properties of layered high- $T_{C}$ cuprate superconductors remain to be the focus of attention of experimental and theoretical researchers [1]. Among the unusual properties revealed by inelastic neutron scattering, the behavior of the imaginary part of the dynamic spin susceptibility $\chi$ " $(\omega, T)$ averaged over the Brillouin zone can be mentioned. This property exhibits universal behavior in wide temperature and frequency ranges $\omega \sim 10 \mathrm{meV}$ (the so-called $\omega / T$ scaling) and approximately follows the law

$$
\begin{equation*}
\chi^{\prime \prime}(\omega, T)=\int \chi^{\prime \prime}(\mathbf{q}, \omega, T) d^{2} q \approx I(|\omega|, 0) f(\omega / T) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
I(|\omega|, 0)=\chi^{\prime \prime}(\omega, T \longrightarrow 0) . \tag{2}
\end{equation*}
$$

Such behavior was observed for a wide class of weakly doped layered high- $T_{C}$ cuprates, including $\mathrm{La}_{1.95} \mathrm{Ba}_{0.05} \mathrm{CuO}_{4} \quad[2], \quad \mathrm{La}_{1.98} \mathrm{Sr}_{0.02} \mathrm{CuO}_{4} \quad$ [3], $\mathrm{La}_{1.96} \mathrm{Sr}_{0.04} \mathrm{CuO}_{4}[4,5], \mathrm{YBa}_{2} \mathrm{Cu}_{2.9} \mathrm{Zn}_{0.1} \mathrm{O}_{6.6}$ [6], and even in the normal phase of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ superconducting samples with $T_{C}=53 \mathrm{~K}$ [7]. Similar behavior was also observed in nuclear magnetic/quadrupole resonance (NMR/NQR) measurements [8] at substantially lower frequencies $\omega \approx 2 \pi \times 34 \mathrm{MHz}\left(=1.4 \times 10^{-4} \mathrm{meV}\right)$. Aeppli et al. [9] also observed universal behavior in the almost optimally doped $\mathrm{La}_{1.86} \mathrm{Sr}_{0.14} \mathrm{CuO}_{4}$ compound ( $T_{C}=35 \mathrm{~K}$ ).

In this work, we show that the $\chi$ " $(\omega, T)$ dependences observed in the paramagnetic phase can be explained by applying the Zwanzig-Mori method of projection operators [10,11] to the $t-J$ model, which, according to Anderson [12], is most promising for describing the
electronic properties of high- $T_{C}$ cuprates [13]. The relaxation function method is used widely to describe the properties of spin nonequilibrium systems [14, 15]. It is, in particular, applied to analyze neutron scattering $[16,17]$ and magnetic relaxation [18] data.

We will concentrate on one compound, the most completely studied, $\mathrm{La}_{1.96} \mathrm{Sr}_{0.04} \mathrm{CuO}_{4}$. It has the simplest structure among high- $T_{C}$ cuprates (one currentcarrying $\mathrm{CuO}_{2}$ plane). Other weakly doped high- $T_{C}$ compounds with a more complex chemical composition should exhibit similar behavior. Their analysis, however, requires more detailed knowledge of their electronic properties. Also note that an attempt to explain $\omega / T$ scaling was made recently [19], but the approximation used in [19] had a free parameter adjusted by comparing with the experimental $\chi$ " $(\omega, T)$ values. Another more serious shortcoming of this theory was the use of a temperature-independent correlation length parameter, which only corresponded to experimental data at $T \lesssim 400 \mathrm{~K}$. At the same time, the method of exact diagonalization for small clusters of size of about 20 atoms that was employed in [19] only gives correct results at temperatures above 500 K . In this work, we show that the experimental $\chi^{\prime \prime}(\omega, T)$ dependences can be explained by determining static characteristics and obtaining dynamic values without adjustment parameters.

The Hamiltonian of the $t-J$ model has the form

$$
\begin{equation*}
H_{t-J}=\sum_{i, j, \sigma} t_{i j} X_{i}^{\sigma 0} X_{j}^{0 \sigma}+J \sum_{i>j}\left(\mathbf{S}_{i} \cdot \mathbf{S}_{j}-\frac{1}{4} n_{i} n_{j}\right) . \tag{3}
\end{equation*}
$$

Here, $\mathbf{S}_{i}$ is the operator of spin $1 / 2$ on site $i, X_{i}^{\sigma 0}\left(X_{i}^{0 \sigma}\right)$ is the Hubbard operator of creation (annihilation) or
particles with spin $\sigma$, the $t_{i j}$ hopping integrals between the nearest neighbors describe the motion of particles in the two-dimensional lattice, and $J$ is the superexchange antiferromagnetic coupling constant. In terms of Hubbard operators, the spin and density $\left(n_{i}\right)$ operators have the form

$$
\begin{gather*}
S_{i}^{\sigma}=X_{i}^{\sigma \bar{\sigma}}, \quad S_{i}^{z}=\frac{1}{2} \sum_{\sigma} \sigma X_{i}^{\sigma \sigma},  \tag{4}\\
n_{i}=\sum_{\sigma} X_{i}^{\sigma \sigma} \quad(\sigma=-\bar{\sigma}) \tag{5}
\end{gather*}
$$

with the standard normalization

$$
\begin{equation*}
X_{i}^{00}+X_{i}^{++}+X_{i}^{--}=1 \tag{6}
\end{equation*}
$$

The theory will be formulated following Mori [11]. The evolution of a dynamic variable, for instance, $S_{\mathbf{k}}^{z}(\tau)$, obeys the equation

$$
\begin{equation*}
\dot{S}_{\mathbf{k}}^{z}(\tau) \equiv \frac{d S_{\mathbf{k}}^{z}(\tau)}{d \tau}=i L S_{\mathbf{k}}^{z}(\tau) . \tag{7}
\end{equation*}
$$

Generally, $L$ is the Liouville operator, and, in the language of quantum mechanics, $i L S_{\mathbf{k}}^{z}(\tau)$ corresponds to the commutator with Hamiltonian (3). The $S_{\mathbf{k}}^{z}(\tau)$ operators can be decomposed into components with respect to $S_{\mathbf{k}}^{z} \equiv S_{\mathbf{k}}^{z}(\tau=0)$,

$$
\begin{equation*}
S_{\mathbf{k}}^{z}(\tau)=R(\mathbf{k}, \tau) S_{\mathbf{k}}^{z}+\left(1-\mathscr{P}_{0}\right) S_{\mathbf{k}}^{z}(\tau), \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
R(\mathbf{k}, \tau) S_{\mathbf{k}}^{z}=\mathscr{P}_{0} S_{\mathbf{k}}^{z}(\tau), \tag{9}
\end{equation*}
$$

$\mathscr{P}_{0}$ is the linear Hermitian projection operator,

$$
\begin{equation*}
R(\mathbf{k}, \tau) \equiv\left(S_{\mathbf{k}}^{z}(\tau),\left(S_{-\mathbf{k}}^{z}\right)^{*}\right)\left(S_{\mathbf{k}}^{z},\left(S_{-\mathbf{k}}^{z}\right)^{*}\right)^{-1} \tag{10}
\end{equation*}
$$

is the relaxation function, and

$$
\begin{align*}
& \left(S_{\mathbf{k}}^{z}(\tau),\left(S_{-\mathbf{k}}^{z}\right)^{*}\right) \equiv k_{B} T \int_{0}^{1 / k_{B} T} d \varrho  \tag{11}\\
& \quad \times\left\langle e^{\varrho H} S_{\mathbf{k}}^{z}(\tau) e^{-\varrho H}\left(S_{-\mathbf{k}}^{z}\right)^{*}\right\rangle .
\end{align*}
$$

The angle brackets denote thermodynamic averaging. The $\omega$ and $J$ values will be given in either energy (eV), or temperature (K), or frequency (Hz) units. The Planck constant $\hbar$ will therefore be omitted in equations.

Further, a set of $f_{0}(\tau), f_{1}(\tau), \ldots, f_{j}(\tau), \ldots$ values determined by the equations

$$
\begin{gather*}
f_{j}(\tau) \equiv \exp \left(i L_{j} \tau\right) f_{j} \equiv \exp \left(i L_{j} \tau\right) i L_{j} f_{j-1}  \tag{12}\\
(j \geq 1),
\end{gather*}
$$

can conveniently be introduced. Here,

$$
\begin{gather*}
f_{0}(\tau) \equiv S_{\mathbf{k}}^{z}(\tau), \\
L_{j} \equiv\left(1-\mathscr{F}_{j-1}\right) L_{j-1}  \tag{13}\\
\Delta_{j}^{2} \equiv\left(L_{0}=L\right), \\
\left.f_{j}^{*}\right)\left(f_{j-1}, f_{j-1}^{*}\right)^{-1},
\end{gather*}
$$

and $\left\{f_{j}\right\}$ is a set of orthogonal values. The use of a larger number of $f_{j}$ gives a more accurate description of the $S_{\mathbf{k}}^{z}(\tau)$ operator. Applying the evolution operator $\exp \left(i L_{n} \tau\right)$ to the last set value, $f_{n}$, we obtain the $f_{n}(\tau)$ function called $n$ th-order random force [11], which acts on the $S_{\mathbf{k}}^{z}(\tau)$ variable and is responsible for its fluctuations.

Applying the Laplace transform to the relaxation function

$$
\begin{equation*}
R^{L}(\mathbf{k}, s)=\int_{0}^{\infty} d \tau e^{-s \tau} R(\mathbf{k}, \tau) \tag{14}
\end{equation*}
$$

we can construct the representation for $R^{L}(\mathbf{k}, s)$ in the form of an infinite fraction [11]. Lovesey and Meserve [20] truncated this fraction at the third step,

$$
\begin{equation*}
R(\mathbf{k}, s)=1 /\left\{s+\Delta_{1 \mathbf{k}}^{2} /\left[s+\Delta_{2 \mathbf{k}}^{2} /\left(s+1 / \tau_{\mathbf{k}}\right)\right]\right\} \tag{15}
\end{equation*}
$$

They introduced the characteristic time

$$
\begin{equation*}
\tau_{\mathbf{k}}=\sqrt{\frac{2}{\pi \Delta_{2 \mathbf{k}}^{2}}} \tag{16}
\end{equation*}
$$

Their approximation was based on the weak sensitivity of the $S_{\mathbf{k}}^{z}(\tau)$ operator to the character of random forces of higher orders. They demonstrated close agreement with the calculations performed by other authors and experimental data on neutron scattering in the paramagnetic phase of systems of arbitrary dimensions described by the Heisenberg Hamiltonian at both high temperatures and temperatures slightly higher than the Neél temperature $T_{N}\left(T \gtrsim T_{N}\right)$.

The $\Delta_{j \mathbf{k}}^{2}$ values are related to the moments $\left\langle\omega_{\mathbf{k}}^{n}\right\rangle$ of the relaxation function

$$
\begin{equation*}
\left\langle\omega_{\mathbf{k}}^{n}\right\rangle=\frac{1}{i^{n}}\left[\frac{d^{n} R(\mathbf{k}, \tau)}{d \tau^{n}}\right]_{\tau=0}, \tag{17}
\end{equation*}
$$

as follows:

$$
\begin{equation*}
\Delta_{1 \mathbf{k}}^{2}=\left\langle\omega_{\mathbf{k}}^{2}\right\rangle, \quad \Delta_{2 \mathbf{k}}^{2}=\frac{\left\langle\omega_{\mathbf{k}}^{4}\right\rangle}{\left\langle\omega_{\mathbf{k}}^{2}\right\rangle}-\left\langle\omega_{\mathbf{k}}^{2}\right\rangle . \tag{18}
\end{equation*}
$$

The odd moments are equal to zero, $\left\langle\omega_{\mathbf{k}}^{2 m+1}\right\rangle=0$.
The cross section of the magnetic scattering of neutrons gives information about the dynamic structure
factor $S(\mathbf{k}, \omega)$, which is the Fourier transform of the spin-spin correlation function over the spatial and time variables. The structure factor is related to the imaginary part of the dynamic spin susceptibility $\chi^{\prime \prime}(\mathbf{k}, \omega)$ as

$$
\begin{equation*}
S(\mathbf{k}, \omega)=\frac{\chi^{\prime \prime}(\mathbf{k}, \omega)}{1-\exp \left(-\omega / k_{B} T\right)} . \tag{19}
\end{equation*}
$$

In the approximation that we use, it has the form [20]

$$
\begin{gather*}
S(\mathbf{k}, \omega) \\
=\frac{2 \omega \chi(\mathbf{k}) \tau_{\mathbf{k}} \Delta_{1 \mathbf{k}}^{2} \Delta_{2 \mathbf{k}}^{2} /\left[1-\exp \left(-\omega / k_{B} T\right)\right]}{\left[\omega \tau_{\mathbf{k}}\left(\omega^{2}-\Delta_{1 \mathbf{k}}^{2}-\Delta_{2 \mathbf{k}}^{2}\right)\right]^{2}+\left(\omega^{2}-\Delta_{1 \mathbf{k}}^{2}\right)^{2}} . \tag{20}
\end{gather*}
$$

The procedure for deriving analytic equations for the second and fourth relaxation function moments,

$$
\begin{gather*}
\left\langle\omega_{\mathbf{k}}^{2}\right\rangle=\frac{i\left\langle\left[\dot{S}_{\mathbf{k}}^{z}, S_{-\mathbf{k}}^{z}\right]\right\rangle}{\chi(\mathbf{k})}  \tag{21}\\
=-\frac{\left(8 J c_{1}-4 t_{\mathrm{eff}} p I_{1}\right)\left(1-\gamma_{\mathbf{k}}\right)}{\chi(\mathbf{k})}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle\omega_{\mathbf{k}}^{4}\right\rangle=\frac{i\left\langle\left[\dot{S}_{\mathbf{k}}^{z}, \dot{S}_{\mathbf{k}}^{z}\right]\right\rangle}{\chi(\mathbf{k})} \tag{22}
\end{equation*}
$$

was described in [21]. Here, $[\ldots, \ldots]$ is the commutator. The final equation for $\left\langle\omega_{k}^{4}\right\rangle$ was obtained using the procedure for the decoupling of thermodynamic averages of four operators into pair correlation functions (mode-mode decoupling). The explicit form of the $\left\langle\omega_{k}^{4}\right\rangle$ values is not given here because the corresponding equations are too cumbersome. We can only note that $\left\langle\omega_{\mathbf{k} \rightarrow 0}^{2}\right\rangle \sim k^{2}$ and $\left\langle\omega_{\mathbf{k} \rightarrow 0}^{4}\right\rangle \sim k^{2}$ at small $\mathbf{k}$.

The analytic equation for the static spin susceptibility $\chi(\mathbf{k})$ in (20) will be taken from [22],

$$
\begin{equation*}
\chi(\mathbf{k})=\frac{4\left|c_{1}\right|}{J g_{-}\left(g_{+}+\gamma_{\mathbf{k}}\right)}, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\mathbf{k}}=\frac{1}{z} \sum_{\boldsymbol{\rho}} \exp (i \mathbf{k} \cdot \boldsymbol{\rho})=\frac{1}{2}\left(\cos k_{x} a+\cos k_{y} a\right) \tag{24}
\end{equation*}
$$

and $z=4$ is the number of nearest neighbors in a square lattice. The $g_{+}$parameter is related to the antiferromagnetic correlation length $\xi$ as

$$
\begin{equation*}
\frac{\xi}{a}=\frac{1}{2 \sqrt{g_{+}-1}} \approx \frac{J \sqrt{g_{-}}}{k_{B} T} \exp \left(\frac{2 \pi \rho_{S}}{k_{B} T}\right), \tag{25}
\end{equation*}
$$

where $\rho_{S}$ is the spin stiffness and $a=3.79 \AA$ is the lattice constant. Following [23, 24], the correlation length
in weakly doped samples and at low temperatures will be described using the equation

$$
\begin{equation*}
\xi_{\mathrm{eff}}^{-1}=\xi_{0}^{-1}+\xi^{-1} \tag{26}
\end{equation*}
$$

for the effective correlation length. Here, the $\xi$ value, unlike that used in [4,5], depends on the concentration of charge carriers (holes) [22], and $\xi_{0}$ is determined from the best fit to the experimental data [5]. We assume that

$$
\begin{equation*}
\xi_{0}=a / n \delta, \tag{27}
\end{equation*}
$$

which corresponds to the picture of dynamic domain walls (stripes), where the $n \approx 2$ value best fits the mean distance between holes along domain walls. In (21) and (23),

$$
\begin{equation*}
c_{1}=\frac{1}{z} \sum_{\rho}\left\langle S_{i}^{z} S_{i+\rho}^{z}\right\rangle \tag{28}
\end{equation*}
$$

is the spin-spin correlation function.
The amplitude of hopping (the "fermionic" correlation function) between the nearest neighbors is given by the equation

$$
\begin{equation*}
T_{1}=p I_{1}=-\frac{1}{z} \sum_{\rho}\left\langle X_{i}^{\sigma 0} X_{i+\rho}^{0 \sigma}\right\rangle=p \sum_{\mathbf{k}} \gamma_{\mathbf{k}} f_{\mathbf{k}}^{h}, \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\mathbf{k}}^{h}=\left[\exp \left(-E_{\mathbf{k}}+\mu\right) / k_{B} T+1\right]^{-1} \tag{30}
\end{equation*}
$$

is the Fermi distribution function,

$$
\begin{equation*}
p=(1+\delta) / 2 \tag{31}
\end{equation*}
$$

is the factor of band narrowing because of electron correlations, and the mean number $\delta$ of doped holes per copper site, which can be identified with the nominal content $x$ of strontium atoms, and the chemical potential $\mu$ are related by the equation

$$
\begin{equation*}
\delta=p \sum_{\mathbf{k}} f_{\mathbf{k}}^{h} \tag{32}
\end{equation*}
$$

The dielectric-metal transition will be described using the following equation for the effective hopping integral:

$$
\begin{equation*}
t_{\mathrm{eff}}=\delta J / 0.3 \tag{33}
\end{equation*}
$$

which is renormalized by electronic and antiferromagnetic correlations (see [12, 21, 23-25]). The spectrum of elementary excitations has the form

$$
\begin{equation*}
E_{\mathbf{k}}=4 t_{\mathrm{eff}} \gamma_{\mathbf{k}} \tag{34}
\end{equation*}
$$

All calculations were performed for $J=0.12 \mathrm{eV}=$ $1393 \mathrm{~K}, \delta \equiv x=0.04, c_{1}=0.11057, g_{-}=4.037$, and $2 \pi \rho_{S} / J=0.345$.

It follows that the determination of static characteristics, primarily the correlation length, whose concen-


Fig. 1. Calculated imaginary part of the dynamic spin susceptibility $\chi^{\prime \prime}(\mathbf{k}, \omega)$ as a function of the wavevector at (a) $T=100 \mathrm{~K}$ and $\omega=2 \mathrm{meV}$ and (b) $T=150 \mathrm{~K}$ and $\omega=45 \mathrm{meV}$ for $\mathrm{La}_{1.96} \mathrm{Sr}_{0.04} \mathrm{CuO}_{4}$. The cross on the vertical axis corresponds to $\chi$ ( $\mathbf{k}, \omega$ ) at the local maximum at small $q \sim 0$.
tration and temperature dependences in the region of weakly doped high- $T_{C}$ cuprate compositions is still not completely understood (it is unclear whether onedimensional walls (stripes) or other more exotic phases are formed) allows us to obtain dynamic values without adjustment parameters.

The calculated imaginary part of the dynamic spin susceptibility $\chi^{\prime \prime}(\mathbf{k}, \omega)$ is shown in Fig. 1 as a function of the wavevector. We see that, over wide temperature and frequency ranges, the major contribution to the value

$$
\begin{equation*}
\int \chi^{\prime \prime}(\mathbf{q}, \omega, T) d^{2} q \tag{35}
\end{equation*}
$$

is made by the $\mathbf{q} \sim \mathbf{Q}=(\pi, \pi)$ values, whereas the contribution of $\mathbf{q} \sim 0$ only amounts to less than $1 \%$; that is, it is negligibly small.

The normalized and averaged imaginary susceptibility part as a function of the ratio between frequency and temperature is shown in Fig. 2.

Systematic deviations of the calculated curves at high temperatures and low frequencies $\omega \lesssim 10 \mathrm{meV}$ from the experimental data and the observed deviations from universal behavior at $\omega \leqslant 3 \mathrm{meV}$ already mentioned in experimental works $[3,5]$ can be caused by both intensity loss in neutron scattering experiments and possible theory shortcomings originating from the approximations made. To check the theory, let us consider the NQR data and calculated spin-lattice relaxation rates for copper nuclei at $\omega \approx 2 \pi \times 34 \mathrm{MHz}=$ $1.6 \mathrm{mK}=1.4 \times 10^{-4} \mathrm{meV}$.

Note from the outset that we cannot exclude the possibility that the kinetic relaxation stage begins soon (high frequencies) after the system is disturbed from
equilibrium, and its complete description requires knowledge of the one-particle distribution function. In our case, we used the three-pole (Markovian) approximation to relaxation function (15). This can be the reason for theoretical curve deviations from the experimental neutron scattering data at temperatures $T>\omega$. The discrepancies between theory and experiment would then increase as $\omega$ grows, whereas Fig. 2 shows that the discrepancies increase as $\omega$ decreases.


Fig. 2. Averaged imaginary part of the dynamic spin susceptibility as a function of the ratio between frequency and temperature for $\mathrm{La}_{1.96} \mathrm{Sr}_{0.04} \mathrm{CuO}_{4}$ normalized by its value at large $\omega / T$. Symbols are the experimental data from [4,5] at various $\omega$ values specified in meV at the corresponding symbols. The dotted, dashed, and solid lines are the calculation results at $\omega=4.5,12$, and 45 meV , respectively. The scale of the experimental data in the inset (open circles) is adjusted to obtain the best fit to the theoretical curve.


Fig. 3. Temperature dependences of (a) inverse correlation length (the solid line corresponds to the best fit to the experimental data for $x=0.04$ (triangles); open circles, stars, and solid circles correspond to the experimental data on $\left.\mathrm{La}_{2} \mathrm{CuO}_{4}[4,5]\right)$ and (b) rate $2 W={ }^{63}\left(1 / T_{1}\right)$ of spin-lattice relaxation on ${ }^{63} \mathrm{Cu}$ nuclei lying in the $\mathrm{CuO}_{2}$ plane (open circles are from [8]). The solid line corresponds to calculations without adjustment parameters, the dotted line is the contribution of spin diffusion.

The rate of spin-lattice relaxation in NMR/NQR experiments $(\omega \ll T, J)$ is the dynamic structure factor $S(\mathbf{k}, \omega)$ averaged over the Brillouin zone with weight factor ${ }^{\alpha} F(\mathbf{k})$ [26], which depends on the wavevector,

$$
\begin{equation*}
{ }^{\alpha}\left(1 / T_{1}\right)=\frac{1}{\pi} \sum_{\mathbf{k}}^{\alpha} F(\mathbf{k})^{2} S(\mathbf{k}, \omega) \tag{36}
\end{equation*}
$$

The magnetic form factor of interest to us, ${ }^{\alpha} F(\mathbf{k})$ for copper ${ }^{63} \mathrm{Cu}$ nuclei, has the form

$$
\begin{equation*}
{ }^{63} F(\mathbf{k})^{2}=\left(A_{a b}+4 \gamma_{\mathbf{k}} B\right)^{2} \tag{37}
\end{equation*}
$$

where $A_{a b}$ and $B$ are the constants of the intrinsic and transferred hyperfine interaction, respectively. The quantization axis of the electric field gradient coincides with crystallographic axis $c$ perpendicular to the $\mathrm{CuO}_{2}$ plane. The $\mathrm{CuO}_{2}$ plane is in turn determined by axes $a$ and $b$. Following [27], we use the values $A_{a b}=1.7 \times$ $10^{-7} \mathrm{eV}$ and $B=4 \times 10^{-7} \mathrm{eV}$.

The temperature dependences of the inverse correlation length and spin-lattice relaxation rate on ${ }^{63} \mathrm{Cu}$ nuclei lying in the $\mathrm{CuO}_{2}$ plane are shown in Fig. 3. According to Fig. 3 and Eqs. (20) and (36), the spin-lattice relaxation rate and its temperature dependence are determined by the temperature dependence of the correlation length and the $k_{B} T$ value, in agreement with [27]. At low temperatures at which $\xi_{\text {eff }} \approx$ const, the spin-lattice relaxation rate is, as it must be, proportional to the temperature, $1 / T_{1} \propto T$. At high temperatures, the corre-
lation length in the sample with $x=0.04$ behaves as in the undoped $\mathrm{La}_{2} \mathrm{CuO}_{4}$ compound (see Fig. 3) and the ${ }^{63}\left(1 / T_{1}\right)$ value is independent of the concentration of charge carriers [8]. It follows that our result is in agreement with the concept of an almost antiferromagnetic Fermi liquid (e.g., see [27]), a determining role played by the correlation length in the temperature and concentration dependences of the spin-lattice relaxation rate $1 / T_{1}$, and the major contribution of wavevectors $\mathbf{q} \approx \mathbf{Q}=(\pi, \pi)$ to the ${ }^{63}\left(1 / T_{1}\right)$ value.

The contribution of spin diffusion to the ${ }^{63}\left(1 / T_{1}\right)$ value is shown by a dotted line in Fig. 3. We see that this contribution is small. At long times (low frequencies), it is sufficient to know several first moments of the distribution function to describe the system. This stage is known as the hydrodynamic relaxation stage. It follows from the theory of linear response and hydrodynamic approach that the dynamic structure factor at small $\mathbf{q}$ and $\omega$ has the form [16]

$$
\begin{gather*}
S(\mathbf{q} \sim 0, \omega \sim 0) \\
\approx \frac{2 \chi_{S}}{1-\exp \left(-\omega / k_{B} T\right)} \frac{\omega D \mathbf{q}^{2}}{\omega^{2}+\left(D \mathbf{q}^{2}\right)^{2}} \tag{38}
\end{gather*}
$$

where $\chi_{S} \equiv \chi(\mathbf{k}=0)$ and

$$
\begin{equation*}
D=\lim _{k \rightarrow 0} \frac{1}{k^{2}} \sqrt{\frac{\pi}{2} \frac{\left\langle\omega_{\mathrm{k}}^{2}\right\rangle^{3}}{\left\langle\omega_{\mathrm{k}}^{4}\right\rangle}} \approx 2.55 J a^{2} \tag{39}
\end{equation*}
$$

is the spin diffusion coefficient. The result obtained by the method that we use (Eq. (20) in the limit $k \longrightarrow 0$ ) is in agreement with (38). At low temperatures $(T<J)$ and a very low frequency $\omega$, the contribution of spin diffusion

$$
\begin{equation*}
\left(1 / T_{1}\right)_{\mathrm{diff}} \propto \ln (\text { const } \cdot J / \omega) \tag{40}
\end{equation*}
$$

is almost unnoticeable in NMR experiments as the frequency is varied because of the giant superexchange antiferromagnetic coupling value, $J \approx 1.8 \times 10^{8} \mathrm{MHz}$.

The deviations of the theoretical curve from the experimental ${ }^{63}\left(1 / T_{1}\right)$ values at low temperatures can be caused by inaccurate determination of the concentration of strontium atoms. Indeed, it is known that the spin-lattice relaxation rate ${ }^{63}\left(1 / T_{1}\right)$ and correlation length $\xi$ are very sensitive to the concentration of strontium in the region of weakly doped compositions.

To summarize, the use of the method of projection operators and the two-dimensional $t-J$ model allow us to explain the magnetic properties of weakly doped layered cuprates in the paramagnetic state. The theory explains the observed special features of the behavior of the imaginary part of the dynamic spin susceptibility averaged over the Brillouin zone over wide temperature and frequency ranges from $\omega \approx 10^{-4} \mathrm{meV}$ (NMR) to
$\omega \approx 50 \mathrm{meV}$ (inelastic neutron scattering). At the same time, some deviation of the calculation results from the experimental data shows that the problem requires more detailed theoretical and experimental studies.
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#### Abstract

The impact of excited cesium atoms on sapphire and glass surfaces have been experimentally studied. It is established that the probability of electron excitation quenching upon impact of an atom on the dielectric surface is close to unity. The velocity distribution of unexcited atoms upon scattering from the surface has been determined using the time-of-flight technique. The kinetic energies of most of these atoms are several tens of times greater than the energy of thermal motion of the excited atoms impinging on the surface. Conversion of the internal energy of atoms into their kinetic energy is explained in terms of nonradiative electron transitions with simultaneous excitation of lattice vibrations in the dielectric crystal. This mechanism of atomic excitation quenching near the dielectric surface explains the significant difference between the energies of atoms upon superelastic scattering and upon photodesorption from an adsorbed state. © 2005 Pleiades Publishing, Inc.


## 1. INTRODUCTION

The conversion of the energy of electron excitations in atoms and molecules into other forms plays a key role in the kinetics of gas discharge, laser plasma, heterogeneous catalysis, and some other phenomena. Owing to considerable effort devoted to investigations into these phenomena, extensive information has been gained concerning the energy conversion processes occurring in the gas phase, and models have been developed for their interpretation [1-5]. An example is offered by the process of resonance excitation quenching ( $3 P_{1 / 2,3 / 2}$ ) in sodium atoms occurring in the atmosphere of molecular gases ( $\mathrm{NO}, \mathrm{C}_{2} \mathrm{H}_{4}$, etc.). This process is exhaustively characterized with respect to both the total excitation quenching cross sections and the distribution of energy over translational, vibrational, and rotational degrees of freedom [3-5]. Modern theoretical methods provide a qualitative explanation of the experimental results.

The impact of excited atoms on solid surfaces are still insufficiently studied because of considerable experimental difficulties encountered in such investigations. Experimental data are available only for the probabilities of quenching of metastable states in atoms and molecules upon impact on the surface of some dielectrics and metals [5]. At the same time, neither has a theory been developed for the description of processes involved in the impact of an excited atom on the dielectric surface, nor mechanisms suggested explaining relaxation of the electron excitation energy between the
degrees of freedom of the systems involved in this interaction.

We have studied the process of conversion of the electron excitation energy of incident cesium atoms into the kinetic energy of unexcited scattered atoms upon impact of the excited atoms on the surface of glass or sapphire. The kinetic energies of part of the scattered atoms exceed the initial values, which implies that superelastic scattering takes place. Possible approaches to theoretical description of this phenomenon are discussed.

## 2. EXPERIMENTAL METHODS AND RESULTS

Below we report on the results of direct experimental observation of the process of the energy of electron excitation being converted into kinetic energy upon impact of excited atoms on the surface of a solid. Cesium atoms were excited using intense resonance radiation immediately before impact on the dielectric surface. The excess kinetic energy of scattered atoms, acquired as a result of quenching of the electron excitation, was measured using the time-of-flight (TOF) technique.

The experiments were carried out at room temperature in a $60-\mathrm{mm}$-long glass cylindrical cell with flat windows made of glass or sapphire, filled with saturated cesium vapor. Since the room-temperature saturated cesium vapor pressure ( $1.6 \times 10^{-6}$ Torr) is sufficiently low, interatomic collisions in the gas phase can be ignored.

The cell with cesium vapor (Fig. 1) was exposed to radiation of a cw distributed-feedback semiconductor laser (SDL-5712) with an output power of $40-60 \mathrm{~mW}$, tuned to the central frequency of the atomic line of cesium ( $\lambda=852.1 \mathrm{~nm}$ ). The probing laser beam was incident perpendicular to the cell axis (i.e., parallel to the windows), passed through the cell at a fixed distance $(7-10 \mathrm{~mm})$ from one of the windows, and was detected by a photodiode with a broadband amplifier. Variations in the laser beam intensity related to changes in the light absorption by vapor in the cell were recorded by a storage oscillograph (S8-17). These changes were induced by pulsed radiation of a tunable dye solution laser generating in the wavelength range $820-860 \mathrm{~nm}$, at an output power of $10^{4}-10^{5} \mathrm{~W} / \mathrm{cm}^{2}$ and a spectral linewidth on the order of $10 \mathrm{~cm}^{-1}$. The dye laser beam was directed at a sliding angle relative to the inner surface of one of the cell windows and produced excitation of cesium atoms immediately before their impact on the window surface. The laser pulses were synchronized with the oscillograph sweep. The sensitivity in this scheme was limited by the frequency noise of the probing semiconductor laser and amounted (in terms of the minimum detectable change in the number of absorbing atoms in the laser beam path) to approximately $10^{5}$ atoms. In these estimations, we assumed the resonance absorption cross section to be $\sigma=3 \times$ $10^{-12} \mathrm{~cm}^{2}$, which corresponds to the Doppler broadening of the atomic line near room temperature. The sig-nal-to-noise ratio in these experiments was about 5-6. The data presented below were obtained by averaging over oscillograms accumulated in the course of experiments.

Figure 2 (curve 1) shows a typical oscillogram of pulses reflecting a change in the optical absorption in the cell for the pulsed laser radiation tuned in the region of $830-840 \mathrm{~nm}$ without exciting cesium vapor in the cell. A change in the intensity of laser radiation transmitted through the cell had a sign corresponding to an increase in the coefficient of absorption. It is natural to attribute this change to an increase in the number of absorbing species as a result of the action of pulsed dye laser radiation upon atoms desorbed from the cell window (this photodesorption signal is analogous to that described in [6]). Once we know the time of appearance of the response signal measured relative to the dye laser pulse (sweep start) and the distance from the cell window to the probing beam, the average velocity and energy of the photodesorbed atoms can be evaluated. This energy was about $0.03-0.04 \mathrm{eV}$, in good agreement with the data obtained previously for the photodesorption of sodium [6] and cesium [7] atoms from a sapphire surface.

An analogous oscillogram (Fig. 2, curve 2) was obtained for the dye laser radiation tuned in resonance with an electron transition in cesium atom ( $\lambda=$ 852.1 nm ). As can be seen, the photodesorption signal changed only in amplitude (because of a decrease in the


Fig. 1. Schematic diagram of the geometry of excitation of atoms approaching the surface and registration of atoms upon scattering: (1) exciting laser beam; (2) probing laser beam; (3) scattered atom moving away from the surface.


Fig. 2. Typical TOF spectra of atoms scattered from the surface of a sapphire window: (1) photodesorption induced by the dye laser detuned relative to the atomic line ( $\lambda=840 \mathrm{~nm}$ ), (2) superelastic scattering and photodesorption observed for the dye laser tuned in resonance with the free atoms ( $\lambda=$ 852.1 nm ); (3) superelastic scattering observed when the excitation intensity was decreased to one-tenth of the level corresponding to curve 2 .
output power upon tuning to a longer wavelength) and a new signal of the same sign (corresponding to an increase in the absorption) appeared closer to the sweep start. We thoroughly checked that both signals were observed only for the probing laser frequency tuned exactly to the atomic transition frequency, thus providing unambiguous evidence for an increase in the concentration of cesium atoms in the observation region. The two signals exhibited characteristic dependences on the exciting laser power. The photodesorption signal was proportional to this power [6,7] and completely disappeared when the dye laser intensity decreased by a factor of 5-10 (the signal amplitude fell below the noise of the detection scheme). In contrast, the first (in time of appearance) signal almost did not decrease in amplitude but somewhat changed in shape (Fig. 2,


Fig. 3. Distribution of emitted atoms with respect to kinetic energies $E_{\text {kin }}$ in the case of photodesorption $(1,2)$ and $(3,4)$ superelastic scattering from $(1,4)$ glass and $(2,3)$ sapphire.
curve 3 ). The independence of the first signal amplitude of the dye laser power (within a certain interval) is naturally explained by saturation of the atomic line (in the range of the probing laser power intensities) and is evidence for this signal being related to the excitation of atoms in the cell volume.

The shape of the signal represented by curve 3 in Fig. 2 corresponds to what was expected. Indeed, being excited by the resonance laser radiation, a certain part of the atoms from the immediate vicinity of the window reaches the surface in the excited state. Upon impact on the surface and quenching of the electron excitation, such atoms are reflected from the surface with velocities exceeding the equilibrium values and overtake previously scattered unexcited atoms, thus increasing the density of particles in the observation region. Naturally, the absence of the contribution of these atoms to the equilibrium scattered fraction is manifested by a decrease in the corresponding density of atoms in the registration region below the equilibrium level. Thus, the action of the exciting laser radiation is equivalent to the simultaneous appearance of a source of high-energy atoms and an equal (in the number of emitted particles) negative source of atoms with equilibrium thermal distribution of velocities. Both these sources can be considered instantaneous, since the lifetime of the excited atomic state is on the same order of magnitude as the excitation pulse duration. For this reason, impacts of the excited atoms on the surface take place only within a period of time on the order of the duration of the excitation pulse. The latter value is about 25 ns , which is much shorter than the characteristic times of flight from the surface to the region of observation.

Using the results of measurements of the relative number of superelastically scattered atoms, it is possible to judge the probability of quenching of excited atoms on the surface. Indeed, the maximum flux of excited atoms to the surface amounts to half of the equilibrium flux $(1 / 4) N v$, where $N$ is the concentration of atoms in the cell volume and $v$ is the average velocity of thermal atoms in the cell. The saturated cesium vapor pressure at room temperature is $1.6 \times 10^{-6}$ Torr, which corresponds to $N=5 \times 10^{10} \mathrm{~cm}^{-3}$. Then, the average velocity is estimated at $v=2.2 \times 10^{4} \mathrm{~cm} / \mathrm{s}$. Thus, at a probability of quenching equal to unity, the maximum flux of scattered atoms is $2.8 \times 10^{14} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ (under conditions of saturated atomic transition). Once the probing and exciting laser beam diameters and the distance between these beams are known, it is possible to evaluate the number of atoms reaching the observation region after the action of the excitation laser pulse. This value is $4 \times 10^{6}$, in good agreement with the results of observations. This agreement confirms the above assumption that the probability of quenching of the electron excitation upon impact of an excited atom on the surface is close to unity.

The angular distribution of scattered atoms was determined from the decrease in amplitude of the signal of superelastically scattered atoms observed when the window was scanned with the exciting laser beam from the center to the periphery. These angular characteristics agree well (within the experimental accuracy) with the cosine distribution of the scattering angle according to the Lambert law. However, subsequent investigation of the surface of glass and sapphire windows using a high-precision profilometer showed that these materials even after deep grinding and fine polishing retain surface roughnesses with average heights of $1.8-2.4 \mathrm{~nm}$ for glass and 4-6 nm for sapphire. The lateral roughness size was $0.2-0.5 \mu \mathrm{~m}$, and the proportion of flat terraces parallel to the window plane was negligibly small. In this context, the results of measurements of the angular characteristics of superelastic scattering are probably related to the surface roughness profile, rather than reflect the true angular profile of the atomic scattering process.

Figure 3 shows the TOF spectra reconstructed so as to demonstrate the distribution of scattered atoms with respect to their energies. For this purpose, the atomic velocities and the corresponding kinetic energies were determined using the times of flight to the observation region, and the signal intensity was multiplied by the flight time $t$ in order to take into account nonuniform distortion of the scale on the passage from TOF to energy distribution. The negative parts of distributions corresponding to the lack of atoms with kinetic energies on the order of $10^{-2} \mathrm{eV}$ are not depicted in Fig. 3. We also do not present the high-energy part of the spectrum, since the leading front of the experimental pulses reflecting a change in absorption of the probing laser beam is significantly distorted by a background signal
related to the action of exciting laser radiation on the photodetector. Nevertheless, the reconstructed spectra show that the characteristic kinetic energy of scattered atoms accounts for a considerable part of the electron excitation energy ( 1.45 eV ) and is several tens of times greater than the average thermal energy of atoms. The average kinetic energy of the scattered atoms is also much greater than the average kinetic energy of photodesorbed atoms. At the same time, a difference between the energy distributions of atoms scattered from glass and sapphire is rather small.

## 3. MECHANISM OF ENERGY CONVERSION NEAR THE SURFACE

In order to explain the phenomenon of superelastic scattering, it is necessary first to establish the mechanism responsible for almost complete quenching of the electron excitation of atoms during their interaction with the surface. The excitation energy ( 1.45 eV ) is too small to be transferred to electrons of wide-bandgap dielectrics such as sapphire and glass. On the other hand, this energy is large compared to the energies of optical phonons in these materials. Therefore, processes of single-quantum excitation of dielectrics by incident atoms cannot be effective.

The electron excitation can be transferred to a dielectric by means of multiphonon processes. However, sequential excitation of a large number of phonons during the impact of an atom on a wall is low probable. Transformation of the nuclear vibrations of a dielectric from lower to highly excited energy states in a single event is possible under certain special conditions. Below we demonstrate the possibility of an effective multiphonon process by which the energy of electron excitation of an atom is converted into its kinetic energy and into the energy of vibrations of the dielectric crystal lattice.

Correct description of the interaction of excited atoms with the near-surface region of dielectrics is still an extremely complicated problem even for numerical model simulations. Let us assume that only a very near region of the dielectric is involved into the process of energy transfer from the incident atom to substrate. Nuclei occupying the crystal lattice sites in this region form, together with the incident atom, a quasi-closed dynamical system (collision complex) in which the energy conversion takes place. Upon transfer of the atomic excitation energy from the atom to this complex, the energy of lattice vibrations can be further transferred to the bulk of dielectric, but this will not influence the emission of the scattered atom.

This concept of such complexes was used previously [6] for explaining some features of the photodesorption of alkali metal atoms adsorbed on the surface of transparent dielectrics. According to estimates [6] a complex may involve several dozen (about forty) nuclei. It should be noted that the diameter of cesium
atom is several times (approximately threefold) greater than the distance between adjacent lattice sites in the dielectric.

Thus, we have reduced the initial, insufficiently studied problem to a situation quite well studied in molecular physics-the problem of luminescence quenching during collisions of atoms with molecules and the photodetachment of atoms from molecules. As is known, the atomic luminescence quenching in collisions of atoms with small molecules is related to a nonadiabatic transition in the region of intersection (crossover) of their terms. This transition may lead to the excitation of strong nuclear vibrations in the molecule and to the conversion of a considerable part of its internal energy into the kinetic energy of the atom [3-5]. As will be shown below, the presence of a large number of nuclei in the complex makes the nonadiabatic process in the case under consideration somewhat different from that involved in collisions of atoms with small molecules. This difference requires special consideration.

The mechanism of conversion of the energy of atomic electron excitation into the motion of nuclei in the complex is as follows. A potential energy of the complex is the sum of the energy of deformation of the electron orbitals of the atom near the surface, the energy of interaction between the atomic nucleus and the dielectric, and the energy of displacements of the equilibrium lattice site positions caused by the atom. Naturally, the potential energy of the complex as a function of the distance $z$ from the atom to the surface is different for various electron states. The total energy of the complex is given by the sum of the above potential energy and the energy of nuclear motions in the complex. In what follows, by terms is meant the differences of the total energy of the complex and the kinetic energies of atoms as functions of $z$.

As was noted above, a necessary condition for the effective energy transfer from electron excitations to nuclear motions is the intersection of terms. We have no grounds to assume that intersections are possible between terms corresponding to equal energies of the lattice vibrations. However, such intersections are possible if the energies of vibrations in the states corresponding to various terms are significantly different. In particular, a term corresponding to the state of excited atom and small lattice vibrations may intersect with a term corresponding to the state of unexcited atom and strong lattice vibrations. In this case, effective transitions from the first to the second state become possible.

The condition of intersecting terms is necessary but not sufficient for providing the effective energy transfer from electron excitations to the nuclear motions in the complex. The efficiency of the process involving strong changes in the nuclear motions is determined by the transition matrix element dependent on the overlap of the wavefunctions of nuclear motions in the initial and final states. Generally speaking, this overlap is expo-


Fig. 4. Schematic diagram of potential energies for one of the normal modes: $U_{1}(q)$ corresponds to the ground state, and $U_{2}(q)$, to the excited state of an atom: (a) the potentials of inactive modes exhibit only a vertical shift upon a change of the electron state; (b) the overlap of vibrational wavefunctions of the active modes is most significant for the intersection of terms in the region of the bottom of the excited state.
nentially small if the initial and final states of nuclear vibrations are significantly different (as in the case mentioned above). However, significant overlap is also possible between the wavefunctions of weak and strong nuclear vibrations. This is illustrated by the following considerations.

An atom adiabatically slowly approaching the surface does not excite vibrations of the nuclei, but induces their displacements dependent on the electron state of the atom. The nuclear motions in the complex are conveniently described using the normal mode representation. Ignoring the Dushinski effect [8], we assume that the normal modes of the complex are independent of the atomic electron state. Then, each normal coordinate $q$ of the complex corresponds to two potential energies:
$U_{1}(q)$ for the ground state and $U_{2}(q)$ for the excited state (Fig. 4). The overlap of the wavefunctions of vibrations in the upper and lower electron states determines the efficiency of the transition between these states. When the atom is far from the surface $(z \longrightarrow \infty)$, the $U_{2}(q)$ potential appears exactly as $U_{1}(q)$ displaced along the vertical axis. The transitions between such states are generally impossible. As the atom approaches the surface to a finite distance $z$, the $U_{1}(q)$ and $U_{2}(q)$ potentials are displaced and deformed differently, so that the overlap integral becomes nonzero. In the case of superelastic scattering of an excited atom, the initial oscillator state of the normal mode $q$ is the ground state of vibrations in the $U_{2}(q)$ potential. According to the FranckCondon principle, the most effective transition to the excited vibrational state in the $U_{1}(q)$ potential takes place when the $U_{1}(q)$ curve intersects with $U_{2}(q)$ in the vicinity of its minimum. A quantitative estimate of the overlap integral can be obtained by assuming that both potentials are described by identical quadratic functions. Then, the degree of overlap, as a function of the point of intersection, exhibits a sharp maximum [8] and reaches a value of $(2 \pi m)^{-1 / 2}$, where $m$ is the number of the final vibrational state of transition in the $U_{1}(q)$ potential. Assuming that the characteristic frequencies of normal modes in the complex fall within the IR absorption range of dielectrics and taking the electron transition energy to be about 1 eV , we obtain $m \sim 10$ and, hence, the degree of overlap can be sufficiently large.

It is necessary to pay attention to two circumstances. First, the amplitudes of nuclear vibrations in the complex in the case of strong excitation of normal modes are small because the excitation energy in most part of these modes is distributed more or less uniformly between lattice sites. This fact justifies the assumption of small displacements in our analysis. Second, it is possible that not all normal modes will provide for the required intersection of parabolas when the atom moves along the $z$ axis. We believe that this intersection for a certain part of modes is observed at various positions of the atom relative to the surface. The modes for which the intersection takes place will be referred to as active.

The efficiency of the nonadiabatic transition is determined by the factors considered above and by the operator of transition between electron states. In the formalism of adiabatic states [8], this operator is related to the motion of atoms and is determined by the atomic momentum and by the dependence of the electron wavefunction on $z$. An equivalent but clear description of the nonadiabatic coupling can be obtained in a diabatic basis taking into account some approximate symmetry. In our case, the neglect of the dependence of the surface potential on the lateral coordinates leads to approximate axial symmetry and possible classification of electron states with respect to the normal projection of the orbital momentum. Then, the transition between
intersecting terms $\Sigma$ and $\Pi$ is naturally related to the electric fields (not necessarily stationary, if the lattice vibrations are taken into account), which are tangent to the surface and can be significant at the dielectric surface. Quantitative evaluation of the probability of quenching requires detailed information (not available at present) about the potential of interaction between the atom and the surface. However, taking into account the fact that the excitation quenching cross sections for some atoms in collisions with molecules reach gaskinetic values [1], we may conclude that the above mechanism of nonadiabatic transitions can provide for the experimentally observed unit probability of the electron excitation quenching upon impact of an excited atom on the surface.

The above analysis shows that the quenching of atomic electron excitation at a dielectric surface may effectively proceed via the transfer of a part of internal atomic energy to the motion of nuclei in the dielectric lattice so that the atom retains its kinetic energy (according to the Franck-Condon principle) acquired on approach to the surface.

## 4. DISCUSSION OF RESULTS

Based on the proposed mechanism of nonradiative quenching of the electron excitation of an atom at a dielectric wall, the process of superelastic impact of the atom on the dielectric surface can be described as follows.

Excited atoms moving to the surface via an excited term can be deactivated in the events of internal energy transfer to the active modes. The probability of a single deactivation event is rather small, but each excited atom approaching the surface repeatedly encounters the possibility of such deactivation. For this reason, atoms exhibit complete deactivation despite the small probability of single event. Since various energies are transferred in different events, scattered atoms possess various kinetic energies (see Fig. 3).

Owing to the action of the attractive surface potential, the impinging atom acquires a significant kinetic energy. During a nonadiabatic transition, only the electron excitation energy is transferred to a collision complex comprising atom and substrate, while the kinetic energy of the impinging atom is not involved in the interaction. As a result, the atom (occurring in the ground state upon excitation quenching) is reflected upon the elastic impact on the wall. The reflected atom moves with a kinetic energy equal to that at the point of nonadiabatic transition minus the energy of binding in the ground state potential. If the depth of the excited potential at the point of nonadiabatic transition is significantly greater than the depth of the ground-state potential, the reflected atom may acquire a significant kinetic energy.

The mechanism of photodesorption of adatoms from a dielectric surface is essentially the same as the
mechanism of superelastic scattering, but the course of the former process is different because of dissimilar initial conditions. Indeed, the adsorbed atom occurs initially in the ground electron state, the vibrations of nuclei at the lattice sites are not excited, and the equilibrium positions of these sites are displaced relative to those in the absence of adatoms. Upon absorption of a photon by the adatom, the system passes to another term on which the nuclei at the lattice sites initially occur in the same positions (according to the FranckCondon principle) and then begin to move because the excited term has a different configuration of lattice sites. Similar to the case of superelastic scattering, most effectively excited are the normal modes for which the equilibrium positions are significantly displaced. The excited adatom also starts moving at the bottom of the upper term, but it is most probably involved in a nonadiabatic transition to the ground state of the unexcited term and in most cases remains bound to the surface (the quantum yield of photodesorption is small). The energy of the absorbed photon uniformly distributes over all degrees of freedom of the adsorption complex. For this reason, desorption events take place only in relatively rare cases determined by the statistics of distribution of the total energy of this complex over the nuclei, whereby a considerable part of the electron excitation energy is transferred to the energy of motion of the adatom, rather than to energy of nuclear vibrations at the lattice sites. This leads to the well-known features of photodesorption such as the Maxwell distribution of velocities of the desorbed atoms (see Figs. 2 and 3) and the dependence of the effective "temperature" of the adsorption complex on the photon energy. The most probable event is deactivation with the transition of the adatom to the ground state [6]. This is accompanied by the photoinduced diffusion of adatoms observed previously [9].

Thus, the main factor responsible for the difference in the kinetic energies of atoms upon photodesorption and second-order impact is related to a significant kinetic energy possessed by atoms in the latter case at the moment of nonadiabatic transition. This difference is also manifested in the energy distribution of scattered atoms. In the case of photodesorption, the width of the Maxwell distribution is determined by a fraction of the photon energy per oscillator in the adsorption complex and is on the order of 0.05 eV . For the second-order impact, the width of the energy distribution is determined by variation of the difference between the kinetic energies of atoms in the excited and ground state at the point of nonadiabatic transition, which is significantly greater than the former value.

We will not dwell here on the dependence of the velocity of scattered atoms on the energy losses during the impact of unexcited atoms on a dielectric. Although these losses can be relatively large (according to [10], the energy accommodation coefficient may exceed 0.75 ) and noticeably influence the velocity spectrum, this factor cannot substantially change the significant
difference in the energies of photodesorbed atoms and those upon superelastic scattering.

The proposed description of the second-order impact of atoms on a dielectric surface can readily be presented in a theoretical form. However, presentation of such a theory is hardly expedient, since the description of experimental energy spectra of scattered atoms would require detailed information about the interactions of particles in the collision complex. Unfortunately, not much data are available even on the interactions of atoms with dielectrics.
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[^0]:    ${ }^{1}$ Spin injection can be induced not only by current, as in [17] or the present work, but also by polarized light (e.g., see review [19]). It appears that the spin injection concept can acquire great significance in the future, comparable to that of charge injection in semiconductor devices.
    ${ }^{2}$ We mean the lattice of magnetic ions described in the continuous medium approximation.

[^1]:    ${ }^{1}$ Note that a numerical analysis performed for higher $j_{0} \leqslant 10$ revealed similar qualitative trends in the evolution of the atomic parameters considered here.

[^2]:    ${ }^{2}$ This value is the highest of those for decaying states, whereas the eigenvalues $\lambda_{1}^{(1)}=0$ and $\lambda_{1,2}^{(2)}=0$ correspond to the two distinct coherent states not coupled to the field in $j \longrightarrow j-1$ transitions [16].

[^3]:    ${ }^{3}$ The reduced dipole matrix element in the definition of the saturation parameter also depends on $j_{0}$. Note that the quantity $d$ contained in (5) is defined in terms of the Clebsch-Gordan coefficients (see also [1,3]), whereas a definition of $\tilde{d}$ in terms of Wigner $3 j m$ symbols was used in $[2,6,13]$. These quantities satisfy the relation $\tilde{d}=\Pi\left(j_{1}\right) d$.

[^4]:    ${ }^{4}$ Note that the coherences represented by $\hat{\mathbb{X}}^{(2)}$ can be neglected when the pumping field configuration is one-dimensional. However, they must be taken into consideration in higher dimensional configurations with polarization gradients [13].

[^5]:    ${ }^{5}$ The intensities of spontaneous transitions also increase, but monotonically (see next section).

[^6]:    ${ }^{6}$ As before, only pure polarization states (with $\ell^{2}+\mathscr{A}^{2}=1$ ) are considered here.

[^7]:    ${ }^{7}$ Henceforth, it is assumed that the parameter $S$ is held constant when $\delta$ is varied by adjusting the Rabi frequency in expression (4).

[^8]:    ${ }^{{ }^{I}}$ This article was submitted by author in English.

[^9]:    ${ }^{1}$ We note that the isotropic effective mass approximation gives the value $E=-E^{*} / 2 \approx-20 \mathrm{meV}$ for the ground-state energy of a single phosphorous donor in silicon, which is about half the experimentally observed value $E=-45.5 \mathrm{meV}$ (see, e.g. [27]).

[^10]:    ${ }^{2}$ The resonant approximation is valid if the absolute value of the detuning from resonance, $\hbar \delta=\hbar \omega-\left(E_{T R}-E_{L, R}\right)$, is small compared to the spacing between the energy $E_{T R}$ of the state $\left\langle\chi_{T R}\right\rangle$ and the energy $E^{\prime}$ of the state $\left|\chi^{\prime}\right\rangle$ nearest to $\left|\chi_{T R}\right\rangle$. In the case where there are two components in $\mathbf{E}(t)$, the absolute values of both $\hbar \delta_{L}=\hbar \omega_{L}-\left(E_{T R}-E_{L}\right)$ and $\hbar \delta_{R}=\hbar \omega_{R}-\left(E_{T R}-E_{R}\right)$ should be small compared to $\left|E^{\prime \prime}-E_{T R}\right|$.

[^11]:    ${ }^{3}$ We note that Eq. (23) is applicable as long as $\left|a_{i \rightarrow f}(\omega, t)\right| \ll 1$.

[^12]:    ${ }^{4}$ We note that at $T=0$, there are no phonons in the sample, and hence only the second term in Eq. (22) is relevant for the elec-tron-phonon interaction because the initial and final phonon states, $\left|i_{\mathrm{ph}}\right\rangle$ and $\left|f_{\mathrm{ph}}\right\rangle$, are the respective states $\left|0_{\mathbf{q}}\right\rangle \exp \left(-i E_{0} t\right)$ and $\left|1_{\mathbf{q}}\right\rangle \exp \left[-i\left(E_{0}+\omega_{\mathbf{q}}\right) t\right]$, where $E_{0}=\sum_{\mathbf{q}}\left(\hbar \omega_{\mathbf{q}} / 2\right)$, and hence $\left\langle f_{\mathrm{ph}}\right| \hat{b}_{\mathbf{q}}^{+}\left|i_{\mathrm{ph}}\right\rangle=\exp \left(i \omega_{\mathbf{q}} t\right)$.

[^13]:    ${ }^{\mathbb{I}}$ This article was submitted by authors in English.
    ${ }^{1}$ The parity of lowest exotic states considered here is negative (see [7], however), in contrast to the chiral soliton model predictions, where it is positive. Spin and parity of exotic baryons have not yet been measured.

[^14]:    ${ }^{2}$ As was admitted recently in [28], the prediction of the low value of the mass $M_{\Theta} \approx 1530 \mathrm{MeV}$ "was to some extent luck."

[^15]:    ${ }^{3}$ In (2), we use one of several possible forms of the sixth-order term, all of which make the same contribution to the static mass of the $S U(2)$ solitons (see also the discussion in [57]). General consideration of higher order terms and the discussion of their role in establishing skyrmion properties can be found in [58].

[^16]:    ${ }^{4}$ Strictly, at large $B, \Gamma_{B} \sim B^{3 / 2}$, as explained above. But, numerically, at $B<30, \Gamma_{B} \sim B$, as can be seen in Tables 1 and 2 .

[^17]:    ${ }^{5}$ In most variants of the explanation, it is difficult to expect a width of the $\Theta$-hyperon on the order of 1 MeV , as obtained in [67]. Therefore, verification of the data analyzed in [67] seems to be of first priority.

