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Abstract—Implementing programs for nuclear fusion research and X-ray generation requires the creation of
superpower generators based on plasma opening switches (POSs) capable of commutating currents as high as
several tens of megaamperes at output voltages of up to 5 MV and higher. The physical mechanisms limiting
the POS voltage are investigated. It is shown that, as the generator voltage Ug increases, the voltage multiplica-
tion factor k = UPOS/Ug (where UPOS is the POS voltage) decreases. An explanation for such a dependence is
proposed, and the maximum value of the POS voltage is estimated. A POS design that enables operating in the
above current and voltage ranges is considered. The design is based on applying an external magnetic field to
the POS interelectrode gap, increasing the initial generator voltage, and decreasing the linear (along the perim-
eter of the outer electrode) density of the charge passing through the POS during the conduction phase. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of physical studies and the neces-
sity of solving applied problems in the field of inertial
controlled fusion have led to the creation of superpower
megajoule pulsed generators, which makes it possible
to achieve thermonuclear conditions in Z-pinches and
imploding liners and to obtain intense bremsstrahlung
X radiation. From the standpoint of both physics and
cost-effectiveness, an inductive energy storage with a
plasma opening switch (POS) is one of the most prom-
ising schemes for such a generator. The parameters of
the largest existing POS-based generators, such as the
GIT-16 and ACE-4 facilities, are the following: the cur-
rent amplitude is 5 MA, the voltage at the instant of the
break is 3 MV, and the break phase duration is 100 ns
[1]. Although these parameters rank below those of
generators based on water lines, such as the PBFA-Z
facility (the current amplitude is 20 MA, the pulse volt-
age is 10 MV, and the pulse duration is 100 ns) [2], the
possibility of creating a POS-based generator with a
current of 50–100 MA and voltage of 5–10 MV is cur-
rently being considered [1, 3]. The present level of
knowledge of POS physics does not provide an unam-
biguous answer to whether such a generator is possible
to build. This paper is aimed at studying this problem
and, in particular, investigating the main physical
mechanisms and technological factors limiting the POS
parameters.

2. MAIN PARAMETERS AND PHYSICAL 
MODELS OF THE POS

A POS-based generator consists of an LC circuit
closed via a POS, which is a segment of a vacuum
coaxial line whose electrodes are connected to each
other via a plasma bridge over a fraction of the total
length of the line (Fig. 1). One end of the line is con-
1063-780X/01/2702- $21.00 © 20110
nected to the capacitor bank of a Marx generator (MG),
and the other end is connected to the load. After the
generator is switched on, the growing current closes
through the POS. During the first stage, which is called
the conduction (or storage) phase, the POS impedance
is low and the MG electric energy We = CU2/2 converts
into the magnetic energy of the line LI2/2, where L is the
total inductance of the line, generator, and connecting
wires. Then, the POS impedance sharply increases and
the stored energy of the magnetic field is released in the
POS and shunting load. This process is called the
break.

The properties and operating mode of a POS depend
substantially on the electrode configuration, magnitude
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Fig. 1. Schematic of a POS-based generator: (1) Marx gen-
erator with capacitance C and inductance Lg, (2) high-volt-
age insulator, (3) vacuum feed line (Lvac) and POS (RPOS),
and (4) electron diode load Rl.
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and distribution of the plasma density, amplitude and
duration of the current, etc. The main parameters of
present-day POS-based generators [4–21] vary within a
wide range (see table): the conduction phase time is
tcon = 0.2–3 µs; the current just before the break is Ibr =
0.06–3 MA; the initial generator voltage is Ug = 0.05–
1.5 MV; the POS voltage is UPOS = 0.5–4 MV; the volt-
age multiplication factor is k = UPOS/Ug = 2–15; the
anode radius is R‡ = 1–20 cm; the cathode radius is Rc =
1–20 cm; the initial length of the plasma bridge is
l = 1−60 cm; the charge densities per unit length of the
circumference and per unit area of the surface of the
outer electrode are q1 = 0.2–30 mC/cm and q2 = 0.2–
5 mC/cm2, respectively; and the initial plasma density
is n ≤ 5 × 1017 cm–3. Thus, a number of POS models tak-
ing into account specific conditions have been devel-
oped [22–25]. Three modes of POS operation can be
specified depending on the characteristic scale ‡ of the
problem (e.g., the interelectrode gap) and the plasma
density n: the magnetohydrodynamic (MHD), electron
magnetohydrodynamic (EMHD), and erosion modes
(Fig. 2).

The MHD mode is realized when

(1)

Under this condition, the POS operation can be
described within the so-called “snow plow” model:
under the action of the F = J × B force, the plasma is
displaced along the POS axis toward the load. If the
magnetic field (or plasma density) in the gap is nonuni-
form, then the plasma displacement is also nonuniform;
the higher the magnetic field (or the lower the density),
the larger the displacement. The plasma displacement
is accompanied by the formation of a vacuum gap in the
shape of a wedge with a vertex on the load side. This
gap is bounded with a denser plasma and propagates
toward the load. The formation and expansion of the
vacuum gap is caused by the magnetic pressure pushing
the plasma apart. The MHD mode is completed when
the gap vertex reaches the plasma boundary, where a
region with a reduced plasma density is formed. For the
coaxial configuration and linearly growing current, the
snow plow model [26, 27] enables one to find the
dependences of the conduction phase duration, current
amplitude, and total charge passed through the POS on
the plasma density. In a region with a reduced plasma
density, which is formed due to the nonuniform motion
of the plasma bridge, conditions can be satisfied for the
transition to the EMHD mode (see below), in which the
POS resistance sharply increases and the break occurs
[28]. In this mode, the above-mentioned narrow wedge-
shaped vacuum gap and extended region with a denser
plasma still exist. The ion currents flowing across this
region shunt the POS, thus limiting the POS voltage.
The dense plasma at the gap boundary prevents the
expansion of the gap caused by the escape of ions from
the plasma surface.
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The EMHD mode is realized at lower densities [25]
such that

(2)

The solution obtained in [23] describes the penetra-
tion of a fast convective magnetic-field wave, often
referred to as a Kingsep–Mokhov–Chukbar (KMC)
wave, into the plasma and allows an explanation of the
measured high penetration velocities, which exceed the
classical collisional penetration velocity by two to three
orders of magnitude. One of the most remarkable
EMHD effects is the universal expression for the POS
(plasma-filled diode) impedance [24]:

(3)

where u is the characteristic current velocity averaged
over the plasma volume. Note that, for the typical cur-
rent velocities u . 108 cm/s, we have Reff . 0.1 Ω ,
which is one or two orders of magnitude less than the
POS impedance at the instant of the break. Involving
other mechanisms may only increase the actual value of
the switch impedance and voltage. It was noted in [29]
that, assuming the ions to be immobile, the switch
impedance by the end of the EMHD mode reaches the
value given by expression (3), which corresponds to the
Hall voltage

(4)

Taking into account the ion motion allows us to esti-
mate the limiting linear charge density during the con-
duction phase:

(5)

The existence of the limiting charge density (q1 =
2−5 mC/cm and q2 = 1–3 mC/cm2) has been observed
experimentally [30, 31]. A decisive factor allowing one
to relate the current wave propagation to the “electro-
technical” break of the current is the existence of the
Hall electric field [32]: after the field in the form of a
KMC wave has penetrated through the plasma and has
magnetized the plasma electrons, the Hall erosion
phase occurs, during which the radial Hall electric field
E = [veB]/c accelerates the plasma ions toward the cath-
ode. Such an ion acceleration in a quasineutral plasma
with magnetized electrons looks like a rarefaction wave
propagating from the cathode to anode. The POS volt-
age can be easily estimated when the load inductance is
equal to the storage inductance. In this case, the POS
impedance is

(6)

Although the electron component of the current shunts
the POS gap, it is needed for the Hall erosion (the accel-
eration of ions and their escape from the plasma) to
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q2,
10–3 C/cm2 n, cm–3 Note

0.6 4 × 1015

0.2

0.6 2 × 1015

0.5

>1015

5 Plasma anode

0.4 ″

0.1 Self-field Bz

0.14 ″

5 4 × 1015

1.2

1

1.2

″ External field
Bϕ = 10 kOe

0.4 Bz = 3 kOe

0.18

1.5 Bz = 3 kOe

0.17 Bz = 5 kOe

1

Parameters of the most famous facilities [4–21]

Facility, reference tcon, µs Ibr, MA Ug , MV UPOS, MV k Ra, cm Rc, cm l, cm q1,
10–3 C/cm

Hawk [4] ~1 0.5 ~0.7 2 3 7.5 1.3 8 5

GIT-4 [5] ~1 2 0.6 1.76 3 28 24 24 5

GIT-8 [6, 7] 0.8 1.5 0.48 1.1 2.2 10 8 30 20

GIT-12 [8] 1.2 2–3 0.48 1.3 2.5 18 16 60 30

DPM-1 [9, 10] 0.55 1 0.7 2.3 3.3

0.6 1.2 0.7 2.7 4 7.5/10 6.5 2.5 12

DM-1 [11] 0.28 1.3 1.3 2.4 2 18/24 9 2.5 1

Tesla [12] 0.55 0.35 1 2 2 12.5 18 10 1

DM-2 [13] 0.22 1.1 1.2 2.7 2.2 18 12.5 10 1.4

Ace-4 [14] 0.85 2.4 0.48 1.4 3 8 6 20 20

Marina [15] 1 0.3 0.75 2.5 3.4 10 2 2.5

Dubl [16] 1.2 0.24 0.48 1.5 3 15 2.25 2.5 2

Taina [17] 1.8 0.18 0.45 1.5 3 18 3.5 2 2.5

″ ″ ″ ″ 2.2 5 3.5 18 ″ ″

A-2C [18] 1.2 0.07 1.5 4 2.8 3 18 1 0.4

GAMBLE2 [19] 0.05 0.9 3.4 4.6 1.4 4.5 2.4 10 1.8

Tigr-1 [18] 3 0.12 0.04 0.5 12 3 18 1 1.5

PC-20 [20] 0.6 0.06 0.8 3 4 20 15 1 0.17

[21] 1 0.1 0.16 0.7 4.5 16 1 2 2
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occur and, consequently, the switch impedance to
increase.

In some cases, the anomalous plasma resistance can
make a substantial contribution to the POS impedance
in the conduction phase [33]. The resistive effects are of
importance at

(7)

Under this condition, the anomalous plasma resistance
is comparable with the EMHD impedance given by
expression (3) and can attain 1 Ω. However, the main
point here is that the anomalous resistance may affect
the scaling law that follows from the EMHD model of
switch operation.

As the density decreases further, 

(8)

the switch starts operating in the vacuum regime. In this
range of parameters, the break can be described within
the erosion model [22, 27]. The transition from the
EMHD mode to the vacuum mode can occur via the
Buneman instability, which is accompanied by the for-
mation of electric double layers [34]. During the ero-
sion process, the ions escaping from the anode bound-
ary of the double layer are accelerated toward the POS
cathode by the interelectrode electric field. The classi-
cal erosion model [22, 27] assumes the existence of
four consecutive phases: conduction, erosion,
enhanced erosion, and magnetic insulation. In the con-
duction phase, the electron and ion components of the
current are related by the bipolar relationship

(9)

Neglecting the POS voltage, the maximum values of
the total current and the ion current are determined by
expression (9) and the ion drift velocity vd:

(10)

(11)

The inequalities opposite (10) and (11) correspond to
the transition to the second (erosion) phase, in which
the uncompensated ion loss results in the formation and
growth of a vacuum gap. The growth rate of the gap
width D is

(12)

In this case, the POS voltage is equal to the gap voltage,
which is determined by the Child–Langmuir law and,
as a rule, does not exceed several ohms.

As soon as the gap width becomes equal to the elec-
tron Larmor radius, which corresponds to the critical
current

(13)
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the transition to the phase of enhanced erosion occurs,
during which the POS impedance sharply increases and
the current switches to the load. The phase of magnetic
insulation occurs in the case of a low-inductance load
with a current exceeding the critical value (13). In [27],
a modified condition for switching the current to the
load was derived from expressions (12) and (13).

The erosion mechanism for the current break can be
enhanced by applying an external magnetic field, which
makes it possible to suppress the electron current
through the POS and enables the most efficient use of
the energy supplied to the POS for ion acceleration, i.e.,
plasma erosion.

The current scalings for the erosion models (both
bipolar and modified bipolar), as well as for the EMHD
and MHD modes, are given in [35]. The coefficients in
the following formulas correspond to carbon plasma
(C++) and the ion velocity Vi = 3.6 cm/µs:

(14)

(15)

(16)

(17)

Supplementing expressions (14)–(16) with the limita-
tions on the plasma density (2) and (8), we see that, in
the vacuum and EMHD modes, the current and the den-
sity of the passed charge are limited.

Hence, for a limited POS volume, only the MHD
mode, which is characterized by the lowest voltage
multiplication factor, allows the accumulation of a
large amount of energy in the inductive storage bank. In
[28], the possibility of the division of a POS into two
parts was considered, namely, the MHD region with a
high plasma density, which allows a large charge to
pass, and the EMHD (Hall) region, which enables a
high impedance. In our opinion, this is not the only way
to increase both the energy and the voltage. The EMHD
or vacuum modes with an external magnetic field can

IBP 3.8 10
–10

rln,×=

IMBP 1.02 10
2–
rn

1/2
,×=

IEMHD 1.64 10
9–
r lndI/dt( )1/2

,×=

IMHD 1.39 10
5–
9r

2
l

2
ndI/dt( )

1/4
.×=

1015 1012 cm–3

MHD
EMHD

Vac

Fig. 2. POS operating modes: magnetohydrodynamic
(MHD), electron magnetohydrodynamic (EMHD), and vac-
uum erosion (Vac) regimes. The modes partially overlap
within the plasma density range 1012–1015 cm–3.
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be used to attain a high voltage, and the current can be
increased by increasing the area of the POS electrode
surface. It is this method that will be considered below.

3. MAIN FACTORS DETERMINING 
THE POS VOLTAGE

Obviously, in the EMHD or erosion modes, the POS
voltage is determined by the energy density spent on
the ion acceleration, i.e., the Hall or electric plasma
erosion. That the POS voltage UPOS at the instant of the
break is a function of the input energy density w,

(18)

is of practical importance, because it enables the scal-
ing of installations in which POSs are used for pulse
sharpening.

Dependence (18) can easily be determined. Thus,
for a planar configuration and magnetized electrons,
the specific (per cm2) energy dwi spent on removing a
plasma sheet with a thickness of dx is

, (19)

UPOS f w( )=

dwi UPOSnzedx=

0.5
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Fig. 3. Calculated dependence of UPOS on the generator

voltage Ug, UPOS = α , and their real values from the

table (1) with and (2) without an external magnetic field.
Numerals stand for the installations: (1) Tigr-1, (2) Electron
Beam Generator, (3) Taina, (4) Dubl, (5) GIT-12, (6) Ace-4,
(7) GIT-4, (8) Hawk, (9) DPM-1, (10) Marina, (11) PC-20,
(12) Tesla, (13) DM-2, (14) DM-1, and (15) A-2C.

Ug
4/7
where ze is the ion charge. If the energy storage induc-
tance is so high that the voltage

UPOS = LdI/dt (20)

is attained at a nearly constant ion current I (and, thus,
at a nearly constant ion current density j), then, accord-
ing to the “3/2 law” (Child–Langmuir law), the voltage
increment is

(21)

where ε0 = (8.85 × 10–12 F/m and M is the ion mass. The
voltage energy cost (i.e., the energy spent on increasing
the voltage by one voltage unit) is

(22)

Consequently, the dependence of the voltage on the
input energy is

(23)

where w is the density of the total energy loss, includ-
ing the energy loss of the electron component of the
current, which is actually more than 50% of the total
POS current. Since, for most installations, the density
of the charge passed through a POS is the same (q2 =
~10–3 C/cm2), then, neglecting the energy loss during
the conduction phase (i.e., assuming that the current
increases to the amplitude value as sinωt), we obtain
that the specific energy loss is

(24)

and

(25)

The coefficient α can also account for a real configura-
tion.

Figure 3 presents the values of UPOS versus Ug taken
from the table and relation (25). The coefficients α1 =
2.5 and α2 = 3.6 (MB3/7) were determined based on the
data for the Taina facility [17] without (α1) and with
(α2) an external magnetic field. It is seen that the calcu-
lated curves are fairly close to the experimental points.
We note that the voltage UPOS = 4.6 MV obtained in the

GAMBLE-2 facility coincides with UPOS = α1  =
5 MV within an accuracy of about 10%. The UPOS val-
ues for the high-current facilities GIT and Ace-4, which
operate mainly in the MHD mode, lie below the curve
given by expression (25). The possible reason for this
discrepancy comes from shunting the POS with the ion
current flowing through the vacuum gap arising in a
dense plasma pushed apart by the magnetic field.
Applying an external magnetic field makes it possible
to minimize the shunting effect of the electron current
that is necessary for the existence of the EMHD mode

dUPOS j
1/2

4/9( )ε0 2ze/M( )1/2
UPOS

1/4
dx,=

dwi/dUPOS UPOS
3/4

n zeM( )1/2
/ j

1/2
4/9( )ε0 2( )1/2

.=

UPOS = 7/4( ) wi/n zeM( )1/2( )/ j
1/2

4/9( )ε0 2( )1/2[ ]
4/7
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(Hall erosion). This allows one to attain high voltages.
The fact that the voltages attained in facilities with an
external magnetic field (such as A-2C [18] and PC-20

[20]) rank below the α2  values is caused by the
electron leakage current bypassing the POS [20].

4. EXPERIMENT

The experimental dependence UPOS(w) at a constant
value of the passed charge

(26)

was measured in a facility [21] with a four-stage MG
with the following parameters: C = 0.4 µF, Ug =
200 kV, Ig = 140 kA, and T/4 = 1 µs. The POS electrode
diameters were 1.4 and 16 cm. Two methods of varying
the input energy density w in a POS were used.

The first method is to vary the number of MG stages
(from four to one), which changes the input energy den-
sity w and MG voltage Ug at a constant charge Q and
charge density. The use of one stage instead of four
increases the MG capacitance fourfold. In this case, the
inductance of the MG–POS circuit decreases by
approximately 20%; hence, the current amplitude
decreases by ~50% and the period increases by ~80%.

The second method is to use an inductance load. In
this case, the current Il in the load and the energy W
released in a POS are determined by the relation
between the MG storage inductance Lg and the load
inductance Ll

(27)

(28)

where Ig and Wg are the initial current and energy in the
MG storage inductance. Note that the experimental
value of the current switched to the inductance load is,
as a rule, less than the calculated current because of the
partial shorting of the current through a POS. For this
reason, the input energy was determined from the cur-
rent waveform, namely, from the current values before
and after the break. Both methods allowed us to change
the input energy in a POS at a constant charge and
charge density (Q = const and q1, 2 = const). The typical
waveforms of the current and voltage for different input
energies are shown in Fig. 4.

Figure 5 presents the dependence of the POS volt-
age on the input energy (the generator voltage)
obtained based on waveforms similar to those in Fig. 4.
The energy released in the POS in the absence of a load
is taken as a unit input energy. Usually, during the
break, the current decreases by ∆I = 0.5Ig; therefore, the
unit input energy is

(29)

Ug
4/7

Q CUg∼

Il IgLg/ Lg Ll+( ),=

W Wg (1 Lg)/ Lg Ll+( )–[ ] ,=

W0 Lg/2( ) Ig
2

Ig ∆I–( )2
–[ ]=

=  Wg ∆I/Ig( ) 2 ∆I/Ig–( ) 0.75Wg,=
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where Wg = QUg; i.e., the unit input energy W0 corre-
sponds to the voltage Ug = 168 kV. It is seen from Fig. 5
that the dependence UPOS(Ug) agrees with expression
(25). The voltage multiplication factor decreases with
the generator voltage as

(30)

Therefore, there is a limiting voltage Ug lim at which
k ≈ 1. Thus, at higher generator voltages, applying a

k UPOS/Ug Ug
3/7–

.∝=

100

100

100

200
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400

500

Ig, kA

U, kV

100

100

100

200

Ig, kA

U, kV

(‡)

(b)

100

100

100

200

Ig, kA

U, kV

(c)

200 400 600 800
t, ns

Fig. 4. Typical waveforms of the current I (measured with a
shunt) and the voltage U (derived from the dΦ/dt signal
measured with a magnetic loop) for different energy input
densities (varied by changing the number of MG stages or
the load type) and constant POS parameters: (a) four stages,
high-impedance diode load, Rd = ~50 Ω; (b) four stages,
inductance load, L = ~0.7 µH (Lω ≈ 1 Ω); and (c) one stage,
high-impedance diode load, Rd = ~50 Ω .
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POS as a voltage multiplier has no sense. This limiting
voltage can be estimated by approximating the depen-
dence UPOS(Ug) obtained at higher voltages, e.g., in the
PC-20 facility at a generator voltage of up to 1 MV.

50

20 40 60 80 100 120 140 160 1800
Ug , kV

100

150

200

250

300

350

400

450
UPOS, kV

1.000.750.500.25
1

2
3

4

5

w/w0

Fig. 5. POS voltage vs. the relative energy input density
w/w0 and the corresponding generator voltage Ug for
(1) one-stage MG with an 0.7-µH inductance load, (2) one-
stage MG in the idle running mode (high-impedance diode),
(3) four-stage MG with an 0.7-µ H inductance load, (4) two-
stage MG in the idle running mode (high-impedance diode),
and (5) four-stage MG in the idle running mode (high-
impedance diode).

C

C

L

L

POS1

POS2

zl

Fig. 6. Schematic of summing up the voltages from the two
POSs (POS1 and POS2) at the load zl; C is a capacitive stor-
age, and L is an inductive storage.
5. INCREASING THE POS CURRENT
AND VOLTAGE

The above result shows that one of the possible
ways of increasing the voltage is to terminate each
stage of the MG with its own POS and then sum up the
POS voltages (Fig. 6) or magnetic fluxes (Fig. 7). How-
ever, the problems of synchronization, total efficiency
of the device, etc. hardly allow one to use this method
for creating powerful generators with megaampere cur-
rents.

It is seen from Fig. 3 that higher voltages can be
attained in facilities with an external magnetic field and
low densities of both the current and charge passed
through a POS. However, the limited values of the
charge densities q1 = 2–5 mC/cm and q2 = 1–3 mC/cm2

used in such facilities at microsecond pulse durations
and currents of ~80 MA make it necessary to use a POS
with a diameter of ~12 m, which is not realistic. Never-
theless, the problem of increasing the charge and cur-
rent at limited densities can be resolved by a more com-
pact arrangement of several POSs, as is shown in
Fig. 8. Four POSs with an external magnetic field can
be connected in parallel. In this case, the overall diam-
eter of the system will be ~3 m, which is quite reason-
able. The magnetic field is created in the radial gap
between two coils directed opposite to each other. This
enables one to minimize the volume occupied by the
magnetic field and, thus, reduce the energy spent on its
production.

ë

ë

POS1

POS2

L

L

zl

Fig. 7. Schematic of summing up the magnetic fluxes from
the two inductive storages, switched by the two POSs
(POS1 and POS2); C is a capacitive storage, and L is an
inductive storage.
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Estimates show that the energy spent on the produc-
tion of the insulating magnetic field is at most 10% of
the energy stored in the inductive storage bank. At the
same time, applying the magnetic field makes it possi-
ble to reduce the current in the break phase to zero [32,
33] and almost completely utilize the inductive storage
energy, whereas the ordinary scheme (without an exter-
nal field) allows one to use no more than 75% of this
energy. In the absence of an external magnetic field, a
decrease in the current and accompanying magnetic
field by one-half (or even lower) leads to the shorting of
a POS; the remaining energy dissipates in the MG–POS
circuit. The passed charge is to be limited not only in
order to achieve the highest voltage but also to provide
the possibility of repeatedly using the POS elements,
because this decreases the energy release in the POS.
Experiments with repetitive POSs [36] show that the
use of pyrocarbon materials makes is possible to sub-
stantially prolong the lifetime of the main POS ele-
ments (electrodes and plasma guns) at a power density
of up to 100 J/cm2, a pulse duration of up to 100 ns, and
a repetition rate of up to 4 Hz. In the single-pulse mode,
the power density can be increased up to 200–
300 J/cm2.

Based on the available data (Fig. 3), we can deduce
that a voltage of about 5 MV can be attained at a pri-

2

1

3

4

5

Fig. 8. Schematic of the four-sided feeding of a POS with an
external magnetic field: (1) cathodes of the four POSs with
magnetic coils, (2) common anode of the four POSs,
(3) feed lines, (4) energy-to-load guide lines, and (5) load.
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mary generator voltage of 2 MV, a POS interelectrode
gap of 5 cm, and an external magnetic field of 20 kG.
For the POS scheme shown in Fig. 8, at a charge den-
sity of 5 mC/cm2, current rise time of 2 µs, an axial
length of each POS of 5 cm (which is equal to the inter-
electrode gap), and a POS current of 80 MA, the area of
the POS electrode surface should be 2 × 103 cm2 and,
accordingly, the diameter of the outer electrode (vac-
uum chamber) should be ~3 m. In this case, it is conve-
nient to use a multimodule system as a primary storage
bank. Since the four POSs are nearly integrated in
space, the problem of synchronization disappears. The
energy can be transported to the load with the use of a
concentrator, as was done in [2].

6. CONCLUSIONS

An analysis of the parameters of POS-based facili-
ties and the described experiments show that (i) the
POS voltage is determined by the energy input density,
(ii) the energy spent on increasing the voltage by one

voltage unit increases as , and (iii) there is a lim-
iting voltage above which applying a POS has no sense.
The limiting voltage can be estimated fairly accurately
based on the dependence UPOS(Ug) measured within the
megavolt range of voltages at the primary energy stor-
age (MG). To obtain the maximum possible voltage, it
is necessary to use an insulating magnetic field pro-
duced by an external power supply.

It is possible to compactly arrange four POSs con-
nected in parallel, which allows one to increase the cur-
rent to 80 MA at a limited density of the passed charge
and a POS diameter of ~3 m.
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Abstract—A study is made of the propagation of microwave beams in a plasma and their passage through the
critical surface. It is shown that, in order for microwaves to penetrate deeply into a dense plasma, it is necessary
to launch them through a magnetic mirror at a slight angle to the device axis. The characteristic features of ray
trajectories are analyzed both ahead of and behind the critical surface. In a dense plasma behind the critical sur-
face, microwaves tend to run out of the axial region toward the plasma periphery. This tendency may be unfa-
vorable for heating plasmas whose radial density profiles are strongly peaked about the system axis. The prob-
lems under analysis are particularly important for assessing the prospects for ECR heating of dense plasmas in
open confinement systems. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
It is well known that, in the absence of a magnetic

field, electromagnetic oscillations do not penetrate into
a plasma whose density exceeds the critical density,
which is defined by the condition ωpe = ω (where ωpe is
the electron plasma frequency and ω is the oscillation
frequency). However, in the presence of a magnetic
field, microwaves whose wave vector is nearly parallel
to the magnetic field (θ < θcr) can penetrate into a
plasma with an arbitrary density. For ωpe @ ω, the crit-
ical angle is equal to θcr = /ωe). The electric
field of such microwaves is essentially right-polarized;
i.e., it has a significant circularly polarized component
rotating in the same direction as the electrons. The elec-
tric field of microwaves propagating strictly along the
magnetic field (θ = 0) is completely right-polarized.
Such right-polarized microwaves are attractive for
electron-cyclotron resonance (ECR) heating of dense
plasmas.

Microwaves propagating at small angles to the mag-
netic field are difficult to launch into closed magnetic
confinement systems. On the other hand, such micro-
waves can naturally be employed for the ECR heating
of a high-density plasma in open magnetic devices, into
which they can be launched through magnetic mirrors
along the magnetic field. This method for ECR heating
of a low-density (ωpe < ω) plasma was successfully
implemented in experiments in the OGRA-4 open sys-
tem [1]. In order to understand whether this method can
actually be used to heat dense plasmas, we must answer
some important questions.

Since the microwave power is launched from free
space, microwaves should pass through the critical sur-
face, at which ωpe = ω. The critical surface is transpar-
ent to microwaves whose wave vector is parallel to the
magnetic field. However, the transmission factor for

(ωarccos
1063-780X/01/2702- $21.00 © 0119
microwaves, even those launched at comparatively
slight angles to the magnetic field, can be negligibly
small. Since microwave sources emit microwave beams
in the form of a packet of waves with different wave
vectors, the spectral width of the beam becomes an
important parameter, which largely governs the beam
passage through the critical surface. Note also that this
parameter changes as the beam propagates from the
source toward the critical surface. Here, we analyze the
propagation of a microwave beam using the general-
ized geometrical-optics (GO) approximation proposed
in [2]. The transmission factor is calculated using the
formulas derived in [3].

In the vicinity of the critical surface, microwaves
experience strong refraction. As a result, the ray trajec-
tories of microwaves may deviate substantially from
being straight (in contrast to the vacuum case). The
refraction of microwaves that have passed through the
critical surface and propagate in a dense plasma is also
considerable. The effect of refraction on the propaga-
tion of microwaves can be described using the conven-
tional GO approximation, as will be done in our study.

2. MICROWAVE PROPAGATION AHEAD
OF THE CRITICAL SURFACE

2.1. General Dependence of the Refractive Index

Far from the critical surface, the plasma weakly
affects the propagation of microwaves, so that their ray
trajectories are almost straight. However, close to the
critical surface, where the plasma plays a dominant
role, the ray trajectories are fairly complex in shape. We
analyze the ray trajectories using the plane plasma slab
approximation and assuming a uniform magnetic field.

We introduce the local Cartesian coordinate system
(ξ, ζ) with the ζ-axis directed along the density gradient
2001 MAIK “Nauka/Interperiodica”
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(Fig. 1) and denote the angle between —n0 and B0 by χ.
In order to better understand the general properties of
the incident microwaves near the critical surface, we
consider the dependence of Nζ on the coordinate ζ or,
equivalently, on the plasma density (Fig. 2). This is the
only component of the refractive index that changes as

r

0

χ

ξζ

z

B0

Nζ

ω2
pe/ω2

1

1

2

1 + ε0χ2

Fig. 1. Working coordinate systems.

Fig. 2. Refractive-index component Nζ vs. plasma density

for Nξ =  = –N(–)sinχ. Numerals denote the regions

where microwaves pass through the critical surface.

Nξ
–( )
microwaves propagate through a plane plasma slab; the
component Nξ remains constant.

Two possible ways in which microwaves pass
through the critical surface are illustrated by the two
points of intersection of the curve Nζ(ζ) with the verti-

cal line /ω2 = 1 in Fig. 2 (see, e.g., [4]). At the first
intersection point, the value of Nζ is such that the wave
vector is parallel to the magnetic field, in which case
microwaves are either right-polarized waves (rotating
in the same direction as the electrons) or left-polarized
waves (rotating in the same direction as the ions). Fig-
ure 2 refers to right-polarized microwaves (region 1).
At the critical surface, the refractive index of the right-

polarized microwaves is equal to N(–) = ,
where Ωe = ωe/ω, with ωe being the electron cyclotron
frequency. Accordingly, the ξ-component of the refrac-

tive index is  = –N(–)sinχ. This component does not
change as microwaves propagate through a plane

plasma slab. Consequently, if we prescribe Nξ =  at
the slab boundary, then the refractive index of the inci-
dent microwaves at the critical surface will be such that
the wave vector is parallel to the magnetic field [4, 3],
in which case microwaves pass freely through the sur-

face. For Nξ ≠ , an opaque region should appear in
zone 1 in Fig. 2. This is illustrated in Fig. 3. When pass-
ing through the opaque region via subbarrier tunneling,
microwaves remain right-polarized.

The larger the difference |Nξ – |, the wider the

opaque region. For |Nξ – | @ L–1/2, the fraction of
microwaves that can pass through the critical surface is
negligible [3]. (Here, L is the characteristic scale on
which the plasma density varies; note also that all of the
quantities having the dimensionality of length are non-
dimensionalized by multiplying by ω/c.) Near the crit-
ical surface, incident microwaves whose wave vector
makes a small angle with the magnetic field experience
an extremely strong refraction: their wave vector

ωpe
2

Ωe/ Ωe 1–( )

Nξ
–( )

Nξ
–( )

Nξ
–( )

Nξ
–( )

Nξ
–( )
ω2
pe/ω2

Nζ

(a)

ω2
pe/ω2

Nζ
(b)

1 1

Fig. 3. The same as in Fig. 2, but in region 1 for (a) Nξ >  (∆ > 0) and (b) Nξ <  (∆ < 0).Nξ
–( )

Nξ
–( )
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changes from N ≈ N(–) to N ≈ N(+), where N(+) =

 is the refractive index of the left-polar-
ized microwaves at the critical surface (Fig. 2). As a
result of refraction, electromagnetic rays abruptly
change direction: on a reduced scale, the ray trajecto-
ries are seen to have a kink. Similar kinks in the ray tra-
jectories have already been captured in simulations of
the propagation of radio waves in the Earth’s iono-
sphere (see, e.g., [5]). In Fig. 2, the zone in which the
refractive index of microwaves changes as they pass
through the critical surface is marked with the symbol 2.
Behind the critical surface, the microwaves are almost
completely left-polarized. The transmitted microwaves
propagate a comparatively short distance in a denser
plasma; after reflection from the high-density plasma
region, they start to move in the opposite direction and
again pass through the critical surface (see the lower
part of Fig. 2).

2.2. Refractive Index near the Critical Surface

Now, we examine the dependence Nζ(ζ) in the vicin-
ity of the critical surface in more detail. Close to the
critical surface, the propagation of electromagnetic
waves in a cold magnetized plasma is described by the
general dispersion relation

(1)

where ε0 = /(  – 1), δq = q – 1, and q = /ω2.

Dispersion relation (1) implies that, at the critical
surface (δq = 0), either the condition N⊥  = 0 or the con-
dition N = 1 should hold (in Fig. 2, these conditions cor-
respond to zones 1 and 2).

Since the first condition is favorable for ECR
plasma heating, we will analyze dispersion relation (1)
assuming that N|| @ N⊥ , in which case the dispersion
relation can be written in a somewhat simpler form:

(2)

We transform this relation to the basic variables (Nξ,
Nζ), where Nξ is a constant quantity and Nζ varies with
the plasma density according to the equation

(3)
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Here, we introduce the notation δNζ = Nζ – ,  =

N(–)cosχ, ∆ = Nξ – ,  = –N(–)sinχ, A = ε0sin2χ,

B = ε0∆sinχ – 2δqcosχN(–) , and C =

2(δq)2  + 4δq∆ N(–)  + ∆2ε0, in terms

of which we have N 2 ≈ N(–)2 + 2N(–)(δNζcosχ – ∆ )
and N⊥  ≈ ∆ + δNζ sinχ.

We resolve dispersion relation (3) with respect to
δNζ to obtain

(4)

where

The plasma is transparent to the microwaves under
consideration (ImδNζ = 0) if G > 0. For this inequality
to hold, it is necessary to satisfy the condition

far from the critical surface (|δq | @ ∆).
For open confinement systems, the angle χ vanishes

at the axis and increases with distance from the axis. If

Nξ >  (∆ > 0), the transparency region is adjacent
to the critical surface (Fig. 3a). Under the opposite con-

dition Nξ <  (∆ < 0), microwaves are reflected
before they reach the critical surface (Fig. 3b).

Microwaves with Nξ =  (∆ = 0) pass freely
through the critical surface (the corresponding ray tra-
jectory has no singularity at the critical surface), still
remaining right-polarized. The situation is radically

different when Nξ is not equal to .

2.3. Ray Trajectories and Wave Polarization 
near the Critical Surface

Let us analyze ray trajectories with Nξ ≠  in the
vicinity of the critical surface. In the ξ0ζ plane, the ray
trajectories satisfy the differential equation

(5)

Nζ
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– 2∆ χN
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χ χ0≤
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where Vg is the group velocity. The dependence Nζ(Nξ)
is described by expression (4).

First, we assume that ∆ > 0 and consider the range
of small |δq | values (|δq | ! |∆|). In this range, expres-
sion (4) yields

(6)

where a = –  and b = .

We integrate Eq. (5) to obtain

(7)

The ray trajectory (7) has a cusp at the point of
reflection from the critical surface (ζ = 0). This conclu-
sion is confirmed by the numerical integration of the
general dispersion relation (Fig. 4). Our simulations
were carried out for conditions corresponding to
planned experiments with the SME (Stabilizing Mag-
netic Element) open device, which is aimed at stabiliz-
ing the Drakon closed confinement system. The mag-
netic field was prescribed in terms of the magnetic
potential

where we put R = 3 and LB = 170. The coordinate-
dependent plasma density was chosen to be n0(r) =

δNζ a∆ b ∆ζ– ,±≈

∆
χsin

----------- 2
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Fig. 4. Ray trajectories of microwaves with Nξ ≈  near

the critical surface for (1) Nξ >  (∆ > 0), (2) Nξ < 

(∆ < 0), and (3) ∆ = 0.

Nξ
–( )

Nξ
–( )

Nξ
–( )
n0(0)exp  with Ln = 65. As before, the quantities

having the dimensionality of length were normalized to

c/ω. We also set ωe(0) = ω and (0) = 10ω2.

Ray trajectories having a cusp were also obtained by
Piliya and Fedorov [6], who solved the problem of the
propagation of electromagnetic waves near the plasma
resonance surface. Analogous trajectories are charac-
teristic of perturbations propagating near the interface
between supersonic and subsonic plasma flows [7].

For ∆ < 0, there is an opaque region ahead of the
critical surface. Near the boundary of the opaque
region, we have

(8)

where c = 2d (Ωe – 1 – (Ωe + 1) ×

cos2χ)  and d = .

The ray trajectories that satisfy Eq. (8) are described
by the expression

(9)

We can see that, after reflection from the opaque region
(ζ > ∆d), the electromagnetic rays propagate along par-
abolic trajectories (see also Fig. 4).

Figure 4 shows that, regardless of the sign of ∆, the
microwaves reflected from the boundary of the opaque
region experience strong refraction: along a consider-
able portion of the ray trajectory, the wave vector of
microwaves is nearly parallel to the critical surface.
However, the ray trajectories inevitably intersect the
critical surface. At the intersection points, the refractive
index is equal to unity [see dispersion relations (1) and
(2)].

The polarization of microwaves changes abruptly as
they pass through the critical surface. It is convenient to
analyze this issue in terms of the electric field compo-

nents E± = (Ex ± iEy)/  and E|| = Ez in a local Cartesian
coordinate system with the z-axis directed along the
magnetic field. According to [8], we have E± =

C  and E|| = C , where N± = (Nx ±

iNy)/ . In the plane plasma slab approximation, we
can set Ny = 0.

Figure 5 illustrates the results of calculations of the
polarization of microwaves along the two ray trajecto-
ries with ∆ ≠ 0 that are shown in Fig. 4. Since, near the
critical surface, the microwaves under consideration
propagate at small angles to the magnetic field, they are
almost completely right-polarized (|E–| @ |E+|, |E|||).

r2

Ln
2

-----–
 
 
 

ωpe
2

δNζ a∆ c d∆ ζ–( )1/2
,±≈

1

Ωe 1–( ) χsin
2

---------------------------------
 ∆

Ωe

------dq
dζ
------




1/2 2 χN
–( )

tan

Ωe 1+( ) χcos
2 Ωe 1–( )–

------------------------------------------------------------- dq
dζ
------ 

 
1–

ξ a∆d cd ∆d ζ–( )1/2
.±≈

2

N±

ε± N
2

–
-----------------

N ||

ε|| N
2

–
----------------

2

PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001



LAUNCHING OF MICROWAVES INTO A DENSE PLASMA 123
After passing through the critical surface, the micro-
waves remain circularly polarized, but with the electric
vector rotating in the opposite direction (|E+| @ |E–|,
|E|||). Near the critical surface, the microwave electric
field acquires a considerable longitudinal component.
Note that, at the cusp of the ray trajectory, the oscilla-
tions are nearly potential (E+ ≈ E– ≈ 0). In Fig. 5, we
present only the lower part of the corresponding trajec-
tory, because it runs beyond the frame of the figure. The
result obtained is quite natural. In fact, dispersion rela-
tions (1) and (2) imply that the transverse component of
the refractive index of the oscillations with N ≠ 1 should
vanish at the critical surface. It is well known that such
oscillations should be either circularly or longitudinally
polarized. The circular and longitudinal polarizations
correspond to ∆ = 0 and ∆ < 0, respectively.

2.4. Choice of the Position of a Microwave Source

Numerical tracing of long portions of the ray trajec-
tories shows that the transmitted microwaves with ∆ ≠ 0
(which are almost completely left-polarized behind the
critical surface) propagate a comparatively short dis-
tance in a dense plasma and then are reflected from the
high-density plasma region. When moving away from
the system axis, they again pass through the critical sur-
face (see Fig. 6 and the lower part of Fig. 1).

Our analysis shows that, in order for the almost
completely right-polarized incident microwaves to
keep their original polarization behind the critical sur-
face, their wave vectors should be nearly parallel to the
magnetic field when they approach the surface (the
extent to which the wave vector may be nonparallel to
the magnetic field will be discussed below). The ray
trajectories of such microwaves are illustrated in Fig. 7,
which shows that the microwave source should be
inclined at a slight angle to the device axis. Note that
not all of the rays that pass through the critical surface

300

200

100

0

–100

–200

–300

E||/E+

E_/E+

0.94 0.96 0.98 1 1.02 1.04

2

2

1

1

Fig. 5. Polarization of microwaves along the ray trajectories
shown in Fig. 4. The numbers labeling the curves corre-
spond to those in Fig. 4.
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reach the cyclotron resonance surface. The rays that
make sufficiently large angles with the system axis are
reflected from the high-density plasma region and
occur again in the vicinity of the critical surface. There-
after, they are either absorbed at the plasma resonance
surface (if ∆ > 0) or pass through the critical surface
into a lower density plasma (if ∆ < 0); in the latter case,
the right-polarized microwaves become left-polarized
(Figs. 2, 3).

The rays that are incident from the side of the lower
density plasma can pass through the critical surface
only if it is not too far from the system axis. The maxi-
mum distance between the critical surface and the axis
is determined by the condition χ = χ0 =

 (see Section 2.3).Ωe 1–( )/ Ωe 1+( )arccos
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Fig. 6. Representative ray trajectories that intersect the crit-
ical surface for (1) ∆ > 0, (2) ∆ = 0, and (3) ∆ < 0.
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the critical surface.
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3. PROPAGATION OF MICROWAVES 
BEHIND THE CRITICAL SURFACE

3.1. Ray Trajectories near the Axis of an Open 
Confinement System

In open confinement systems, the plasma density is
highest near the axis. According to Fig. 7, microwaves
can enter the central region only if they are launched at
a slight angle to the axis. On the other hand, we can
clearly see that the ray trajectories shown in this figure
tend to deviate from the axis. Let us clarify the physical
nature of this tendency.

In the axial region of an open confinement system,
the coordinate dependence of the magnetic field and
plasma density is described by the expressions

In order to analyze the ray trajectories in a dense
plasma qualitatively, we assume that ωpe @ ω, in which
case the microwaves under consideration (which are
also referred to as whistlers) satisfy the approximate
dispersion relation

(10)

With the above expressions for the coordinate
dependence of the plasma density and magnetic field,
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Fig. 8. Ray trajectories near the axis of an open confinement
system for different radial density profiles: n0(r) =
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and (3) 16 (all of the normalizing quantities having the
dimensionality of length are expressed in units of c/ω).
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dispersion relation (10) becomes

where q0, 1 = 4πe2 /meω2.

The desired ray-tracing equations can be derived
from the equations of the GO approximation:

(11)

In order to simplify the calculations, we introduce
the dimensionless time τ through the relationship dτ =
dt(∂D(r(t), N(t)/∂ω)–1), in which case the GO equations
(11) become

(12)

We consider two equations from the complete set of
four GO equations, specifically, the equations for r and
Nr:

(13)

Since, in open magnetic confinement systems, the
plasma density experiences more abrupt spatial varia-
tions in comparison with the magnetic field, the coeffi-
cient q1 is the largest among the coefficients in
Eqs. (13). This circumstance enables us to take into
account the variations of Nz, Ωe , and q1 along the ray
trajectories parametrically and to specify the depen-
dence of r and Nr on the dimensionless time in expo-
nential form: ∝ exp(γτ), where the instability growth
rate is approximately equal to γ ≈ 2(q1(1 – Ωe/2))1/2. By
instability we mean an exponentially rapid deviation of
the ray trajectories from the system axis. The sharper
the radial decrease in the plasma density, the higher the
instability growth rate; this tendency is illustrated by
Fig. 8. For the narrowest radial density profile, the ray
trajectory was traced numerically until it approached
the critical surface from the side of the higher density
plasma (curve 3). For wider density profiles, the ray tra-
jectories reached the ECR region (curves 1, 2). The
behavior of these trajectories will be discussed below.
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According to the widely held opinion based on geo-
physical studies, the whistlers under consideration
propagate strictly along the geomagnetic field lines and
can never deviate from them. Previous investigations
[5] have shown that this opinion is to some extent valid
in the case of a homogeneous plasma. However, our
analysis indicates that, in an inhomogeneous plasma,
the electromagnetic rays can make substantial excur-
sions away from the magnetic field lines. It is interest-
ing to note that Gershman et al. [9] attributed the prop-
agation of ray trajectories strictly along the geomag-
netic field lines to the plasma inhomogeneity,
specifically to the appearance of plasma waveguides
stretched along the geomagnetic field lines.

3.2. Ray Trajectories near the ECR Region

Here, we briefly investigate the specific features of
the propagation of microwaves in the ECR region,
where the ray trajectories behave in a very different
manner: they do not move away from the axis, but
rather approach the cyclotron resonance point, which
lies at the axis of the system.

Since the refractive index of the right-polarized
microwaves increases without bound when approach-
ing the cyclotron resonance point, the variations of Nz

(see above) can no longer be taken into account para-
metrically.

The problem can be treated analytically only under
the assumption ω > ωe(0)(Ωe(0) > 1). In this case, the
cyclotron resonance surface intersects the system axis
at the point at which  ≠ 0, so that the equation for
Nz(τ) takes the form

which gives Nz ≈ 1/( ). With this dependence, we
can reduce Eqs. (13) to the equations

whose solution can be written in terms of the power

functions r = C1  + C2  with s1, 2 =  ± i .

The expression for r(τ) shows that the ray trajectories
approach the cyclotron resonance point. Moreover,
from Fig. 8, we can see that, near the resonance point,
the behavior of the trajectories is oscillatory in charac-
ter. It should be noted, however, that our calculations
were carried out under the assumption that the cyclo-
tron resonance point lies at the system axis, at which we
have  = 0. As a result, the tendency of the ray trajec-
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tories to approach the system axis is even more pro-
nounced, because the trajectories are bounded by the
cyclotron resonance lines, which intersect at the axis.

Note also that, for the assumed magnetic field
geometry of a simple mirror confinement system, the
ray trajectories in a low-density (ωpe < ω) plasma tend
to move away from the axis [10]. However, because of
the strong absorption of microwaves, the analysis of ray
trajectories in the ECR region is a rather abstract issue.

4. PROPAGATION OF MICROWAVE BEAMS 
AND THEIR PASSAGE THROUGH

THE CRITICAL SURFACE

The parameters of a propagating microwave beam
change due to refraction, focusing (or defocusing), and
diffraction. The first of these phenomena can be exam-
ined in the conventional GO approximation (see
above). In [2], the remaining two phenomena were
taken into account by supplementing the set of GO
equations with the equations for the tensor elements
∂ki/∂xj . The real part of the tensor determines how the
phase of the beam varies over of its transverse cross
section, and the imaginary part determines the varia-
tions of the beam amplitude (under the assumption that
the amplitude obeys a Gaussian distribution over the
transverse coordinates). Knowing the tensor elements
∂ki/∂xj along the ray trajectories of a microwave beam
is sufficient to include both focusing (or defocusing)
and diffraction processes. Note that the method used in
[2] is a generalization of the approach developed by
Bernstein and Friedland [11]. They assumed that the
tensor elements ∂ki/∂xj are real, which made it possible
to only investigate the focusing (or defocusing) of the
spatially unbounded wave fields.

In [2, 11], the quantities ∂ki/∂xj were described by
the equations

(14)

Equations (12) and (14) constitute the basic set of equa-
tions in the generalized GO approximation.

The initial values of ∂ki/∂xj are determined by the
parameters of the microwave source. In calculations,
we assumed that the source emits Gaussian beams, with
an envelope of the form ∝ exp(iQ0ρ2), where ρ is the
distance from the beam axis. The beam width is deter-
mined by the imaginary part of Q0; the real part of Q0
characterizes either the convergence (focusing) of the
beam (if ReQ0 > 0) or the divergence (defocusing) of
the beam (if ReQ0 < 0). Due to diffraction, the beam
propagating through the plasma becomes wider, but the
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beam’s divergence, which is characterized by the quan-

tity δk ≈ ReQ/  > 0, somewhat decreases (Fig. 9).

We consider the passage of a microwave beam
through the critical surface by using the transmission
coefficients derived in [3] for plane waves and wave
beams:

(15)

where τ = πL (Nξ – )2 and σ = .

The parameter β = β1 + iβ2 determines the spectral

width of the beam: E||(r) = (r, Nξ)F(Nξ), where
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Fig. 10. Transmission coefficient vs. the initial angle
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F(Nξ) = exp(–(Nξ – Nξ0)2β) and E||(r, Nξ) is the solution
to the wave equation at a fixed Nξ.

In [3], a plane plasma slab was analyzed using the
same model as in Section 2 and microwaves propagat-
ing at a small angle to the magnetic field were studied
under the assumption that the angle χ between the
plasma density gradient and the magnetic field is also
small.

In the plane plasma slab approximation, the param-
eters that remain unchanged during the propagation of
microwaves are the refractive-index component Nξ and
the quantity β, which characterizes the spectral width
of the beam. However, under the conditions adopted in
our numerical simulations, these parameters change
along the ray trajectories. The following question then
arises: what are the values of these parameters that
should be used in the transmission coefficients derived
in [3]? In other words, at what point on the ray trajec-
tory does the GO approximation fail making us to
switch to the plane plasma slab approximation? To
answer these questions, note that, in [3], the solution of
the wave equation was found to approach the quasiclas-
sical solution asymptotically in the limit ζ – ζr @ 1
(where ζr = –ε0χ2L is the coordinate of the plasma reso-
nance surface). However, the quasiclassical approxima-
tion underlies the GO approach. Consequently, we
must switch from the GO approximation to the plane
plasma slab approximation when the difference ∆ζ =
ζ – ζr becomes a value on the order of unity. To be spe-
cific, we perform the switching at ∆ζ = 3, especially
since switching at other ∆ζ values between 2 and 10
will change the resulting transmission coefficients
insignificantly. In fact, Fig. 9 shows that, along the por-
tions of the ray trajectories immediately ahead of the
critical surface, the parameters of interest vary rela-
tively weakly. Note that the parameter Q is related to β

by β = , where Vg is the group velocity. Since

we are interested in microwaves that pass through the
critical surface almost freely (the case of small angles θ
and χ), we can assume that, near the critical surface, the
ratio Vgζ /Vg is close to unity.

Another condition for the validity of the asymptotic
approach used in [3] is ζ @ χL∆. Since switching to the
GO approximation implies that ζ is small, this condi-
tion imposes a fairly stringent restriction on the possi-

ble values of ∆ = Nξ – . The maximum value |∆| =
∆c is determined from the approximate equality ∆c ≈
(ζr + ∆ζ)/χL, where ∆ζ ≈ 3 (see above). The approach
developed in [3] cannot be used to describe the ray tra-
jectories with |∆| > ∆c immediately ahead of the critical
surface. In particular, this restriction is important in
analyzing how the orientation of a microwave source
affects the transmission coefficient (Fig. 10). When the
orientation of the source is chosen to be optimum
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(α0 = α0c ≈ 0.15), the emitted microwaves approach the
critical surface along the magnetic field lines. The
transmission coefficient for such microwaves differs
from unity due exclusively to the finite spectral width
of the beam. With increasing α0, the quantity |∆|
increases sharply and, accordingly, the transmission
coefficient decreases. The maximum value α0 ≈ 0.18 at
which the transmission coefficients (15) are still valid is
determined by the condition |∆| = ∆c . As α0 decreases,
the quantity ∆ again increases but much more gradually
than in the previous case, so that the critical value ∆c is
reached only at α0 ≈ 0.02. Such asymmetry with respect
to the sign of the difference α0 – α0c stems from the
straightening of the ray trajectories along the magnetic
field at ∆ > 0 (see Section 2.3). On the trajectories with
α0 > α0c and α0 < α0c, the parameter Q, which character-
izes the spectral width of the beam, also behaves in a
different manner. For α0 < α0c, a decrease in this param-
eter leads to a slight increase in the transmission coef-
ficient (Fig. 10).

The phenomena of diffraction and convergence
(divergence) of a microwave beam affect the transmis-

sion coefficient via the quantity Q = . Fig-

ures 11 and 12 show the transmission coefficient as a
function of the initial values Q0 of this quantity, which
are determined by the parameters of the microwave
source. According to Fig. 11, the transmission coeffi-
cient decreases as |ReQ0 | increases; moreover, the
dependence T(ReQ0) is almost insensitive to the sign of
ReQ0. This result is quite natural, because the quantity
|ReQ0| determines the spectral width of the beam, while
the sign of ReQ0 governs merely the spatial orientation
of the wave vectors of microwaves in the beam.

Figure 12 presents the dependence of the transmis-
sion coefficient on ImQ0 at a fixed value ReQ0 = 0.01.
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In order to clarify the reasons for why this dependence
is nonmonotonic, we analyze the spectrum of the func-
tion F(x) = exp(iQx2), which models the envelope of the
Gaussian microwave beam. Performing simple manip-

ulations, we obtain S(k) = |F(k)| = exp .

This expression implies that, as ImQ decreases, the
spectrum narrows in the range ImQ > ReQ and broad-
ens in the range ImQ < ReQ. Consequently, there
should exist an optimum value of ImQ at which the
transmission coefficient is maximum. In order of mag-
nitude, this value is equal to |ReQ|.

5. CONCLUSION

We have shown that, in open magnetic confinement
systems, microwaves that are launched through mag-
netic mirrors at a slight angle to the magnetic field can
penetrate deeply into a dense plasma. When propagat-
ing through a dense plasma in the confinement system,
microwaves tend to move away from the plasma axis
toward the plasma periphery. This tendency may be
unfavorable for heating plasmas whose radial density
profiles are strongly peaked about the system axis.
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Abstract—The possibility is studied of using electron cyclotron waves to heat plasmas and to drive currents in
spherical tokamaks when the cutoff layer for the waves is located at the plasma edge. It is shown that, by opti-
mizing the method for the excitation of electron cyclotron waves, it is possible to achieve conditions corre-
sponding to the so-called “radio window” effect, i.e., conditions under which the efficient conversion of inci-
dent waves into Bernstein modes propagating toward the plasma center occurs already at the plasma edge. As
an example, the parameters of multiwaveguide antennas capable of emitting directed penetrating radiation are
calculated. © 2001 MAIK “Nauka/Interperiodica”.
The interaction between electron cyclotron (EC)
waves with plasmas confined in magnetic devices has
been studied for nearly forty years (see [1]). EC waves
are widely used in practical applications, e.g., for
plasma heating, controlling the current density profile,
and as diagnostic tools. The three types of EC waves
that can exist in a plasma are as follows: two types of
electromagnetic waves with different polarizations
[namely, an ordinary wave (the O-mode) and an
extraordinary wave (the X-mode)] and a short-wave-
length electrostatic Bernstein wave (the B-mode). The
excitation and propagation of these waves in magneti-
cally confined plasmas is governed primarily by the

value of the dimensionless parameter /  (the
squared ratio of the plasma frequency to the electron
cyclotron frequency at the center of the chamber). This
parameter determines the spatial position of the cutoff
surfaces for electromagnetic waves. Until recently, the
problem of the wave–plasma interaction was studied
for application in devices with comparatively strong

magnetic fields such that the condition /  ~ 1
holds in the central plasma regions. This indicates that
the O-mode can propagate to the central region, where
EC waves are usually damped, in which case the dis-
tance between the singular surfaces—the cutoff surface
for O- and X-modes and the upper hybrid resonance
(UHR) surface—is much larger than the wavelength λ0
of the wave in a vacuum. These are the conditions under
which full-scale experiments on ECR plasma heating in
the T-10 tokamak [2] were performed.

However, interest in EC waves has recently been
renewed in connection with their possible use in spher-
ical tokamaks—devices with comparatively weak mag-

netic fields such that /  @ 1. In spherical toka-
maks, the O- and X-modes can only propagate in a nar-
row peripheral region of the plasma, in which case the
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distance between the cutoff and UHR surfaces is much
smaller than λ0 and they are very close to the plasma
boundary. On the other hand, the X-mode launched
from the side of the weaker magnetic field converts eas-
ily into a B-mode in the UHR region (the so-called
X−B conversion), and the O-mode near its cutoff sur-
face can efficiently exchange energy with the X-mode,
which then converts into a B-mode (the O–X–B con-
version). The heating scenario based on these two
mechanisms for the peripheral conversion of the O- and
X-modes into a B-mode, which then propagates toward
the region of denser plasma and is damped there, was
proposed in [3, 4] for the small aspect ratio NSTX toka-
mak.

In this paper, we present the results from modeling
the excitation of Bernstein modes for plasma heating in
the Globus-M spherical tokamak [5], which has
recently been constructed at the Ioffe Physicotechnical
Institute. The tokamak parameters are as follows: R0 =
36 cm, a0 = 24 cm, B0vac = 0.3–0.5 T, n0 ≤ 5 × 103 cm–3,
Te0 = 500 eV, and Teb = 20 eV. Inside the separatrix, we
adopted a flattened electron density profile, characteris-
tic of spherical tokamaks: ne = (ne0 – neb)(1 – (r/a0)6) +
neb. Outside the separatrix, the electron density was
assumed to decrease exponentially. The frequency was
chosen to be 14 GHz, so that the ECR region was near
the chamber axis, in which case Bernstein modes were
damped in the central plasma region. In Fig. 1a, we plot
the locations of the ECR surface (solid line) and the
cutoff surfaces for the X- and O-modes (dashed line) in
the minor cross section of the torus. The plots in Fig. 1
were calculated for the following discharge parameters:
Ipl = 330 kA, B0vac = 0.4 T (the paramagnetic correction
being B0par = 0.18 T), ne0 = 5 × 1013 cm–3, and neb =

2 × 1012 cm–3, so that /  = 15. The origin of
the coordinates is located at the geometric center of

ωpe
2 ωce

2
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Fig. 1. (a) Locations of the ECR surface (solid line) and cutoff surfaces (dashed lines) in the minor cross section of the torus and (b)
dispersion curves for the ordinary (O-mode), extraordinary (X-mode), and Bernstein (B-mode) waves in the peripheral plasma slab.
the transverse cross section of the chamber. The UHR
surface, which lies between the cutoff surfaces is not
plotted in Fig. 1a. More detailed information on the
locations of the singular surfaces at the plasma periph-
ery in the equatorial plane is given in Fig. 1b, which
shows the dispersion curves for all of the modes in the
case of normal incidence of the wave on the plasma sur-
face. We emphasize that, since the spatial scale on
which the plasma parameters vary is much shorter than
λ0, the Wentzel–Kramers–Brillouin (WKB) approxi-
mation fails to describe the case under investigation

( /  @ 1). For this reason, the dispersion curves,
which can only be obtained in the WKB approxima-
tion, serve merely for illustration; nevertheless, they
make it possible to describe the overall physical picture
of the process qualitatively. Specifically, the X-mode
easily overcomes a narrow (in comparison with the vac-
uum wavelength λ0 ≈ 2 cm) evanescence region, which
occurs between the first cutoff surface and the UHR
surface, and converts efficiently into the B-mode,
which penetrates farther into the plasma provided that
the condition ω < 2ωce holds in the UHR region. Addi-
tionally, since the cutoff surfaces for the O- and
X-modes are very close to one another, the O-mode is
effectively coupled to the X-mode, thereby ensuring
the subsequent conversion of the X-mode into a

ωpe
2 ωce

2

B-mode (the O–X–B conversion). It is important to
note that, as the wave at the second harmonic of the
electron cyclotron frequency enters the plasma, the
Bernstein wave starts to propagate toward the chamber
wall, in which case the proposed heating scenario
becomes inapplicable.

In order to estimate the wave conversion efficiency,
we constructed a model of a plane monochromatic
wave incident obliquely from a vacuum onto a plane
peripheral plasma slab that includes all of the singular
surfaces for the incident wave; the electron density pro-
file is assumed to be linear. The problem was solved in
two steps. In the first step, we established the relation-
ships between the components of the electric and mag-
netic fields of the incident wave at the plasma surface;
i.e., we determined the surface impedance matrix by
solving the wave equation for a one-dimensional plane
inhomogeneous plasma slab. We assumed that the
plasma parameters vary along the x-axis, which is per-
pendicular to the plasma surface, the z-axis being
aligned with a constant magnetic field, which is parallel
to the plasma surface. We solved the wave equation
assuming that the spatial dispersion is weak (the
“warm” plasma approximation) and retaining up to sec-
ond order terms in the small parameter κρL, where κ is
the wave vector and ρL is the electron gyroradius. This
approach made it possible to describe the fundamental
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and second cyclotron modes of the electron Bernstein
wave. The plasma density variations were assumed to
be small enough for the plasma particles to obey the
local Maxwellian distribution [6]. At the inner bound-
ary of the plasma slab, we imposed the radiation condi-
tions toward the free half-space.

In the second step, we modeled the propagation of a
plane wave in vacuum, using the calculated surface
impedance matrix as the boundary condition. In order
to calculate the reflection coefficient R defined as the
ratio of the power reflected from the plasma slab to the
incident power, we separately considered the longitudi-
nally and transversely polarized waves (i.e., the waves
that are polarized parallel and perpendicular to the
magnetic field) incident from the vacuum at all possible
angles. Note that, in a plasma, a wave with longitudinal
or transverse polarization, being incident at a nonzero
angle, converts into O- and X-modes, so that we gener-
ally should take into account both of the conversion
mechanisms, X–B and O–X–B. We found that opti-
mum ranges of incidence angles exist in which the
reflection coefficient R is the smallest. Figure 2a shows
the reflection coefficient R calculated as a function of
the refractive index Nz (at Ny = 0) in the case of an
obliquely incident, longitudinally polarized wave for
different density gradients in a plasma slab: (1) 0.2 ×
1012, (2) 1.2 × 1012, (3) 2 × 1012, (4) 3.2 × 1012, and (5)
1013 cm–4. The values of the incidence angle that were
calculated for the corresponding values of Nz are plot-
ted on the additional horizontal axis under the frame in
Fig. 2a. Figure 2b displays the dispersion curves for the
O- and X-modes, calculated at Nzopt = 0.66 (which cor-
responds to curve 1 in Fig. 2a). We can see that the dis-
persion curves gradually merge, reflecting a strong cou-
pling between the O- and X-modes. This explains why
the efficiency with which the Bernstein wave is excited
increases considerably. In connection with tokamaks,
Preinhaelter and Kopecky [7] were the first to point out
the existence of the optimum incidence angle. How-
ever, this was actually revealed earlier in ionospheric
experiments aimed at investigating the effect of the
reflected-signal tripling (the so-called “radio window”
effect) [8].

Figure 3 shows the reflection coefficient calculated
as a function of Ny (at Nz = 0) in the case of an obliquely
incident, transversely polarized wave for different den-
sity gradients: (1) 0.4 × 1012, (2) 2 × 1012, (3) 3.2 ×
1012, (4) 6 × 1012, and (5) 16 × 1012 cm–4. The asymme-
try of the curves with respect to the sign of Ny cannot be
explained in the context of the WKB approximation
[9]. In Fig. 4, the solid curves present the reflection
coefficients calculated with the reference parameter
values (see Fig. 1) in the plane of the parameters
(Nz, Ny) for both longitudinally and transversely polar-
ized waves. The dashed curves (semicircles) are drawn
through the points corresponding to the incidence
angles 20°, 40°, 60°, and 80°. One can see the regions
of the optimum incidence angles (for which the reflec-
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
tion coefficient is the smallest). This situation is typical
of a fairly broad range of experimental parameters.

We also calculated the effective coupling impedance
between the plasma and the antennas emitting waves
with different polarizations. For this purpose, the inci-
dence of waves in a certain spectral range on a plasma
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Fig. 2. (a) Reflection coefficient for a longitudinally polar-
ized wave vs. the incidence angle γ (or, equivalently, the
refractive index Nz) for different plasma density gradients:

(1) 0.2 × 1012, (2) 1.2 × 1012, (3) 2 × 1012, (4) 3.2 × 1012, and
(5) 1013 cm–4 and (b) dispersion curves for the case repre-
sented by curve 1 and for Nz = 0.66.
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slab was modeled with the GRILL3D code [10], which
is capable of calculating the spectrum of waves emitted
from a waveguide antenna and the coefficient of their
reflection from the slab. The impedance matrix, which
contains complete information on the processes occur-
ring in the plasma, served to impose the boundary con-
ditions for the code. We analyzed two types of
waveguide antennas: (i) a two-waveguide antenna imi-
tating a small-size horn antenna with a wide directional
diagram (the waves emitted from the waveguides are
inphase) and (ii) a multiwaveguide grill emitting a
wave beam with a small divergence in the direction cor-
responding to the smallest reflection coefficient. The
first antenna, which was capable of exciting waves with
different polarizations, could be rotated about its axis.
Figure 5 illustrates the total reflection coefficient of the
slab for waves emitted from the two-waveguide
antenna versus the angle of rotation α (the angle
between the magnetic field and the wider wall of the
waveguide) for three electron densities: ne0 = (1) 5 ×
1012, (2) 1013, and (3) 5 × 1013 cm–3. For α = 90°, the
reflection coefficient is seen to be less than 20% over
the entire density range under consideration. For a high
electron density, the reflection coefficient is small for
all of the angles of rotation. Figure 6 depicts the spectra
of waves excited in a plasma with the density ne0 = 5 ×
1013 cm–3 (in the half-space Nz ≥ 0) by waves emitted
from the two-waveguide antenna for α = 0° and α = 90°.
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Fig. 5. Total reflection coefficient for waves from a two-
waveguide antenna vs. the angle of rotation α for different
electron densities at the plasma center: (1) 5 × 1012, (2) 1013,
and (3) 5 × 1013 cm–3.
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Fig. 6. Spectra of the waves excited in a plasma by the waves emitted from a two-waveguide antenna for different angles of rotation:
α = (a) 0° and (b) 90°.
Numerous resonance peaks in the spectra are attributed
to the fact that the electromagnetic waves are partially
reflected from the cutoff surfaces.

As an example, Figs. 7b and 7c illustrate the results
obtained by analyzing the structures of the electric
fields and power fluxes for the Fourier harmonic with
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
Ny = –0.32 and Nz = 0.32, which corresponds to the
highest peak in the spectrum of waves emitted by the
two-waveguide antenna for α = 90°. Figure 7a shows
the corresponding dispersion curves, which determine
the locations of singular surfaces. We can see that the
short-wavelength field component Ex , generated in
plasma after the passage of the emitted wave through
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the UHR surface, corresponds to the Bernstein wave,
which is excited in the UHR region. The long-wave-
length field components Ey and Ez correspond to elec-
tromagnetic waves and obey the spatial distributions
characteristic of resonators.
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Fig. 7. (a) Dispersion curves, (b) electric fields, and (c) par-
tial power fluxes for the Fourier harmonic with Ny = –0.32
and Nz = 0.32 in the wave spectrum shown in Fig. 6b.
We have also attempted to describe the total electric
field in the WKB approximation as the superposition of
the partial fields corresponding to the forward and
backward O-, X-, and B-modes. To do this, we formally
regarded the dispersion relation corresponding to the
“warm” wave equation at each spatial point. Solving
this equation in the WKB approximation, we found the
refractive indices and polarizations of the partial waves.
Then, we used these parameters to calculate the fields
of these waves and the related partial power fluxes. Fig-
ure 7c shows the forward (solid curves) and backward
(dashed curves) power fluxes for each of these partial
waves. Although this approach is not quite correct
(especially near the singular surfaces, where the
obtained power fluxes are far from being monotonic), it
is very illustrative and may be helpful in analyzing the
processes under discussion. Thus, we can see that,
behind the UHR region, the O-mode is partially
reflected from its cutoff surface and exchanges energy
with the X-mode, which in turn partially converts into
a Bernstein wave. Simultaneously, the X-mode emitted
by the antenna overcomes the evanescence barrier and
also exchanges energy with the Bernstein wave. The
flux density of the input power, calculated from the
total field (large dashes), remains almost constant
across the entire plasma slab (because the absorption
inside the slab is insignificant) and is equal to the flux
density of the outgoing Bernstein wave.
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Fig. 8. Spectrum of the waves emitted by a grill composed
of four waveguide arrays, with 4 × 12 waveguides in each
(the angle of rotation being α = 0°).
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The situation with a multiwaveguide grill capable of
emitting radiation with a small divergence is somewhat
different. Figure 8 shows the spectrum of waves emit-
ted from a grill composed of four waveguide arrays,
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
with 12 waveguides in each. The wider walls of the
waveguides are oriented along the magnetic field, the
phase shift between the waves emitted from the neigh-
boring waveguides being 45°. One can see that the grill
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emits an almost monochromatic wave corresponding to
the spectral “window” shown in Fig. 4b. The total
reflection coefficient in this case is less than 4% (cf. 10–
20% in the case of a two-waveguide antenna), the field
structure is nonresonant, and the efficiency of the exci-
tation of Bernstein waves is high. Note that, for practi-
cal purposes, it might be expedient to use a 2 × 8 grill
(or smaller) or even an appropriately oriented horn
antenna inclined at the required angle. Figure 9 illus-
trates how the spatial distribution of the wave fields
changes as the wave propagates deeper into the plasma
(the spatial profiles were calculated by summing up all
of the excited partial fields). The dashed curves are for
the field distributions at the plasma surface, and the
solid curves are for the field distributions inside the
UHR region. The origin of the coordinates is located at
the geometric center of the grill. We can see that the
electric field of a well-focused incident wave beam
spreads out only slightly as the beam propagates
through the plasma. This allows us to conclude that the
efficiency of a single-pass conversion of the fast wave
into a Bernstein wave is high.

Our calculations encourage the hope that EC waves
can be effectively launched into the plasmas of spheri-
cal tokamaks. In order to gain insights into the further
propagation of the Bernstein wave and to determine the
place where it should be absorbed, it is necessary to
carry out more detailed studies based on the ray tracing
method.
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Abstract—Plasma turbulence at frequencies near the lower hybrid resonance is studied experimentally with
the KROT device. Nonlinear effects during the interaction of intense lower hybrid waves with a magnetoactive
plasma are investigated, with the focus on the formation and evolution of nonlinear plasma structures (cavi-
tons). Macroscopic consequences of plasma turbulence are considered, including nonlinear plasma heating,
particle acceleration, and its effect on transport processes. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, interest in the problem of strong plasma
turbulence in the frequency range near the lower hybrid
(LH) resonance frequency stems from the widely
accepted view that LH waves play an important role in
many geophysical and astrophysical processes. In par-
ticular, the generation of flows of accelerated particles
observed in the Earth’s ionosphere and magnetosphere
is attributed to the development of turbulence [1, 2].
One the most interesting effects of LH turbulence is the
appearance of cavitons (regions with a reduced plasma
density in which intense LH oscillations are trapped)
and their subsequent collapse resulting in flows of
accelerated particles.

Since the theoretical model [3] describing LH turbu-
lence and collapse is fairly complicated (in particular,
because the equations are, in principle, non-one-dimen-
sional), almost all of the investigations in this field
involve numerical simulations. In [4, 5], the possibility
of the collapse of plasma waves trapped in collapsing
cavities extended along the external magnetic field was
demonstrated.

Experimental studies [6–9] of plasma turbulence in
the LH frequency range have usually been carried out
under the condition ωHe @ ωpe (where ωpe is the plasma
electron frequency and ωHe is the electron gyrofre-
quency), which corresponds to the parameters of a ther-
monuclear plasma. These studies were focused on
weak-turbulence effects caused by the parametric
decay of quasipotential waves and subsequent electron
heating. A few laboratory experiments [10–12] aimed
at investigating strong turbulence obviously cannot
clarify the mechanism for the onset of the modulational
instability in the LH resonance region, although the
theoretically predicted threshold for this instability is
very low in comparison with the case of Langmuir col-
lapse in an isotropic plasma.

In this paper, we present the results of an experi-
mental study of the excitation of intense LH waves and
their interaction with a magnetoactive plasma under the
1063-780X/01/2702- $21.00 © 20137
condition ωpe @ ωHe (in this case, the LH resonance fre-

quency is equal to ωLH = , where ωHe and ωHi

are the electron and ion gyrofrequencies, respectively).
This condition corresponds to the parameters of the
Earth’s ionosphere and magnetosphere. The experi-
ments were carried out in the unique large-sized KROT
device. Particular attention is drawn to the time evolu-
tion of nonlinear plasma structures and macroscopic
consequences of plasma turbulence, such as particle
acceleration and fast plasma thermodiffusion.

2. EXPERIMENTAL DEVICE AND DIAGNOSTIC 
TECHNIQUES

The experimental device is a large vacuum chamber
3 m in diameter and 10 m in length. A plasma was cre-
ated by an RF pulsed discharge (f = 5 MHz, τp ≈ 1.6 ms)
in argon at a pressure of 5 × 10–4 torr. The magnetic
field was created by a solenoid 3.5 m in length and
1.5 m in diameter positioned inside the chamber. The
field produced by the solenoid had a magnetic-mirror
configuration with a mirror ratio of about 2.3. The
experiments were carried out in the plasma-decay
regime. The plasma decay was governed by ambipolar
diffusion along the magnetic field with a characteristic
time on the order of 10 ms.

An RF voltage pulse (fpump ≈ 3 MHz, τ ≈ 1 ms) was
applied to a frame antenna of radius 10 cm positioned
in the center of the magnetic confinement system. Dur-
ing the action of the pump field, the inequality

  @ 1 was satisfied in the chamber and, conse-

quently, the LH resonance frequency was independent
of the plasma density and only depended on the mag-

netic field: ωLH = .

For the operating plasma parameters, the condition
ωpump = ωLH was fulfilled inside the confinement system
at a distance of ~1 m from the emitting frame. It was
this region in which most of the diagnostic detectors
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were installed. The magnetic field was H ≈ 260 Oe, and
the unperturbed value of the plasma density was N ≈
5 × 1010 cm–3. The maximum voltage at the exciting
antenna was 600 V. Under our experimental conditions,
the initial ion and electron temperatures were equal to

The main plasma parameters in the KROT device

Physical quantity Value

Ne, cm–3 5 × 1010

Te = Ti, eV 1

250

rHe, cm 1.5 × 10–2

rHi, cm 3

νem, s–1 7 × 104

νim, s–1 104

νei, s
–1 1.5 × 106

β = 3 × 10–5

M m⁄

8πNT

H
2

---------------
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Fig. 1. Schematic of the KROT device: (a) arrangement of
diagnostic detectors, (b) magnetic field profile, and (c)
plasma-density distribution at the instant of switching on the
RF pumping. 
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1 eV. The main plasma parameters achieved in the
experiment are presented in the table.

The experimental layout is shown in Fig. 1. To mea-
sure RF fields in the plasma, we used conventional
electric and shielded magnetic antennas about 1 cm in
diameter, which could be moved in the radial direction.
The antennas were covered by an insulating film to pre-
vent the plasma from having an influence on their input
impedance. The flows of accelerated electrons were
measured with a flat probe.

To diagnose the density fluctuation in a turbulent
plasma, we used a compact microwave probe [13],
which was a resonance system whose eigenfrequency
depended on the plasma permittivity. The sensitivity of
this technique to density perturbations was on the order
of 1%. Small dimensions of the probe permitted local
plasma-density measurements. This resonance tech-
nique is free of many of the disadvantages typical of
similar measurements with the help of conventional
Langmuir probes, such as the detection of intense RF
oscillations in the double layer and their influence on
the I–V characteristic of the probe [14]. Figure 2 shows
the time behavior of the density during plasma decay
and typical signals obtained with the resonance micro-
wave probe.

In these experiments, the microwave probe was also
used to detect potential LH oscillations excited in the
plasma. The measurements were possible because the
probe was a sensitive detector able to detect density
fluctuations with frequencies satisfying the condition
ω ! ωres /Q, where Q is the quality factor of the reso-
nant system and ωres is the probe resonance frequency
in the plasma. The presence of potential oscillations in
the plasma results in the modulation of the probe reso-
nance curve at the frequency of these oscillations. If,
when analyzing the oscillations, the operating point in
the resonance curve is chosen to be in the region where
the curve is the steepest, then the signal-modulation
amplitude δA is related to the value of the density per-
turbation δn by the following relationship: δA/A ≈
Q/2(1 + / )/(δn/n), where ω0 is the probe reso-
nance frequency in vacuum. Therefore, the amplitude
of low-frequency modulation of the microwave-probe
resonance curve can provide information about the
amplitude and frequency spectrum of quasipotential
waves excited in the plasma.

In the experiment, low-frequency density fluctua-
tions were measured by a narrow-band receiver tuned
to the frequency of these oscillations.

3. EXPERIMENTAL RESULTS

1. An analysis of signals from different detectors
shows that the interaction of the pumping wave with the
plasma at frequencies close to the LH resonance fre-
quency is substantially nonlinear (Fig. 3). The thresh-
old for the nonlinear interaction of the pumping wave

ω0
2 ωpe

2
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with the plasma corresponds to the inductor voltage
Upump ≈ 100 V. For Upump > 400 V, we observed the sat-
uration of the amplitudes of the detector signals.

The most interesting results were obtained with a
microwave probe at the inductor voltage Upump ≈ 200 V.
In this case, the characteristic oscillations were
observed on the microwave-probe resonance curve
(Fig. 4), which pointed to the presence of the low-fre-
quency modulation of the plasma density (δn/n ≥ 10%).

Figure 5 shows the radial profiles of the plasma
density at a distance of 1 m from the inductor.1 In the
time evolution of density perturbations, we can distin-
guish two characteristic time intervals: the first 300 µs
after the switching-on of the pumping pulse and
t ≥ 500 µs.

For the first 300 µs, we observed the formation of
small-scale quasiperiodic structures (in the region
R < 10 cm) with a characteristic density-modulation
depth of 10–20% and a length of several centimeters.
Further, the formed density cavities became blurred
and, by the end of the pumping pulse, merged together
to form a global minimum in the plasma density in the
center of the plasma column (R < 10 cm) at t ≥ 500 µs.

The quasiperiodic density modulation (Fig. 5c) with
a characteristic period of L ≈ 3 cm evidences the onset
of the modulational instability of the excited LH waves
in the plasma. The excitation of quasipotential LH
waves was established by the modulation at a frequency
of fmod = 3 MHz of the high-frequency (f = 8.3 GHz)
signal from the microwave probe. Thus, the experimen-
tal results show that the action of the pumping wave on
the plasma results in the modulational instability of the
excited LH waves. The characteristic transverse spatial
scale length of the instability corresponds to L ≈ 3 cm.
However, further narrowing (collapse) of cavitons did
not occur, but the density cavities broadened with time
in the transverse direction. The condition of the pres-
sure balance along the magnetic field δn/n ≈
(ωpe/ωLH)2|E|||2/16π(Te + Ti) allowed us to determine the
longitudinal component of the electric field. This com-
ponent was found to be on the order of E|| = 0.5 V/cm
(for δn/n ≈ 20%).

During caviton formation (τ ≈ 100 µs), the charac-
teristic longitudinal size of cavitons reaches the value
of L|| = Vsτ ≈ 20 cm, where Vs is the ion acoustic veloc-
ity. In this case, during nonadiabatic flight (during one
phase of the RF field) through such a caviton along the
magnetic field, a thermal electron (VTe = 6 × 107 cm/s)
can gain an energy on the order of 10 eV.

The measurements of the distribution function of
accelerated electrons by a flat probe (Fig. 6) demon-
strate the presence of fast electrons with characteristic
energies of 20–30 eV, which agrees well with the above

1 Note that the nonuniform radial profile of the plasma density in
the absence of pumping is caused by the inductor shadow; i.e., it
is caused by the depletion (recombination) of the plasma on the
antenna surface (R = 10 cm).
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Fig. 2. (a) Decay of the plasma density and (b) typical sig-
nals from the resonance microwave probe for two values of
the resonance frequency.

Fig. 3. Amplitudes of signals from different detectors vs. the
exciting-antenna voltage: (1) amplitude of LH density fluc-
tuations (microwave probe), (2) fast-electron current (multi-
grid probe), and (3) high-frequency magnetic-field oscilla-
tions (magnetic frame).

Fig. 4. Typical waveforms of signals from the microwave
probe (1) with and (2) without RF pumping.
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Fig. 5. Radial profiles of the plasma density at different instants (1) with and (2) without RF pumping.
estimate. Note that the decrease in the plasma density
in the cavity correlates with the increase in the current
of accelerated electrons along the magnetic field
(Fig. 7).
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Fig. 6. I–V characteristic of the flat probe (the ion branch) at
different instants after switching on the RF pumping:
t = (1) 0, (2) 30, and (3) 40 µs. The appearance of current
perturbations (for |U| ~ 10–40 V) corresponds to the appear-
ance of the high-energy tail with a typical temperature of
about 30 eV in the electron distribution function.
Hence, we have found that, for the first 300 µs after
the switching-off of the pumping RF pulse, the onset of
the modulation instability results in the formation of
the density cavities (cavitons) in the plasma. However,
the collapse of LH cavitons, predicted theoretically for
a collisionless plasma, was not observed. Evidently,
under our experimental conditions, the intense LH field
trapped in cavitons results (in addition to striction
effects) in the heating of the plasma electrons in the
cavity. In this case, the thermal nonlinearity stabilizes
the cavity collapse and then leads to the broadening and
merging of the cavities (Figs. 5e, 5f).

We note that the experimental data obtained (Fig. 5)
can be easily reproduced. Apparently, this is because
the structure of the RF field was prescribed by a number
of factors: the spatial distribution of the plasma density
in the chamber, the geometry of an axially symmetric
exciting antenna, etc. As a result, the onset of the mod-
ulational instability was accompanied by the formation
of spatially ordered (according to the field structure)
cavitons, rather than randomly oriented ones. The fur-
ther development of the modulational instability,
which, according to theoretical predictions, leads to the
localization of energy in a great number of randomly
oriented collapsing cavitons (i.e., to strong turbulence),
was hampered by thermal nonlinearity. When the pump
wave amplitude was increased to Upump = 600 V, no cav-
ities were observed, whereas, as early as 200 µs after
the switching-on of the pumping, we observed a large-
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
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scale (of the size of the exciting frame) depression in
the plasma density.

2. The experimental data show that a significant
transverse plasma loss occurs during periods on the
order of 500 µs after the switching-on of the pumping
RF pulse (Figs. 5e, 5f). Such a fast density redistribu-
tion cannot be explained by the transverse transport due
to electron thermal diffusion, but it may attributed, as
shown in [15, 16], to the unipolar plasma diffusion in
the magnetic field. In this case, the electrons diffuse
along the magnetic field and the ions diffuse across it,
whereas the current circuit is closed through the back-
ground plasma. This results in the redistribution of the
background plasma and in the appearance of regions
with a reduced plasma density. The characteristic time
of the density redistribution is determined by the long-
est time between those determined by the longitudinal
electron and transverse ion unipolar diffusion.

Under our experimental conditions, the characteris-
tic time of transverse ion diffusion substantially
exceeds that of longitudinal electron diffusion. Hence,
it is ions that govern the evolution of the system: τd =

τi⊥  ≈ τim/ , where τim is the ion–molecule collision
time and rHi is the ion gyroradius. The characteristic
time during which the plasma escapes from the central
region of the chamber (R = 10–15 cm) is estimated to
be on the order of 500 µs, which coincides with the
experimentally observed value.

4. CONCLUSIONS

The study of the interaction of an intense RF field at
a frequency near the LH resonance frequency with a
magnetoactive plasma reveals the following:

L⊥
2

rHi
2

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

1

2

A, arb. units

t, ms

Pumping pulse

Fig. 7. Time correlation of signals from the detectors mea-
suring (1) the fast-electron current and (2) plasma density.
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(i) When the voltage amplitude at the exciting
antenna increases to Upump ≈ 100 V, accelerated elec-
trons appear in the plasma; the energies of these elec-
trons exceed the initial thermal plasma energy by a fac-
tor of 20–30, which points to the nonlinear character of
the interaction of the pumping wave with the plasma.

(ii) The interaction of the pumping wave with the
plasma is accompanied by the onset of the modula-
tional instability resulting in the formation of cavi-
ties—regions (seemingly, extended along the magnetic
field) with a reduced plasma density (δn/n ≈ 20%), in
which intense LH oscillations are trapped.

(iii) The appearance of electrons accelerated along
the external magnetic field is related to the nonadiabatic
energy gain in the longitudinal electric field of cavities
(E|| || H0, E|| = 0.5 V/cm, and L|| ≈ 20 cm).

(iv) The collapse of LH cavitons, predicted theoret-
ically for a collisionless plasma, is not observed. Under
our experimental conditions, the intense LH cavity field
results (in addition to striction effects) in the heating of
the plasma in the cavities. In this case, the thermal non-
linearity stabilizes the collapse and leads to the broad-
ening and merging of the cavities.

(v) The observed fast plasma thermodiffusion dur-
ing electron heating is determined by the unipolar dif-
fusion coefficients. The electrons diffuse along the
magnetic field, the ions diffuse across it, and the current
is closed through the background plasma.
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Abstract—The process of dust-grain charging in plasmas produced by radioactive decay products or sponta-
neous fission fragments in air and xenon at high pressures is studied numerically in the hydrodynamic approx-
imation. It is shown that, at sufficiently high rates of gas ionization, the dust grains in air are charged by elec-
trons rather than ions, so that the grain charge in air is comparable to that in electropositive gases. The results
of numerical calculations based on a complete model agree well with the experimental data. The time evolution
of the grain charge is investigated, and the characteristic time scales on which the grains acquire an electric
charge are established. The validity of approximate theories of dust-grain charging in electropositive and elec-
tronegative gases at high pressures is examined. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, attention has been attracted to stud-
ies of dusty plasmas produced by radioactive decay
products or spontaneous fission fragments [1–3]
(below, we will refer to such plasmas as nuclear-
induced plasmas). In experiments carried out by Fortov
et al. [1, 3], dust grains in air at atmospheric pressure
acquired an unexpectedly large electric charge.
According to the established views [4], the grains in air
become negatively charged, because negative ions are
more mobile than positive ones. The charge of micron-
size dust grains is estimated to be on the order of sev-
eral tens of electron charges, which is one or two orders
of magnitude smaller than the grain charges observed
in [3]. Therefore, it becomes relevant to investigate the
physical processes of dust-grain charging in a nuclear-
induced plasma. From the standpoint of aerospace and
other applications, such investigations are of interest
for the development and fabrication of compact radio-
isotope batteries based on plasma–dust structures [2].
In such batteries, the radioactive-decay energy is con-
verted into ultraviolet radiation and, then, into electric
energy by wide-band-gap photovoltaic energy convert-
ers, in which case the problem of transporting photons
through a dust cloud should be resolved by creating
ordered plasma–dust structures. The main parameter
determining whether such structures can be created is
the charge of aerosol grains. The study of aerosol plas-
mas is also important for developing explosive and
solid-fuel MHD generators.

The objective of this paper is to numerically investi-
gate the process of dust-grain charging in a nuclear-
induced plasma produced in air at atmospheric pres-
sure, treating the charged plasma components in the
hydrodynamic approximation. We also check the valid-
ity of simplified theories of dust-grain charging in elec-
1063-780X/01/2702- $21.00 ©0143
tropositive and electronegative gases at high pressures
[4]. As a typical example of an electropositive gas, we
consider xenon, because it is expected to serve as a
working medium in a radioisotope battery based on
plasma–dust structures [2].

2. HYDRODYNAMIC THEORY 
OF DUST-GRAIN CHARGING

The transport of charged particles to the surface of a
dust grain is treated in the drift–diffusion approxima-
tion, which is valid under the conditions [5–9]

(1‡)

where λe and λi are the electron and ion mean free
paths, r0 is the dust-grain radius, and d is the character-
istic spatial scale on which plasma quasineutrality is
violated. At gas pressures equal to the atmospheric
pressure and higher, the characteristic ion mean free
path is ordinarily about 10–5–10–6 cm. At the same pres-
sures and in the absence of an electric field, the electron
mean free path in xenon is about λe = 10–5 cm and, in
air, it is approximately equal to λe = 10–4 cm. In xenon,
the behavior of the electron mean free path as a func-
tion of the electric field is rather complicated, but the
mean free path itself never exceeds 10–4 cm. In air, the
stronger the electric field, the shorter the mean free path
λe. Calculations show that, for grains of radius 10–4 cm,
the characteristic spatial scale on which plasma
quasineutrality is violated is about 10–3 cm. Conse-
quently, in both atomic and molecular gases at pres-
sures equal to the atmospheric pressure and higher,
conditions (1a) are usually satisfied for dust grains with
a radius larger than 10–4 cm.

λ e ! r0 d; λ i ! r0 d ,+ +
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Under a stronger condition for the electrons, spe-
cifically,

(1b)

where λu is the electron-energy relaxation length, elec-
tron parameters such as the mobility, diffusion coeffi-
cient, and creation and loss rates can be calculated
using the local approximation [5]. Estimates show that,
in molecular gases at atmospheric pressure, condition
(1b) almost always holds for grains with a radius on the
order of 10–4 cm and larger. For atomic gases at atmo-
spheric pressure, the opposite condition is usually sat-
isfied,

(1c)

in which case the electric field of a charged dust grain
perturbs the electron distribution function only slightly,
so that atomic gases can be approximately described by
the electron parameters of a plasma that is unperturbed
by the dust component.

We model the process of dust-grain charging by the
Seitz–Wigner cell method; i.e., we consider the charg-
ing of a test spherical grain of radius r0 located at the
center of a spherically symmetric cell whose radius ad

is determined by the dust density nd:

(2)

We assume that the gas consists of one positive and one
negative ion species (the equations presented below can
be easily generalized for the case of electropositive
gases). Under these assumptions, the grain charge and
charged-particle density in a nuclear-induced plasma or
a plasma produced by an electron beam in an electrone-
gative gas are described by the following three continu-
ity equations:

(3)

Here, the subscripts “+,” “–,” and e stand for positive
ions, negative ions, and electrons, respectively; n
denotes the charged-particle density; N is the neutral
density; Q is the rate of gas ionization by an external
ionizing source; kion is the rate constant of gas ioniza-
tion by the plasma electrons; βei and βii are the elec-
tron–ion and ion–ion recombination coefficients; α is
the rate of electron losses due to dissociative and/or
three-body attachment to gas particles; and the flux
densities of the electrons, positive ions, and negative

λu ! r0 d ,+

λu @ r0 d ,+

ad
4
3
---πnd 

 
1/3–

.=

∂ne

∂t
-------- div je+ Q kionneN βeinen+– αne,–+=

∂n+

∂t
-------- div j++ Q kionneN βeinen+– βiin–n+,–+=

∂n–

∂t
-------- div j–+ αne βiin–n+.–=
ions (je , j+, and j–) have the form

(4)

where k and D denote the mobilities and diffusion coef-
ficients of charged particles (for electrons, these param-
eters are field-dependent). Clearly, the basic set of con-
tinuity equations for electropositive gases contains nei-
ther the continuity equation for the negative ions nor
the terms describing them. The electric field E satisfies
Poisson’s equation

(5)

where e is the absolute value of the electron charge. We
assume that the probability of a dust grain absorbing
plasma electrons and ions that are incident on its sur-
face is unity. Under this assumption, Eqs. (3)–(5)
should be supplemented with the boundary conditions

(6)

(For the hydrodynamic description of the charged
plasma components, these boundary conditions on the
grain surface were justified by Chekmarev [10].) In
boundary conditions (6), the secondary electron emis-
sion is neglected because, on the one hand, thermal
emission from the “cold” grains plays a negligible role
and, on the other hand, taking into account ion–electron
emission under conditions when the electric field is
insufficiently strong for the avalanche ionization of the
gas (even near the grain surface, where the electric field
is the strongest) will only result in multiplying the
steady-state fluxes of charged particles by a factor
approximately equal to unity minus the secondary ion–
electron emission coefficient. These circumstances and
the fact that the secondary ion–electron emission coef-
ficient is usually on the order of 10–2 or smaller enable
us to neglect the secondary electron emission under the
conditions adopted here. Note that the grain charge is
determined by the electric field at the grain surface and,
accordingly, can be found from the boundary condition

(7)

Belov et al. [11, 12] further developed the model pro-
posed by Smirnov [4] and constructed an approximate
theory of dust-grain charging in an electropositive gas
at high pressures. For low dust densities, the model and
theory yield the same expression for the grain charge:

(8)

je nekeE– grad Dene( ),–=

j+ n+k+E D+ grad n+,–=

j– n–k–E– D– grad n–,–=

div E 4πe n+ ne– n––( ),=

ne r r0= 0, n+ r r0= 0, n– r r0= 0,= = =

je r ad= 0, j+ r ad= 0, j– r ad= 0,= = =

E r ad= 0.=

E r r0=
qe

r0
2

------.=

q
Ter0

e
2

---------- 1
ke

k+
-----+ 

 ln–=
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(if Te = T+, the unity drops out of the argument of the
logarithm).

Under the same assumptions as those used for elec-
tropositive gases, an analogous approximate solution
can be constructed for electronegative gases or their
mixtures. Thus, under the condition Te @ T+ , for the
grain charge and the charged-particle densities far from
the grain, we have

(9)

where Ne0 is the electron density and Np0 and Nn0 are,
respectively, the densities of positive and negative ions
far from the dust grain. In Eqs. (9), the first equation is
a consequence of the charge conservation law, the sec-
ond and third equations describe the balance of positive
ions and electrons, and the fourth equation follows
from the condition that the total steady-state current
equals zero. The main condition for the validity of
Eqs. (9) is that the drift current of the negative ions be
low in comparison with the electron drift current, spe-
cifically, k–Nn0 ! keNe0 or

(10)

Under condition (10), the grains are charged primarily
by the electrons. Note that Smirnov [4] disregarded this
possible charging process. The solutions to Eqs. (9) sat-
isfy the following scaling relations:

(11)

Equations (9) are easy to solve when the dust density is
so low that, at large distances from the test grain, the
electron and ion densities are perturbed by its electric
field only slightly, in which case the grain charge is
equal to

(12)

N p0 qnd Ne0– Nn0–+ 0,=
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Note that, under the condition Te = T+ = T– = T, the
fourth equation in set (9) becomes

(13)

so that the grain charge in a plasma with low dust den-
sity has the form

(14)

With ionization rates low enough for the second term
within the logarithm to be negligible, the grain charge
(14) passes over to the corresponding expression
derived in [4].

The results of solving Eqs. (9) numerically with
allowance for scaling relations (11) are shown in Fig. 1.
The quantities needed to perform calculations (namely,
mobilities, diffusion coefficients, and production and
loss rates of the charged components of the plasma)
were taken from [13–18]. An analysis of both the
charge exchange of ions with neutral gas particles and
ion conversion shows that, in dry air at atmospheric

pressure, the dominant positive ions are  or  ions,

and the dominant negative ions are  or  ions. For
plasmas in which other ion species dominate, the error
in determining the grain charge would not be too large
because of the weak logarithmic dependence on the ion
mobility. This series of calculations was carried out
with the following parameter values: ke = 1.91 ×
104 cm2/(V s), De = 495 cm2/s, Te = 300 ä, k+ =
2.2 cm2/(V s), k– = 2.5 cm2/(V s), T+ = T– = 300 K, βei =
2.0 × 10–6 cm3/s, α = 1.2 × 107 s–1, and βii = 2.2 ×
10−6 cm3/s. Note that the values of the electron param-
eters correspond to the case in which the electric field
is absent. Inequality (10) implies that, for the parameter
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Fig. 1. Grain charge as a function of the parameters of a
dusty plasma produced in air at atmospheric pressure for the
ionization rates Q = 1012, 1013, …, 1018 cm–3 s–1 (from bot-
tom to top).
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values adopted, the above approximate solution is valid
if the ionization rate of air molecules satisfies the con-
dition Q @ 1012 cm–3 s–1.
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Fig. 2. Steady-state profiles of the densities of positive ions
(curves 1, 2) and electrons (curves 3, 4) in xenon for nd =

106 cm–3 and Q = 1016 cm–3 s–1 and for different grain radii:
r0 = (a) 2, (b) 4.8, and (c) 13.6 µm. Profiles 1 and 3 are cal-
culated by the establishment method (the number of inter-
vals being M = 200), the symbols show some of the numer-
ous points obtained by the relaxation method (the number of
intervals being M = 1000), and profiles 2 and 4 are com-
puted using the approximate theory of grain charging.
Below, we will show that the results obtained from
the approximate theory are insufficiently accurate.
Moreover, using this theory makes it virtually impossi-
ble to incorporate field-dependent electron parameters
in a reasonable manner. However, despite these draw-
backs, the approximate theory can yield important
results because it provides the possibility of both eval-
uating the grain charge as a function of the plasma
parameters and recalculating the charge obtained with
specific values of nd, r0, and Q in terms of other values
of these three parameters by using the scaling relations
and formulas (12) and (14).

3. SOLUTION OF THE PROBLEM OF GRAIN 
CHARGING BY A FINITE-DIFFERENCE 

METHOD

The numerical scheme for solving the nonlinear
boundary-value problem as formulated is based on the
method of integral identities [19] (see Appendix). The
algorithm for solving the set of finite-difference equa-
tions (A.12) on the basis of this method is as follows.
At each time step in the difference method, the values
of the field and charged-particle densities calculated at
the preceding ith time step are taken as the initial

approximation. Let the values , , and 
(k = 1, …, M) approximating the exact solution at a cer-
tain iteration step be known. Then, at the next iteration
step, the approximate solution is calculated in two
stages. First, using the matrix sweep method [20], we
solve the linearized continuity equations for the
charged particles. Second, using the newly calculated
densities of the electrons and positive ions, we deter-
mine the electric field from Poisson’s equation (5).
After achieving the desired accuracy, we stop the itera-
tive procedure. If the solution of the difference equa-
tions requires many iterations, we shorten the time step
by a factor of 2, and, in the case of a small number of
iterations, we increase the time step by 10%.

The convergence of the numerical scheme is con-
trolled by calculating the charged-particle fluxes with
the help of expressions (A.4) at given times. When
approaching the steady solution, the sum of the electron
and ion fluxes over the entire elementary cell tends to
zero. In order to control the accuracy of the calcula-
tions, we calculate the grain charge by using boundary
conditions (6) and by numerically integrating the dif-
ferential equation

(15)

Here, the charged-particle fluxes Ja, 0 at r = r0 were
extrapolated from formula (A.4) with k = 1/2 and 3/2:

(16)

ne k,
m

n+ k,
m

Ek
m

dq
dt
------ 4π J+ 0, Je 0,– J– 0,–( ).–=

Ja 0, Ja k, 1/2=
1
2
---

h0

"1
----- Ja k, 3/2= Ja k, 1/2=–( ).–=
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Fig. 3. Time evolutions of (a) the charge density and (b) electric field strength in xenon for nd = 106 cm–3, r0 = 2 µm, and Q =

1016 cm–3 s–1 at the times t = (0) 0, (1) 0.4 ns, (2) 4 ns, (3) 0.04 µs, (4) 0.4 µs, (5) 0.8 µs, (6) 1.6 µs, and (7) 25 µs. Profiles (8) are
computed using the approximate theory of grain charging, and the triangles show some of the numerous points obtained by the relax-
ation method (the number of intervals being M = 1000).

10
4. DISCUSSION OF THE SIMULATION RESULTS

In Figs. 2 and 3, we compare the results of numeri-
cally solving the boundary problem of grain charging in
a nuclear-induced Xe plasma by the relaxation method
and the initial problem by the finite-difference method
on a radially uniform grid, assuming that the electron
parameters are field-independent (below, the latter
method will be referred to as the establishment
method). In the relaxation method, the results obtained
from the approximate theory are used as the initial
approximation when solving the time-independent
boundary problem. The parameters of the problems
were chosen to correspond to the conditions of experi-
ments carried out in [1, 3] with plasmas produced in
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
atmospheric-pressure air by α-particles and fission
fragments of 252Cf nuclei, the spontaneous-fission rate
being 105 fission/s. In those experiments, the plasma
contained spherical monodisperse melamine-formalde-
hyde grains with diameters of 1.90 [1, 3], 4.8, and
13.6 µm [1]. The grain charge was determined from the
balance between the gravitational, electric-field, and
friction forces and was found to be 900–1300 elemen-
tary charges [3]. Notably, in the conclusion of [1], the
authors mentioned that they observed dust grains with
charges as large as (1000–5000)Â.

For such a low gas ionization rate as in the experi-
ments of [1, 3], it is necessary to take into account the
track structure of the produced plasma (see, e.g., [21,
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22]). In fact, in the gas volume under investigation,
there are only a few tracks (cylindrical plasma forma-
tions with a length of about 2 cm and radius of up to
100 µm). Consequently, the gas ionization cannot be
regarded as being uniform. However, inside the tracks,
the plasma is essentially homogeneous over the charac-
teristic lifetime of the track. Dyuzhov and Poletaev [23]
studied the luminescence of nuclear-induced plasmas
created in nitrogen–argon and nitrogen–helium mix-
tures in a way similar to that in [1, 3]. With the data
obtained in [23] on the electron density in nitrogen–
argon mixtures at a pressure of 2 atm, the ionization
rate is estimated as 6 × 1017–1020 cm–3 s–1. The higher
the pressure, the higher the rate of ionization losses and
the smaller the track radii. Consequently, in the first
approximation, the mean ionization rate depends on the
cube of the pressure. That is why, in simulations, we set
the ionization rate to be Q = 1016 cm–3 s–1, which is of
the same order of magnitude as the ionization rate in the
working medium (xenon) of the proposed compact
radioisotope electric energy source based on wide
band-gap photovoltaic converters [3].

From Figs. 2 and 3, we can see that the relaxation
and establishment methods yield essentially the same
results. In Table 1, we summarize the results obtained
in calculating the charges of dust grains of different

10–7

t, µm
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–400
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10–4 10–1 103
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Fig. 4. Time evolutions of the grain charge in a nuclear-
induced plasma produced in xenon and air for nd = 106 cm–3,

r0 = 2 µm, and Q = 1016 cm–3 s–1. The dashed curve refers
to the results obtained for zero initial densities of the
charged particles, which corresponds to instantaneous
switching-on of an ionization source.
sizes by means of the approximate theory [11, 12] and
by the relaxation and establishment methods. One can
see that the methods based on the complete model of
grain charging yield essentially the same results,
whereas the approximate theory gives smaller values of
the grain charge; moreover, the larger the grain radius
(at a constant dust density), the larger this discrepancy.
Note also that the humplike positive-ion density pro-
files shown in Fig. 2 cannot be captured by the approx-
imate theory.

The time evolution of the grain charge is illustrated
in Fig. 4. The characteristic time scale τq on which the
grains are charged completely is governed by slower
ions. For spherical aerosol grains, this time scale can be
estimated as (see, e.g., [24])

(17)

where d is the spatial scale on which the plasma is non-
quasineutral. For the problem under consideration, the
charging time is estimated as τq = 7 µs, which agrees
well with the data of Fig. 4.

Figure 4 also illustrates the results of simulation of
the grain charging process in air by the establishment
method for constant electron parameters. Note that
aerosol grains in air acquire nearly the same charge as
in xenon, which is an electropositive gas (see also
Table 2). Let us discuss this point in more detail.

An analysis of the radial profiles of charged-particle
fluxes shows that, at any point of the calculation region,
the flux of negative ions at each instant is negligible in
comparison with the flux of electrons or positive ions.
Recall that this circumstance, which is the major condi-
tion for the applicability of the approximate theory of
grain charging in electronegative gases, explains the
fact that, in air, the dust grains are charged by electrons.
This effect can be explained as follows: in the vicinity
of a grain, electrons are lost primarily due to diffusion
onto the grain surface rather than due to attachment to
oxygen molecules. Because of the latter process (rather
than because of the diffusion onto the grain surface),
the density of negative ions decreases toward the grain
surface more sharply than the density of positive ions.

We also simulated grain charging in air, assuming
the electron parameters to be field-dependent. We pro-
cessed the data presented in the tables in [13, 15–17]
using the least squares method and derived simple
approximate functions for the electron parameters. We

τq . 
d

2

π2
D+

------------,
Table 1.  Calculated charges of dust grains of different sizes in xenon for nd = 106 cm–3 and Q = 1016 cm–3 s–1

r0, µm 2.0 4.8 13.6

Calculations by the approximate theory –289.8 –695.0 –1964.3

Calculations by the relaxation method (M = 200) –361.3 –1106 –5088

Calculations by the establishment method (M = 1000) –366.0 –1111.2 –5095.7
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tried to construct continuous approximate functions
having (if possible) continuous first derivatives. In
Fig. 5, we plot representative time evolutions of the
grain charge that were calculated for field-dependent
electron parameters. The final charges of grains of dif-
ferent sizes calculated for both field-dependent and
constant electron parameters are summarized in Table 2.
From Fig. 5 and Table 2, one can see that the grain
charges obtained with field-dependent electron param-
eters are markedly larger. Note also that the radial pro-
files of the grain charge computed for field-dependent
electron parameters are peaked at larger distances from
the grain (Fig. 6).

The results listed in Table 2 allow us to check the
validity of scaling relations (11). First, we emphasize
that the dust density plays an important role only when
the characteristic region where the plasma quasineu-
trality is violated is larger than an elementary cell, in
which case, however, the Seitz–Wigner method is
unlikely to be applied and it is necessary to use at least
a two-dimensional model. In calculations carried out
for Q = 1016 cm–3 s–1 and for two different dust densities,
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Fig. 5. Time evolutions of the charge of dust grains with dif-
ferent radii (1) 1.0, (2) 2.4, (3) 4.8, and (4) 6.8 µm for nd =

105 cm–3 and Q = 1016 cm–3 s–1 and for electron parameters
dependent on the reduced electric field.
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nd = 105 and 106 cm–3, we revealed essentially no differ-
ence between the final charges of dust grains with the
sizes adopted here. Consequently, under these condi-
tions, the grain charge is almost independent of the
parameter ndr0 and is primarily governed by the grain
radius. From Table 2, we can see that, for field-depen-
dent electron parameters, the grain charge-to-radius
ratio q/r0 remains essentially constant, except for the
grains with the radius r0 = 13.6 µm. This result indi-
cates that scaling relations (11) are approximately
valid.

It is also of interest to determine the fraction of pos-
itive ions that recombine at the grain surfaces. The sur-
face recombination losses of positive ions are described
by the quantity η = 4πJ+, 0 nd /Q, where the positive ion
flux onto the grain surface is determined by expres-
sion (16). Table 2 shows that, although the surface recom-
bination losses increase almost proportionally to the
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0.8
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Fig. 6. Radial profiles of the charge density Ψ = 4πr2ρ of
dust grains with different radii r0 = (1) 2, (2) 4.8, and (3)

13.6 µm in air for nd = 106 cm–3 and Q = 1016 cm–3 s–1. The
dashed curves were obtained with constant electron param-
eters, and the solid curves were obtained with electron
parameters dependent on the reduced electric field. For
grains of different sizes, the charge density is normalized to
its maximum value calculated for the field-dependent elec-
tron parameters (the maximum charge densities for profiles
1–3 are in the ratio 1 : 2.22 : 6.83).
Table 2.  Calculated charges of dust grains of different sizes in air for nd = 105 cm–3 and Q = 1016 cm–3 s–1 (the problem was
solved on a nonuniform spatial grid with the spacing δ = 0.05 by the finite-difference method, the number of intervals being
M = 200)

r0, µm 1.0 2.0 2.4 4.8 6.8 13.6

Calculations by an analytic theory –84.4 –168.7 –202.5 –404.9 –573.6 –1147

Calculations
by the differ-
ence method

Constant electron parameters –92.3 –206.3 –257.3 –624.4 –1069 –2807

Field-dependent electron 
parameters

q –492.7 –937.2 –1116 –2282 –3380 –8045

|q|/r0 493 469 465 475 497 591

η × 103 1.156 2.140 2.532 5.055 7.349 17.18

ξ 0.872 0.850 0.845 0.824 0.819 0.805
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grain radius, they remain insignificant. That the ratio
η/r0 remains essentially constant is explained by the
following two circumstances: the coefficient of the
recombination of positive ions on the grain surfaces is
approximately equal to the Langevin coefficient βid =
4πek+ [14], and scaling relations (11) are approxi-
mately valid. In Table 2, we also present the values of
the quantity ξ = 4πJ+, 0 /βid qn+, M, which is seen to be
smaller than unity because the Langevin theory is only
approximately applicable to our problem. The quantity
ξ depends weakly on the grain radius: it decreases at
most by 10% as the grain radius increases by more than
one order of magnitude. The positive ion flux onto the
grain surface is found to be less intense than the Lan-
gevin flux, because the electric field decreases much
more rapidly with distance than the Coulomb field
(Fig. 3b).

To conclude this section, let us again discuss the
applicability condition for the validity of the hydrody-
namic description of a plasma. The electron energy
relaxation length is described by the expression

(18)

where νu is the inelastic collision rate. Table 3 presents
the electron energy relaxation lengths in an electric
field near an aerosol grain in air and the characteristic
dimensions of the region where the plasma quasineu-
trality is violated. The results given in Table 3 were cal-
culated at the peak of the radial profile of the grain
charge. A comparative analysis of these results shows
that, for dusty plasmas with the parameters adopted
here, condition (1b) for the applicability of a hydrody-
namic approach is satisfied.

5. CONCLUSION

We have developed a numerical model of the pro-
cess of dust-grain charging in nuclear-induced dusty
plasmas produced in air at high pressures, treating the
charged plasma components in the hydrodynamic
approximation. We have shown that, at a sufficiently
high ionization rate, aerosol grains in air are charged by
electrons and not by ions, as was thought previously.
For this reason, the dust grains in air can acquire an

λu De/νu,≈

Table 3.  Electron energy relaxation length λe, u , electron
mean free path λe, m , and characteristic length of the region
where quasineutrality of the plasma produced in air at atmo-
spheric pressure is violated for aerosol grains of different siz-
es and for nd = 105 cm–3 and Q = 1016 cm–3 s–1

r0, µm 2 4.8 13.6

|E0 |, V/cm 3374 1426 626

λe, m , µm 0.23 0.29 0.30

λe, u, µm 3.1 4.6 5.4

d, µm 11.7 14.1 26.7
electric charge comparable with that in electropositive
gases. We have found that the simplified theory based
on the assumption that dust grains are charged prima-
rily by ions [4] leads to quite large errors in determining
the grain charge. Although refined theories yield better
results, they are too crude to ensure the desired accu-
racy of predictions and can only be used to obtain rough
estimates, whereas the results of numerical calculations
based on the complete model agree well with the exper-
imental data of [1, 3].

We have also investigated the time evolution of the
grain charge. This problem is also of interest because it
has been little studied in the literature (most papers deal
with steady-state problems). We have determined the
characteristic time scales on which the dust grains are
charged. The results obtained will be useful in inter-
preting data from experiments with unsteady nuclear-
induced dusty plasmas.
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APPENDIX

The difference scheme for solving the nonlinear
boundary-value problem numerically is constructed
using the method of integral identities [19]. We intro-
duce a spherical coordinate system with the origin at
the center of a dust grain. On the closed interval [r0, ad]
inside an elementary cell, we introduce two nonuni-
form grids, specifically, a reference grid with mesh
points rk and an auxiliary grid with mesh points rk + 1/2
(the mesh points of the reference grid alternate with
those of the auxiliary grid):

where hk = (1 + δ)kh, h = (ad – r0), and

"k = . The grids with δ = 0 are uniform, with

a regular spacing h.

Taking into account the spherical symmetry of the
problem, we introduce the fluxes

(A.1)

rk 1+ rk hk, rk 0=+ r0, rk M= ad,= = =

rk 1/2+
rk 1+ rk+

2
-------------------- rk

hk

2
----+= =

=  rk 1+
hk

2
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2
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where Ja = {Je , J+, J–}, na = {ne , n+, n–}, ka = {–ke, k+,
−k–}, and Da = {De, D+, D–} for electrons, positive ions,
and negative ions, respectively.

We integrate continuity Eqs. (3) from rk – 1/2 to rk + 1/2
to obtain

(A.2)

where the symbol Ra stands for the right-hand sides of
Eqs. (3). Now, we integrate Eqs. (3) from rk – 1/2 to r and
use definition (A.1) for the particle fluxes. As a result,
we find

(A.3)

Then, we integrate Eq. (A.3) from rk – 1 to rk and retain
terms up to second order in the maximum distance
between the mesh points to arrive at the following
expression for the charged-particle fluxes at the point
rk – 1/2:

(A.4)

We substitute fluxes (A.4) into expressions (A.2) and
switch from the integrals over closed intervals between
the mesh points of the reference grid to the sums
according to the trapezoid rule, by factoring the func-
tion Ra – ∂na/∂t out of the integral sign and replacing
this function with its value at the point rk. As a result, to
second order in the maximum distance between the
mesh points, we obtain

(A.5)

The electric field can be found by integrating Poisson’s
equation (5) from right to left according to the
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trapezoid rule:

(A.6)

where F = r2E.

The initial densities of charged particles can be
obtained, e.g., by solving the corresponding problem for
a plasma without dust grains, which corresponds to the
case of instantaneous injection of dust grains into the
plasma. We can also set the initial plasma density to
zero, which corresponds to the instantaneous switching-
on of an ionization source. Note that in a plasma pro-
duced in air at ionization rates lower than 1020 cm–3 s–1,
the electron–ion recombination plays a negligible role.
Consequently, without any serious loss of accuracy, we
can simplify the problem by setting the electron–ion
recombination coefficient equal to the ion–ion recom-
bination coefficient, in which case the problem for a
grain-free plasma has the solution

(A.7)

In order to specify the boundary conditions at the right
end of the calculation interval, we supplement the grid
with the mesh point rM + 1 and set

Ja, M + 1/2 = 0. (A.8)

With allowance for relationships (A.3) and (A.8),
Eqs. (A.5) yield the following equation for the charged-
particle densities at the right boundary:

(A.9)

Note that the resulting difference equations (A.5)
and (A.9) are monotonic and, consequently, well-posed
under the conditions [20]

(A.10‡)

(A.10b)

Since ordinary dust grains are usually charged nega-
tively and E < 0, conditions (A.10) lead to the following
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restriction on the grid size:

(A.11)

In the calculations described here, all of these condi-
tions were satisfied by a large margin.

Differential equations (A.5) and (A.9) were solved
using the semi-implicit scheme

(A.12)

where the lower index a stands for the charged-particle
species (e, “+,” or “–” for electrons, positive ions, or

negative ions, respectively),  = Q + (  –
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 = De( ). The parameter σ determines the
degree to which the difference scheme is implicit: the
scheme with σ = 1 is fully implicit; for σ = 1/2, we deal
with the Crank–Nicholson scheme; and the scheme
with σ = 0 is an explicit scheme, which is convergent if

the time step satisfies the condition τ < min( /2De, k).
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1. INTRODUCTION

Recently developed high-power lasers capable of
generating pico- and femtosecond pulses open new
possibilities for studying the fundamental properties of
matter [1, 2] and hold great promise for practical appli-
cations [3]. In a plasma produced in the interaction of
the electromagnetic field of a laser pulse with a gas, the
electron distribution is nonequilibrium and may give
rise to various plasma instabilities [4]. The most impor-
tant features of this interaction are the high rate of gas
ionization and the relatively minor role of hydrody-
namic processes during the laser pulse. The key role in
the plasma processes is played by the kinetic effects
associated with the specific features of the electron dis-
tribution; because of the short interaction times, these
features are governed completely by the pump pulse
parameters. The interaction between the laser pulse and
the plasma produced gives rise to a number of interest-
ing phenomena, such as wakefield excitation [5–7] and
laser frequency upshift during the propagation of a
pulse through a plasma [8].

In calculating the electron distribution function
(EDF), Bychenkov and Tikhonchuk [4] restricted their
study to the nonrelativistic case. Here, we consider rel-
ativistic effects that occur during gas ionization by an
intense laser pulse. A similar problem was treated by
Glazov and Rukhadze [9–11] in connection with break-
down in a low-pressure gas and the electron-impact
ionization of a gas. Here, we use a somewhat different
approach to solving the kinetic equation and describe
the effects associated with the generation of the longi-
tudinal current in a laser-produced plasma.

Relativistic effects come into play when the kinetic
energy of the electron oscillations in an electromag-
netic field becomes comparable with the electron rest
mass energy. For laser pulses with a wavelength of
1063-780X/01/2702- $21.00 © 20153
about 1 µm, this condition holds at laser intensities of
about 1018 W/cm2.

This circumstance gives rise to one of the challenges
in determining the properties of a laser-produced
plasma. Specifically, since the electric field of such
laser pulses is much stronger than the atomic field Ea =
5.1 × 109 V/cm, the ionization rate of gas atoms cannot
be calculated rigorously (the Keldysh formula for the
tunneling ionization rate [12, 13] was derived perturba-
tively and fails to produce the desired result). Addition-
ally, it is necessary to take into account the effects of
multiple ionization, because multiply ionized gases
with ion charge numbers up to 10 have already been
observed in laser experiments (see, e.g., [14, 15]). For
this reason, we restrict ourselves to a model description
of the ionization of a gas by a laser pulse.

Our purpose here is to calculate the relativistic EDF
for a plasma produced in the interaction of an intense
(I ≥ 1018 W/cm2, the field amplitude being E0 ≥ 2 ×
1010 V/cm) ultrashort (τ ≤ 10–12 s) laser pulse with a
monatomic gas. To do this, we derive a model expres-
sion for the ionization rate without allowance for the
reverse effect of the produced plasma on the laser pulse.
We also discuss the applicability conditions for our
approach.

2. ELECTRON MOTION IN THE FIELD 
OF A PLANE ELECTROMAGNETIC WAVE

We consider a free electron that originates at a cer-
tain time and moves in the field of a plane electromag-
netic wave propagating through a gas. We assume that
the wave propagates along the z-axis and represent the
wave field as

(1)
E Ex Ey 0, ,( ),=

H Hx Hy 0, ,( ) Ey Ex 0, ,–( ).= =
001 MAIK “Nauka/Interperiodica”
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We also assume that the field components are harmonic
functions of the wave phase:

(2)

where ω0 is the angular frequency and α is the parame-
ter characterizing the ellipticity of polarization of the
wave field (α = 0 for linear polarization, and α = 1 for
circular polarization). The electric field amplitude E0
describes the slowly varying (over the field period)
laser-pulse envelope. We assume that the amplitude of
the dimensionless vector potential is comparable with
unity:

(3)

so that the electron motion is relativistic. The quantity
a0 is related to the laser pulse parameters by

where I18 is the pulse intensity in units of 1018 W/cm2

and λµm is the laser wavelength in microns.

The solutions to the equations of electron motion in
the field of a plane electromagnetic wave are well
known [16–18]. Assuming that the electrons originate
with a zero kinetic energy (in any case, the initial elec-
tron kinetic energy is much lower than the electron
oscillatory energy), we write the solutions for the com-
ponents of the momentum of a test electron (in units of
mc) as

(4)

where ψ0 is the field phase at which the test electron
originates. For convenience of further analysis, some of
the quantities are marked by a tilde. Note that the
z-component of the electron momentum is always pos-
itive, which is characteristic of the drift in crossed

fields. The electron motion is relativistic (  = 1)
already at

which corresponds to the laser pulse intensity I = 0.96 ×
1018  W/cm2.

Note also that the solutions obtained apply to the
field switched on adiabatically in the infinite past.

Ex E0 ψ,cos=

Ey αE0 ψ,sin=

ψ ω0 t z/c–( ),=

a0

eE0

mcω0
------------- 1,≥=

a0 0.85 I18λµm,=

p̃x a0 ψsin ψ0sin–( ),–=

p̃y αa0 ψcos ψ0cos–( ),=

p̃z
1
2
--- p̃⊥

2 1
2
--- p̃x

2
p̃y

2
+( ),= =

γ̃ 1 p̃
2

+ 1 p̃z,+= =

p̃max
2

a0 5 2–( )1/2
0.49,≈=

λµm
2–
3. DISTRIBUTION FUNCTION

We will solve the following kinetic equation for the
distribution function of the electrons that originate dur-
ing gas ionization by laser light:

(5)

where E and H are the electric and magnetic fields of a
laser pulse and Si is the production rate of electrons per
cubic centimeter.

Solving Eq. (5) by the method of characteristics, we
obtain the EDF in terms of the integral over the field
phases at which the electrons originate:

(6)

That this expression is valid can be verified by simply
substituting it into Eq. (6). Assuming that free electrons
are produced exclusively through the ionization of gas
atoms by the wave field (i.e., neglecting the processes
of recombination and electron-impact ionization), we
can write the production rate per cubic centimeter as

(7)

where nk is the density of ions in the kth ionization state,
wk is the probability of ionization of these ions, and Z is
the maximum ion charge number.

When the oscillatory energy of a free electron is
higher than the ionization energy, the probability of the
tunneling ionization of an atom in an external field is
usually calculated from the Keldysh formula [12, 13],
which was derived for fields much weaker than the
intra-atomic field and thereby cannot be directly
applied to our problem. Moreover, in external fields
much stronger than the intra-atomic field, the electron
shells of the gas atoms are deformed so much that, on a
time scale of about the revolution period, the electrons
leave the outer atomic shells and start to move freely in
a gas. Consequently, we can assume that the probability
for a neutral atom to be ionized is w0 ~ ωa, where ωa =
4.1 × 1016 s–1 is the atomic frequency, which is much
higher than the laser frequency,

(for the laser wavelength λ = 1 µm, the laser frequency
is equal to ω0 = 2 × 1015 s–1). Under these conditions,
we can consider the ionization to be threshold in nature:
when the field amplitude (or the pulse propagation
time) exceeds a certain critical value, all of the gas
atoms are ionized instantaneously. In other words, we
set

∂f
∂t
----- v

∂f
∂r
----- e

mc
------- E

1
c
---v H×+ 

  ∂f
∂p
------–+ Siδ p( ),=

f p ψ,( ) 1
ω0
------ ψ0 1 pz+( )Siδ p p̃–( ).d

ψ

∫=

Si wknk,
k 0=

Z 1–

∑=

w0 @ ω0

w0 δ t tth–( ) ω0δ ψ0 ψth–( ).= =
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Of course, the higher the ionization state of an ion, the
higher its ionization energy, so that the probability of
multiple ionization is lower, but we assume that it is
still higher than ω0. Under this assumption, we can
write

(8)

where na is the neutral atom density and  is the
threshold field phase corresponding to ionization to the
kth state. Substituting expression (8) into formula (6)
for the EDF, we find

(9)

Note that, if we integrate the EDF weighted by 1 and
–evz over momenta, we immediately obtain the elec-
tron density and electron current density:

(10)

3.1. Circularly Polarized Wave (α = 1)

For a circularly polarized wave, we can readily
show that the product of two δ-functions, δ(px –

)δ(py – ), is independent of ψ0. In fact, introduc-
ing the notation

we obtain

Integrating the last δ-function yields the final expres-
sion for the EDF:

Si ω0na δ ψ0 ψth
k

–( ),
k 0=

Z 1–

∑=

ψth
k

f p ψ,( ) na ψ0 1 pz+( )δ p p̃–( )d

ψ
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× δ ψ0 ψth
k

–( ).
k

∑

ne na ψ0 1 p̃z+( )δ ψ0 ψth
k

–( ),
k

∑d

ψ
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–( ).
k

∑d

ψ
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Px py– a0 ψ,cos+=

Py px a0 ψ,sin+=

δ px p̃x–( )δ py p̃y–( )
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f p ψ,( ) na
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where U is the Heaviside step function. Plasmas with
such nonequilibrium EDFs are subject to various insta-
bilities, in particular, the Weibel instability (which is
associated with the anisotropic character of the electron
distribution), a parametric decay of the pump wave, and
the excitation of longitudinal waves (the latter two are
associated with the beamlike character of the electron
distribution).

From EDF (11), we find the electron density,

(12)

and the electron current density in the plasma,

(13)

We can see that, first, the electron density and electron
current density are both modulated at the laser fre-
quency and, second, the electron density in the wave is
higher than the density of the produced electrons. The
latter effect can be explained as follows. The electrons
that originate with a zero energy are entrained by the
wave in a certain phase and are accelerated to relativis-
tic velocities, so that the accelerated electrons move
essentially in phase with the wave. Then, this process
repeats for the electrons originating over the next time
interval, and so on.

We also consider the EDF averaged over the pump
wave period,

(14)

The projection of the phase portrait of the electrons
onto the (px, py) plane is as follows. The electron trajec-
tories uniformly cover a circle of radius a0, whose cen-
ter precesses about the origin of the coordinates and
describes a circumference of the same radius at a rate
equal to the laser frequency. Consequently, the averag-
ing procedure can be performed separately for the lon-
gitudinal and transverse momentum components. As a
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result, we obtain

(15)

It is interesting to note that the longitudinal and
transverse electron “temperatures” are proportional to

∝  and ∝ a0, respectively.

3.2. Linearly Polarized Wave (α = 0)

For a linearly polarized wave, the EDF has the form

(16)

The electron density and electron current calculated
from EDF (16) are equal to

(17)

We can see that they are both modulated at the doubled
laser frequency. Clearly, the quantities averaged over
the wave phase depend on the threshold phases for ion-
ization, i.e., the threshold values of the field phase that
correspond to the ionization states under consideration.
However, we can assume that these threshold phases
are sufficiently randomly distributed over the laser field
period. Indeed, if the field is assumed to be switched on
adiabatically in the infinite past, then, because of the
smallness of the parameter (ω0τ)–1, the field amplitude
changes only slightly over the wave period, so that it is
not a priori clear at which wave phase the field ampli-
tude will exceed the level corresponding to the ioniza-
tion energy for each successive electron removed.
Therefore, we can also average expressions (17) over

the random phases :

(18)
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Now, we can average the EDF over both the laser
field period and threshold phases:

(19)

where K is the complete elliptic integral.

4. APPLICABILITY RANGE OF OUR APPROACH
The induced polarization wake field that remains in

the plasma after the passage of a laser pulse of duration
τ has the form

(20)

In order for our model to be valid, the polarization field
should have a much smaller impact on the electron
motion than the laser field, at least over the laser field
period. This requirement imposes the restriction

which reduces to the following condition on the gas and
laser-pulse parameters:

(21)

where ωp = (4πZe2na/m)1/2 is the electron Langmuir fre-
quency of the produced plasma. Condition (21) can be
rewritten as the following constraints on the laser pulse
intensity:

I18 ! 

for a linearly polarized laser (α = 0),

I18 ! 

for a circularly polarized laser (α = 1).

5. CONCLUSION
Using the simplest model assumptions, we have cal-

culated the relativistic EDF for a plasma produced in
the interaction between an intense laser pulse and a
neutral gas. The resulting EDF, which can be derived
analytically for linearly and circularly polarized laser
fields, depends on the only dimensionless parameter—
the amplitude of the vector potential. The EDF is found
to be highly anisotropic, which indicates that laser-
driven plasmas are subject to the Weibel instability. The
degree to which the EDF is anisotropic is proportional

to , so that it would be worthwhile to carry out fur-
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ther theoretical and experimental investigations into the
possibility of diagnosing intense laser pulses by pro-
cessing the measured data on the anisotropic relativistic
EDF.

The field of an intense laser pulse accelerates the
produced electrons in such a manner that they form a
relativistic beam propagating in the direction of the
pulse. Such a beamlike character of the relativistic EDF
should manifest itself as a parametric decay of the
pump wave and the generation of longitudinal plasma
waves as well as the onset of such specific current insta-
bilities as Buneman and Pierce instabilities (in finite-
length systems). Presumably, the processes of nonlin-
ear interaction related to these plasma instabilities will
play a governing role in the propagation of a laser radi-
ation and the conversion of its energy into other forms
(plasma waves, microwave radiation, the generation of
fast particles, etc.).
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Abstract—A review is given of theoretical papers on gas breakdown in high-power pulsed microwave and opti-
cal fields under conditions such that the electron oscillatory energy in the wave field is much higher than the
ionization energy of gas atoms. In microwave fields, which are much weaker than the atomic field, the ioniza-
tion mechanism for gas atoms is governed by electron-impact avalanche ionization. In high-power optical fields
that are comparable in strength to the atomic field, the gas atoms are ionized via the tunneling of the bound
electrons. It is shown that, in both cases, the electrons obey similar, highly anisotropic distributions, thereby
strongly affecting the stability of the discharge plasma. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the late 1960s, the development of high-power
pulsed lasers capable of generating radiation with
intensities above 1014 W/cm2 raised questions concern-
ing both the ionization mechanisms for gas atoms in the
fields of such a high-power radiation and the electron
distribution function in plasmas created by such lasers.
In such a strong wave field, the electron oscillatory
energy ε0 is much higher than the ionization energy Ii of
gas atoms,

(1)

where ω0 is the radiation frequency and E0 is the elec-
tric field strength, which is comparable to the atomic
field strength Ea . 5.1 × 109 V/cm. Clearly, in such
strong radiation fields, the tunneling of the bound elec-
trons is so intense that it becomes an important mecha-
nism for the direct ionization of gas atoms. The tunnel-
ing mechanism was studied quite thoroughly in earlier
papers [1–3]. As for the electron distribution function
in a plasma produced by laser breakdown, the first
attempt to calculate it was unsuccessful [4]. The elec-
tron distribution function was calculated correctly only
much later [5–8]. However, the authors of [5–8] proba-
bly did not know that gas breakdown in a strong micro-
wave field had been studied in theoretical works that
were published in the early 1980s, and in which not
only was the electron distribution function in a dis-
charge plasma calculated but the stability of such a
plasma was also thoroughly investigated (see [9, 10] and
the literature cited therein). In contrast to optical fields,
microwave electric fields generated by present-day
pulsed radiation sources are far weaker than the atomic
field, in which case the gas atoms are primarily ionized
by the impact of oscillating electrons, so that ionization

ε0

e
2
E0

2

2mω0
2

-------------- @ Ii,=
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is governed by the development of an electron avalanche.
Nevertheless, in both optical and microwave discharge
plasmas, the electrons obey similar distribution func-
tions, while the ionization mechanism primarily affects
the time evolution of the electron density.

At microwave frequencies (ω0 ≈ 2 × 1010–2 × 1011 s–1),
modern-day pulsed radiation sources are capable of
generating radiation with an intensity of about
108 W/cm2, the electric field being E0 & 106 V/cm,
which is much weaker than the atomic field Ea. At opti-
cal frequencies (ω0 ≈ 2 × 1015–2 × 1016 s–1), the situation
is radically different: the laser pulse intensities are as
high as 1014–1018 W/cm2, the electric field being E0 ≈
109–1010 V/cm, which is comparable with the atomic
field Ea or even stronger. In both cases, condition (1) is
satisfied by a large margin; moreover, the oscillating
electrons may acquire relativistic energies ε0.

Nevertheless, below we will restrict ourselves to a
comparative analysis of papers [7, 9], which survey the
results of studying the electron distribution function
and the stability of the discharge plasma in optical and
microwave frequency ranges at nonrelativistic electron
oscillatory energies ε0. In the nonrelativistic limit, the
problem is far simpler to treat; moreover, most of the
experiments carried out so far have been related just to
this case. The role of relativistic effects (see [8, 10]) is
briefly discussed in the Appendix, in which we solve
exactly the related problem for a circularly polarized
radiation field.

2. ELECTRON DISTRIBUTION FUNCTION 
AND TIME EVOLUTION OF THE DISCHARGE 

PLASMA DENSITY

Under condition (1), stochastic (thermal) electron
motion in a discharge plasma can be neglected in com-
001 MAIK “Nauka/Interperiodica”



        

MICROWAVE AND OPTICAL GAS DISCHARGES IN SUPERSTRONG PULSED FIELDS 159

                                                                                                    
parison with the electron oscillations in the radiation
field. Since collisions are very infrequent, we can also
ignore the collisional stochastization of the forced elec-
tron oscillations. In addition, we can neglect the effect
of the polarization electric fields on the radiation field
until the electron density ne(t) of the plasma produced
during gas breakdown is below the critical density

(  >  = 4πe2ne/m). The plasma density is
assumed to be low in comparison with the neutral gas
density n0, so that the latter can be considered to be con-
stant.

The kinetic equation for plasma electrons produced
during gas breakdown in a strong pulsed field can be
written as

(2)

where E0(ξ) and B0(ξ) are the electric and magnetic
fields of a wave propagating along the z-axis, ξ = ω0t –
k0r = ω0(t – z/c), and wi is the ionization probability for
gas atoms.

In the nonrelativistic limit, the magnetic field in
Eq. (2) can be neglected and the electric field can be
assumed to depend only on time. Under these assump-
tions, Eq. (2) becomes

(3)

In the case of microwave breakdown, we deal with
electron-impact ionization, so that the ionization prob-
ability wi has the form [9]

(4)

where νi(|p |) = σi(|p |) is the rate of ionizing colli-

sions and σi(|p |) is the cross section for ionization of a
gas atom by electron impact. In the case of optical
breakdown, we have [11]

(5)

where Ia = "ωa/2 ≈ 13.6 eV is the ionization energy of
a hydrogen atom and ωa = 5 × 1015 s–1 is the atomic fre-
quency. Expression (5) was derived under the assump-
tion that the tunneling time of an electron is short in
comparison with the period of the field E0(t), so that the
latter was assumed to be constant. Additionally, expres-
sion (5) is valid for a plasma containing singly charged
ions (taking into account multiply charged ions is not of
fundamental importance and does not qualitatively
change the results obtained below).
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Substituting expressions (4) and (5) into Eq. (3)
makes it possible to reveal the difference in the phe-
nomena of gas breakdown in the pulsed fields of micro-
wave and optical ranges. For a microwave discharge,
Eq. (3) for f0(p, t) is a homogeneous integrodifferential
equation whose positive eigenvalue γ(E0) determines
the avalanche ionization constant:

(6)

For an optical discharge, Eq. (3) is an inhomogeneous
equation with a prescribed source and describes the
time evolution of the plasma density during gas break-
down:

(7)

However, we can neglect the right-hand sides of
Eqs. (2) and (3) in the first approximation and calculate
the electron distribution function directly by solving
the Vlasov equation if the following conditions1 are sat-
isfied:

(8)

where the avalanche ionization constant γ(E0) is to be
determined and, for optical breakdown, the probability
wi(E0) is described by expression (5). In this approxi-
mation, for E0(t) = E0cosω0t, the solution to Eq. (3) can
be sought as a function of the characteristic of this
equation:

(9)

where ϕ is the field phase at which an electron origi-

nates. For the solution of the form f0(v, t) = ne(t) (v),
we obtain

(10)

1 The electron distribution function in a discharge plasma may, in
principle, be calculated under the conditions opposite to (8), in
which case the breakdown occurs almost instantaneously (on a
time scale shorter than the field period), so that the field E0(t) can
be assumed to be constant. If the gas pressure is sufficiently low
and a fully ionized plasma is subcritical, then we can again solve
the homogeneous Vlasov equation (3), in which case there is no
need to average solution (10) over the field phases at which the
electrons originate, because the breakdown occurs at a fixed
phase of the field. However, this problem goes beyond the scope
of this paper. Under the conditions opposite to (8), the problem
under discussion was treated by Soldatov [8], who took into
account the effects of multiple ionization and performed averag-
ing over the field phases.
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where vE = eE0/mω0 is the electron oscillatory velocity

in an alternating electric field and the function (v)

satisfies the normalization condition (v) = 1.

Taking into account conditions (8), we can average
distribution function (10) over the field phases ϕ in
order to arrive at the following expression, which is
known as the equipartition in phases [9]:

(11)

Now, we can describe the time evolution of ne(t). Recall
that, in an optical discharge plasma, the electron den-
sity ne(t) is described by integral expression (7) taken
with the field E0(t) = E0cosω0t. In the case of microwave
breakdown, Eq. (6) implies that the avalanche ioniza-
tion develops in an exponential manner:2 

(12)

Here, the ionization cross section σi(v) can be
described with good accuracy in the Born approxima-
tion [11]:

(13)

where α, as well as Ii , differs between different gases
(for hydrogen, we have α = 16.3).

To conclude this section, we briefly discuss the
applicability ranges of conditions (8). For an optical
discharge plasma, conditions (8) hold for electric fields
E0 < Ea = 5.1 × 109 V/cm and are essentially indepen-
dent of the neutral gas pressure (up to pressures of sev-
eral tens of atmospheres). For a microwave discharge
plasma, conditions (8) depend strongly on the neutral
gas density and are well satisfied up to gas pressures of
P0 ≈ 10–100 torr.

Hence, under conditions (1) and (8), the electron
velocity distribution function for both microwave and
optical discharge plasmas is well described by equipar-
tition (11), which implies that the instants at which the
electrons originate are evenly distributed in phases of
the electric field.

2 Note that, for microwave discharges in hydrogen, helium, and air,
Glazov and Rukhadze [9] solved Eq. (3) numerically using the
experimentally measured values of σi(v) at electric fields of up to

E0 ≈ 106 V/cm. The function (v) obtained in [9] differs by no
more than 20% from the function in expression (11), and the dis-
crepancy between the computed values of γ(E0) and the avalanche
ionization constant in formula (12) does not go beyond the com-
putational error.
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3. STABILITY OF THE PLASMA PRODUCED 
DURING GAS BREAKDOWN IN A STRONG 

WAVE FIELD

3.1. Above, we have shown that distribution func-
tion (11) for electrons in a discharge plasma is highly
anisotropic with respect to the direction of the radiation
field, which, first of all, should result in the onset of the
well-known Weibel instability [12] (see also [13]). In
order to convince ourselves that this conclusion is valid
and to find the instability growth rate, we turn to the
adiabatic approximation, assuming that the instability
grows faster than the plasma density. In this approxima-
tion, we can use the following dispersion relation for
small perturbations:

(14)

where the dielectric tensor elements εij(ω, k) have the
form [13]

(15)

Dielectric function (15) was derived in the approxima-
tion of cold ions. The kinetic equation for the perturbed
electron distribution function was solved without con-
sidering the strong external high-frequency field, which
is valid in a short-wavelength limit (kv0 ≈ ωLe @ ωLi).

The nonzero contributions of the electron distribu-
tion function to dielectric tensor (15) are equal to [9]
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where

(17)

Substituting expressions (15)–(17) into Eq. (14)
yields the following dispersion relation for electron
perturbations propagating across the radiation field
(k|| = 0):

(18)

From Eq. (18), we obtain the following expression,
which characterizes the growth rate of the Weibel insta-

bility in the frequency range ω2 !  [13]:

(19)

Clearly, transverse electron perturbations are unstable
only when the growth rate determined by expression
(19) exceeds the avalanche ionization constant γ(E0) in
the case of microwave breakdown or the ionization
probability wi in the case of optical breakdown.

Electron perturbations propagating strictly along
the radiation field are stable.

3.2. In contrast to the Weibel instability, which is
characteristic of a discharge plasma with an arbitrary
anisotropic electron distribution function (in particular,
with a distribution function whose anisotropy is associ-
ated with the high-frequency field), the instability that
we will analyze in this section occurs in the range ω0 @
kvE ≈ ωLe and is peculiar only to equipartition distribu-
tion function (11) having a positive (nonequilibrium)
slope along the energy axis. Recall that, for an equilib-
rium (Maxwellian) electron energy distribution, the
instability to be studied here never occurs in this fre-
quency range (see [14]).

The dispersion relation for purely potential elec-
tron–ion oscillations in a strong high-frequency (ω0 @
ωLe) field has the form [14]

(20)

where J0 is a Bessel function. With allowance for equi-
partition distribution function (11), the partial longitu-

dinal dielectric functions δ (ω, k) for electrons and
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ions are equal to [9]

(21)

We substitute expressions (21) into dispersion relation
(20) to obtain unstable solutions corresponding to low-
frequency ion oscillations:

(22)

We can see that the instability under analysis is gov-
erned by the positive slope of distribution function (11)
along the energy axis and can be interpreted as stimu-
lated Cherenkov excitation of the low-frequency ion
oscillations by the electrons oscillating in the radiation
field. Of course, this instability can only grow at a rate
faster than that at which the plasma density increases;
i.e., the growth rate should exceed the avalanche ion-
ization constant γ(E0) in the case of microwave break-
down or the ionization probability wi in the case of opti-
cal breakdown.

3.3. Finally, we discuss the instability resulting from
stimulated Raman scattering (SRS) of the incident radi-
ation by electron-density waves in a plasma created by
the radiation itself. Since the SRS instability is
described in many textbooks (see, e.g., [13]) and was
discussed in detail by Soldatov [8] for conditions typi-
cal of optical breakdown, we will not derive the rele-
vant dispersion relation and will simply present the
final expression for the instability growth rate, which is
highest for direct backscattering:

(23)

Of course, in order for this instability to occur, growth
rate (23) should exceed the rate at which the plasma
density increases during gas breakdown.

Hence, we can conclude that discharge plasmas in
superstrong pulsed wave fields are subject to a number
of instabilities caused by such factors as the anisotropic
nature of equipartition distribution function (11), its
positive (nonequilibrium) derivative with respect to
velocity, and the SRS of the radiation field by electron-
density waves.
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4. BRIEF DISCUSSION 
OF THE RESULTS OBTAINED

The above analysis allows us to draw the following
conclusions:

(i) When the radiation frequency exceeds the rate at
which the plasma density increases, the electron distri-
bution functions in both microwave and optical dis-
charges in gases are described with good accuracy by
equipartition distribution function (11), which implies
that the instants at which the electrons originate are
evenly distributed in the field phases. Microwave and
optical discharges differ only in the time evolution of
the electron density, which is governed by the ioniza-
tion mechanism: during microwave breakdown, the gas
atoms are ionized by electron impact, whereas, during
optical breakdown, the plasma is produced via tunnel-
ing ionization.

(ii) In both microwave and optical discharges, the
plasma electrons experience rapid oscillations along
the wave electric field, the electron oscillatory energy
being much higher than the ionization energy of the gas
atoms. As a result, fast electrons can escape from the
region of the wave electric field and ionize the sur-
rounding gas, so that it becomes possible to produce
even overdense plasmas. Additionally, after the micro-
wave (or optical) pulse has come to an end, the plasma
recombination is hindered by the high mean energy of
the electrons in a discharge plasma. In other words, dur-
ing gas breakdown in superstrong pulsed fields, a long-
lived plasma formation should be created.

(iii) Discharge plasmas in superstrong pulsed fields
are subject to instabilities associated with such factors
as the anisotropic nature of the electron distribution
function (the Weibel instability), its positive (nonequi-
librium) derivatives with respect to velocity (kinetic
excitation of the ion oscillations), and periodic tempo-
ral variations of the mean electron energy (the paramet-
ric instability, or SRS of the wave field by electron-den-
sity waves).

(iv) If the induced motion of electrons is relativistic,
then they acquire a mean velocity in the propagation
direction of the ionizing radiation as a result of a drift
motion in the crossed electric and magnetic fields of the
wave.
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APPENDIX

Relativistic Effects during Gas Breakdown in Intense 
Wave Fields

Relativistic effects can be described by solving
complete equation (2). Under conditions (8), the char-
acteristics of Eq. (2) with zero on the right-hand side
can be written as

(A.1)

Here, the wave field has the form

(A.2)

where ψ = ω0(t – z/c) is the field phase (the wave is
assumed to propagate along the z-axis), α is the param-
eter characterizing the ellipticity of polarization of the
wave field (α = 0 for linear polarization, and α = 1 for
circular polarization), and ψ0 is the field phase at which
an electron originates.

We represent the electron distribution function

f0(p, t) as f0(p, t) = (p)ne(t), where the electron den-
sity ne(t) is described by formulas (6) and (7), with the
corresponding relativistic expressions for σi(|p |) and
wi(E0), and the function f0(p), which is normalized to 1,
has the form

(A.3)

Averaging function (A.3) over the initial phases ψ0
leads to a fairly lengthy expression, which, however,
can be considerably simplified for a circularly polar-
ized wave (α = 1). In this case, the product δ(px –

)δ(py – ) is independent of ψ0 and is equal to

(A.4)
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Finally, we average function (A.6) over ψ0 to obtain

(A.7)

In order to relate our results to those of [8, 10], we also
average function (A.7) over the microwave period. We
thus arrive at the following expression, which corrects
for the misprinted formula (9) in [10]:

(A.8)

Having derived expressions (A.7) and (A.8), we can
draw an important conclusion: if the electron motion is
relativistic, then the electrons acquire a nonzero longi-
tudinal (with respect to the propagation direction of the

wave) momentum  ≈ 2m /c as a result of their drift
in the crossed electric and magnetic fields of the ioniz-
ing radiation. Note also that function (A.8), in which
the longitudinal electron velocity is nonzero and which
has a positive derivative with respect to the velocity
component, makes it possible to describe the onset of
new electron–ion instabilities analogous to the Bune-
man and ion acoustic instabilities as well as to the insta-
bilities analyzed in Subsection 3.2.
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Abstract—Periodic pulsations of the active current component are revealed experimentally in transversely
homogeneous barrier discharges in helium at small values of the parameter Pd (below 500 torr mm) and mod-
erate frequencies of the applied voltage (f < 100 kHz). The frequency of the current pulsations is higher than
the frequency of the well-studied pulsations in a transversely inhomogeneous streamer barrier discharge in air
by a factor of approximately 100. Numerical calculations show that the physical nature of the observed pulsa-
tions can be explained in terms of the negative differential resistance of the cathode fall region, which occupies
essentially the entire interelectrode gap in each half-period of the applied voltage. © 2001 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Barrier discharges are low-frequency (lower than
1 MHz) ac discharges between the plates of a gas-filled
capacitor in which either one or both of the electrodes
are coated with a dielectric material. At present, barrier
discharges are widely applied in many areas of practi-
cal activity such as ozone generation, light sources,
plasma displays, modification of surfaces, etc. There-
fore, it becomes relevant to study the spatial structure
and current characteristics of barrier discharges.

Plane barrier discharges are frequently encountered
in experimental studies. In planar geometry, several
modes of barrier discharge have been revealed, depend-
ing on the interelectrode distance d, the frequency f and
amplitude U0 of the applied voltage, and also the sort
and pressure P of the working gas.

The most familiar mode is the streamer mode of a
barrier discharge in an electronegative gas (air or oxy-
gen) at pressures equal to atmospheric pressure or
higher [1, 2]. The waveforms of the discharge current in
the streamer mode show a fairly regular series of sharp
and rare (about ten) spikes of approximately the same
amplitude in each half-period of the applied voltage.
Every current spike corresponds to numerous streamers
(or microdischarges) that are excited simultaneously in
the interelectrode gap when the applied voltage
becomes higher than the breakdown voltage and rap-
idly decay due to attachment and ion–ion recombina-
tion when the applied voltage becomes lower than the
breakdown voltage. Since the steamers are randomly
distributed in space, a barrier discharge in this mode
looks diffusive and transversely homogeneous.

In electropositive gases at large values of the param-
eter Pd (≥500–1000 torr mm) and low frequencies of
the applied voltage (f < 100 kHz), barrier discharges are
1063-780X/01/2702- $21.00 © 20164
actually observed to be diffusive and transversely
homogeneous and resemble quasisteady glow dis-
charges [3–6]. The waveforms of the current in this dis-
charge mode show a single spike, which corresponds to
the transversely uniform breakdown of a gas in the
interelectrode gap when the applied voltage exceeds the
breakdown voltage. Under these conditions, the voltage
drop across the homogeneous discharge column is
higher than that across the cathode fall of a glow dis-
charge. After the breakdown, no decay processes are
observed: the plasma is maintained in a quasisteady
manner until the total current falls off almost to zero.

At small values of Pd (≤500–1000 torr mm) and high
frequencies of the applied voltage (f ≥ 100 kHz), a bar-
rier discharge in an electropositive gas usually evolves
into current filaments regularly distributed over the
interelectrode gap. The filaments are observed to be dif-
fusive, and their transverse sizes are larger than those of
streamers in electronegative gases [7]. The waveforms
of the current in this discharge mode also show a single
spike, corresponding to the breakdown of the interelec-
trode gap. Two-dimensional simulations [7] of the dis-
charge evolving into this mode reveal that, several tens
of microseconds after the external voltage is turned on,
the gas breakdown over each half-period of the applied
voltage occurs in a transversely homogeneous fashion
and the voltage drop across the cathode fall (which is in
a subnormal state) exceeds that across the discharge
plasma column. Over each of the subsequent half-peri-
ods, the discharge after breakdown is observed to be
structured; the current filaments are regularly distrib-
uted over the interelectrode gap and persist until the
total current falls off almost to zero. A transversely
homogeneous discharge evolves into a transversely
inhomogeneous state within a very short time scale
(about 1 µs). In a structured discharge mode, the volt-
001 MAIK “Nauka/Interperiodica”
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age across the current filament is comparable to or even
higher than the voltage across the cathode fall, which
evolves into a nearly normal state.

In this paper, we report the results of our experi-
ments with barrier discharges in an electropositive
gas  (helium) at small values of the parameter Pd
(<500 torr mm) and low frequencies of the applied
voltage (f < 100 kHz). Under these conditions, the volt-
age across the plasma column after the breakdown of a
gas in the interelectrode gap is much lower than the
voltage drop across the cathode fall. Consequently, the
breakdown and post-breakdown discharge stages are
governed primarily by the way in which the cathode fall
evolves into a steady state and then decays. This dis-
charge mode, which was discovered for the first time in
our experiments [8], is characterized by regular current
pulsations during each half-period of the applied volt-
age. Below, we will describe the experimental results
and propose a simplified model for calculating the
waveforms of the current in the pulsed regime of a bar-
rier discharge.

In order to illustrate the above considerations, we
present an illustrative and useful diagram of the modes
of barrier discharge in the parameter plane (f, Pd). In
Fig. 1, this plane is conditionally divided into four
regions each corresponding to one of the above dis-
charge modes. Of course, this is merely a qualitative
diagram, because the parameter values corresponding
to the boundaries between these regions depend largely
on the content of the gas and its pressure.

2. EXPERIMENTAL DEVICE

Our experiments were carried out with the device
shown schematically in Fig. 2. We used 2-mm-thick
quartz plates 70 × 70 mm in size as the barriers, the

f

Pd

Uc ~~ Up

Spatially ordered
filamentation mode

with regular
current pulsations

Up > U c

Spatially disordered
streamer mode

with sharp current

Uc > Up

Transversely
homogeneous diffusive

mode with regular

Up > U c

homogeneous diffusive
Transversely

mode without current
pulsations—quasisteady

glow discharge

Fig. 1. Diagram of the modes of a barrier discharge: Uc is
the voltage drop across the cathode fall and Up is the voltage
drop across the plasma column.

pulsations

current pulsations
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interelectrode gap being 1.2 mm. The areas of the metal
films with which the plates were vacuum-coated and
which played the role of the capacitor plates were both
equal to 14 cm2. The measured capacitances of the bar-
riers and interelectrode gap were 17.23 and 10.37 pF,
respectively.

Barrier discharges were initiated in high-purity
helium at the pressure P = 100 torr. To maintain the
high degree of purity, helium was pumped through the
gas-discharge chamber at a slow rate. A high-voltage
generator made it possible to vary the amplitude and
frequency of the sinusoidal voltage applied to the
capacitor plates from zero to 4 kV and 120 kHz, respec-
tively. The oscilloscope traces of the current and volt-
age were recorded by S8-9 and Tektronix TDS-520
oscillographs. The discharges between two opaque
electrodes can be observed visually in two mutually
perpendicular directions, parallel to the barrier planes.

3. EXPERIMENTAL 
RESULTS AND DISCUSSIONS

Figures 3 and 4 show several typical waveforms of
the current in the pulsed regime of a barrier discharge
at different frequencies f and amplitudes U0 of the volt-
age applied to the interelectrode gap. We can see that,
the higher the amplitude U0, the larger the number of
regular current spikes in each series (i.e., in each half-
period of the applied voltage). At a fixed amplitude U0,
the number of current spikes in each series increases as
the frequency of the applied voltage decreases, because
the interval ∆t between successive current spikes
depends weakly on the frequency f. Since this interval
is characteristically equal to ∆t . 10–20 µs, only one
current spike was observed at high frequencies. For
comparison, note that the characteristic interval

U

I

~U(t) = U

I U

Fig. 2. Schematic of the experimental device for studying
barrier discharges.
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between current spikes in the streamer mode of a bar-
rier discharge in air (at f = 50 Hz) is 0.5–1.5 ms, the
spike duration being 10–100 ns. In other words, the fre-
quency of the newly discovered current pulsations in
the diffusive mode of a barrier discharge in He is about
two orders of magnitude higher than that of the well-
studied current pulsations in the streamer mode of a
barrier discharge in an electronegative gas.

When the amplitude of the applied voltage is close
to the minimum amplitude U0 min at which the break-
down occurs, the waveform of the current shows a sin-
gle small spike near the peak of the applied voltage.
The lowest breakdown voltage, reconstructed from
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Fig. 3. Waveforms of (1) the current and (2) applied voltage
in the pulsed regime of a barrier discharge for f = 7 kHz and
U0 = 1.9 kV. The amplitude of the first spike in each series
of current spikes is reduced by an oscillograph by a factor of
approximately 2.

Fig. 4. Waveforms of (1) the current and (2) applied voltage
in the pulsed regime of a barrier discharge for  f = 1 kHz and
U0 = 1.9 kV.
U0 min, was found to be about 295 V, which agrees with
the published data on the breakdown voltage (recon-
structed from the Paschen curves) for He at Pd =
120 torr mm [9].

Note that the first (highest) current spike corre-
sponds to the breakdown of a gas in the interelectrode
gap and the appearance of the cathode fall. The subse-
quent spikes reflect oscillations of the cathode fall,
which last until the end of the half-period. In each
series, the amplitude of the spikes gradually decreases,
starting with the highest spike. The barely visible trail-
ing edge of the last spike in the series always occurs
approximately at the peak of the applied voltage.

As the amplitude U0 increases, the highest spike is
displaced to the left from the peak of the applied volt-
age, so that, at large amplitudes U0, it always occurs at
the negative voltage phase. On the whole, regular cur-
rent spikes of positive polarity always occur at the
phase of the applied voltage at which the time deriva-
tive of the voltage amplitude is positive, dU/dt > 0, and
vice versa.

The spikes of the total discharge current provide
information on the magnitude of the active current
component (i.e., the conduction current) in the dis-
charge. The contribution of the active component to the
total current increases with increasing U0, thereby
reducing the phase shift between the total discharge
current and the applied voltage (the phase shift
becomes smaller than 90°). Note that, between the suc-
cessive spikes, the pulsed active current component
decreases but does not vanish. This circumstance sup-
ports the above conclusion that the cathode fall always
persists between the current spikes.

To conclude this section, we point out the following
experimental observation. In discharges in helium with
a very small (smaller than one percent) admixture of
air, the number of current spikes was markedly (sever-
alfold) larger, but their intensity was lower.

4. MATHEMATICAL MODEL OF A BARRIER 
DISCHARGE

Our experiments showed that, in the pulsed regime,
barrier discharges in He are transversely homogeneous.
Consequently, we can model the nonlinear discharge
dynamics in the one-dimensional approximation,
assuming that the discharge parameters inside a gas-
filled capacitor changes only in the direction of the dis-
charge current. Our model is based on the following
familiar continuity equations describing the evolution
of the electron and positive-ion densities, ne and ni:

(1)

(2)

∂ne

∂t
-------- div je– α je S* R,–+=

∂ni

∂t
------- div ji+ α je S* R,–+=
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where je and ji are the electron and ion flux densities, α
is the Townsend coefficient for gas (helium) ionization
by direct electron impact, the ionization source term S*
describes the power of the processes of step ionization
and Penning ionization, and R is the power of charged-
particle losses in the discharge volume.

Equations (1) and (2) are supplemented with Pois-
son’s and Kirchhoff’s equations and the boundary con-
ditions at the electrodes, which alternatively play the
role of the cathode and anode during each half-period
of the applied voltage:

(3)

(4)

(5)

Here, e is the electron charge, ε0 is the permittivity of
free space, E is the electric field strength in the dis-
charge, U0 is the amplitude of the applied voltage, Ud is
the voltage drop across the interelectrode gap, Ub is the
voltage drop at the barriers, γ . 0.1 is the total coeffi-
cient of secondary electron emission from the cathode
caused by the ion flux jec (the electron emission from
metastable helium atoms is neglected), jic is the flux of
secondary electrons from the cathode, and jia is the ion
flux emitted by the anode (which is assumed to emit no
electrons). The quantities Ud and Ub have the form

(6)

where d is the length of the interelectrode gap, Q is the
charge at the outer capacitor plates, C is the capacitance
of the barriers, S is the cross-sectional area of the dis-
charge column, µe and µi are the electron and ion
mobilities, and I(t) is the total discharge current with
allowance for the displacement current (the contribu-
tion of diffusive processes to the current is ignored).

Equations (1)–(6) describe the discharge structure
over the entire interelectrode gap and make it possible
to follow the discharge evolution. Unfortunately, these
integrodifferential equations are fairly difficult to solve
numerically. That is why we tried to simplify the math-
ematical model by taking into account the following
familiar features of the longitudinal structure of glow
discharges at moderate pressures:

(i) The glow discharge can be described in terms of
its main components—the cathode and anode falls and
the plasma column between them.

(ii) The potential drop across the anode fall is small
enough not to seriously influence the total voltage drop
across the discharge.

div E
e ni ne–( )

ε0
----------------------,=

U0 ωtsin Ud Ub,+=

γ jic jec, jia 0.= =

Ud E x, Ubd

0

d

∫ Q
C
----, Q t( ) I t,d

0

t

∫= = =

I t( ) S eµeneE eµiniE ε0Ė+ +( ),=
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(iii) The Faraday dark space in helium discharges at
moderate pressures is, as a rule, sufficiently short, so
that the entire plasma column can be regarded as being
homogeneous (neglecting the Faraday space makes it
possible to ignore the nonlocal nature of the electron
distribution near the cathode fall).

(iv) Inside the cathode fall region, the electric field
decreases almost linearly with distance from the cath-
ode.

(v) The main contribution to the space charge inside
the cathode fall region comes from positive ions, which
are far less mobile than electrons.

(vi) As a rule, gas atoms inside the space-charge
sheath near the cathode are ionized primarily by direct
electron impact (the processes of step ionization and
Penning ionization as well as charged-particle recom-
bination are more important inside the plasma column).

(vii) Since the electrons are far more mobile than
ions, the electron dynamics can be treated in the qua-
sisteady approximation; i.e., the term ∂ne/∂t in Eq. (1)
can be neglected.

Hence, we can determine the longitudinal structure
of a barrier discharge by analyzing, first, the cathode
fall, in which the electric field decreases linearly with
distance from the cathode, and, second, the quasineu-
tral plasma column, in which the electric field is uni-
form. At certain times (immediately before break-
down), the cathode fall can extend over the entire inter-
electrode gap.
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Taking into account the above properties of a glow
discharge allows us to reduce integrodifferential equa-
tions (1)–(6) to a much simpler set of (formally) zero-
dimensional differential equations for the variables
Q, –q, qs, qv , dc , Ec, and Ep . The physical meaning of
these variables, which are illustrated in Fig. 5, is as fol-
lows: Q is the charge at the capacitor plates, –q is the
negative charge at the dielectric surface that currently
plays the role of the anode, qs is the positive charge at
the dielectric surface that currently plays the role of
the cathode, qv is the total space charge inside the cath-
ode fall region (q = qs + qv), dc is the length of the
cathode fall, and Ec and Ep are the electric fields at the
cathode surface and inside the plasma column.

We integrate Eq. (2) along the cathode fall and, in
accordance with property (vii), set −div je . α je . As a
result, we obtain the equation

(7)

whose right-hand side contains charged-particle (elec-
tron and ion) fluxes through the boundary of the cath-
ode fall from the plasma side and from the dielectric
(cathode) surface. Without any serious loss of accuracy,
we can neglect the ion flux jip from the plasma side.

The rate at which the total space charge inside the
cathode fall region changes, dqv/dt = , should be
determined taking into account the time scale on which
the length of the cathode fall varies periodically. Con-
sequently, the final equation for  has the form

(8)

where the charged-particle density np in a quasineutral
plasma is determined by the plasma field. At each
instant, the electron flux in the cathode fall region with
a linearly decreasing electric field is calculated from
quasi-steady-state equation (1) in terms of the above
variables:

where E(x) = Ec – (Ec – Ep).

Hence, the final set of equations can be written as

(9)

∂qv
∂t

--------- eS jip jep jic– jec–+( ) .=

. eS jep jic– jec–( ),

q̇v

q̇v

q̇v eS jep jic– jec– npḋc+( ),=

jep . 
γ

1 γ+
------------ jic α E x( )( ) xd

0

dc

∫exp

=  
γ

1 γ+
------------

qv
dc

-----µiEc α E x( )( ) x,d

0

dc

∫exp

x
dc

-----

U0 ωtsin
Ec Ep+

2
------------------dc

Q
C
---- Ep d dc–( ),⋅+ +=
(10)

(11)

(12)

(13)

At the stage at which the cathode fall region extends
over the entire interelectrode gap, these equations are

solved under the conditions dc = d and  = 0. At the
contraction stage (dc ≤ d), the equations are solved with
the quantity qv/dc in place of enp.

The simplified basic model as formulated was
somewhat extended to describe effects related to the
delay in the decay of the cathode fall by the time at
which the electric field in the interelectrode gap
reverses polarity. Since these effects were found to play
an insignificant role, we do not describe them here. The
basic set of equations was solved together with the bal-
ance equations for different charged particles and parti-
cles in different excited states. For this reason, our
model can also be applied to gas mixtures containing
excimer molecules in order to estimate the efficiency
of, e.g., barrier discharge–based generators of vacuum
ultraviolet (VUV) radiation.

We assumed that, in the cathode fall region, He+

ions dominated over the ions of other species. As a
function of the reduced electric field E/N, the ionization
coefficient α was approximated by the dependence
α(E/N) = Aexp(–B/(E/N) – C/(E/N)2), which is close to
the experimental dependence presented in [9]. Here,
A = 50 cm–1 atm–1, B = 4.8 × 10–16 V cm2, C = 4.8 ×
10−32 V2 cm4, and the reduced electric field E/N is
expressed in units of 10–16 V cm2.

5. NUMERICAL RESULTS AND COMPARISON 
WITH THE EXPERIMENT

We tested our simplified model against the dis-
charge parameters calculated from complete one-
dimensional model equations (1)–(6). Thus, we simu-
lated ac discharges in nitrogen under the conditions
corresponding to those in [3] and also compared our
numerical results with the results obtained by
N.A. Dyatko from a complete one-dimensional model
of a helium discharge. Test simulations revealed good
agreement between the results from simplified and

Q̇
S
---- ε0Ėp eµenpEp,+=

q̇v
S
----- enpḋc

qv
dc

-----µiEc
γ

1 γ+
------------ α x( ) xd

0

dc

∫exp 1–
 
 
 

,+=

eµenp Q q–( ) enpḋc+

=  
γ

1 γ+
------------µiEc

qv
dc

----- α x( ) x,d

0

dc

∫exp

Ec

Q q– qv+
ε0S

-------------------------, Ep
Q q–
ε0S

-------------.= =

ḋc
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complete models. As an example, Fig. 6 illustrates our
results and the results obtained by Barkalov et al. [3]
using a complete model.

Comparing the calculated waveforms of the current
(Fig. 7) with numerous oscilloscope traces obtained in
experiments, we found that our numerical model is
capable of capturing the above main features of the bar-
rier discharges. Hence, we can conclude that the simpli-
fied model realistically reflects the physical essence of
the processes occurring in the pulsed regime of a bar-
rier discharge. The only inaccuracy is associated with
the quantitative characteristics of current pulsations
and may stem not only from the simplifying model
assumptions but also from an incomplete set of elemen-
tary processes incorporated into the model and an
uncertainty in their rate constants. In order to illustrate
the evolution of the longitudinal discharge structure
within one half-period of the applied voltage that corre-
sponds to a positive electric field in the interelectrode
gap, in Figs. 8–10, we present some of the numerical
results obtained for f = 7 kHz and U0 = 1.9 kV.

From Fig. 8, we can see that, under the parameter
values adopted for simulations, the discharge voltage
after breakdown drops preferentially across the cathode
fall, which almost always occupies the entire interelec-
trode gap until it decays by the end of the half-period.
The plasma in the discharge is produced over a very
short time interval, when the discharge current is the
highest during the breakdown.

We can also see that the cathode fall is in a qua-
sisteady state and experiences damped oscillations. In
the pulsed mode, the space charge in the cathode fall
region changes almost in phase with the current pulsa-
tions (Figs. 7, 8), while the pulsations of the voltage
drop across the cathode fall and the pulsations of the
positive space charge inside the cathode fall region are
almost in antiphase (Fig. 8).

The voltage across the cathode fall varies periodi-
cally between its maximum and minimum values, at

which the factor Φ = exp (x)dx characterizing

electron production inside the cathode fall region is
either larger or smaller than unity. Figure 9 shows that
the factor Φ rises above and falls below unity very
quickly (almost instantaneously) in comparison with
the characteristic period of the applied voltage.

Hence, the pulsed regime is typical of the active
phase of a barrier discharge (the phase in which the
conduction current is nonzero). The above features of
the pulsed regime make it possible to construct a simple
analytic model of the current pulsations under investi-
gation. We can draw an analogy between a barrier dis-
charge and a dc electric circuit consisting of a load
resistor R and a nonlinear element both connected in
parallel with a voltage source with constant amplitude
U0. The resistance R is close to the impedance of the
capacitor plates at the frequency of the applied voltage,

γ
1 γ+
------------ α

0

dc∫
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and the nonlinear element models the cathode fall.
Such an electric circuit is described by the equations

(14)

(15)

(16)

U0 IR Uc,+=

I q̇v
µi

ε0Sd
-----------qv

2
,+=

q̇v
µi

ε0Sd
-----------qv

2 Φ 1–( ),=

Φ
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Fig. 9. Waveform of the electron production factor Φ =

exp (x)dx in the cathode fall region for f = 7 kHz

and U0 = 1.9 kV.

γ
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dc∫

Fig. 10. Phase (or dynamic current–voltage) characteristic
of the pulsed regime of a barrier discharge for  f = 7 kHz and
U0 = 1.9 kV: Uc is the voltage drop across the cathode fall,
Ud is the voltage drop across the interelectrode gap, Ic is the
conduction current in the cathode fall region, and Id is the
total discharge current.
which can be derived from Eqs. (9)–(13) under the
assumption that dc . d.

For simplicity, we assume that the electron produc-
tion factor changes in a steplike fashion; i.e., it instan-
taneously rises to Φmax (Φmax > 1) when the voltage
drop Uc across the cathode fall becomes equal to Umax,
remains at the same level as the voltage decreases,
instantaneously falls off to Φmin (Φmin < 1) when the
voltage becomes equal to Umin, remains at the same
level until the voltage increases to Umax, and so on. With
such a production factor, Eqs. (14)–(16) have a simple
analytic solution. However, we do not write out the
resulting formulas, because the analogy with the model
based on Eqs. (14)–(16) was drawn merely for illustra-
tive purposes. Note only that, for Φ > 1, the current in
the circuit increases explosively according to the law
~(1 – t/τ1)–1, and, for Φ < 1, it decreases gradually due
to recombination according to the law ~(1 + t/τ2)–1,
where τ1 and τ2 are the characteristic rise and fall times
of a current pulse, respectively. Qualitatively, this result
agrees with both the experiment and simulations.

An analysis of the solution to Eqs. (14)–(16) enables
us to draw the important conclusion that, in the model
electric circuit, the time over which the current grows
explosively corresponds to a decrease in the voltage
across the cathode fall; in other words, the differential
resistance of the growing cathode fall should be nega-
tive. This conclusion is supported by our calculations of
the phase trajectories in the pulsed regime of a barrier
discharge, or, equivalently, the dynamic current–volt-
age characteristics of the cathode sheath and interelec-
trode gap, Uc(Ic) and Ud(Id). From Fig. 10, we can
clearly see that, for each current pulse, an increase in
the conduction current Ic inside the cathode fall region
(or in the total discharge current Id) is accompanied by
a decrease in the voltage Uc across the cathode fall (or
the voltage Ud across the interelectrode gap). Conse-
quently, the fact that the differential resistance of the
cathode fall evolving into a subnormal state after uni-
form breakdown is negative can be regarded as the
main physical cause of the onset of the pulsed regime
of a barrier discharge at small values of the parameter
Pd, in which case the current pulsations are very similar
in nature to those in a negative corona discharge,
known as Trichel pulses [10, 11].
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Abstract—The excitation of oscillations in a discharge with negative differential conductivity is studied
experimentally. The possibility is demonstrated of amplifying oscillations in the cathode dark space at fre-
quencies close to the electron plasma frequency of the positive-column plasma. The phase velocities of waves
at these frequencies are determined. When the waves pass from the cathode dark space to the discharge posi-
tive column, their phase velocities decrease; the closer the frequency is to the electron plasma frequency, the
more pronounced the decrease in the phase velocity. As the intensity of oscillations increases, the discharge
becomes non-steady-state. This is confirmed by the time evolution of the current–voltage characteristic. The
shape of the current–voltage characteristic, its splitting, and the rate at which it varies depend on the input RF
power. The decrease in the cathode dark space indicates that the ionization processes in the discharge are
strongly influenced by electron plasma oscillations excited due to the collective interaction of the electron
beam formed at the cathode with the discharge plasma. It is these processes that determine the maximum val-
ues of both the frequency of the excited oscillations and the power that can be withdrawn from the discharge.
© 2001 MAIK “Nauka/Interperiodica”.
The idea of using a gas discharge with negative dif-
ferential conductivity to create an RF oscillator has
been repeatedly proposed since the first studies of gas
discharges [1, 2]. After the invention of powerful triode
tubes, this idea partially lost its attractiveness. How-
ever, the successful development of semiconductor
oscillators, which have current–voltage characteristics
with negative differential conductivity (the so-called
Gunn oscillator [3, 4]) and can operate in the gigahertz
frequency range, has refreshed the idea of creating a
powerful and simple RF oscillator.

A gas discharge with negative differential conduc-
tivity can carry a relatively high current; hence, the
power of a gas-discharge RF oscillator is expected to be
much higher than that achieved in solid-state semicon-
ductor oscillators.

As compared to a semiconductor plasma, gas dis-
charge plasmas have some specific features that may
affect the excitation of oscillations. Thus, in a gas dis-
charge with negative differential conductivity,

,

where E is the electric field, j0 is the current density, and
σ is the conductivity, the excitation of oscillations is
related to the development of the beam-drift instability
[5]. Due to this instability, the excited waves can be
converted into shock waves with an oscillating front
and then be damped. Generally, this occurs when the
field gradient in the region with negative conductivity is

σdif

∂ j0

∂E
------- 0, j< σ E( ) E⋅= =
1063-780X/01/2702- $21.00 © 20172
high enough. As a result, the energy of an electron
beam that is formed at the cathode may be spent on
plasma heating rather than converted into oscillation
energy, which may be withdrawn from the discharge
[6]. As early as Langmuir’s classical work [7], it was
pointed out that the oscillations should be strongly
damped in the region of the electron plasma resonance.
Hence, it is expected that oscillations with a sufficiently
large amplitude will strongly affect the current–voltage
characteristic of the discharge.

In connection with this, it is of interest to study the
excitation of oscillations in a gas discharge with nega-
tive differential conductivity, determine the relation
between the frequency and intensity of oscillations and
their dispersion characteristics, and find out how the
oscillations influence the discharge. Such investiga-
tions may help reveal the role of collective processes in
the development of a dc discharge. The purpose of this
study is to experimentally investigate the above prob-
lems. The experiments were carried in the device
shown schematically in Fig. 1.

We operated with an anomalous glow discharge
with a cold cathode [8]. Such a discharge has the long-
est cathode region (in our case, it was longer than
10 cm). It is expected that the field of oscillations
excited in this region will lead to the bunching of elec-
trons. Due to the large size of the cathode region, it is
possible to set many probes there and place a grid near
the cathode, which allows us to excite the discharge
current oscillations at the required frequency.
001 MAIK “Nauka/Interperiodica”
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A pumped-out glass bulb 40 mm in diameter was
used as a discharge tube. The pressure of the working
gas (air, argon, or hydrogen) was kept in the range 10−1–
10−4 torr. A voltage of up to 10 kV was applied to disk
iron electrodes 30 mm in diameter placed at the bulb
ends. The anode was grounded through the noninduc-
tive resistor R2 = 0.5 Ω (Fig. 1). The discharge current
ranged within 0.5–50 mA. The bulb length was varied
in a wide range; most of the experiments were carried
out with a 300-mm-long bulb.

A set of Langmuir probes placed along the axis and
radius of the bulb was used to measure the profiles of
dc and ac electric fields, the main discharge parameters,
and current fluctuations. Simultaneously, electromag-
netic oscillations outside the bulb were recorded. For
this purpose, we used oscillographs, spectrum analyz-
ers, and a set of P5 radioreceivers.

The grid was made of a molybdenum wire 0.2 mm
in diameter, the grid cell size being 5 × 5 mm. The grid
was set 6 mm away from the cathode and fully shaded
it. An ac voltage of 0–120 V at frequencies of 0.03–
500 MHz was applied to the grid from an external
oscillator. At a plasma density of up to 5 × 109 cm–3, the
frequency of the voltage applied to the grid might
exceed the electron plasma frequency. The low density
of the discharge plasma enabled fair matching of the
grid to the RF oscillator.

In this type of discharge, the current is rather low,
which facilitates the problem of heat removal from the
discharge bulb and the probes placed therein.

Both the wavelength and dispersion characteristics
of the excited oscillations were determined from the
profiles of the oscillation amplitude along the discharge
axis and radius and from the oscillation phases at the
probes, measured with an FK2-12 phase meter. Simul-
taneously, both the discharge voltage and current were
also measured. The current–voltage characteristic was
recorded with a divider formed by resistors R4 and R5
(Fig. 1) connected between the cathode and ground.
The voltage from the divider was applied to the hori-
zontal amplifier of an oscillograph, whereas the voltage
drop across resistor R2, which is part of the main dis-
charge circuit, was applied to the vertical amplifier.

The main discharge characteristics measured in this
study are presented in Figs. 2 and 3.

Figure 2 shows the profile of the potential in the
cathode region for a discharge in air at a pressure of
1.4 mtorr. It is seen that the electric field occurs within
a 12-cm region near the cathode (the cathode dark
space).

Figure 3 shows typical averaged current–voltage
characteristics recorded with a two-coordinate plotter
H306 under smooth variations in the voltage for argon
pressures of (1) 1.6, (2) 1.4, and (3) 1.2 mtorr (the
recording time step is no more than 0.05 s). The mea-
surements revealed two specific features of the current–
voltage characteristics:
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
(i) At a constant discharge voltage, the region of
negative differential conductivity expands as the pres-
sure decreases.

(ii) At a constant discharge current and voltage, the
hysteresis effect covers the entire region of negative
conductivity.

As was expected, under conditions of negative dif-
ferential conductivity (Fig. 3), applying an RF signal to
the grid resulted in its amplification, which manifested
itself in an increase in the modulation depth of the dis-
charge current at the given frequency. The oscillations
excited in the discharge almost did not radiate, which
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Fig. 1. Schematic of the experimental facility.

Fig. 2. Profile of the plasma potential (with respect to the
cathode) along the discharge excited in air at a pressure of
1 mtorr and applied voltage of 6 kV.
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indicated that they were electrostatic in nature. The
amplification maximums corresponded to the upper (a)
and lower (b) kinks of the current–voltage characteris-
tics. The maximum amplification occurred at the lower
kink (b), where all the measurements were carried out.

The dispersion curve for the waves that are excited
in the discharge dark space in the frequency range up to
200 MHz is shown in Fig. 4. It resembles the dispersion
curve for waves in a plasma waveguide in the absence
of a magnetic field [9]. The upper frequency of these
waves tends to the electron plasma frequency in the dis-
charge positive column ωpe (Langmuir plasma fre-
quency). The frequencies of the long-wavelength oscil-
lations depend linearly on the wavenumber k:

where Vp = (eE/2m)n–1; e and m are the electron charge
and mass, respectively; E is the electric field in the cath-
ode dark space; and n is the electron–neutral collision
frequency.

At the interface between the dark space and positive
plasma column, the phase velocities and amplitudes of
waves decrease. This can be related to the efficient
wave damping. The damping rate depends on fre-
quency: the higher the frequency, the higher the damp-
ing rate.

Figure 5 presents the frequency dependences of the
wave phase velocities within the frequency range under
consideration. The dependences were determined from
the phase differences of oscillations measured with
three identical probes positioned consecutively in two
discharge regions (Fig. 1). Probe 1 was set in the dark
space, at a distance of 3 cm from the cathode; probe 2
was set 1.9 cm away from the first one, at the interface
between the dark space and positive column (at the

ω kV p,=

1

1 7654320

8

7

6

5

4
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U, kV

1
a

3

2

b

Fig. 3. Current–voltage characteristics of the discharge in
argon at pressures of (1) 1.6, (2) 1.4, and (3) 1.2 mtorr.
boundary of the discharge glow); and probe 3 was
located in the discharge glow region, 2.1 cm away from
probe 2. In Fig. 5, curve 1 corresponds to the phase
velocity in the region between probes 1 and 2 and curve
2 corresponds to that in the region between probes 2
and 3. It is seen that, when the short-wavelength oscil-
lations (with ω > ω*) enter the positive column, their
phase velocities decrease about twofold. For waves
with frequencies

ω > ω* = (1/4 – 1/5)ωpe ,
this is accompanied by an increase in the damping rate.

The frequency region where the oscillations are
excited can be divided into two ranges: ω < ω* and
ωpe > ω > ω*. In these ranges, the excitation of oscilla-
tions and their influence on the discharge have some
specific features.

When long-wavelength oscillations at frequencies
from the first range are excited, the amplification
occurs throughout the entire region between the anode
and the cathode space. The oscillation amplitude
increases proportionally to the amplitude of the signal
applied to the grid. When the RF voltage at the grid is
~U = 50 V, the modulation depth of the discharge cur-
rent is 50%. The electric field caused by the signal ~U
from the RF oscillator in the gap between the cathode
and grid is about 100 V/cm. At the discharge voltage
Ud = 6 kV (in this case, the dc electric field in the cath-
ode dark space is 600 V/cm), the ratio ~U/Ud amounts
to ~0.01.

The oscillations at frequencies ω > ω* are amplified
only in the cathode dark space. They begin to influence
the discharge at small values of the grid signal ~U,
when the ratio ~U/Ud is much less than in the previous
case and amounts to about 0.001. Thus, when the RF

1.2

0.100

1.0

0.8

0.6

0.4

0.2

ω, 109 1/s

k, 1/cm
0.350.300.250.200.150.05

Fig. 4. Dispersion curve of the oscillations in the discharge
dark space.
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grid voltage was varied in the range ~U = 1–2 V (the dc
discharge voltage being Ud = 6 kV), we observed vari-
ations in the size of the cathode dark space. As the
amplitude of the grid voltage increased, the interface
between the cathode dark space and plasma column
started approaching the cathode so that the cathode
dark space shrank. An increase in the gas pressure led
to the same result. Figure 6 presents the profiles of the
amplitude of the probe current oscillations at a fre-
quency of 200 MHz along the discharge gap for pres-
sures of 1.4 and 1.2 mtorr, the amplitude of the grid sig-
nal being constant. The vertical bars mark the boundary
of the dark space. It is seen from Fig. 6 that, as the pres-
sure increases by 0.2 mtorr, the dark space reduces by
2.5 cm. At a constant pressure, the increase in the grid
voltage from 2 to 2.5 V leads to the same result. The
increase in the grid voltage ~U from 1.8 to 4.5 V results
in a decrease in the dark space width from 12 to 3 cm.

Applying an RF signal to the grid changes the dis-
charge current–voltage characteristic. It is found that
the effect of hysteresis in the discharge current–voltage
characteristic (Fig. 3, curve 3, zone b) stems from the
existence of low-frequency oscillations at frequencies
up to 1 MHz, which manifest themselves in the modu-
lation of the discharge current. The modulation depth is
determined by the current and may be as high as several
tens of percent. The amplification of RF oscillations is
accompanied by the amplification of low-frequency
oscillations and the expansion of the hysteresis area
over the entire region with negative differential conduc-
tivity.

It is seen from the oscilloscope traces of the dis-
charge current and voltage that, when the amplitude of
the RF grid voltage is higher than 0.5–1 V, the dis-
charge operating point steadily circulates up and down
along the current–voltage characteristic, thus tracing a
closed cycle with a period of low-frequency oscilla-
tions. Hence, the current–voltage characteristic may be
treated here as a dynamic one. Figure 7 presents the
waveforms of the ac components of the discharge cur-
rent and voltage and the dynamic current–voltage char-
acteristic at an RF grid voltage of 0.5 V.

A further increase in the grid voltage (~U @ 2 V)
changes the shape of the hysteresis loop from a triangle
into an ellipse. Then, the local loops and oscillations
arise on the ellipse. Finally, the ellipse breaks into two
or three smaller ones with a shorter repetition period
(Fig. 8). The changes in the hysteresis loop correlate
with changes in the shape of current pulsations and the
decrease in both the pulse duration and pulse-repetition
period.

In our opinion, the results obtained allow us to draw
several important conclusions.

A gas discharge with a current–voltage characteris-
tic that has negative differential conductivity stimulates
the amplification (generation) of RF oscillations. This
phenomenon is related to the onset of an instability
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
caused by the passage of an electron beam formed at
the cathode through the cathode dark space.

The discharge in question can be used to generate
RF oscillations with frequencies ω ! ωpe (1/4 – 1/5),
where ωpe is the electron plasma frequency of the posi-
tive-column plasma. Since these oscillations are
revealed in the discharge current, it is possible to effi-
ciently withdraw the oscillation energy by incorporat-
ing a feedback in the electric circuit of the discharge
power supply. The estimates show that the oscillation
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Fig. 6. Profiles of the amplitudes of the excited oscillations
along the discharge at pressures of (1) 1.4 and (2) 1.2 mtorr.
The vertical bars mark the boundary of the dark space.
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power can attain 10–20% of the dc power input in the
discharge.

Most likely, the frequency of an oscillator based on
the grid-controlled gas discharge with negative differ-
ential conductivity cannot exceed several hundreds of
megahertz. This limitation is related to the strong
damping of oscillations, as their frequency approaches
the electron plasma frequency of the positive-column
plasma.

On the whole, the experimental data indicate that
the oscillations amplified (excited) in the cathode dark
space of an anomalous glow discharge at frequencies
near the electron plasma frequency of the positive-col-
umn plasma strongly influence the parameters of the
current–voltage characteristic. The Shottky noise at the
cathode can act as a seed fluctuation signal. The oscil-
lation frequency and output power of the oscillator are
largely governed by the rate and amplitude of the
changes in the discharge parameters.
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Fig. 7. Waveforms of (a) the discharge voltage (upper curve)
and current (lower curve) pulsations during one period of
low-frequency oscillations and (b) the dynamic current–
voltage characteristic of the discharge in argon at a pressure
of 2 mtorr for a dc discharge voltage of 3 kV and amplitude
of the RF grid voltage of 0.5 V. The time interval between
the labels is 1 µs; the arrows show the direction of evolution
of the discharge voltage and current during one oscillation
period (50 µs).
The decrease in both the phase velocity and ampli-
tude of the oscillations at the interface between the dark
space and discharge positive column (at a distance
comparable to or less than the oscillation wavelength)
allows us to assume that the excited waves transform
into nonlinear (shock) waves, which are then damped
when propagating in the plasma column.

When the parameters of the given discharge are kept
constant, the width of the cathode dark space is
inversely proportional to the average electron ioniza-
tion coefficient β [8]. Consequently, the decrease in the
width of the dark space after the excitation of oscilla-
tions at frequencies ω ≥ ωpe can only be explained by
an increase in β. It is reasonable to assume that the elec-
tric field of the oscillations affects the electron energy
distribution function in the dark space in such a way
that the ionization ability of the electron beam per unit
length increases. This assumption is confirmed by the
dependences of the shape and size of the hysteresis
loop and the depth and period of the discharge current
modulations on the oscillation amplitude when the
oscillations are excited at frequencies near the electron
plasma frequency of the positive-column plasma.
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Jumber Lominadze
(In Honor of His 70th Birthday)
On September 20, 2000, we celebrated the 70th
birthday of Jumber Lominadze, one of the first mem-
bers of the Editorial Board of Plasma Physics Reports
(1975–1987), academician of the Georgian Academy
of Sciences, world-famous scientist, talented scientific
administrator, and prominent political and public figure
of the Republic of Georgia.

J. Lominadze was born in 1930 in Tbilisi. After
graduating from Moscow State University, he worked
in Chelyabinsk-70 (Snezhinsk), at the All-Union
Research Institute of Technical Physics, where he
developed a great interest in plasma physics and con-
trolled nuclear fusion. In 1958, he returned to Georgia
and was actively involved in the organization of these
investigations at the Institute of Physics of the Georgian
Academy of Sciences.

Being an open and friendly man, J. Lominadze
established successful scientific contacts with physi-
cists from the Kurchatov Institute of Atomic Energy,
063-780X/01/2702- $21.00 © 0178
Lebedev Institute of Physics, and Kharkov Institute for
Physics and Technology, as well as with American sci-
entists from Princeton University, Oak Ridge, and the
University of Maryland. The cycle of investigations on
the propagation and absorption of cyclotron waves in a
fully ionized plasma, which he carried out together
with his Kharkov colleagues, was completed with the
publication of his monograph Cyclotron Waves in Plas-
mas (Metsniereba, Tbilisi, 1975; Pergamon, New York,
1981), which became a handbook for many theorists
and experimentalists.

In the 1980s, in connection with the rapid develop-
ment of plasma astrophysics, J. Lominadze turned to
this field of science. On the basis of the theoretical
group founded in 1976 on his initiative at the Abastu-
mani Astrophysical Observatory (AAO) of the Geor-
gian Academy of Sciences, a famous scientific school
of theoretical astrophysics was formed in a collabora-
tion with various international science centers includ-
ing the Institute of Space Research, Lebedev Institute
of Physics, Sternberg Astronomical Institute, and Rus-
sian Research Centre Kurchatov Institute (Russia); the
University of Maryland and California Technical Col-
lege (USA); the Raman Research Center (India); Cam-
bridge and Cardiff universities (United Kingdom); the
International Center for Theoretical Physics (Italy); the
Kepler Astronomical Institute (Poland); and the Ecole
Polytechnique (France). Along with fundamental stud-
ies on the dynamics of perturbed continuous media, the
members of the school investigated the processes
occurring in various astrophysical objects, such as the
accretion disks of black holes, active galactic nuclei,
pulsar magnetospheres, the Sun, and the Earth’s mag-
netosphere. J. Lominadze and his colleagues founded a
new line of investigations—the electromagnetic theory
of electron–positron plasma. They developed a theoret-
ical model that explains the phenomenon of Crab pulsar
emission. Since 1984, regular meetings of the Interna-
tional School and Workshop on Plasma Astrophysics
organized on the initiative of J. Lominadze have been
held. The 2000 International School, dedicated to
70th birthday of J. Lominadze, was held in Borzhomi.

The field of scientific interests of J. Lominadze has
constantly grown. He investigated the hydrodynamics
of a collisionless relativistic plasma with anisotropic
pressure and relativistic self-focusing of electromag-
netic beams in an inhomogeneous plasma. He contrib-
uted considerably to the laboratory modeling of vorti-
ces and solitons, a concept of which was developed by
2001 MAIK “Nauka/Interperiodica”
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V.I. Petviashvili at the RRC Kurchatov Institute in the
early 1980s. In cooperation with Russian scientists, a
universal device for the modeling of vortices and
sheared flows in planetary atmospheres and laboratory
plasmas was created at AAO.

In recent years, J. Lominadze together with his
pupils has developed new methods for analyzing pro-
cesses occurring in accretion disks and jets. In particu-
lar, the resonance transformation of oscillations and
conversion of vortices into waves have been investi-
gated, and a nonmodal theory of dynamics of perturbed
sheared flows has been developed. All this made it pos-
sible to substantially revise earlier concepts.

J. Lominadze has made an important contribution to
the organization of science. He always promoted wide
scientific contacts between Georgian scientists and sci-
entists from other countries, which certainly assisted in
maintaining the high level of Georgian science. Since
1982, he has been the academician–secretary of the
Department of Mathematics and Physics of the Geor-
gian Academy of Sciences. He was the director of
AAO. At present, he is the head of the Center of Plasma
Astrophysics (a branch of AAO). For more than thirty
years, Professor J. Lominadze has given lectures at the
Physics Department of Tbilisi State University. Under
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
his supervision or with his active support, seven candi-
dates and four doctors of science have defended their
theses. J. Lominadze is a prominent political and public
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COMMENTS

                  
Letter to the Editorial Board

In the seventh issue of Plasma Physics Reports for 2000, a comment made by me (together with
V.I. Karas’) was published about the book by A.F. Aleksandrov and A.A. Rukhadze Course on Electrody-
namics of Plasmalike Media (Mosk. Gos. Univ., Moscow, 1999).

I will state the following. I generally confirm the high evaluation of this book, but I do not share the state-
ments formulated in the second part of the comment, which were included in the text without consulting me.

Ya.B. Faœnberg,
Academician of the National Academy of Sciences of Ukraine

Concerning the Inaccurate Account of Some Events 
in the Paper by A.F. Aleksandrov and A.A. Rukhadze
“On the History of Fundamental Papers on the Kinetic 

Plasma Theory”

My attention was drawn to the inaccurate account of some events in the paper by A.F. Aleksandrov and
A.A. Rukhadze “On the History of Fundamental Papers on the Kinetic Plasma Theory,” Fiz. Plazmy 23,
474 (1997) [Plasma Phys. Reports 23, 442 (1997)]. The matter concerns the next to last paragraph of that
paper. Having pointed out that N.N. Bogolyubov, in his monograph from 1946, gave a rigorous mathemat-
ical justification of the Vlasov kinetic theory, the authors of the paper wrote: “In this connection, the appear-
ance of paper [5] in 1949 seems to be puzzling because of its sharp and unjustified criticism of Vlasov’s
studies and, especially, Vlasov’s approach to the kinetic plasma theory. In that paper, the monograph by
Bogolyubov [4] was not mentioned at all. This is even stranger as, by that time, this fundamental mono-
graph, which was closely related to the kinetic plasma theory, was generally recognized and widely cited
in the literature.”

Here, the following events are inaccurately accounted:
1. In paper [5], the works by Vlasov from 1944–1945 on the generalized plasma theory and theory of

solids, rather than his paper from 1938 (which was cited throughout the paper by Aleksandrov and
Rukhadze as the basis of the kinetic plasma theory), were criticized. Paper [5] begins and ends by quoting
just the above works from 1944–1945.

2. Paper [5] was published in 1946, not in 1949; therefore, it is not surprising that, “in that paper, the
monograph by Bogolyubov was not mentioned at all.” Analogously, “the discussion between Landau and
Vlasov” cannot be dated as 1949 (as was done in the abstract of the paper by Aleksandrov and
Rukhadze), because the paper by Landau in which he criticized Vlasov’s studies, as well as Vlasov’s reply
[see A.A. Vlasov, Vest. Mosk. Univ., Ser. 3: Fiz., Astron., Nos. 3–4, 63 (1946)], was also published in 1946.

I extend my apologies for the overlooked distortion of facts in the paper by Aleksandrov and Rukhadze.

V.D. Shafranov, Editor-in-Chief
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Abstract—Prolonged plasma creation in heterogeneous liners, in which the liner substance is separated into
two phase states (a hot plasma and a cold skeleton), is investigated both experimentally and theoretically. This
situation is typical of multiwire, foam, and even gas liners in high-current high-voltage facilities. The main
mechanisms governing the rate at which the plasma is created are investigated, and the simplest estimates of
the creation rate are presented. It is found that, during prolonged plasma creation, the electric current flows
through the entire cross section of the produced plasma shell, whose thickness is comparable with the liner
radius; in other words, a current skin layer does not form. During compression, such a shell is fairly stable
because of its relatively high resilience. It is shown that, under certain conditions, even a thick plasma shell can
be highly compressed toward the discharge axis. A simplified numerical simulation of the compression of a
plasma shell in a liner with prolonged plasma creation is employed in order to determine the conditions for
achieving regimes of fairly compact and relatively stable radial compression of the shell. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, significant progress has been
achieved in generating high-power X-ray pulses in
high-current high-voltage Z-pinch facilities [1, 2]. This
progress has been made possible due to the implemen-
tation of the idea [3] of optimized radial collapse of a
light liner onto a central target (the so-called double-
liner scheme) under conditions typical of facilities with
sufficiently high currents (such as Saturn and Z), when
the light liner can be composed of many (up to 200–
300) thin metal wires. Specifically, in the Z facility at
Sandia National Laboratory (USA) [2], a 20-MA cur-
rent with a rise time of 105 ns was switched on to a 2-
cm-long and 4-cm-diameter cylindrical multiwire liner
composed of 240 tungsten wires, each having a diame-
ter of 7.5 µm. In a series of experiments carried out
without a central target, 2-MJ X-ray pulses with a peak
intensity of 200 TW and a full width at half-maximum
(FWHM) of 5.5 ns were generated at the time at which
the liner collapsed onto the discharge axis. One of the
most important results obtained in those experiments
was that of achieving such a relation between the cur-
rent rise time and the FWHM of the generated X-ray
pulse.

These experimental results motivated investigations
of inertial confinement fusion (ICF) in Z-pinch facili-
ties, the more so since facilities of this type are less
expensive in comparison with, e.g., facilities for laser-
driven ICF. Further progress in this field requires that
1063-780X/01/2702- $21.00 © 20089
the power of an X-ray pulse be made several times
higher; such X-ray pulses could in principle be gener-
ated in machines that would be capable of operating
with current pulses two to three times higher. Following
from this, the question arises of how to scale the results
obtained previously. To answer this question and,
accordingly, to optimize the liner design and parame-
ters, we must find the physical factors that govern such
a symmetric and compact compression of multiwire
liners in comparison with, e.g., gas liners with similar
parameters [4, 5]. The renewed interest in the physical
research on the compression of multiwire liners was a
reaction to these important issues [6–14].

The main (and still undoubted) point in interpreting
experimental data is that the multiwire structure of a
liner leads to the compact compression of the produced
plasma shell, thereby ensuring high densities of the
kinetic and magnetic energies of the liner near the sys-
tem axis. In attempting to explain such a compact com-
pression of the plasma shell produced in a multiwire
liner, most of the authors [6–13] assumed that a contin-
uous cylindrical plasma shell with a fairly high degree
of axial symmetry is formed on a sufficiently short time
scale. According to this approach, it is the high symme-
try of the produced plasma shell that ensures the sym-
metry and compactness of the liner plasma implosion
and is responsible for the delayed onset of the Ray-
leigh–Taylor (RT) instability. In this case, the govern-
ing parameter of a multiwire liner is the ratio of the
interwire gap to the diameter of the current-carrying
001 MAIK “Nauka/Interperiodica”
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plasma cylinder produced by an electric explosion of
each individual wire [6, 11].

This paper is devoted to the experimental and theo-
retical justification of another approach to interpreting
efficient compression of plasma shells formed in multi-
wire liners. We do not deny the importance of the sym-
metry of the initial state of a plasma liner, assuming,
however, that it plays a secondary role. Our approach
provides other ways of optimizing the compact com-
pression of plasma liners.

The essence of our approach can be briefly
described as follows. Multiwire liners ensure much
more stable distributions of the produced current-carry-
ing plasma in comparison with those in gas liners. This
stems from both the heterogeneous nature of the liner
(the presence of a hot plasma, which carries the main
plasma current, and a relatively cold substance, which
is produced directly by the electric explosions of the
wires) and the associated prolonged plasma creation.
Below, the term “plasma creation” does not mean a
conventional ionization process but refers to the pro-
duction of a plasma whose conduction is high enough
for it to carry the bulk of the generator current and
whose ohmic resistance is lower than the internal resis-
tance of the generator and is comparable to or even
lower than the impedance related to the change in the
inductance of the liner. During prolonged plasma cre-
ation, the produced current-carrying plasma converges
continuously toward the system axis, thereby giving
rise to a plasma shell whose thickness is markedly
larger than the skin depth, the magnetic field and cur-
rent being, however, nonzero over the entire cross sec-
tion of the shell. At the initial stages of compression,
the plasma shell may even be discontinuous in the azi-
muthal direction. The convergence of a thick plasma
shell toward the system axis is ensured by the spatially
distributed Ampère force j × B/c, which is almost uni-
form over the entire cross section of the shell, rather
than by a magnetic piston, which acts on the outer sur-
face of the liner and gives rise to strong instabilities.
Such plasma liners are much less subjected to the RT
instability as compared to thin plasma shells of thick-
nesses comparable to the skin depth.

At the same time, the plasma shell resilience caused
by the frozen-in magnetic field may reduce the extent
of radial compression. Obviously, there exists an opti-
mum shell thickness that is small enough to ensure suf-
ficiently compact compression, as if the instability
were absent, and is large enough for the instability to be
suppressed. We think that, in increasing the number of
wires in the liner while keeping the liner mass fixed, the
authors of [1, 2] groped experimentally for an optimum
design for the given liner.

Here, we will not only attempt to validate some of
the above assertions but also present arguments in favor
of the fact that a relatively cold, thick plasma shell hav-
ing a certain radial resilience caused by the frozen-in
magnetic field can be highly compressed toward the
system axis. In order to achieve such a high compres-
sion, the plasma pressure should be low enough and the
initial current and mass densities should obey certain
radial distributions. The analytic solutions presented
below support this conclusion and disprove the widely
accepted opinion that thick resilient plasma shells can-
not be compressed effectively. Our results provide new
ways of optimizing the design of multiwire liners.

The high-power pulsed electric energy sources in
which we are interested here were designed and built in
the 1970s with the purpose of generating megaampere
relativistic electron beams with a duration of several
tens of nanoseconds. Such generators were later used,
in particular, to supply fast self-compressed plasma dis-
charges. As a result, a qualitatively new situation arose
that had never been encountered in classical megaam-
pere Z-pinches and microsecond plasma foci. The
essential features of this situation can be explained as
follows. The requirement that the pinch compression
rate be consistent with the much faster rise time of the
discharge current necessitated a proportional (other
conditions being the same) decrease in the initial pinch
radius (to approximately one centimeter). Accordingly,
the initial density of the plasma-producing substance to
be compressed was increased by a factor of several tens
or even several hundreds. Consequently, fundamentally
new methods were developed to create substances with
the desired initial density distributions. As a result, the
final parameters of a compressed fast Z-pinch were
found to depend critically on its initial shape and other
characteristics. This is an important feature in which
fast Z-pinch devices differ from plasma focus devices
and which makes it possible to carry out experiments
with fast pinches of complicated initial shapes,
unachievable in classical devices [3, 15, 16], and subse-
quently with pinches whose heterogeneous substance
contains a condensed plasma-producing component [1,
17, 18].

It was found that, under the “cold start” conditions
of a fast pinch (when the plasma is created by the dis-
charge current itself), the plasma creation process is
spatially nonuniform. Using as an example foam and
gas liners, Branitskiœ et al. [18] thoroughly analyzed the
cold-start effects, which result in nonuniform plasma
creation in fast superterawatt self-compressed dis-
charges. In gas liners, the appearance of a hot plasma
component in an initial, almost uniform, cold substance
most likely stems from thermal and ionization instabil-
ities, which lead to plasma filamentation at the very
beginning of the discharge. At later stages, the hot
plasma component formation is probably maintained
by various interchange instabilities (transverse stratifi-
cation of the discharge), primarily, by the RT instability
(here, we mean the second, strongly nonlinear stage of
the RT instability, which was simulated in [10, 13, 19]).
In foam liners, the plasma configuration is a priori het-
erogeneous because of the structure of the liner sub-
stance. Nevertheless, the filamentation and stratifica-
tion instabilities peculiar to gas liners can also occur in
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
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foam liners. Here, we are interested only in one aspect
of the heterogeneous nature of plasma configurations
originated from gas or foam liners; specifically, we will
consider it as a cause of prolonged plasma creation—
the most typical property of discharges initiated in het-
erogeneous plasma-producing media. In this sense, we
can say that gas and foam liners resemble, to some
extent, multiwire liners.

Hence, our study will cover not only multiwire lin-
ers but also other analogous heterogeneous structures,
first of all, foam liners, which were thoroughly investi-
gated by Branitskiœ et al. [18]. After the discharge is ini-
tiated, “conventional” gas liners acquire a heteroge-
neous nature and, as was already noted, possess all of
the properties of prolonged creation of a hot plasma.
However, gas liners differ from multiwire and foam lin-
ers in that their heterogeneous nature stems from the
onset of instabilities and, therefore, (like the plasma
creation rate) is hard to control. Various heterogeneous
liners can probably be classified by the extent to which
their structures are regular and accordingly controlla-
ble, namely, gas, foam, and multiwire liners.

We can distinguish between the following three
stages of compression of the plasma of a heterogeneous
liner with prolonged plasma creation: the creation of a
hot plasma, the convergence of a hot plasma toward the
system axis, and the final stage of compact compres-
sion. Although our experiments were aimed at achiev-
ing the desired parameters of the compressed hot
plasma at the final stage, in what follows we restrict
ourselves to studying the first two stages of the dynam-
ics of the plasma shell in a heterogeneous liner with
prolonged plasma creation.

Our paper is organized as follows. In Section 2, we
give a more detailed experimental and theoretical justi-
fication of the proposed scenario for compression of the
plasma shell in a multiwire liner; in particular, in Sec-
tion 2.2, we present new experimental data from the
Angara-5-1 facility. In Section 3, we systematically
describe the compression scenario. In Section 4, we
theoretically examine different stages of this scenario.
The most important point in our investigations is that
plasma creation and plasma compression are analyzed
separately. Specifically, taking into account the possi-
bility of controlling the plasma creation process, we
study the dynamics of a plasma shell in a liner with pro-
longed plasma creation by treating the creation rate as
an independent external parameter, which is to be
adjusted as necessary to optimize the compression of
the shell toward the device axis. In Section 4.1, we
make simple estimates of the plasma creation rate in
heterogeneous plasma systems and determine how this
rate depends on the current flowing through the plasma.
In Section 4.2, we construct a simple model of the
boundary layer near the plasma source. It is the struc-
ture of the boundary layer that governs the plasma cre-
ation rate. In Sections 4.3 and 4.4, we develop simple
theoretical models of both the plasma dynamics in the
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
presence of a continuously operating plasma source
and the compression dynamics of a thick-walled cur-
rent-carrying liner. In Section 4.5, we briefly discuss
the stability of compression of a thick-walled current-
carrying liner. In the Conclusion, we summarize our
main results.

2. REVIEW OF EXPERIMENTAL 
AND THEORETICAL RESULTS 
ON HETEROGENEOUS LINERS

2.1. Exploding Wires and Early Experiments
with Multiwire Liners

In the physics of Z-pinches, heterogeneous struc-
tures with prolonged plasma creation have been known
for many years. Thus, heterogeneous structures are
characteristic of the simplest dense Z-pinches produced
by an electric explosion of metal or dielectric wires
[20–25]. In the current range 10–300 kA, thermal insta-
bilities [21, 24, 25] cause the discharge plasma of elec-
trically exploded wires to separate into two phase
states—a hot plasma corona with a temperature of 50–
200 eV, which carries essentially all of the discharge
current, and a cold substance, whose density is some-
times comparable with that of solids. In this respect, the
most illustrative pinch is that formed as a result of the
explosion of a cryogenic deuterium fiber [22–25], when
the emitted radiation plays a negligible role. In this
case, the electron heat flux from the hot corona toward
the cold core of the pinch causes the core to “evaporate”
progressively, so that the cryogenic fiber becomes a hot
plasma within a time scale of 20–100 ns (depending on
both the current magnitude and wire mass [23–25]).
During this process, the plasma corona tied to its source
remains globally stable, despite pronounced local insta-
bilities.

Another example of heterogeneous structures with
prolonged plasma creation is multiwire liners, which
have been studied for a long time (see, e.g., [26, 27]).
These early experiments differed from present-day
experimental investigations [1, 2] in that they were car-
ried out with liners comprised of a relatively small
number of wires (usually, from 8 to 24), because, for
relatively low currents switched on to the liners, the
liner mass consistent with the desired compression rate
(see below) was too small (and the technology for pro-
ducing thin wires was far from being perfect at the
time) in order to use a large number of wires (about sev-
eral hundred). Also, in early experiments, there was no
need to progress in this direction. Since the distances
between the wires in such liners are large enough for an
exploding wire to be insignificantly affected by the
other exploding wires, each individual explosion can be
regarded as being essentially independent of the others
and can be described by the above approach: at the ini-
tial stages of explosion, a small-mass hot plasma
corona surrounds a relatively cold and dense vapor of
the exploding wires, in which case the bulk of the cur-
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rent should flow in the coronal plasma because of its
much larger transverse cross section and much lower
specific resistance (due to much higher temperatures).

An important factor originating from the multiwire
nature of the liner is the collective azimuthal field ,
which accelerates each wire toward the liner axis. If
each exploding wire with the complicated heteroge-
neous structure described above were accelerated as a
single entity, then the acceleration would be equal to
gr = I1 /(m1c), where I1 is the current flowing in a
wire and m1 is the mass per unit length of a wire. How-
ever, for the core of the heterogeneous structure to
move with such an acceleration, it should carry a cur-
rent at least as high as Imin = m1cgr/Bmax, where Bmax =
2I1/(R1c) is the maximum magnetic field near the outer
boundary of the plasma corona formed as a result of the
explosion of a wire and R1 is the radius of the dense part
of the coronal plasma. Such compression rates can be
achieved under the condition

(1)

where R0 is the radius of the cold core; σ0 and σ1 are the
conductivities of the coronal plasma and core sub-
stance, respectively; and ∆ is the interwire gap. In the
experiments performed up to now, this condition has
not been satisfied even for ∆ @ R1, i.e., when the coro-
nal plasma is expected to occur deep inside the regions
bounded by the separatrices between the magnetic
fields of the individual wires. This means that the coro-
nal plasma accelerated toward the liner axis always
remains separated from the essentially immobile
exploding wire core, in which case the exploding wire
substance cannot be accelerated as a whole toward the
liner axis. Here, we have briefly reiterated (in the
proper terminology) the analysis made by Bobrova
et al. at the end of their paper [21],1 which was aimed,
in particular, at interpreting experiments carried out in
[27]. In those experiments, it was found that the plasma
“blown out” from a multiwire liner reached the dis-
charge axis a fairly long time before the current had
reached a maximum; this plasma formed a relatively
stable pinch at the system axis. Then, the plasma pro-
duced by the explosions of the wires continued to flow
toward the central pinch for a fairly long time after the
current had reached a maximum. In [27], the properties
of this radial plasma flow were studied both experimen-
tally and theoretically. At that time, reducing the diam-
eter of the wires while simultaneously increasing their
number was not thought to be the best way of shorten-
ing the time required for the wires to become plasma
and, accordingly, achieving more compact plasma
shells at the final stage of radial compression of the
explosion-produced plasma.

1 This paper contains some misprints in the formulas.
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2.2. Experiments on the Visualization of Prolonged 
Plasma Creation

In this section, we report the results of experiments
with multiwire liners in the Angara-5-1 facility that
provide clear evidence of the prolonged creation of a
hot plasma through electric explosions of the wires.
These experimental results, which were briefly
described in [28], not only confirm but also signifi-
cantly refine the results of earlier experiments carried
out in [27] with liners comprised of a smaller number
of wires. Note that the results of [27] clearly demon-
strated the important role of prolonged plasma creation
in multiwire liners.

Our experiments were performed with tungsten
wires 6–10 µm in diameter placed along the genera-
trices of a cylinder 8–20 mm in diameter. The number
of wires was varied from 8 to 120. The liner discharges
were initiated by passing a 3–4-MA current with a rise
time of 90–120 ns through the cylindrical multiwire lin-
ers. Before the main current pulse, a current prepulse
heated the wires by no more than 10°C.

First, we report the results from our experiments
with an 8-mm-diameter liner composed of 80 wires
each having a diameter of 6 µm. Note that, since the lin-
ers in our experiments were smaller in diameter than
the liners in the experiments of [1, 2], the interwire gap
(about 300 µm) and the current per unit length of the
circumference of the liner (about 1 MA/cm) are both
fairly close to those in the experiments of [1, 2].
Accordingly, in our experiments, soft X-radiation
(SXR) pulses were shorter than the current rise time by
approximately the same factor (Fig. 1), the maximum
achievable SXR power being 5 TW.

The plasma dynamics was experimentally visual-
ized by laser shadowgraphy. A probing laser beam was
first divided into three spatially separated rays, which
were delayed with respect to each other in order to
ensure probing over the desired time intervals. In
experiments with laser shadowgraphy, we used liners
without four “central” wires, in order to ensure the
viewing of the central region of a liner through the ver-
tical gap between the wires. These experiments were
conducted with somewhat lower currents than the cur-
rent in the experiment illustrated in Fig. 1. The repre-
sentative laser shadowgraphs are shown in Fig. 2. We
do not discuss here the pronounced axial inhomogene-
ity of the plasma. We draw attention to the quasi-planar
plasma flows from each wire toward the liner axis. In
Fig. 2, the most interesting phenomenon is the forma-
tion of a plasma prepinch (precursor) at the liner axis,
which is distinctly seen in the second and third frames.
These experimental results clearly indicate that the
plasma flows toward the discharge axis for a relatively
long time, while the liner periphery, which serves as a
plasma source, remains immobile and contains most of
the original liner mass.

We do not focus on the interferometric images of the
plasma flows in the plane parallel to the discharge axis
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
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[28]. In experiments carried out in the MAGPIE facility
at the Imperial College of Science and Technology
(London, UK) [8], such plasma flows were visualized
by interferometric measurements along the discharge
axis. Recent MHD simulations carried out by Chit-
tenden et al. [12] for liners comprised of a small num-
ber of wires and treated using cylindrical geometry (the
coordinates being r and ϕ) confirm the qualitative anal-
ysis that was performed about ten years ago and was
briefly repeated in the previous section and also agree
with the experimental data presented here.

In our experiments, prolonged plasma creation was
also studied with the help of fast scanning photometry
combined with X-ray frame-by-frame photography.
The experimental data on an electrical discharge in an
8-mm-diameter liner composed of 32 wires each hav-
ing a diameter of 10 µm are demonstrated in Fig. 3. The
upper frame of the figure presents the time evolutions
of the total current and SXR intensity. The middle
frame shows an optical image of the liner plasma
scanned in time through a slit perpendicular to the dis-
charge axis. The four lower frames are photos of the
SXR from the liner.

Fast scanning photometry of the SXR from the liner
clearly shows that the wires are immobile for a long
time, while the plasma flows (in the form of narrow
strips) from the wires toward the liner axis. The dynam-
ics of the development of plasma flows is also seen in
X-ray frame-by-frame photographs. The plasma is seen
to fill the liner interior so that the pinch at the axis
grows from the prepinch, which is maintained by the
plasma inflow. The wires remain immobile for about
130 ns. The current per wire increases to 50–55 kA.
Only the last X-ray photograph shows that the wires
evaporate completely, although the X-ray image of the
plasma is only slightly smaller in size than the original
liner. At the original positions of the wires, the optical
luminosity of the plasma starts to decrease 130 ns after
the beginning of the current pulse. The residual plasma
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Fig. 1. Time evolutions of the SXR power and the current
flowing through an 8-mm-diameter liner composed of 80
tungsten wires each having a diameter of 6 µm (shot
no. 3594).
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converges toward the discharge axis at a velocity of
about ~107 cm/s.

Hence, we can conclude that the liner consists of a
plasma flowing toward the axis and a dense substance,

8 mm

Precursor

3

4

2

1

Fig. 2. Laser shadowgraphs of an 80-wire liner (shot
no. 3205): (1) before the current pulse, (2) 87 ns after the
beginning of the current pulse (the current per wire being
9 kA), (3) 100 ns after the beginning of the current pulse
(the current per wire being 12 kA), and (4) 113 ns after the
beginning of the current pulse (the current per wire being
15 kA). The prepinch (precursor) is seen to form in the cen-
tral region of the initially empty diagnostic gap.
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Fig. 3. Compression of a 32-wire liner (shot no. 3623).
which serves as a plasma source. This can naturally be
attributed to the fact that a highly conducting plasma is
produced from the substance of the exploding wires
almost throughout the current pulse.

2.3. Other Examples of Liners 
with Prolonged Plasma Creation

Another example of heterogeneous liners with pro-
longed plasma creation is foam liners prepared by dry-
ing agar-agar gel [18]. A foam liner is composed of dry
agar fibers and plates distributed randomly in space, the
characteristic size of a spatial cell being 50 µm. Such a
liner is uniform on spatial scales longer than 100 µm.
An important distinctive feature of the foam liner is that
the diameter of the corona that can form around each
fiber is markedly larger than the size of an elementary
spatial cell. Therefore, we can assume that the skeleton
of the heterogeneous liner is immersed entirely in a hot
plasma. Although, at the initial discharge stages, the
mass of the hot plasma is substantially smaller than the
total liner mass, it carries essentially all of the discharge
current, while the current carried by the cold skeleton is
negligible. For this reason, the hot plasma accelerates
toward the axis at a much higher rate than a liner with
a uniform current distribution over mass. Although the
Ampère force causes the hot plasma to converge toward
the axis, the liner skeleton always remains inside the
hot plasma component (in the presence of a strong axial
electric field whose strength is proportional to ≈vr B/c)
due to prolonged plasma creation via the evaporation of
the liner substance. Hence, in the experiments of [18],
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a heterogeneous liner consisting of two components—
a cold skeleton immersed in a hot plasma—also serves
as a long-term source of hot plasma, which accelerates
toward the discharge axis. The radial size of such a
plasma (with a frozen-in magnetic field) can substan-
tially exceed the skin depth.

As was noted in the Introduction, due to the cold-
start effects, the gas liner also evolves into a heteroge-
neous structure with prolonged plasma creation.

An important feature of foam liners (as well as gas
liners) is current filamentation at the initial discharge
stages [18]. Presumably, the current filamentation
results from the thermal–ionization instability, which
occurs on spatial scales from one millimeter to frac-
tions of a millimeter (in the azimuthal direction). How-
ever, this instability is likely to be suppressed in multi-
wire liners comprised of periodically spaced wires, the
interwire gap (fractions of a millimeter) being of the
same order as the instability scale length; at the very
least, the cited papers, as well as other papers devoted
to multiwire liners, contain no information on the ther-
mal–ionization instability, which, however, may
develop in liners composed of a larger number of more
closely spaced wires.

3. SCENARIO OF THE EVOLUTION
OF A HETEROGENEOUS LINER 

WITH PROLONGED PLASMA CREATION

Summarizing the above considerations, we propose
the following scenario of the evolution of heteroge-
neous liners. As an example, we analyze a multiwire
liner composed of wires that are equally spaced over a
circle and are oriented perpendicular to it. Neverthe-
less, the proposed scenario refers to a far larger class of
liners.

Heterogeneous liners are those in which, immedi-
ately after breakdown, the substance separates into two
phase states—a relatively cold skeleton with a density
close to that of solids and a hot plasma with a tempera-
ture of several tens of electronvolts. The cold liner skel-
eton always remains immersed in the hot plasma,
which, however, may not form a continuous shell in the
azimuthal direction. The plasma carries almost all of
the discharge current and thus is Joule-heated to high
temperatures. The electron heat flux and radiation flux
from the hot plasma cause the cold liner skeleton to
evaporate continuously. Under the action of the
Ampère force, the hot plasma converges toward the dis-
charge axis, while the massive skeleton, which carries
a much smaller fraction of the total current, is almost
immobile. When a portion of the hot plasma gets dis-
placed toward the axis by a distance large enough for it
not to interact with the skeleton, the processes of evap-
oration, ionization, and heating of the liner substance at
the skeleton surface give rise to the next portion of hot
plasma. We are thus dealing with the continuous cre-
ation of new portions of hot plasma, which are acceler-
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ated toward the axis. At the same time, the converging
hot plasma carries a frozen-in magnetic field (magnetic
flux); consequently, the electric current parallel to the
discharge axis flows through it. Below, we will refer to
this plasma as a converging current-carrying plasma
flow with a frozen-in magnetic field. The frozen-in field
gives rise to plasma flow resilience. If the elements of
the liner skeleton are separated by large distances, then
each element gives rise to its own plasma jet acceler-
ated toward the discharge axis. In the axial region, indi-
vidual converging jets can merge into a continuous
ringlike flow. This processes is captured well by the
two-dimensional modeling (in cylindrical r–ϕ geome-
try) of a multiwire liner [12]. If the skeleton elements
are sufficiently close to each other, then the hot plasma
forms a continuous shell around the liner skeleton. In
our scenario, the difference between these two cases is
not of crucial importance.

The process just described lasts until the liner skel-
eton evaporates completely. An important question then
arises concerning the evaporation rate or the time
required for the liner skeleton to evaporate completely,
under the assumption that the liner mass is matched
with the rise time of the current pulse in the sense that
a liner with a uniform current distribution over the mass
should stagnate near the discharge axis some time after
the current has reached a maximum. If the hot plasma
is created at a slow rate, the plasma continues to be cre-
ated after the current has reached a maximum. Since the
mass of the hot plasma is smaller than the matched liner
mass, the portions of hot plasma that are produced at
the very beginning of the pulse arrive at the discharge
axis a long time before the current has reached a maxi-
mum. Thus, we are dealing with a long-term and almost
steady-state hot-plasma flow from the peripheral
regions where the hot plasma is continuously created
toward the discharge axis. In this case, the recorded
X-ray pulse from the central dense pinch is greatly
smoothed and has nothing in common with the desired
pulse. Otherwise, if the hot plasma is created at a very
fast rate, then the plasma creation process terminates a
long time before the current has reached a maximum. In
this case, the plasma shell turns out to be thin in the
radial direction, the frozen-in magnetic flux is far less
intense, and the plasma itself is far less resilient. A fur-
ther increase in the current gives rise to a magnetic pis-
ton, which leads to even stronger compression of the
hot plasma into a thin shell that is rapidly destroyed due
to the RT instability. This situation is analogous to a
thin-walled plasma liner, which is less attractive from
the standpoint of the parameters of the generated X-ray
pulse. A comparison between these somewhat unfavor-
able limiting cases provides evidence for the existence
of the optimum plasma creation rate. If the plasma pro-
duction comes to an end approximately at the time
when the current reaches its maximum, then the effect
of the magnetic piston, which should come into play at
a later time and may be dangerous due to the possible
onset of the RT instability, is insignificant, the more so
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because the substantial frozen-in magnetic flux makes
the converging plasma flow highly resilient in the radial
direction. On the other hand, by that time, a liner whose
mass is matched with the current rise time is displaced
toward the axis only slightly. Consequently, the thick-
ness of the hot plasma shell can be appreciably smaller
than the liner radius. Presumably, this situation pro-
vides the possibility of achieving highly compressed
plasma pinches and, accordingly, generating short
high-power X-ray pulses. This means that, for a liner
with a matched mass, the optimum time for finishing
the plasma creation process is about the time during
which the current reaches its maximum.

Hence, we can see that the plasma creation rate is a
key parameter for heterogeneous liners with prolonged
plasma creation. It is important to investigate the
plasma creation rate as a function of both the current
per unit length of the liner in the azimuthal direction
and the interwire gap at a prescribed surface mass den-
sity of the liner.

A comparison between the old experimental data
[27] and the new results presented here and in [1, 2]
clearly indicates that the plasma creation rate increases
with decreasing interwire gap, the remaining parame-
ters of the liner (in particular, its mass) being fixed, at
least until the distance between the wires is larger than
the transverse dimensions of the individual converging
plasma jets. This important conclusion requires addi-
tional experimental and numerical verification. If this
conclusion is in fact valid, then the published data from
the experiments carried out by Sanford et al. [11] in
order to investigate how the number of wires in a liner
affects its dynamics might be reinterpreted in a radi-
cally different manner.

4. SIMPLEST THEORETICAL MODELS
OF THE DYNAMICS OF A LINER

WITH PROLONGED PLASMA CREATION

In this section, we consider the simplest theoretical
models suitable for describing the dynamics of a liner
with prolonged plasma creation. It is convenient to
investigate the dynamic problem in two steps, i.e., to
study the plasma creation process and the dynamics of
the produced plasma shell separately. Although the
plasma shell may have an inverse effect on plasma cre-
ation, we start by investigating the shell dynamics,
assuming that the plasma source is prescribed. More-
over, in this work, we will often choose the plasma cre-
ation rate so as to satisfy the requirement that the radial
structure of the plasma shell should be fairly homoge-
neous. We also simplify the problem under discussion
by averaging over the internal spatial structure of a het-
erogeneous liner. This approach leads to a volume
plasma source whose intensity depends only on the
radius and time. The related MHD equations, which are
rather difficult to find in the literature, are presented in
the Appendix. Meanwhile, we begin by estimating the
plasma creation rate.
4.1. Estimation of the Plasma Creation Rate

In a hot plasma flow formed by a liner with pro-
longed plasma creation, we can distinguish between
two regions. In the first region, which is located at a
large distance from the liner skeleton, the magnetic
field can be assumed to be frozen in the plasma, the heat
transport due to thermal conduction can be neglected,
and the azimuthal structure of the heterogeneous liner
is of secondary importance. In the second region, which
is immediately adjacent to the skeleton of a heteroge-
neous liner, the above processes are important and the
magnetic field is not yet frozen in the plasma. This
region can naturally be called the “boundary layer,” in
view of its small thickness, which is determined by the
largest of the following spatial scales:

(i) the characteristic period δ of the heterogeneous
structure (e.g., the interwire gap in a multiwire liner
composed of wires positioned along the generatrices of
the cylinder),

(ii) the radial thickness δr of the liner skeleton (e.g.,
the thickness of the foam liner), and

(iii) the skin depth δs = νm/cA (where νm = c2/4πσ is
the magnetic viscosity, σ is the plasma electric conduc-
tivity, and cA is the local Alfvén velocity).

In this section, we discuss the simplest estimate of
the plasma creation rate in order to introduce the phys-
ical processes underlying plasma creation and provide
at least a rough insight into the dependence of the
plasma creation rate on the current flowing through the
liner.

We estimate the hot-plasma creation rate  in units
of mass per unit area of the side surface of the liner,
assuming that δs @ δ, δr . Under these conditions, we
are dealing with an azimuthally homogeneous and infi-
nitely thin plasma source. We also neglect radiation
from the plasma and direct Joule heating of the cold
substance of the liner skeleton. In the problem as for-
mulated, the plasma can be produced from a relatively
cold substance only via the heat flux from the hot
plasma. Consequently, the plasma creation rate is deter-
mined exclusively by the heat transfer from the hot
plasma toward the region immediately adjacent to the
liner skeleton. Under the above assumptions, the only
process responsible for such a heat transfer is electron
thermal conduction. Since the hot plasma is accelerated
toward the discharge axis predominantly by the
Ampère force, the plasma near the source flows at a
velocity close to the Alfvén velocity and the thermal
component of the energy density in the plasma flow is
approximately the magnetic field energy density. Thus,
we have

(2)

(3)
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Here, v and cA are the radial plasma velocity and char-
acteristic Alfvén velocity in the boundary layer, respec-
tively; the magnetic field B0 at the outer surface of the
liner is uniquely determined by the total current and
liner radius; ρ and p are the typical plasma density and
pressure inside the boundary layer; and γ is the adia-
batic index. The left-hand side of Eq. (3) represents the
specific plasma enthalpy. The numerical coefficient on
the right-hand side of this equation is fairly small
(about 0.1–0.2, see the next section). Nevertheless, we
can use these relationships to obtain order-of-magni-
tude estimates and to establish the qualitative depen-
dence of the plasma creation rate on the discharge
parameters (primarily, on the discharge current).

The thickness of the boundary layer, where the mag-
netic field becomes frozen in the converging plasma
flow, is determined by the skin depth

(4)

Since, under the above simplifying assumptions, the
electron thermal conduction serves as the main mecha-
nism for heat transfer inside the boundary layer, the
contribution from electron heat conduction should be
comparable with the Joule heating effect:

(5)

where T and j are the characteristic plasma temperature
and electric current density in the boundary layer,
respectively, and κ is the thermal conductivity.

Relationships (2)–(5) make it possible to estimate
the four main parameters of the boundary layer—spe-
cifically, ρ, T, ν, and δs—as functions of B0 or, equiva-
lently, the total current flowing through the liner of
given radius. Assuming the Coulomb logarithms to be
constant, we turn to conventional expressions for the
plasma electric and thermal conductivities:

(6)

(7)

We also assume that the mean ion charge number z is a
power function of temperature,

where α lies between 0 and 1, depending on the liner
substance. As a result, we arrive at the following depen-
dence of the plasma creation rate (  ~ ρv) on the total
current flowing through the liner of given radius:

(8)

where A is the atomic weight of the liner substance. We
can see that, as α increases from 0 to 1, the power index
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of B0 decreases from 1.866 to 1.5. The remaining
parameters of the boundary layer depend on the liner
current and the atomic weight of the liner substance as
follows:

(9)

Note that, according to relationships (3) and (5), the
ratio of the electron gyrofrequency ωBe to the electron
collision frequency νe is on the order of unity and, in
our approximation, does not depend on B0. This cir-
cumstance justifies the use of relationships (6) and (7),
which are valid for ωBe/νe = const. The numerical coef-
ficients in formulas (8) and (9) will be discussed at the
end of the next section.

4.2. Steady Plasma Flow near a Heterogeneous Liner 
with Prolonged Plasma Creation 

(Boundary Layer Structure)

Recall that, in a plasma flow formed by a heteroge-
neous liner with prolonged plasma creation, there exists
a boundary layer in which an important role is played
by the azimuthal liner structure and the processes of
heat transport, Joule heating, and plasma diffusion
transverse to the magnetic field. The boundary layer is
thin enough to assume (at least, in the first approxima-
tion) that the plasma flow is steady and to neglect the
cylindrical character of the flow. In contrast, in the bulk
of the flow, the above processes are of secondary
importance, whereas the unsteady nature of the plasma
flow and its cylindrical geometry play a governing role.
In this section, we completely discard the azimuthal
inhomogeneity of the liner and take into account only
diffusion, heat transport, and Joule heating. In other
words, we treat the problem in slab geometry. In order
to provide a qualitative (for the most part, analytic) con-
sideration of the problem, we will adopt the simplest
form of the equation of state and dissipative coefficients
of the plasma.

The above simple estimates imply that the plasma
creation rate is governed by both Joule heating and heat
transport, which occur against the background of the
hydrodynamic plasma flow and plasma diffusion across
the magnetic field. The related set of MHD equations,
which takes into account volume plasma sources, is
presented in the Appendix. Disregarding the cylindrical
geometry of the problem, we consider a one-dimen-
sional planar steady plasma flow in the presence of a
plasma source, which may be arbitrarily distributed in
space. In this approximation, all of the quantities
depend only on x = rL – r (where rL is the outer radius
of the liner) and the only nonzero components are the
x-component of the plasma velocity, the y-component
of the magnetic field, and the z-component of the elec-
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tric field. Since the flow is steady-state, the electric field
does not depend on x. Under the assumptions that the
x-component of the initial momentum of the produced
plasma is zero and the energy expended on creating the
plasma is ensured by the heat flux from the already pro-
duced hot plasma, the steady nature of the plasma flow
also implies that the momentum and energy flux densi-
ties are constant. Hence, we have

(10)

(11)

(12)

(13)

Here, v is the x-component of the plasma velocity; ρ, T,
p, and W are the density, temperature, pressure, and
specific enthalpy of the plasma, respectively; q(x) is the
intensity of the plasma source averaged over its spatial
structure; κ is the thermal conductivity; B(x) is the mag-
netic field; the magnetic field B0 at the outer surface of
the liner is uniquely determined by the total current and
liner radius; and Ez is the z-component of the electric
field. Consider an infinitely thin (in the radial direction)
plasma source. Integrating Eq. (13) yields the relation-
ship

(14)

which is valid in the region enclosed by a cylindrical
plasma source (x > 0), while outside of this region
(x < 0), there is a vacuum.

Equations (10)–(12) and (14), which describe the
plasma flow in the entire region enclosed by the cylin-
drical source (x > 0), should be supplemented with the
boundary conditions

. (15)

We also assume that, as x/d  ∞, all of the quantities
approach their finite asymptotic values, which corre-
spond to as-yet unknown plasma parameters on the out-
side of the boundary layer. The second condition in (15)
stems from neglecting the temperature of the cold liner
skeleton in comparison with the temperature of the hot
plasma. With the prescribed electric-field component
Ez, which, strictly speaking, cannot be determined in
this problem (see below for details), Eqs. (10)–(12) and
(14) with the boundary conditions (15) have a solution
only for a certain Qm value, which is thus an eigenvalue
of the problem and determines the self-consistent cre-
ation rate of the hot plasma.
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In order to make the formulation of the problem as
simple as possible, we turn to an elementary but quite
realistic description of the plasma parameters. We rep-
resent the pressure and specific enthalpy of the plasma

as p = GρT and W = , where the parameter G and

adiabatic index γ are both assumed to be constant. We
also assume that the plasma electric conductivity σ and,
accordingly, the magnetic viscosity νm are constant and
write the thermal conductivity as κ = κ0T with κ0 =
const.

We switch to the dimensionless variables

(16)

where

(17)

and obtain the set of equations

(18)

(19)

(20)

(21)

We express w and R in terms of τ and b and substitute
w into Eqs. (18) and (19) to arrive at an autonomous set
of differential equations for b and τ. This set of equa-
tions, supplemented with the obvious boundary condi-
tions, constitutes an eigenvalue problem (the eigen-

value being ) with the as-yet unknown parameter εz,
which can be obtained by solving a problem on the out-
side of the boundary layer. Below, we consider a fairly
realistic limiting case, which provides an essentially
complete analytic treatment.
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Before proceeding with a qualitative analysis of this
limiting case, note that εz and γ are the only parameters
that enter Eqs. (18) and (19). Therefore, the eigenvalue

 should be fairly close to unity (for εz of order unity).
To within a factor on the order of unity, this circum-
stance, together with formulas (16) and (17), deter-
mines both the self-consistent plasma creation rate and
its dependence on the liner discharge parameters—first
of all, the generator current or equivalently B0 (in our
formulation of the problem).

We will use a simplifying assumption that the ioniza-
tion energy required to produce both dense-liner and
forerunner plasmas is substantially (by a factor of 5–10)
higher than the thermal energy of the free electrons,
which govern the plasma pressure. Under this assump-
tion, we can examine the limiting case γ  1. In the
limit of infinitely large ς values, the left-hand side of
Eq. (19) approaches zero, indicating that the specific
enthalpy is on the order of the magnetic field energy
B2/8π. Since, in this limit, the plasma pressure is mark-
edly lower (by a factor of 1/(γ – 1)) than the magnetic
field pressure, it can be neglected, at least, in the first
approximation. In other words, on the left-hand side of
Eq. (21), we can omit the term proportional to Rτ. As a
result, Eqs. (18)–(21) become independent of the tem-
perature and can be rewritten as

(22)

(23)

(24)

We can see that Eq. (22) is a closed differential equa-
tion for b(ς). The remaining parameters of the plasma
flow can be expressed in terms of b(ς) by using
Eqs. (23) and (24).

The solutions to Eq. (22) with the boundary condi-
tion w(0) = 0 can be parameterized by the εz value. The
condition εz > 0 corresponds to the plasma motion from
the source toward the region ς > 0. The solutions with

εz > 2/(3 ) cannot be continued through the entire
region ς > 0, because, for finite ς values, the magnetic
field b approaches –∞. Consequently, physically mean-
ingful solutions to the problem of a steady plasma flow

from the source are those with 0 < εz ≤ 2/(3 ). For
ς  ∞, the plasma flow velocity depends on εz and is
determined by the condition for the right-hand side of
Eq. (13) to vanish. Thus, to find the flow velocity, we
must solve a cubic equation. The dependence w(ς  ∞)
on εz is shown in Fig. 4. The highest flow velocity,

which is reached at εz = 2/(3 ), is equal to the local
Alfvén velocity. At lower εz values, the plasma flow
velocity at large distances from the source is lower than
the Alfvén velocity and decreases monotonically with

Q̃

db
dς
------ εz– b 1 b

2
–( ),+=

w 1 b
2
,–=

R
1

1 b
2

–
--------------.=

3

3

3

PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001
decreasing εz. The value of εz cannot be specified by
solving the time-independent problem in slab geome-
try. To do this requires solving the time-dependent
problem with consideration of the geometric structure
of the plasma flow at large distances from the source.
The plasma flow with the highest possible velocity,
which can be referred to as a critical flow, occupies a
special place and is the most important for our pur-
poses. It is this solution that we are going to analyze,
keeping in mind that any solution in the range 0 < εz <

2/(3 ) is qualitatively analogous to the solution with

εz = 2/(3 ).
To obtain the critical solution, we can integrate

Eq. (22) implicitly by quadratures,

(25)

in which case we have

The resulting functions b(ζ), w(ζ), and R(ζ) are pre-
sented in Fig. 5. To determine the plasma temperature, we
need to solve Eq. (19) with the already known w and b.
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Solving the eigenvalue problem (19) numerically with
the boundary conditions τ(0) = τ'(∞) = 0 yields

(26)

The dimensionless plasma enthalpy W(ς) = τ(ς) com-
puted in this way is also plotted in Fig. 5. In physical
units, the self-consistent plasma creation rate is equal to

(27)

Note that the dimensionless enthalpy of the plasma
flow is fairly low (about 0.1). Since the dimensionless
plasma pressure is even lower (e.g., at γ ≈ 1.2, it is lower
by a factor of approximately 5), we can see that it does
not exceed several percent of the magnetic field pres-

sure /8π. This circumstance mostly validates the
corresponding simplifying assumption.

Using the above solution to the boundary layer
problem, we can rewrite Eqs. (2)–(5) in the form

(28)

where v, ρ, T, and p are now the plasma parameters at
the inner surface of the boundary layer. The boundary
layer thickness δ corresponding to the radius at which
the ohmic component of the electric field is weaker
than the total electric field by a factor of approximately
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Fig. 5. Boundary layer structure near the plasma source: the
dimensionless magnetic field b, plasma density R, plasma
velocity w, electric (ohmic) field  in the comoving frame

of reference, inductive electric field wb (in dimensional
units, it is equal to vB/c), and tenfold specific plasma
enthalpy W in the limit in which the adiabatic index γ tends
to unity.
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3.8 is given by the relationship

(29)

In the model adopted in this section, reducing Eqs. (2)–
(5) to Eqs. (28) and (29) makes it possible to recon-
struct the boundary layer parameters exactly. In more
general cases, Eqs. (28) and (29) will probably give
fairly good estimates.

The characteristic feature of the boundary layer
structure analyzed in this section (Fig. 5) is that the heat
conduction–driven energy flux starts to play an impor-
tant role only in the region of sufficiently small ς val-
ues, where the plasma still remains fairly dense and
cold. Therefore, in this region, the electrons are unmag-
netized, ωBe/νe ! 1, so that we are justified in using the
above relationship between the electric and thermal
conductivities. For this reason, when obtaining esti-
mates, the electric and thermal conductivities in
Eqs. (28) and (29) should be taken not from the general
expressions, for which the adopted relationship
between the thermal and electric conductivities fails to
hold, but from the formulas in which the electron
plasma component is assumed to be unmagnetized.

This approach was used to calculate the dependence
of the rate  at which a tungsten plasma is produced
from a unit area of the side surface of the liner on the
ratio of the total current flowing in the liner to its radius.
The dependence illustrated in Fig. 6 was calculated
under the assumption of the thermodynamically equi-
librium degree of ionization of the tungsten atoms at
the inner surface of the boundary layer. The expressions
for the kinetic coefficients of the plasma were taken
from [29]. Now, we can say that, within the accuracy
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Fig. 6. Dependence of the steady-state rate at which a tung-
sten plasma is produced from a unit area of the side surface
of the liner on the ratio of the total current flowing in the
liner to its radius. The dependence was estimated from for-
mulas (28). The calculated points (crosses) were used to

obtain the power fit  = 0.2  µg cm–2 ns–1

(dashed curve).
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adopted in our study, this estimate of the plasma cre-
ation rate contradicts neither the experimental data
from the Angara-5-1 facility nor those from the Z and
Saturn facilities. The calculated plasma production rate
can be estimated accurate to a numerical factor on the
order of 2–3. This error stems from the simplifying
assumptions made in deriving the simple formulas that
describe the plasma properties; neglecting the original
azimuthal structure of the liner; and neglecting the dis-
charge axial structure, which occurs spontaneously and
is distinctly seen in the photographs taken in experi-
ments. To refine this estimate and to systematically
compare it with the experimental data requires a sepa-
rate study.

4.3. Numerical Simulation of the Dynamics 
of a Liner with a Plasma Source 

(Acceleration and Convergence of the Plasma Shell 
toward the Discharge Axis)

In this section, we report the results of the numerical
simulation of the acceleration of the produced plasma
shell toward the discharge axis. Here, we neglect the
radial thickness of the boundary layer, whose structure
was analyzed above, and/or the radial thickness of the
plasma source. Accordingly, we can also ignore Joule
heating, heat conduction, and plasma diffusion across
the magnetic field, because these processes are only
important inside the boundary layer or inside the
plasma source, provided that its radial thickness is
larger than that of the boundary layer. On the other
hand, we systematically take into account the unsteady
nature of the discharge and its cylindrical geometry. We
also perform averaging over the azimuthal structure of
a heterogeneous liner, assuming, e.g., that the interwire
gap is smaller than the spatial resolution achievable in
both the experimental investigations of the plasma flow
and the present theory. Since the plasma pressure in the
converging flow is lower than the magnetic field pres-
sure (see above), we take into account only the Ampère
force and discard the thermal flow parameters in the
plasma shell accelerated toward the liner axis. An
important feature of the problem that we are going to
solve in this section is that the plasma creation rate is to
be chosen so as to satisfy the conditions for the forma-
tion of the most suitable plasma shell. Thus, the prob-
lem becomes non-self-consistent. This is adopted
intentionally because we do not wish to concentrate on
the specific multiwire liner design for which the plasma
production rate has been estimated in the previous sec-
tions. This approach makes our problem more
universal.

The dynamics of the produced plasma shell can be
described by the equations (see Appendix)

(30)
t∂

∂
v v

r∂
∂
v+

1

8πr
2ρ

---------------∂ Br( )2
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----------------,–=
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(31)

(32)

The plasma source at the cylindrical surface r = Rex is
incorporated into the boundary conditions as follows:

(33)

(34)

(35)

Here,  is the plasma creation rate (in terms of mass)
near the cylindrical surface r = Rex per unit area of its
side surface and B0(t) = 2I(t)/cRex, where I(t) is the total
discharge current. If, in the region near the cylindrical
surface r = Rex, the plasma flow is subsonic (i.e., the
flow velocity is below the Alfvén velocity), then two
characteristics of the hyperbolic set of equations (30)–
(32) come from this surface inward in the positive
direction along the time axis. In this case, we need to
impose two boundary conditions on this surface and the
boundary condition (35) actually places no additional
constraints. If, in this region, the flow velocity is above
the Alfvén velocity, then there are three characteristics
that come from this surface inward in the positive direc-
tion along the time axis. In this case, the only constraint
placed by the boundary condition (35) is the fact that,
in our approximation, the flow velocity in the immedi-
ate vicinity of the plasma source should be exactly
equal to the Alfvén velocity, because the solution on the
inside of the boundary layer (see the previous section)
exists only when the flow velocity on the outside of the
boundary layer is lower than or equal to the Alfvén
velocity.

Equations (30)–(32) with the boundary conditions (34)
and (35) and with the boundary condition v (0, t) = 0 at
the axis were solved numerically using a modified ver-
sion of the Richtmyer difference scheme (see Section 3
of Chapter V in [30]). The difference scheme was mod-
ified to keep both the mass and magnetic flux
unchanged and to satisfy the radial momentum conser-
vation law when the time step approaches zero and the
spatial gradients are sufficiently high in comparison
with the inverse radius. In connection with this, we note
that the boundary condition (34) is a consequence of
the constancy of the radial momentum flux through an
infinitely thin plasma source under the assumption that
the plasma is produced with zero momentum.

The results of numerical simulations carried out
with

(36)
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and

(37)

and for different ratios tq/tj = 0.6, 0.8, and 1 are shown
in Figs. 7–9. Here, Im is the maximum current achieved
at the time t = tj after the discharge begins, ML is the
total mass per unit length of the liner, and t = tq is the
time at which the plasma source ceases. In order to
make the number of free parameters as small as possi-
ble, in this series of simulations, we assumed that the
plasma source depletes instantaneously at the time

m t( )
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Fig. 7. Simulation of the dynamics of the plasma shell in a
liner with prolonged hot-plasma creation for tq = 0.6tj: the
radial profiles of (a) the plasma density multiplied by the
squared radius, (b) the electric current flowing inside a
cylindrical surface of radius r (i.e., the product of the mag-
netic field and the radius, Br), and (c) the radial plasma
velocity at the times 0.36, 0.6, 0.84, 0.96, and 1.08 of the
current rise time tj . The profiles are presented in the units
introduced in the text.
when the entire cold liner substance becomes the
plasma. The depletion of the plasma source was mod-
eled using the Heaviside step function θ in Eq. (37).

The simulations described below were performed
with the same liner mass, which was chosen to achieve
a complete collapse at the time t = 1.2tj (in the zero-
dimensional model) and was found to be ML ≈
0.234(Imtj/cRex)2. This duration of liner compression
was chosen to be close to the optimum duration, i.e., to
ensure the highest efficiency of conversion of the mag-
netic energy of an inductive storage into the kinetic
energy of the liner. We stopped the calculations at the
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Fig. 8. Simulation of the dynamics of the plasma shell in a
liner with prolonged hot-plasma creation for tq = 0.8tj: the
radial profiles of (a) the plasma density multiplied by the
squared radius, (b) the electric current flowing inside a
cylindrical surface of radius r (i.e., the product of the mag-
netic field and the radius, Br), and (c) the radial plasma
velocity at the times 0.36, 0.84, 0.96, 1.08, 1.14, and 1.2 of
the current rise time tj . The profiles are presented in the units
introduced in the text.
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time t = 1.2tj, i.e., before the discharge current started to
fall off significantly.

The problem under consideration is a scale-invari-
ant one. If we express the radius in units of Rex, the time
in units of tj , the magnetic field in units of 2Im/cRex , the

plasma density in units of /(πc2 ), and the
plasma velocity in units of Rex/tj , then the set of equa-
tions and the boundary conditions both rewritten in
terms of these variables involve a single parameter, spe-
cifically, the ratio tq/tj . However, note that the solutions
should also depend on the shape of the current pulse
and the plasma creation rate. The profiles plotted in
Figs. 7–9 were rescaled in the units introduced above.

We emphasize that the plasma source intensity was
chosen to be proportional to the current throughout the
current pulse. According to our test simulations, this is
the case when the plasma mass is distributed most uni-
formly over the transverse cross section of the shell. For
a weaker dependence of the plasma creation rate on the
discharge current, the plasma will be concentrated near
the inner boundary of the plasma shell, and, for a stron-
ger dependence, it will accumulate near the outer
boundary. It was found that, in the first case, the plasma
flow velocity near the plasma source is below the
Alfvén velocity, and, in the second case, it is above the
Alfvén velocity. In this sense, our reference parameter
values (for which, at any instant of plasma production,
the plasma flow velocity at the outer boundary of the
plasma flow near the plasma source is exactly equal to
the Alfvén velocity) correspond to an intermediate ver-
sion between these two cases. When the plasma flow
velocity is equal to the Alfvén velocity, Eq. (34) shows
that the plasma in the boundary layer carries a fraction

of 1 – 1/  ≈ 42% of the total discharge current.

At the time at which the source stops producing
plasma (in our model, the source depletes instanta-
neously), the magnetic field undergoes a jump at the
outer boundary of the source, thereby giving rise to a
shock wave, which propagates through the forerunner
plasma and converges toward the discharge axis. The
shock wave, which acts to additionally compress the
plasma shell to a smaller thickness, is clearly shown in
Figs. 8 and 9. The effect of additional compression of
the forerunner plasma is a common feature of heteroge-
neous liners: it occurs regardless of the rate at which the
plasma production terminates. However, if this rate is
sufficiently low, the additional compression is not
accompanied by the onset of a shock wave.

For tq = 0.6tj, i.e., at the time when the formation of
the plasma shell has come to an end, the shell itself
remains essentially immobile. This situation may also
be captured by a zero-dimensional model of the com-
pression of a liner as a single entity. Consequently, for
this value of the ratio tq/tj, the radial thickness of the
produced plasma shell is very small and the compres-
sion of the shell can be described in precisely the same

Im
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t j
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Rex
4

3
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way as in the zero-dimensional model for the compres-
sion of a thin-walled liner as a whole (Fig. 7). At first
glance, it is surprising that this situation already occurs
at the relatively large value tq/tj = 0.6. Such compres-
sion conditions may be favorable for the onset of strong
RT instability.

For tq = tj, i.e., when the plasma production time is
exactly equal to the current rise time, the leading edge
of the forerunner plasma reaches the discharge axis ear-
lier than the compression (shock) wave (Fig. 9). Conse-
quently, the plasma shell collapses over a time insuffi-
ciently short to achieve the optimum duration of an
X-ray pulse generated in the stage of collapse, when the
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Fig. 9. Simulation of the dynamics of the plasma shell in a
liner with prolonged hot-plasma creation for tq = tj: the
radial profiles of (a) the plasma density multiplied by the
squared radius, (b) the electric current flowing inside a
cylindrical surface of radius r (i.e., the product of the mag-
netic field and the radius, Br), and (c) the radial plasma
velocity at the times 0.6, 0.96, 1.08, and 1.2 of the current
rise time tj . The profiles are presented in the units intro-
duced in the text.
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kinetic energy of the plasma shell and the magnetic
field energy are converted into thermal energy.

Among the versions that we have simulated in this
study, the version with tq = 0.8tj , which is illustrated in
Fig. 8, is optimum in many aspects. By the time the
source stops producing plasma, the leading edge of the
forerunner plasma has traveled a distance approxi-
mately equal to 0.3 of the original liner radius. After the
source is depleted, the trailing edge of the plasma shell
starts to catch up with its leading edge, the radial veloc-
ity of the trailing edge being higher than that of the
leading edge by a factor of approximately 2. In this
stage, the plasma shell is being strongly compressed in
the radial direction. The front of the compression wave
reaches the leading edge of the plasma shell at the time
at which the shell is at a radius about halfway between
its original position and the discharge axis, the shell
thickness being about 1/5 of its radius. Then, the
plasma shell continues to converge toward the axis,
keeping its relative thickness almost unchanged and
experiencing slight radial oscillations due to the finite
resilience associated with the frozen-in magnetic field.
In other words, the plasma shell is compressed almost
in a self-similar manner. This feature of compression
will be thoroughly investigated in the next section,
where we construct the related self-similar solutions.
Presumably, such a plasma shell is, on the one hand,
compact enough to generate a fairly short X-ray pulse
when collapsing toward the discharge axis, and, on the
other hand, it is sufficiently resilient and extended in
the radial direction to substantially suppress its instabil-
ities.

As was mentioned above, in order to reduce the
number of free parameters of the problem, we have
assumed that the plasma source depletes instanta-
neously and that, until this instant, the plasma produc-
tion rate depends on the current only. However, in real-
ity, the cold liner substance is depleted gradually, so
that (t) vanishes some time after it reaches its maxi-
mum. The law by which (t) approaches zero deter-
mines the plasma distribution outside the main pinch,
which forms at the system axis. In other words, the
character of the source depletion process may govern
the extent to which the compressed liner plasma is
compact and stable.

4.4. Self-Similar Dynamics of a Thick-Walled 
Current-Carrying Liner Plasma 
with a Frozen- in Magnetic Field

The above results of the modeling of plasma shell
compression in a liner with prolonged plasma creation
show that, under certain conditions, the plasma shell is
compressed approximately in a self-similar manner. In
this section, we construct the related self-similar solu-
tion in order to illustrate that such a compression pro-
cess is in fact possible. Hence, we consider the com-
pression of the already produced plasma shell with a

m
.

m
.

frozen-in magnetic field, using a one-dimensional ideal
MHD model and assuming the generator current to be
constant. The corresponding equations (in a more gen-
eral form) were written above [see Eqs. (30)–(32)]. We
will seek their solutions with separable variables in the
form

(38)

where

(39)

and r0(t) is a characteristic time-dependent radial scale
of the problem. Assuming that this scale is equal to the
outer radius of the plasma shell yields the boundary
conditions

(40)

We choose the mass parameter µ to satisfy the normal-
ization condition

(41)

in which case µ is the total mass of the plasma shell per
unit length.

On the one hand, such a solution, which actually
corresponds to uniform deformation, is a generalization
of the results obtained by Kulikovskiœ [31]. On the
other hand, it extends the zero-dimensional theory of
the compression of thin-walled liners (see, e.g., [32]) to
the case of finite-thickness liners.

The conditions under which we can look for the
desired solutions can be obtained by substituting the
assumed dependences (38) and (39) into Eqs. (30)–
(32):

(42)

(43)

where C is a positive constant, which is determined
from condition (41). We can see that the functional
dependences in these solutions are specified with some
freedom. Notably, the time dependence of the inner
radius of the shell is in fact almost the same as that for
a thin-walled liner [see Eq. (43)].

As an example, we present the solution with a piece-
wise constant function R, which is nonzero only over
the interval 1 > ξ > ξ1 (Fig. 10). In this case, we have

(44)
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for 1 > ξ > ξ1,

(45)

(46)

and the function r0(t) satisfies the equation

(47)

These self-similar solutions, describing the com-
pression of a plasma shell with a frozen-in magnetic
field, show that, despite the finite thickness of the shell
and its radial resilience, it is possible to achieve com-
pact radial compression such that, in the approximation
at hand, the plasma shell collapses almost instanta-
neously. This conclusion seems to be very important for
the theory of liners with prolonged plasma creation: the
finite thickness characteristic of liners with prolonged
plasma creation is not, generally speaking, an obstacle
to achieving very rapid conversion of the kinetic energy
of a plasma shell to heat and X radiation.

4.5. Stability of a Thick-Walled Current-Carrying Liner

4.5.1. Instability of the body of the plasma shell.
In this section, we consider the acceleration-driven
interchange instability of the body of the plasma shell.
The next section will be aimed at an analysis of the RT
instability of the outer boundary of the shell. In the sta-
bility problem, we adopt the unperturbed state that is
characterized by the self-similar solutions, which were
constructed in Section 4.4 and describe the compact
compression of a plasma shell. The axial wavenumber
kz of perturbations remains unchanged during compres-
sion. In the geometrical-optics approximation, the
short-wavelength instability of perturbations with the
radial wavenumber kr = 0 (and with m = 0 for the inter-
change mode) can be studied under the assumption
|kz |(r0 – r1) @ 1. Hence, we can specify the perturba-
tions of the plasma density, azimuthal magnetic field,
and two flow velocity components vr and vz as

a(t)f(ξ) , where ξ = r/r0(t) and the time-dependent
radial scale of the problem, r0(t), was introduced above.
Because of the magnetic field–induced resilience of the
plasma shell, the perturbations under consideration
(specifically, those with frequencies much lower than
kzcA) should not disturb the magnetic field. In other
words, the perturbed magnetic field in such relatively
slow perturbations can be neglected in our approxima-
tion. On the other hand, since the magnetic field is fro-
zen in the plasma, the quantity B/ρr should be constant
along the streamlines of the plasma flow. Consequently,
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the perturbed plasma density  and perturbed radial
flow velocity  are related by the equation

(48)

which follows from the continuity and frozen-in condi-
tions. Here, the unperturbed quantities, namely, those
that are not identified by a tilde, refer to the self-similar
solutions constructed in the previous section. For
instance, the total plasma density is equal to ρ + . The
derivative d/dt = ∂/∂t + vr ∂/∂r corresponds to the
Lagrange derivative along the unperturbed trajectories
of the volume elements of the plasma. Recall that the
unperturbed plasma parameters are z-independent.
From Eq. (48), we obtain

(49)

Linearizing the Euler equation for the radial flow veloc-
ity component yields

(50)

or, equivalently,

(51)

Equations (49) and (51) can be reduced to the following
second-order linear differential equation for the relative
perturbed plasma density:

(52)
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Fig. 10. Radial profiles of the dimensionless plasma density
R(ξ) and the dimensionless magnetic field in a plasma shell
converging in a self-similar manner for a piecewise constant
density, which is nonzero within the interval 1 > ξ > ξ1 = 0.8.
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where, by virtue of Eq. (43), we have

(53)

We denote the radius at which the derivative dr0(t)/dt
vanishes by r00 and pass over from the time t to the new
variable p(t) = r0(t)/r00, which has the meaning of the
time-dependent degree of compression of the plasma
shell. Then, we arrive at the following equation for the
amplitude a(p, ξ) of the relative density perturbations:

(54)

As was noted above, the frozen-in condition implies
that the factor ∂ln(B/ρr)/∂lnξ on the right-hand side of
this equation is actually dependent only on ξ. We can
see that, for

(55)

the perturbation amplitude increases during compres-
sion. According to Eq. (54), the characteristic time
required for the instability to develop is proportional to
the square root of the shell thickness. From this point of
view, thicker plasma shells are more preferable.

To be specific, let us turn to self-similar compres-
sion and consider how the perturbations grow in the
vicinity of a cylindrical surface of radius ξ =

, which divides the plasma shell into two
parts of equal mass, assuming the rectangular plasma-
density profile [see formulas (44)–(47)]. We treat the
case ξ1 = 0.8, because this ξ1 value corresponds to
the relative shell thickness, which was calculated for
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Fig. 11. Growth of the relative density perturbations during
compression for (1) K = 1.8 and p0 = 1, (2) K = 1.8 and p0 =
0.8, (3) K = 4.3 and p0 = 0.8, and (4) K = 1 and p0 = 0.8. Pro-
files 1 and 2 correspond to a plasma shell whose radial
thickness is about 1/5 of its radius.
tq = 0.8tj in Section 4.4 and for which the radial thick-
ness of a completely compressed shell (after the plasma
creation process terminates) is about 1/5 of its radius. In
this case, the coefficient K = (1/2)∂ln(B/ρr)/∂lnξ on the
right-hand side of Eq. (54) is approximately equal to
1.8. We also present some other values of this coef-
ficient for other values of ξ: K(ξ1 = 0.7) ≈ 0.76,
K(ξ1 = 0.85) ≈ 2.4, and K(ξ1 = 0.9) ≈ 4. Equation (54)
was solved numerically with the initial condition

(p = p0) = 0. We calculated the amplification coeffi-
cient of the relative amplitude a(p)/a(p0) of the density
perturbations for p < p0. For K ≈ 1.8 and p0 = 1, the
amplification coefficient is shown by the dashed curve
in Fig. 11. One can see that, by the time when the orig-
inal liner is compressed tenfold, the seed perturbation
amplitude increases by a factor of about 100. However,
we stress that, according to the results from numerical
simulations of the compression of a plasma shell in a
liner with prolonged plasma creation (Fig. 8), the radial
shell thickness at the time when the cold liner substance
has been completely evaporated is still appreciably
larger than that after the compression by the shock
wave (and, accordingly, the gradient B/ρr is apprecia-
bly smaller than the final one). That is why, before com-
pression, the instability is suppressed to a markedly
greater extent than after the compression by the shock
wave. Consequently, it is more expedient to choose p0 =
0.8. By almost the same time, the front of the compres-
sion wave reaches the middle of the shell. The profiles
displayed in Fig. 11 were obtained precisely for p0 = 0.8
and for the three parameter values K = 0.76, 1.6, and 4,
for which the relative radial thickness of the plasma
shell equals 1/3, 1/5, and 1/10, respectively.

Hence, when the plasma creation process terminates
at a time equal to 0.8 of the current rise time (in which
case the thickness of the shell after the compression by
the shock wave will be approximately equal to 1/5 of its
radius), the relative amplitude of the seed density per-
turbations increases (due to the internal interchange
instability) by a factor of about 20 by the time the orig-
inal liner is compressed nearly tenfold. This result
allows us to hope that seed perturbations with relative
amplitudes of no more than 5% will not destroy the
plasma shell as it is compressed tenfold. This rough
analysis was performed under the assumption that,
before the cold liner substance evaporates completely,
the plasma creation rate is proportional to the current
flowing through the liner, in which case the mass of the
plasma shell is fairly uniformly distributed over its
transverse cross section. A weaker or stronger depen-
dence of the plasma creation rate on the total current
will cause the plasma to be concentrated either near the
leading or trailing edge of the plasma shell, so that the
role played by the internal interchange instability may
become more important.

4.5.2. Role of the instability of the outer bound-
ary of the shell. While the body of the plasma shell is
subject to interchange instability, which was analyzed

ṽ r
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in the previous section, the outer boundary of the shell
may experience conventional RT instability [33].

The compression under discussion differs from
ordinary liner compression in that, before the plasma
creation process has come to an end, the outer boundary
of the plasma shell is not a freely moving boundary,
because it is attached to the immobile cold dense liner
skeleton. The liner skeleton is in turn immobile because
it carries a small fraction of the total current. Just after
the plasma source stops producing plasma (provided
that the final stage of plasma production is sufficiently
short), the fraction of the total current that flowed
through the boundary layer when the plasma was still
being produced and then accelerated the plasma to the
Alfvén velocity gives rise to a converging compression
wave, which starts to propagate through the plasma
flow. Before the compression wave reaches the leading
edge of the plasma flow, the plasma is accelerated only
at the front of the compression wave, while the plasma
behind the front converges with an almost constant
velocity. Consequently, before the compression wave
reaches the leading edge, the ordinary RT instability
cannot occur, which indicates that the compression of
the outer boundary of a light liner with prolonged
plasma creation is more stable in comparison with what
is usually expected.

Another distinctive feature of the compression pro-
cess under discussion is that the plasma shell is fairly
thick because of its resilience associated with the fro-
zen-in magnetic field. For this reason, the time required
for the RT instability to destroy such a shell is fairly
long. The results of recent ICF-related theoretical and
experimental investigations of the RT instability (see,
e.g., [34–36]) show that, during the development of the
three-dimensional RT instability on scale lengths com-
parable with the thickness of a thin plasma shell, the
distance that the accelerated shell can travel is roughly
seven times its thicknesses (provided that there are no
additional stabilizing factors). Since the liner under
consideration is accelerated under the action of the
magnetic field, the development of the RT instability is
partially suppressed in one direction due to the anisot-
ropy of the instability. For this reason, the plasma shell
accelerated by the magnetic field is presumably some-
what more stable than that accelerated by the pressure
of a light gas.

Hence, we can suppose that the plasma shell with a
frozen-in magnetic field and with a thickness of about
1/5 of its radius can be successfully compressed (with-
out complete destruction) to a radius of about 1/10 of
the original liner radius. We speak of self-similar com-
pression, which was considered at the beginning of this
section. Achieving such a stable compression of thinner
plasma shells may turn out to be problematic.

Summing up the results of our study of the instabil-
ities of a compressed plasma shell, we can say that the
plasma shell formed during prolonged plasma creation
can be compressed fairly efficiently under the condi-
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tions that the plasma creation rate is approximately pro-
portional to the total current, the cold liner substance
evaporates completely some time before the current
reaches its maximum, and the plasma compression
comes to an end some time after the current reaches its
maximum. After the beginning of the current pulse, the
plasma creation process should optimally terminate at
a time equal to 0.8–0.9 of the current rise time, the com-
pression time being 1.2 times as long as the current rise
time.

5. CONCLUSION

We have shown that, in high-current high-voltage
facilities, multiwire, foam, and even gas liners are char-
acterized by prolonged plasma creation, which can last
almost throughout the current pulse. The Ampère force
causes the rarefied hot plasma produced to converge
toward the liner axis, giving rise to the radial plasma
flow, while the liner skeleton, which carries a small
fraction of the total current, is almost immobile. This
phenomenon is independent of whether or not the pro-
duced hot plasma forms a continuous shell in the azi-
muthal direction. This can result in the formation of a
fairly thick current-carrying plasma shell with a frozen-
in magnetic field, the shell thickness being much larger
than the skin depth. We have studied the main factors
that govern the rate at which the hot plasma is pro-
duced. We have developed the simplest theoretical
model, which allows us to estimate the plasma creation
rate and to analyze the structure of the boundary layer
near the plasma source.

A thick current-carrying plasma shell with a frozen-
in magnetic field is characterized by a certain resil-
ience, which makes liner compression more stable
against the RT instability in comparison with plasma
liners whose thickness is about the skin depth and
which are accelerated by a magnetic piston. We have
constructed self-similar solutions and have simulated
the dynamics of a plasma shell formed by a liner with
prolonged plasma creation in order to show that fairly
thick shells can also be compressed into a very compact
pinch at the device axis. This conclusion rejects the
widely accepted objection that the compact compres-
sion of such a plasma shell is unlikely to be achieved.
The main obstacles that may hamper compact compres-
sion are the high plasma pressure in the shell and
plasma instabilities. For the liners under consideration,
both of these obstacles are avoided by composing the
liners of chemical elements that are heavy enough for
the plasma creation process to terminate a short time
before the current reaches its maximum, the liner mass
being such that the plasma shell is compressed com-
pletely some time after the current reaches its maxi-
mum. Under the assumption that the plasma creation
rate is proportional to the total discharge current until
the plasma source is depleted, we have shown that the
optimum time for the complete evaporation of the cold
liner is approximately equal to 0.8 of the current rise
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time, the compression time being approximately equal
to 1.2 of the current rise time. After the plasma source
ceases, additional compression makes it possible to
achieve a plasma shell with a thickness of about 1/5 of
its radius, thereby facilitating further fairly stable col-
lapsing of the liner.

Presumably, the authors of [1, 2] grasped the exper-
imental way to achieve the optimum parameter range
for the assumed design of multiwire liners, namely, lin-
ers composed of identical wires placed along the gen-
eratrices of a cylinder with a given radius. According to
our simple estimates, for a very narrow interwire gap,
such a multiwire liner design leads to a stronger depen-
dence of the plasma production rate on the current than
desired. We think that this fact opens new possibilities
for refining the already obtained results by making the
liner design more complicated in order to further opti-
mize the time dependence of the plasma creation rate.

Production of a new plasma at the discharge periph-
ery (or, more precisely, at the inner surface of the insu-
lator) also occurs in explosion magnetic generators.
There are publications on this subject (see [37] and the
literature cited therein) in which the density of the
plasma flow from the insulator into the discharge cham-
ber is estimated. Under these conditions, the radiative
energy transfer toward the insulator surface is of great
importance. In [37], the value of  was estimated for a
Plexiglass insulator with allowance for the above
effect, but without taking into account electron heat
conduction. In our notation, this estimate takes the form

 = 0.17(I[MA]/R[cm])1.7 µg cm–2 ns–1. This formula
may be compared with the result obtained in Section 4.2
for tungsten (see Fig. 6). The fact that these formulas,
which were obtained under very different assumptions,
are similar speaks well for their reliability.
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APPENDIX

Set of Equations for a Cylindrical MHD Problem 
with a Plasma Source

In the absence of an axial magnetic field, cylindri-
cally symmetric plasma flows with spatially averaged
plasma-source terms are described by the following set
of modified MHD equations:

(A.1)
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Here, ρ is the plasma density; v is the radial component
of the plasma velocity; B is the azimuthal component of
the magnetic field; j is the axial component of the elec-
tric current density,

(A.11)

Te, i are the electron and ion plasma temperatures; pe, i
are the electron and ion pressures; εe, i are the specific
energies (per unit mass) of the electrons and ions; r is
the radial coordinate; and d/dt = ∂/∂t + v∂/∂r. The mod-
ified MHD equations are supplemented with the simpli-
fied Ohm’s law for the axial component of the electric

field, E = – vB + , and with the simplified expres-

sions for the electron and ion heat fluxes,

(A.12)

The continuity equations (A.3) and (A.8) incorporate
the plasma source intensity. The plasma is assumed to
be created with a zero momentum exclusively at the
expense of the energy of the plasma already produced.

∂ρ
∂t
------

1
r
--- ∂

∂r
----- ρvr( )+ q r t,( ),=

∂
∂t
-----ρεe

1
r
--- ∂

∂r
-----ρεevr

pe

r
----- ∂

∂r
-----vr+ +

=  
1
r
--- ∂

∂r
-----rqTe– j

2

σ
---- Cei Ti Te–( ) Qr,–+ +

t∂
∂ ρεi

1
r
---

r∂
∂ ρεivr

pi

r
----

r∂
∂
vr+ +

=  
1
r
---

r∂
∂

rqTi– Cei Ti Te–( )–
v

2

2
------q r t,( )+

ρ d
dt
-----v ∂p

∂t
------–

1
c
--- jB– vq r t,( ),–=

∂B
∂t
------

∂
∂r
-----vB+ c

∂
∂r
----- j

σ
--- 

  ,=

∂ρ
∂t
------

1
r
---

r∂
∂ ρvr( )+ q r t,( ),=

ρ d
dt
-----εe

pe

ρ
-----

r∂
∂
vr+

1
r
---

r∂
∂

rqTe–
j

2

σ
----+=

+ Cei Ti Te–( ) Qr– ρεeq r t,( ),–

ρ d
dt
-----εi

pi

r
----

r∂
∂
vr+

1
r
---

r∂
∂

rqTi–=

– Cei Ti Te–( ) v
2

2
------ εi– 

  ρq r t,( ).+

j
c

4π
------1

r
---

r∂
∂

Br,=

1
c
--- j

σ
---

qTe i, κ e i,
∂Te i,

∂r
-----------.–=
PLASMA PHYSICS REPORTS      Vol. 27      No. 2      2001



DYNAMICS OF HETEROGENEOUS LINERS WITH PROLONGED PLASMA CREATION 109
Otherwise, the right-hand sides of Eqs. (A.1), (A.4), and
(A.5) should be supplemented with the corresponding
source terms. It is assumed that pe, i, εe, i, κe, i, Cei, and σ
are functions only of ρ, Te, and Ti; and that κe, i and σ
also depend on |B|. In the above equations, the effects of
viscosity are discarded, because they are most likely
of secondary importance in the problem under study.

Many problems can be solved by assuming q = 0
and by incorporating the plasma source only into the
boundary conditions. Notably, if the radius of the
plasma source is much larger than its radial thickness,
then integrating Eq. (A.1) over the radius shows that the
quantity ρv 2 + p + B2/8π is continuous at the cylindrical
surface corresponding to the source.
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