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Abstract—Optimum physicochemical conditions for a hydrothermal crystallization of antimony titanium tan-
talate SbTiTaO6 (STT) at 190–225°C in the SbTiTaO6–H2SO4–HCl–H2O2–H2O system with various concen-
trations of acids and hydrogen peroxide. The dielectric and pyroelectric properties of synthesized STT single
crystals were studied. © 2001 MAIK “Nauka/Interperiodica”.
The possibility of obtaining ferroelectric antimony
titanium tantalate SbTiTaO6 (STT) single crystals by
hydrothermal synthesis was demonstrated in [1]. A dis-
advantage of the known procedure is a high tempera-
ture of the process, low yield, and insufficient purity of
STT single crystals. Below, we report for the first time
experimental data on the hydrothermal growth of STT
single crystals from SbTiTaO6 powder in the
SbTiTaO6–H2SO4–HCl–H2O2–H2O system.1 

The crystallization process was conducted using
various concentrations of acids and hydrogen peroxide
in the system (  = 5–8 wt %; CHCl = 6–9 wt %;

 = 5–7 wt %), at the volume ratio of these compo-

nents 2 : 1 : 0.6, respectively. The experiments were
performed in a temperature interval from 190 to 225°C
at a temperature gradient of 0.5–0.8 K/cm using an
optical quartz reactor with a volume of 1 dm3; the coef-
ficient of filling with the liquid phase was 0.4–0.5.
Recrystallization of the initial SbTiTaO6 powder in acid
solutions in a stationary regime proceeds by the follow-
ing scheme: (i) congruent dissolution of the initial
material; (ii) convective mass transport driven by the
temperature gradient toward the supersaturation zone,
and (iii) growth of STT single crystals. During the
experiments, it was established that optimum techno-
logical parameters, ensuring the crystallization of STT
with a yield of 70–80 wt % (of the initially charged pow-
der), are as follows:  = 8 wt %; CHCl = 9 wt %;

 = 8 wt %; process temperature, 225°C; tempera-

ture gradient, 0.8 K/cm.

1 SbTiTaO6 powder was synthesized by method of precipitation
from aqueous methanol solutions of components.

CH2SO4

CH2O2

CH2SO4

CH2O2
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The composition of as-grown STT single crystals
was studied by X-ray spectroscopy on a Cameca elec-
tron-probe microanalyzer (France). The percentage
content of antimony, titanium, and tantalum in the sam-
ple well is in good agreement with the values calculated
by the formula SbTiTaO6. The STT single crystal struc-
ture represents a combination of monohedrons (001)

and ( ) with rhombic prism faces (011) and rhombic
pyramid faces (111). The dimensions of single crystals
were on the order of 4 × 1–4 × 2.3 mm. The samples
appeared as transparent crystals of a light yellow color
depending on the partial oxygen pressure (H2O2 
H2O + O), the reactor cleanness, and the crystallization
medium purity. X-ray diffraction measurements using
the Laue technique showed that STT single crystals
possess an orthorhombic structure with the lattice
parameters a = 7.6 ± 0.003 Å, b = 5.11 ± 0.003 Å, c =
10.89 ± 0.004 Å. The results of indexing of the X-ray
diffraction patterns from powdered STT single crystals
measured using CuKα radiation are presented in the
table.

The dielectric properties of STT singe crystals were
measured at a frequency of 1 kHz using an E8-2 bridge.
The samples were prepared in the form of ground
monohedral plates with a thickness of 300 µm cut in the
direction of the [001] polar axis. Electrodes were
formed on the opposite faces by fusing a silver paste at
a temperature of 550–600°C. The measurements were
performed as described elsewhere [2]. The temperature
dependences of the permittivity (ε) and loss tangent
( ) of STT single crystals measured in the polar
axis direction exhibit clearly pronounced maxima at
290 ± 5°C, which correspond to a transition from ferro-
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Fig. 1. Temperature dependences of the permittivity (ε) and loss tangent ( ) of SbTiTaO6 single crystals.δtan
to antiferroelectric state (Fig. 1). The spontaneous
polarization of STT single crystals estimated from
dielectric hysteresis loops measured at 20°C was
16 µC/cm2.

The data of the differential thermal analysis of STT
single crystals in the temperature interval from 25 to
750°C showed an endothermal effect at 270–290°C,
which was not accompanied by the sample weight loss.
Taking into account that SbTiTaO6 crystals did not melt
in the temperature rage studied, it was concluded that
the aforementioned endothermicity corresponds to the
phase transition in STT single crystals revealed by the
ε(T) and (T) measurements. We have also studied
the laser second harmonic generation in STT single
crystals in the above temperature interval. The J2W(T)
curve also exhibited a distinct maximum in the region
of 290°C. A sharp drop in the J2W signal intensity

δtan
TE
above 290°C is indicative of a transition into the anti-
ferroelectric phase.

Prior to pyroelectric measurements, the STT single
crystals were polarized. For this purpose, the samples
were placed into a vacuum thermostat and heated up to
a phase transition temperature determined by a maxi-
mum in the ε(T) anomaly. Then, an electric field with a
strength of 25–30 kV/cm was applied. The samples
were exposed in this field for 3 h at the indicated tem-
perature and slowly cooled down to room temperature,
after which the field was switched off. The pyroelectric
measurements were performed by a dynamic technique
at a thermal flux modulation frequency of 1 kHz. The
pyroelectric effect was observed only in the STT single
crystals cut in the direction perpendicular to the (001)
axis. As can be seen from Fig. 2, a maximum pyroelec-
tric coefficient γ is observed at 290°C. The STT single
crystals possess a sufficiently high pyroelectric coeffi-
Parameters of the X-ray diffractogram of powdered SbTiTaO6 single crystals

hkl d1, Å d2, Å J/J1, % hkl d1, Å d2, Å J/J1, %

011 4.59 4.49 6 206 1.61 1.59 19

201 3.51 3.48 21 125 1.59 1.44 24

210 2.98 2.90 100 026 1.41 1.36 16

113 2.71 2.68 31 316 1.39 1.31 9

014 2.39 2.31 14 325 1.36 1.28 14

302 2.30 2.24 11 028 1.18 1.11 6

400 1.89 1.78 9 417 1.12 1.04 8

320 1.78 1.7 26 605 1.06 0.98 5

412 1.69 1.58 19 232 1.47 1.4 13

130 1.61 1.56 8 143 1.16 1.10 6

Note: Interplanar spacings d1 and d2 refer to the measured and calculated data, respectively.
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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Fig. 2. Temperature dependence of the pyroelectric coeffi-
cient (γ) of SbTiTaO6 single crystals.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12    
cient (γ = 85 esu) at room temperature, which remains
virtually constant as the temperature increases to about
290°C.

Conclusion. Possessing a low permittivity (ε = 75 at
20°C) and a relatively high pyroelectric coefficient
weakly dependent on the temperature, the single crys-
tals of antimony titanium tantalate SbTiTaO6 are a
promising material for the working elements of the
pyroelectric transducers capable of operating in a tem-
perature range from 20 to 290°C.
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Abstract—The conditions of a hydrothermal synthesis of monodomain ferroelectric potassium antimony tan-
talate K2SbTa5O15 (KST) single crystals in the Sb2O3–Ta2O5–KF–H2O2–H2O system were studied. The struc-
tural, dielectric, and pyroelectric properties of the synthesized KST single crystals were determined. The results
show KST to be a promising material for new technologies. © 2001 MAIK “Nauka/Interperiodica”.
The discovery of ferroelectric properties in potas-
sium antimony niobate K2SbNb5O15 [1] inspired the
attempt to crystallize an analogous isostructural com-
pound—potassium antimony tantalate K2SbTa5O15

(KST). 

The KST single crystals were obtained by hydro-
thermal synthesis in the Sb2O3–Ta2O5–KF–H2O2–H2O
system, where crystallization medium was represented
by a mixed aqueous solution of potassium fluoride (KF)
and hydrogen peroxide (H2O2) with the concentrations
of 56–62 and 4–6 wt %, respectively. The process of the
KST single crystal synthesis was performed in a peri-
odic reactor [2] at a temperature of 427°C, a liquid
phase pressure of 109 Pa, and a temperature gradient of
0.3–0.7 K/cm. The crystallization proceeded by the fol-
1063-7850/01/2712- $21.00 © 21006
lowing physicochemical scheme: (i) dissolution of the
initial oxides (Sb2O3 and Ta2O5) in aqueous KF and
H2O2 solutions; (ii) transport of the dissolved compo-
nents to the growth zone; and (iii) synthesis of KST sin-
gle crystals. 

According to the results of elemental chemical anal-
ysis and spectroscopic measurements, the composition
of the as-grown KST single crystals corresponded to
the empirical formula K2SbTa5O15. It was found that
the single crystal yield (g/day) and size depend on sev-
eral parameters including the concentration of aqueous
KF and H2O2 solutions, the volume ratio of compo-
nents, and the temperature gradient. The optimum yield
of KST single crystals was observed at a temperature of
427°C, a temperature gradient of 0.7 K/cm, a KF con-
Parameters of the X-ray diffractogram of powdered K2SbTa5O15 single crystals

hKil d1, Å d2, Å J/J01 hKil d1, Å d2, Å J/J01

10 1 7.2 7.185 4 04 2 2.12 2.1 3

11 0 5.3 5.25 5 20 5 2.1 2.08 3

01 2 4.935 4.924 7 32 1 2.07 2.04 3

02 1 4.23 4.21 6 41 0 2.03 2.0 2

0003 3.92 3.87 100 0006 1.934 1.931 50

11 3 3.12 3.11 31 11 6 1.812 1.81 9

3030 3.02 2.98 32 41 3 1.81 1.8 11

10 4 2.7 2.67 4 33 0 1.76 1.75 12

3142 2.4 2.36 4 3036 1.64 1.635 19

30 3 2.36 2.3 4 04 5 1.62 1.59 7

22 3 2.14 2.1 9 60 0 1.52 1.51 5

Note: Subscripts “1” and “2” refer to the measured and calculated values, respectively.
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centration of 56 wt %, an H2O2 concentration of 6 wt %,
and a KF/H2O2 volume ratio of 4 : 1.

The KST single crystal structure was studied by
X-ray diffraction (CuKα radiation) using the Laue,
Weissenberg, and powder techniques. It was estab-
lished that the grown single crystals belong to a bitrig-
onal-pyramidal class with the lattice parameters a =
10.653 ± 0.04 Å, c = 11.597 ± 0.005 Å (hexagonal set-
ting). Based on an analysis of the system of extinctions
in the Weissenberg patterns and the symmetry of Laue
diffractograms, with an allowance of the results of
pyroelectric measurements, the KST single crystals
were assigned the space group R3m. The as-grown sin-
gle crystals had a size of 3–4 mm3 and were faceted

according to the simple forms: {0001}, { },

{ }. The results of indexing of the X-ray diffrac-
tion patterns from powdered KST single crystals mea-
sured using CuKα radiation are presented in the table.

The dielectric properties of KST singe crystals were
studied using an E8-2 bridge operated at a frequency of
1 kHz. The pyroelectric measurements were performed
by a dynamic technique at a thermal flux modulation
frequency of 1 kHz. The single crystal samples for
these measurements were prepared in the form of
ground plates with a thickness of 300 µm cut in the

directions [0001], [ ], and [ ]. Electrodes
were formed on the plate surfaces by fusing a silver
paste at a temperature of 500–600°C. The KST single
crystals were monodomain and required no additional
polarization prior to the pyroelectric measurements.

The pyroelectric effect was observed only in the
KST single crystals cut in the direction perpendicular to
the [0001] axis (see figure). As can be seen from the

0001

1120

1010 0110
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pyroelectric curve presented in the figure, a maximum
in the pyroelectric coefficient (γ) is observed at 340°C.
The figure also shows the temperature dependences of
the permittivity (ε) and loss tangent ( ) of the same
samples measured in two directions, which reveal a
clearly pronounced peak due to a phase transition at
340°C. A combination of the dielectric and pyroelectric
data indicates that the synthesized KST single crystals
represent a ferroelectric compound with a Curie point
at 340°C.

The proposed method offers an effective means of
the KST synthesis, ensuring the obtaining of mon-
odomain ferroelectric single crystals of K2SbTa5O15
with a high yield and good quality. The latter circum-
stance is important for the application of KST single
crystals in piezoelectric sensors and pyroelectric trans-
ducers.

Conclusion. New monodomain ferroelectric potas-
sium antimony tantalate K2SbTa5O15 (KST) single
crystals were synthesized by hydrothermal method in
the Sb2O3–Ta2O5–KF–H2O2–H2O system. The struc-
tural, dielectric, and pyroelectric properties of the syn-
thesized samples were studied, showing these single
crystals to be a promising material for new technologies.
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for the 1.0-eV IR Absorption Band in Gallium Arsenide
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Abstract—The IR absorption spectra were measured at 77 K for Te-doped n-GaAs samples irradiated by elec-
trons with an energy of E = 3 MeV. It was found that the samples exhibit two absorption bands in the IR range,
corresponding to 1.0 and 0.8 eV. © 2001 MAIK “Nauka/Interperiodica”.
As is known [1–5], irradiation with accelerated elec-
trons (2–6 MeV) at 300 K leads to the formation of
defects in gallium arsenide, which are manifested by a
broad absorption band in the region of 0.96–1 eV in the
IR spectrum of irradiated samples. Our study of the
samples of n- and p-GaAs irradiated at 77 K showed
that exposure to a total fluence of Φ = 1.5 × 1018 cm–2

(as well as the irradiation at T = 300 K) gives rise to the
formation of defects responsible for the absorption
band peaked at 1.0 eV [6–8].

An increase in the total fluence of fast electrons for
the GaAs samples irradiated at 77 K leads to the
appearance and rapid growth in intensity of an addi-
tional absorption signal with a maximum at 0.80–
0.82 eV. When the electron irradiation dose amounts to
3 × 1018 cm–2, the absorption signal in this region
becomes so intense that it overlaps with the 1.0-eV
band to form the new broad band with a maximum in
the region of 0.8 eV [6, 7]. The IR spectra measured
after repeated isochronous anneals showed that the
intensity of this band decreases with increasing temper-
ature of the thermal treatment, while the peak position
shifts toward higher energies (from 0.8 to 1.0 eV after
the anneal at T = 425 K [6]).

Brudnyœ et al. [3] pointed out that, as the tempera-
ture of spectral measurements was gradually decreased
down to 6 K, the 1.0-eV absorption band in the IR spec-
tra of GaAs irradiated at 300 K exhibited splitting into
two bands peaked at hν = 0.82 and 0.96 eV. Both bands
increased in intensity proportionally to the irradiation
dose and also simultaneously decreased in the course of
isochronous anneals. It was suggested that both absorp-
tion bands belong to the same radiation defect. Thus,
we may believe that the 1.0-eV absorption peak and the
new band [6] with a maximum at 0.80–0.82 eV,
obtained upon the electron irradiation at 77 K, also
belong to the same defect.

If this assumption is valid, the GaAs samples irradi-
ated at room temperature must exhibit the IR absorp-
tion band at 0.80–0.82 eV (together with the 1.0-eV
band related to the intracenter transitions between lev-
1063-7850/01/2712- $21.00 © 21008
els) under certain conditions at 77 K, although no one
previous experiment revealed this band. However, this
experimental possibility is offered by the method of
measuring the IR absorption spectra of the samples
continuously illuminated with white light. In this case,
the light-induced generation of the nonequilibrium
charge carriers leads to a shift of the Fermi level [10]
and makes it possible that some electron states above
the Fermi level would become free.

The experiments were performed on n-GaAs doped
with tellurium to n = 1016 cm–3. The samples were irra-
diated at T = 300 K with accelerated electrons (E =
3 MeV) to a total fluence of Φ = 3 × 1018 cm–2. The IR
absorption spectra were measured at 77 K, either with
or without additional illumination with white light from
an incandescent lamp. The spectra of unirradiated (con-
trol) samples were measured under identical conditions
and a change in the absorption coefficient was deter-
mined as ∆α = αrad – αcontr, where αrad and αcontr are the
absorption coefficients of irradiated and control samples.

The spectral dependences of the ∆α value for the
GaAs samples measured in the dark (curve 1) and under
continuous illumination with white light (curve 2) are
presented in the figure. As can be seen from these data,
the spectrum measured with the additional illumination
exhibits increased absorption manifested by a bending
point about 0.80 eV. This feature indicates that an addi-
tional absorption band appeared in this region, while
the 1.0-eV band intensity remained unchanged. The
spectrum measured upon switching off the additional
illumination coincided with curve 1. The isochronous
anneals were accompanied by simultaneous decrease in
the intensity of both bends, which was analogous to the
behavior observed in [3].

Thus, the results of our experiments confirmed the
existence of an absorption band at 0.80 eV in the GaAs
samples irradiated with electrons at 300 K. This fact
indicates that a defect responsible for the IR absorption
band at 1.0 eV (probably, a mixed divacancy of the
VGa + VAs type [9]) also exhibits, irrespective of the irra-
001 MAIK “Nauka/Interperiodica”
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diation temperature, a second absorption band with a
maximum at about 0.80 eV.
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Abstract—Initial stages of the GaN layer growth during an HVPE process at 520°C on an oxidized silicon sub-
strate were studied by atomic force microscopy. It was established that (i) the growth of GaN islands is con-
trolled by the surface diffusion and (ii) the nucleus size distribution on the surface significantly changes when
the growth time increases from 10 to 200 min: during this period of time, the average nucleus size increases
from 15 to 400 nm and their size scatter becomes 20 times as large as the initial size distribution width. The
experimentally determined growth rate of the GaN nuclei and the nucleus size distribution are in good agree-
ment with theoretical calculations. © 2001 MAIK “Nauka/Interperiodica”.
The heteroepitaxial growth of gallium nitride layers
during vapor phase epitaxy (HVPE) has been studied
for more than three decades [1], but it was not until very
recently that the interest in HVPE GaN layers has
greatly increased due to achievements in obtaining
high-quality layers by method of metalorganic chemi-
cal vapor deposition (MOCVD) [2]. This is related to
the fact that HVPE is virtually the only process provid-
ing for the deposition of sufficiently thick layers of
Group III nitride semiconductors [3] and low-tempera-
ture buffer layers (e.g., of GaN) [4].

The process of layer nucleation during the low-tem-
perature epitaxy is of considerable importance, first, as
a means of increasing the quality of heteroepitaxial
structures already in the nucleation stage [5] and, sec-
ond, as a method of obtaining nanosize GaN clusters on
SiO2 substrates—the objects of interest in polycrystal
photonics—a new direction in the physics of semicon-
ductors [6].

There were attempts at growing the layers of Group
III nitride semiconductors on Si substrates by HVPE at
high temperatures: 1150°C [7] and 800°C [8]. The
results showed that the grows of single-crystal Group
III nitride semiconductors on silicon at T > 800°C is
hindered by the Si–NH3 interaction leading to the for-
mation of an amorphous Si3N4 layer [9]. A decrease in
the growth temperature must reduce the rate of the sub-
strate interaction with ammonia and hydrogen chloride.

Below, we report on the results of investigation of
the nucleation mechanism and the kinetics of a
GaN(0001) layer growth by HVPE on an oxidized
1063-7850/01/2712- $21.00 © 21010
Si(111) substrate at low (T = 520°C) temperatures. The
experimental results are compared to predictions of the
corresponding theoretical model [10].

Y

(a)

X

nm

150

0

nm
500

0

scale: Y = 1000 nm, X = 1000 nm, Z = 100 nm

scale: Y = 1000 nm, X = 1000 nm, Z = 100 nm

Y

(b)

X

Fig. 1. AFM profiles of GaN/SiO2 surfaces for various
times of heteroepitaxial growth: (a) 100 min; (b) 200 min.
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The heteroepitaxial growth of GaN was effected on
a preliminarily oxidized silicon wafers with a diameter
of 50 mm rotating in a flow of hydrogen at a rate of
1 Hz. The ratio of the component flow rates H2/NH3

was 2 : 1, and the epitaxy proceeded at a temperature of
T = 520°C. The time of a substrate exposure in the
growth zone was varied from 10 to 25, 50, 100, or
200 min. After the heteroepitaxy stage, the pattern of
the initial GaN growth on the samples was studied by
atomic force microscopy (AFM) at room temperature
and atmospheric pressure. The AFM investigations
were performed on an NT–MDT instrument using stan-
dard silicon nitride cantilevers.

A comparative analysis of the AFM images showed
that, under the HVPE conditions studied, GaN is nucle-
ated according to the island mechanism (Fig. 1). The
nuclei had the shape of disks. We believe that the island
height h at the instant of nucleation is comparable with
the disk base radius R. The number of nuclei per unit
surface area decreases with time (Fig. 2). The distribu-
tion of the GaN nucleus size on the substrate surface
varies as well. As the growth time increases from 10 to
200 min, the average height h grows from 15 to 400 nm
(Fig. 3) and the nucleus size scatter ∆h (determined as
a halfwidth of the size distribution curve) becomes
20 times as large as the initial value (Fig. 3). The
nucleus growth rate V is on the order of 3 × 10–2 nm/s.
It should be noted that the average substrate roughness
after the preliminary heat treatment at 520°C was about
10 nm. The shape of the nucleus size distribution func-
tion determined for various growth times at this temper-
ature (Fig. 2) agrees with the results of theoretical cal-
culations [10].

This pattern of events observed during the low-tem-
perature nucleation and growth of GaN islands on the
Si surface can be interpreted as follows. According to
the existing concepts [11], the islands grow as a result
of the surface diffusion of atoms provided that the mean
free path λs of these atoms (molecules) is significantly
greater than the average island base radius R. There-
fore, as long as λs ! R, the islands may grow both by
means of the surface diffusion and by a mechanism of
atom (molecule) incorporation into the island (the
growth limited by the rate of a chemical reaction on the
periphery of the island). Estimates of the mean free
paths of Ga and N atoms [10] show that, at T = 520°C,
the value of λGa is on the order of 100 nm and, hence,
the nucleation and growth of GaN must proceed by the
surface diffusion mechanism. In this case, the island
growth rate expressed by the number of GaN molecules
added per second is [10]

(1)Vi

ξGaN

t0
----------,=
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where

(2)t0
1
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Fig. 2. GaN nucleus size distribution functions determined
from AFM data for various times of heteroepitaxial growth:
(a) 100 min; (b) 200 min.

Fig. 3. Plots of the average GaN nucleus (island) height h
and average nucleus size scatter ∆h versus epitaxial growth
time t.
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(3)

(4)

Here, ξGaN is the oversaturation with respect to GaN (in
a multicomponent system); t0 is the characteristic GaN

island growth time;  is the generalized surface diffu-
sion coefficient (characterizing the GaN island bound-
ary propagation velocity); N0 is the number density of
adsorption sites on the substrate surface (N0 ~ 1/B2,
where B is the lattice parameter of the SiO2/Si sub-
strate); Ji is the flux of atoms incident onto the substrate
surface; τi is the lifetime of the ith component on the
substrate surface; Nsa = C0GaC0NN0, C0Ga and C0N being
the equilibrium concentrations of Ga and N, respec-
tively, and N0, the equilibrium number density of GaN
molecules on the substrate surface; Dai is the diffusion
coefficient of the ith component; and λsi is the mean
free path of the corresponding atoms on the substrate
surface.

Estimates obtained using Eqs. (1)–(4) for T = 520°C
showed that the time τ0 is sufficiently large (~2 × 104 s)
and the oversaturation is ξ0 ~ 1. The island growth rate
Vi is on the order of 5 × 10–5 mol/s, or V ~ 1 × 10–2 nm/s
(for h = R), which is in good agreement with the exper-
imental data.

Thus, the initial growth stage of GaN layers during
HVPE on the oxidized silicon surface involves the
nucleation of GaN islands with the initial dimensions
on the order of 10 nm. The experimentally determined
growth rate of GaN nuclei and their size distribution
function determined by from the AFM data are in good

Ds
0 DaGaDaNC0GaC0N

4 DaGaC0Gaλ0N DaNC0Nλ0Ga+( )
---------------------------------------------------------------------------,=

ξ0
JGaJNτGaτN

Nsa

--------------------------- 1.–=

Ds
0

TE
agreement with the values calculated using the theory
of the initial GaN growth stage developed in [10].
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Abstract—The first results are reported on the concentration profiles of majority carriers and the effective life-
time profiles of minority carriers in thick (1.6 mm) GaAs plates subjected to surface gettering. It was established
that the one- and two-sided coating of the GaAs plates with Y films, followed by heat treatment at 700–800°C,
allows a high-resistivity material to be obtained with homogeneous distributions of the electron concentration
and the hole lifetime in depth of the semiconductor. © 2001 MAIK “Nauka/Interperiodica”.
1. Previously [1], we reported on the surface getter-
ing of high-resistivity (ρ = 108 Ω cm) chromium-doped
GaAs with (111) and (100) orientations. The 0.3-mm-
thick GaAs plates were coated with SiO2, Si–(W, Cr),
or Si–Cr getter films with a thickness of ~1000 Å and
heat treated at 826–926°C for 15–45 h. As a result of
this treatment, the dislocation density and mechanical
stresses in GaAs decreased, while the resistivity and
carrier mobility somewhat increased. Recently [2–4],
we studied the process of surface gettering in thick
(1.6 mm) (111)-oriented undoped GaAs plates grown
by the Czochralski method from a Ga–As melt. The ini-
tial material of the 7N purity grade [5] had a carrier
concentration of (1–3) × 1015 cm–3 and a mobility of
1500–2000 cm2 V–1 s–1 at 300 K. The carrier concentra-
tion in this material was determined by the density of
intrinsic defects (of the VGa, VAs, IGa, IAs, AsGa, and
GaAs types and various complexes) rather than by the
background concentration of residual impurities. The
gettering was effected by coating the GaAs plates
with ~1000-Å-thick yttrium films from both sides, fol-
lowed by heat treatment at 800°C for 0.5–5 h. Using
this gettering treatment, it was possible to obtain GaAs
with Nd – Na = 108–1014 cm–3 and a maximum mobility
of up to 7000 cm2/(V–1 s–1) at 300 K depending on the
thermal treatment regime.

2. The purpose of this study was to determine the
concentration profiles of majority carriers and the
effective lifetime profiles of minority carriers in thick
high-resistivity GaAs plates gettered by one- or two-
sided coating with Y films according to [2–4]. The
majority carrier concentration and minority carrier life-
time distributions were determined by photoelectro-
chemical C–V profiling techniques.
1063-7850/01/2712- $21.00 © 21013
3. The experiments were performed on thick
(1.6 mm) GaAs plates gettered as described in [2–4] by
one- or two-side coating with ~1000-Å-thick Y films
and sequential annealing in a pure hydrogen atmo-
sphere for 0.25 h at 700°C and 0.5 h at 800°C. After this
treatment, the Y getter films were removed by plasma
etching in a RIBES Rokappa setup.

The concentration profiles of majority carriers and
the effective lifetime profiles of minority carriers were
determined by electrochemical [6] and photoelectro-
chemical [7] methods. These techniques are based on
measuring the capacitance–voltage (C–V) characteris-
tics and photoinduced current in the Schottky barrier
between GaAs and electrolyte. The electrolyte simulta-
neously serves as an etchant for GaAs, which provides
for a continuous etching of the semiconductor plate.
The depth–concentration profile of the majority carriers
is described by the formula [6]

(1)

where C is the capacitance of the space charge region in
GaAs; e is the electron charge; ε and ε0 are the permit-
tivity and dielectric constant, respectively; A is the
Schottky contact area, and ∆C/∆V is the ratio of the
capacitance and voltage increments.

The electrolyte was an H2SO4–H2O2–H2O (1 : 8 : 1)
mixture—a polishing etchant specially developed for
the C–V profiling of high-resistivity GaAs [8]. This
solution ensures the etching of GaAs at a constant rate
over several days. The GaAs plate was in contact with
the etching electrolyte in a chemical cell; the circular
contact area had a diameter of 3 mm. When the carrier
concentration profile is measured to a large depth, the
propagation of the sample–electrolyte interface in
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depth of the plate leads to an increase in the contact area
due to the formation of a cylindrical local etching
region. The side surface of this etching cylinder also
contributes to the measured capacitance. Thus, the
measured signal includes two components related to
the capacitance of the side surface and bottom of the
etching cylinder. The side surface contribution to the
capacitance CI can be calculated as an arithmetic mean
by the formula

(2)

where r is the contact radius and h is the cylinder
height. The charge carrier concentration was calculated
using the capacitance determined as a difference
between capacitances of the space charge region and
the etching cylinder side surface (CI) [8].

CI
2
r
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Fig. 1. Depth profiles of Nd – Na and τeff in a GaAs plate
Y-gettered from both sides (800°C, 0.5 h).
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Fig. 2. Depth profiles of Nd – Na and τeff in the surface lay-
ers of GaAs plates Y-gettered from one side: (1, 4) coated
side (800°C, 0.5 h); (2, 5) coated side (700°C, 0.25 h);
(3) uncoated side (800°C, 0.5 h).
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The effective lifetime of minority carriers (τeff) was
determined as proportional to the photocurrent passing
through a Schottky barrier in the system irradiated by
light with a quantum energy of hν > Eg [9]. Thus, the
photocurrent measurements in the electrolyte–semi-
conductor system in the course of chemical etching of
a high-resistivity GaAs allowed simultaneous determi-
nation of the qualitative distribution of the hole lifetime
and the electron concentration in depth of the sample
plate.

4. Preliminary investigation of the carrier depth–
concentration profile in a Hg–GaAs Schottky barrier in
the course of layer removal in the H2SO4–H2O2–H2O
(1 : 8 : 50) etchant (etching rate, 1000 Å/min) showed
that the sample surface upon gettering in the one-sided
Y–GaAs structures for 0.25 h at 800°C and plasma
etching of the Y film is characterized by conductivity of
the hole type with p . 1016 cm–3 to a depth of ~0.5 µm.
After this treatment (800°C, 0.25 h), the sample surface
not coated with Y also exhibited the hole type conduc-
tivity with p . 1017 cm–3, but the p-layer thickness
reached several microns. At a greater depth, the mate-
rial on both sides of the sample exhibited inversion of
the conductivity type, with an electron concentration of
~1013 cm–3 or below.

Figure 1 shows the depth profiles of the majority
carrier concentration Nd – Na and the minority carrier
effective lifetime τeff in GaAs plates Y-gettered by
annealing at 800°C for 0.5 h. As can be seen, the pro-
files are virtually homogeneous. A weak decrease in
Nd – Na at a depth greater than 600 µm is related to a
large uncertainty of the capacitance measurements
caused by nonuniform etching in various crystallo-
graphic directions.

In the case of gettering at 700°C for 0.25 h with one-
and two-sided Y coating, a surface layer of the samples
upon the Y film removal by plasma etching exhibits
electron conductivity with n . 1013–1014 cm–3. The
thickness of this layer reached several microns. At a
greater depth, the carrier concentration decreased
to 1012 cm–3 and below, depending on the annealing
regime (Fig. 2).

An analysis of the data in Figs. 1 and 2 leads to a
conclusion that the gettering process exhibits a volume
character even when only one side of a GaAs plate is
coated with yttrium. However, the uncoated surface
seems to contribute to the gettering effect as well. Fig-
ure 2 shows that the τeff profile is homogeneous in depth
of the samples gettered both at 700 and 800°C, while
the τeff value in the former case is 30% higher than that
in the latter. The shape of the Nd – Na profiles suggests
that the gettering process is accompanied by generation
of the opposite defects such as AsGa and GaAs and, prob-
ably, of the intrinsic defects of various types (VGa, VAs,
IGa, IAs). The major role in the gettering process appar-
ently belongs to spatial separation of the opposite
defects and the formation of complexes involving these
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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defects rather than to the direct annihilation of such
pairs. This accounts for a decrease in the carrier con-
centration down to 108 cm–3 [2].

5. We have demonstrated that the surface gettering
in GaAs yttrium-coated from one or two sides pos-
sesses a volume character and can be performed at rel-
atively low temperatures (700°C). Using this method, it
is possible to obtain high-resistivity GaAs palates with
homogeneous distributions of Nd – Na and τeff in depth
of the semiconductor plates with a thickness of up to
1.5 mm. The electron mobility in the gettered GaAs
may reach up to 7000 cm2 V–1 s–1 at 300 K [3]. The get-
tered GaAs is a promising material for high-voltage and
high-power semiconductor devices, X-ray and nuclear
radiation and particle detectors (including neutrinos),
and ultrahigh-speed optoelectronic VLSIs. The getter-
ing procedure is very simple and can be readily imple-
mented into a traditional wafer technology, requiring
only three additional stages (getter application, heat
treatment, and getter removal).
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Abstract—It is shown that the coefficients of both spherical and chromatic aberrations in flat combined axi-
symmetric magnetoelectrostatic lenses can be decreased by a factor of six as compared to the analogous coef-
ficients for pure magnetic lenses, provided appropriate values are selected for the ratio of dimensions of the
electrodes and pole tips of the combined lens, electric potentials on the electrodes, and ampere-turns of the
field-exciting coil. © 2001 MAIK “Nauka/Interperiodica”.
The task of decreasing spherical and chromatic axial
aberrations is currently important in the development of
electron and ion optics of axisymmetric electron-opti-
cal systems (EOSs) [1, 2]. There were numerous
attempts, more or less successful, at decreasing these
aberrations both in purely electrostatic or magnetic
EOSs and in combined systems [3–5] through the opti-
mization of the spatial arrangement of the field sources.
For EOSs of the first two types, some general principles
for reducing aberrations were formulated [2]. Unfortu-
nately, no such general principles were established for
the more complicated combined systems.

Various researchers [3–5] considered the use of
combined axisymmetric lenses in low-voltage electron
microscopy. In these systems, the axial aberration coef-
ficients were reduced by decelerating electrons in front
of an object positioned outside the field of the objective
lens. As a result, the axial aberration coefficients were
decreased by a factor of 1.4 [3] and about 3 [4, 5].

Below, we will consider a flat combined electro-
magnetic lens (see figure) described recently [6]. In
this system, an object irradiated by electrons is placed
(in contrast to the cases described in the papers cited
above [3–5]) into a combined electromagnetic field of
the flat objective lens. This arrangement (immersion) is
expected, by analogy with the case of a pure magnetic
lens [7], to allow an additional reduction in the axial
aberrations in comparison with that achieved in [3–5].

In the proposed system, the magnetoelectrostatic
lens comprises a combination of two lenses with a com-
mon axis. The first is a flat three-electrode electrostatic
lens made of a nonmagnetic material. In the figure, r1
and r2 are the inner radii of concentric insulating ring
gaps, R1 and R2 being the corresponding outer radii; φ1,
φ2, and φ3 are the potentials of these electrodes, from
central to peripheral. The electrostatic potential on the
1063-7850/01/2712- $21.00 © 21016
EOS axis is described as a function of the axial coordi-
nate z by the following formula [6]:

(1)

The second lens is a flat magnetic lens with a ring-
shaped nonmagnetic gap (ρ1 and ρ2 being the inner and
outer radii), the magnetic field of which Bz(0, 0, z)
along the z axis varies as described by the formula [8, 9]

(2)

where D = µ0(NI)[ln(ρ1/ρ2)]–1, µ0 = 4π × 10–7 H/m is the
magnetic constant of vacuum (in SI units), NI is the
number of ampere-turns in the field-exciting coil, and
∆ is the distance between the centers of electrostatic (1)
and magnetic (2) lenses along the z axis.

We have calculated the paraxial trajectories of
charged particles in the focusing field, representing a
sum of the fields described by formulas (1) and (2).
Based on the results of these calculations, taking into
account higher orders of expansions of the field
strengths into series in powers of the radial coordinate
perpendicular to the z axis, and using integral formulas
for the aberration coefficients [2], we calculated coeffi-
cients (related to the EOS focal distance) of the afore-
mentioned axial aberrations under “zero magnifica-
tion” conditions (i.e., for the infinitely distant electron
source).

ΦE z( )
φ2 φ1–

r1/R1( )ln
-----------------------

z z2 R1
2++

z z2 r1
2++

-----------------------------
 
 
 

ln=

+
φ3 φ2–

r2/R2( )ln
-----------------------

z z2 R2
2++

z z2 r2
2++

-----------------------------
 
 
 

ln φ3.+

Bz 0 0 z, ,( )

=  D ρ1
2 z ∆+( )2+( ) 1/2– ρ2

2 z ∆+( )2+( ) 1/2–
–[ ] ,
001 MAIK “Nauka/Interperiodica”



        

ON THE POSSIBILITY OF DECREASING SPHERICAL AND CHROMATIC ABERRATIONS 1017

                                                                   
The results of these calculations showed that a
decrease in the aberration coefficients is observed for at
least two different configurations of the field sources:
(i) for an additional accelerating potential applied to the
first electrode of the electrostatic lens, a decelerating
potential applied to the second electrode, and grounded
third electrode; (ii) for the opposite variant, whereby
potentials of the opposite signs are applied to the elec-
trodes (with some changes in the values of potentials
and the dimensions of electrodes). The widths of insu-
lating gaps between electrodes were selected much
smaller (about ten times) than their inner radii, which
ensured the validity of the approximations used to
derive the analytical field equation (1) and allowed us
ignore the effect of the electric potential distribution at
the poles of the magnetic lens on the halfspace above
electrodes. The inner and outer radii of the nonmag-

ϕ 3

1

2

34

5

6
7

8

r1

ρ1

∆

R1

R2

ρ2

r2

4
ϕ1 ϕ 3ϕ2ϕ 2

Schematic diagram of a flat combined axisymmetric mag-
netoelectrostatic lens: (1) magnetic poles; (2) electron
source; (3) electron source image; (4) electrodes; (5) insu-
lator; (6) focusing coil; (7) ferromagnet; (8) paraxial elec-
tron trajectory.
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netic gap were selected so as to provide that a “half-
width” of the axial distribution of the z-component of
the magnetic field would be approximately equal to the
radius of the inner electrode. The ampere-turns in the
field-exciting coil were selected so that the paraxial tra-
jectories in the combined field would be focused at
z = 0.

Under these conditions, it is possible to decrease the
coefficients of both chromatic and spherical aberrations
to approximately one-sixth of the values for the purely
magnetic lens. This effect is twice as large as that
achieved in [5], which confirms our expectations (based
on the results presented in [7]) concerning the use of
immersion conditions in the combined objective. The
application of combined lenses of the type considered
above may be promising in the ion and electron projec-
tors and microprobe systems, especially in those
intended for the microlithography purposes [10].
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Abstract—The time-of-flight (TOF) spectra measured under high vacuum conditions revealed ion beams of a
cathode material (Cun+) with a maximum charge of up to +19 generated in the initial stage of a spark discharge
development at a storage voltage of up to U0 = 2.5 kV. As the U0 value increases, the range of the multiply
charged states of ions detected by the TOF technique increases, the average ion charge reaching +9. © 2001
MAIK “Nauka/Interperiodica”.
Introduction. Creation of the sources of high-
energy multiply charged metal ions is of interest for
materials science and microelectronics. A promising
type of such ion sources is offered by a high-vacuum
spark discharge. Using this process, it is possible to
obtain, at a relatively low total energy consumption and
rather simple system design, a sufficiently high energy
density in the plasma column that is necessary for the
multiply charged ion production. However, many years
of attempts showed that a maximum ion charge
detected in the plasmas of vacuum spark discharges of
various types did not exceed +7 (W7+ [1], Cu7+ [2]),
although the voltage applied to the interelectrode gap in
these experiments reached up to several tens [2] or even
hundreds of kilovolts [1].

Previously [3, 4], we studied the vacuum spark dis-
charge at relatively low storage voltages (not exceeding
1.5 kV) and observed the beams of cathode material
ions (Cu+, Cu2+) with energies of up to 10 keV. Below,
we report on the results obtained in an experimental
setup analogous to that employed previously but under
significantly improved vacuum conditions: a residual
gas pressure in the working chamber was one and a half
orders of magnitude lower as compared to that reached
in [3, 4]. The purpose of our experiments was to detect
ions of the cathode material with a high degree of ioniza-
tion, the content of which sharply drops when the work-
ing chamber pressure increases above 10–5 Torr [5].

Experimental procedure. The experiments were
performed with a vacuum spark discharge obtained
using a storage voltage of up to U0 = 2.5 kV. The elec-
trode system comprised a copper cathode with a diam-
eter of 1 mm and a flat grounded grid anode spaced by
9 mm from the cathode. The vacuum in the working
chamber was no worse than (5–8) × 10–6 Torr. The dis-
charge was initiated at the cathode edge by breakdown
over the surface of a dielectric spacer between the cath-
1063-7850/01/2712- $21.00 © 21018
ode and the igniter. The discharge current was main-
tained by a capacitor (C = 2 µF) and measured with the
aid of a Rogovsky coil immediately in the cathode cir-
cuit. The total inductance in the discharge circuit did
not exceed 40 nH. Prior to measurements, the electrode
system was trained by approximately 103 shots, after
which the discharge current scatter in various experi-
ments did not exceed 20%.

The ion energy and charge distribution was studied
by the time-of-flight (TOF) method using an electro-
static energy analyzer of the plane capacitor type pos-
sessing an energy resolution of ∆ε/ε ≈ 2 × 10–2 and a
detector time resolution of about 40 ns. The analyzer
was arranged behind the grid anode and detected ions
emitted from the cathode torch, moving along the dis-
charge axis toward the anode.

Using the TOF technique, it is possible to determine
the µ/Z ratio (µ is the atomic weight and eZ is the ion
charge) for each type of ions by measuring a delay time
of the corresponding detector signal for a detected ion
energy ε/Z determined by a voltage applied to the
energy analyzer plates. For ions with a given atomic
number, the charge resolution α = Z/∆Z is determined
by the energy resolution of the analyzer, the time reso-
lution of the detector circuit, the length of the ion pro-
duction zone, and the measured flight time for ions
traveling from the production zone to the detector.
Under the experimental conditions studied, the ion
flight path length was 60 cm and the charge resolution
for Cun+ ions was α(ε) = 20.

Experimental results. Figure 1a shows a typical
oscillogram of the discharge current measured at a stor-
age voltage of 2.0 kV. The use of a low-inductance dis-
charge circuit ensured a high rate of the current buildup
(up to 2 × 1010 A/s) at a relatively low storage voltage.
Figure 1b shows a typical analyzer signal (TOF spec-
trum) measured at a fixed ion energy of ε/Z = 2.1 keV.
001 MAIK “Nauka/Interperiodica”
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Assuming that the last peak in the spectrum of Fig. 1b
corresponds to Cu+ ions (characterized by the maxi-
mum value of µ/Z = 64 and, hence, by a maximum
flight time), we can determine the start instant for these
ions (indicated by arrows in Figs. 1a and 1b). Accord-
ing to the time delays of the other peaks relative to the
start instant, we can determine the µ/Z values for ions
corresponding to these peaks. Thus, the values of µ/Z =
32, 21, and so on, are naturally assigned to Cu2+, Cu3+,
…, respectively (assuming that the ions in all charged
states are produced simultaneously).

As can be seen in Fig. 1b, a significant peak of H+

ions was detected in addition to copper ions represent-
ing the cathode material. Moreover, the detected signal
may also contain contribution due to ions of the other
light impurities desorbed from the surface of the cath-
ode and the dielectric spacer (On+, Cn+, Nn+ with n =
1, 2), which possess the µ/Z values close to those for
some copper ions (e.g., Cu4+, Cu5+, Cu8+, etc.). These
light ions were also detected in our previous experi-
ments [3, 4]. However, a thorough analysis of the data
obtained in this study showed that improved vacuum
conditions and prolonged pretreatment of the electrode
system led to a significant decrease in the content of
impurity ions in the discharge plasma, which produce
only an insignificant contribution to the charged beam
composition. This conclusion agrees with the results of
analogous measurements in a laser plasma, where the
signals of multiply charged metal ions were accompa-
nied by an intense signal due to hydrogen ions; the H+

signal was 5–10 times as great as the peaks of other
light impurities, the influence of which on the overall
distribution of charged states was ignored [6].

The signals of ions in a given charged state Cun+

detected in various shots at a fixed storage voltage
exhibited a considerable scatter in the amplitude. For
the subsequent treatment, each signal amplitude was
averaged in a series of 12 shots. These averaged signal
amplitudes, corresponding to ions in a certain charged
state, were measured at various ε/Z values and used to
construct the energy spectrum of ions produced in the
discharge.

By integrating the spectra of ions in various charged
states measured at various energies, we determined a
distribution of the discharge-induced copper ions with
respect to charge. Figure 2 shows such distributions for
two values of the storage voltage U0. As can be seen, an
increase in the U0 value leads to expansion of the range
of the multiply charged states of ions detected by the
TOF. The maximum copper ion charge observed under
the experimental conditions studied was +19.

An important parameter characterizing the effi-
ciency of the operating ionization mechanism is the
average ion beam charge determined from the ion
charge distributions. Figure 3 presents a plot of this
parameter versus the storage voltage showing that the
average ion charge monotonically increases with U0.
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For the maximum storage voltage (U0 = 2.5 kV)
employed in this study, the average ion charge reaches +9.

Discussion. The results of our experiments showed
that a cathode plasma torch of the vacuum spark dis-
charge generates short bunches of multiply charged
ions of the cathode material. The process takes place in
the initial stage of the discharge, delayed by t1 ≈ 300–
400 ns from the onset. According to the previous anal-
ysis, the moment t1 of the ion production is close to the
time instant tm of attaining a maximum discharge cur-
rent buildup rate: t1 ≤ tm [4]. On the other hand, it is
known that the process of the interelectrode gap filling
by the plasma (i.e., the “spark” stage with a duration
of ts) terminates on reaching the maximum discharge
current buildup rate: ts ≥ tm [7]. From this, we may con-
clude that the multiply charged ions are ejected from a
local region at the front of the propagating cathode
plasma torch before this boundary reaches the anode. It
should be pointed out that in [2], where ions of the cath-
ode material (Cun+) were also detected for a discharge
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Fig. 3. The plot of average copper ion charge Za versus stor-
age voltage U0.
TE
current on the order of 10 kA, the maximum ion charge
(not exceeding +7) was significantly lower as compared
to our values. However, in contrast to our experiment,
the measurements in [2] were performed in a late stage
of the discharge, when the plasma had already filled the
interelectrode gap. This comparison indicates that a
significant role in the multiply charged ion production
belongs to a free boundary of the cathode plasma torch
expanding into vacuum.

The results obtained in this study indicate that a vac-
uum spark discharge at a relatively low storage voltage
and energy can be used as a source of multiply charged
ions. The charge composition of the ion beam, which
can be controlled within broad limits by the storage
voltage, approaches the charge composition of a plasma
generated in a target of the same material by a high-
power laser pulse [6] with an energy greater by two
orders of magnitude than the values used in our experi-
ments.
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Abstract—A general approach to investigations of the dynamic behavior of nanostructures is developed and
applied to the study of complex oscillations in resonance tunneling structures. Using a modified equivalent
scheme of a resonance tunneling structure, based on a quantum-mechanical description of the dynamic proper-
ties of this structure, the system behavior in the phase space is qualitatively analyzed. It is shown that the system
may occur in the state of “soft” or “rigid” excitation of oscillations. © 2001 MAIK “Nauka/Interperiodica”.
The results of experimental and theoretical investi-
gations show that nanoelements may occur in various
dynamic and static equilibrium states. An exact
description of the behavior of nanoelements is provided
by the methods of quantum physics. However, such a
description usually requires the analysis of nonlinear
differential equations in partial derivatives; unfortu-
nately, no regular methods for solving such equations
have been developed to the present. On the other hand,
using numerical methods would be effective only if
behavior of a dynamic nanosystem were qualitatively
known.

Under these conditions, a natural approach is to con-
sider, based on certain aprioric assumptions, a given
nanoelement as an electric system composed of nonlin-
ear resistances, capacitances, and inductances and esti-
mate the system parameters using the apparatus of the
quantum mechanics. This approach allows the dynamic
states of nanoelements to be qualitatively analyzed in
terms of a system of ordinary differential equations,
thus revealing complicated dynamic processes underly-
ing nontrivial static features of the nanoelement [1, 2].
An example of this is offered by the presence of a “pla-
teau” and hysteresis loops in the region of a negative
differential resistance of a resonance tunneling struc-
ture. The results of numerical modeling of the behavior
of such structures performed by various researchers
showed the possibility of exciting terahertz oscillations
of the electric current in these systems, the constant
component of which accounts for the plateau [3–7].
The formation of hysteresis loops was explained by the
charge redistribution between the emitter and the quan-
tum well [4–7].

The possible excitation of high-frequency oscilla-
tions was related to the presence of an inductive ele-
ment inside the resonance tunneling structure. The role
of this element (see [4–7]) is played by a part of the
emitter adjacent to the barrier (see the inset in Fig. 1).
1063-7850/01/2712- $21.00 © 21021
Introduction of the inductive element allowed Buot
et al. [7] to describe the “soft” excitation of small oscil-
lations using a system of ordinary differential equa-
tions. However, this description provided only a quali-
tative explanation of the “plateau” because of the small-
ness of the oscillation amplitude.

With an allowance for the inductive element, an
equivalent scheme was suggested [4–7] that is depicted
by solid lines in Fig. 1, which can be used to explain
behavior of the system only under the action of small
high-frequency perturbations. However, the same
equivalent scheme completed with a capacitor C
(dashed lines in Fig. 1) allows all features of the mea-
sured current–voltage characteristic to be explained
(including both plateau and hysteresis loops) from a
common standpoint. According to this, the oscillatory
process (without restrictions to the amplitude) is char-
acterized by the excitation of oscillations in a “soft”
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regime in the “plateau” region and in a “rigid” regime
in the region of hysteresis loops.

The capacitor C, representing capacitance of the
quantum well with a charge localized in this well,
shunts the nonlinear resistor possessing a static (rather
than measurable) current–voltage characteristic iD(u) of
the resonance tunneling structure proper (without con-
tact resistance). Adding this capacitance, even negligi-
bly small, gives rise to high-frequency oscillations in
the internal circuit comprising elements L, C, and RD.
An analysis of the oscillations in a dynamic system
described by the ordinary differential equations is equiv-
alent to the analysis of limiting cycles of this system.

For the dynamic systems described by the equiva-
lent scheme presented in Fig. 1, criteria of the presence
and absence of the limiting cycles were developed
in [8–11]. Note that, for C ! C0, the oscillations iD(u)
arising in the circuit LC are shunted by capacitance C0
and the C0R0 chain is stabilizing the external voltage E
applied to this circuit. For simplicity, we will assume
that R0 = 0. Then, the number of limiting cycles in the
system is merely equal (in a certain approximation) to
the number of intersection points of the iD(u) curve at
u > E with the mirror-reflection curve relative to the
u = E line. The cycles are embedded into one another
and exhibit alternating stability (according to the mir-
ror-reflection criterion [11]).

A static current–voltage characteristic will be
selected in the form depicted in Fig. 2. This is a contin-
uous curve with a negative differential resistance region
indicated by dashed line. In order to determine a cur-
rent–voltage characteristic corresponding to the mea-
sured one, it is necessary to know the constant compo-
nent of current oscillations in the circuit. This constant
component strongly depends on the character of oscil-
lations, which may vary from harmonic oscillations to
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relaxation. Our task in this study is to show that the pla-
teau and hysteresis loops exist (rather than to determine
the exact positions of these features) and are related to
the high-frequency oscillations. For this reason, we will
assume that the oscillations exhibit a pronounced relax-
ation character with an average current of iav = (Ip +
Iv)/2, where Ip and Iv are the values of iD(u) at the max-
imum and minimum, respectively (Fig. 2).

Taking into account the above assumptions and
using the “mirror reflection” criterion for the system
with C ≠ 0, we obtain a current–voltage characteristic
(solid curve in Fig. 2) that correspond to the measured
one. Qualitative changes in the system behavior are
most conveniently followed by moving along the cur-
rent–voltage characteristic with point p, the abscissa
and ordinate of which represent the E and iE values,
respectively. This behavior is illustrated by insets in
Fig. 2 showing the phase portraits corresponding to
indicated regions of the current–voltage characteristic.

As the voltage E increases starting from zero, the
dynamic system exhibits only stable static states. When
the point p reaches the maximum (point a), the singular
point of the system converts from stable to unstable and
the system exhibits oscillations (the so-called “soft”
excitation). This corresponds to the point p jumping
from a to b. As the voltage E increases further, the
“soft” excitation regime is retained until point p reaches
position g. The segment bg (called the “plateau”) corre-
sponds to an unstable singular point O and a stable lim-
iting cycle S1 in the phase space (see the middle inset in
Fig. 2).

The subsequent voltage growth leads to the develop-
ment of an unstable limiting cycle S2 from the singular
point O, which corresponds to the system passing from
“soft” to “rigid” excitation regime. The “rigid” regime
is characterized by the existence of two stable states—
static (represented by the stable singular point O) and
dynamic (represented by the limiting cycle S1)—which
corresponds to the hysteresis loop gcde (see the right-
hand inset in Fig. 2). Since the system occurred (with
increasing E) in the oscillatory regime, the oscillations
will be retained in the “rigid” excitation regime until
point p would reach the position c. At this point, the
phase portrait of the system features merging of the sta-
ble limiting cycle S1 with unstable cycle S2. As a result,
the system passes to the stable static state O, which is
manifested by the point p sharply jumping from c to d.

Now, we will decrease the voltage E and the system
will occur in the above stable static state, while possess-
ing a stable dynamic state as well, until the moving
point p would reach position e. At this instant, the
unstable limiting cycle S2 merges with the singular
point O. This point turns into unstable singular point
and the system passes into the “soft” excitation regime
that lasts until point p moves to reach position b. As the
voltage E is decreased further, the system will occur in
the excited state despite possessing a stable static state.
In this case, the phase portrait exhibits the stable limit-
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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ing cycle S1 and the unstable cycle S2 (see the left-hand
inset in Fig. 2) and the system occurs in the “rigid”
excitation regime. Finally, point p reaches position f
where the system passes into a single static state O.

Thus, the dynamic processes in the system are man-
ifested by the appearance of two hysteresis loops
(related to the “rigid” excitation regime) and a “pla-
teau” (related to the “soft” excitation) in the measured
current–voltage characteristic. In order to reveal the
“rigid” regime by quantum-mechanical methods, it is
necessary to find a “soft” regime and then gradually
change the bias voltage so as to enter the “rigid” exci-
tation regime.
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Abstract—The effect of a small admixture of water vapor on the optical characteristics of an UV radiation
source using a He–air–H2O mixture as the working medium was studied. The gas mixture was excited in a
short-pulse transverse volume discharge operating at a charging voltage of Uch ≤ 10 kV. As the partial pressure
of helium was varied in the 10–45 kPa range at an air pressure of P(air) = 130 Pa and the water vapor pressure
within P(H2O) = 50–100 Pa, the main optical emission from plasma in the UV wavelength range was concen-
trated in a broad band peaked at λmax = 309.7 nm and was two times greater than the intensity of the base emis-
sion bands of the nitrogen molecule in this spectral range (λ = 337.1 and 315.9 nm, N2(C–B)). Adding water
vapor to the He–air mixture increases the spectral range of the UV source toward shortwave region, which is
related to a spontaneous decay of the products of dissociation of water molecules. © 2001 MAIK “Nauka/Inter-
periodica”.
One of the most simple types of a pulsed-periodic
source of spontaneous optical emission in the
300−400 nm wavelength range is represented by lamps
based on the 2+ system of the nitrogen molecule. These
lamps are capable of generating relatively intense UV
radiation pulses of a nanosecond and subnanosecond
duration [1]. The UV radiation sources of this type can
operate using both nitrogen and air as the working gas
medium. In the context of the recent development of
effective dc discharge lamps using inert gas mixtures
with water vapor (λ = 306.4 nm, OH*) [2], it was of
interest to study operation of these sources in a pulsed
mode and expand the working spectral range by using
the emission from nitrogen molecules. In order to elim-
inate the conditions under which nitrogen molecules
would prevail over water molecules, the plasma compo-
sition was controlled so as to maintain comparable par-
tial pressures of N2 and H2O molecules, P(N2, H2O) =
50–130 Pa, while the pressure of the buffer gas
(helium) would dominate: P(He) ≥ 10 P(N2, H2O).

Below, we present the results of an experimental
investigation of the effect of water vapor on the charac-
teristics of a pulsed-periodic UV radiation source
employing the 2+ system of levels of the nitrogen mol-
ecule.

A transverse volume discharge was UV-spark-initi-
ated in 18 × 2.2 × 1.0 cm volume, where 2.2 cm is the
interelectrode gap width. The discharge circuit
included the main storage capacitor with a capacitance
of 10 nF, and 9.4-nF pulse-shaping capacitors. The
charging voltage was controlled within 7–10 kV. The
discharge unit design and the scheme of a circuit mea-
suring the source characteristics were described in
1063-7850/01/2712- $21.00 © 21024
more detail elsewhere [3–5]. The partial pressure of air
and water vapor in the He–air–H2O mixture were 130
and 100 Pa, respectively. A discharge current pulse con-
sisted of three halfwaves with a duration of 30–50 ns
and a repetition rate of f = 1–5 Hz. The length of the
optical emission pulses did not exceed 50–70 ns.

The main intensity of emission from the transverse
volume discharge in the He–air–H2O mixture was con-
centrated in the region of 280–380 nm, including the
most intense N2(B–C) bands and the bands close to the
ON(A–X) system. In order to more reliably identify the
emission bands related to the presence of water vapor,
the emission spectra from the discharge plasma were
measured in the second diffraction order of a grating
monochromator (MDR-2) equipped with a
1200 line/mm diffraction grating.

Figure 1 shows a fragment of the emission spectrum
in the visible range measured at a resolution of 0.2 nm.
As can be seen, this region contains the spectral bands
peaked at 587.6 nm (HeI) and 656.3 nm (Hα). The UV
emission in the region of 306–316 nm represents a
superposition of bands related to a spontaneous decay of
the products of dissociation of water molecules (λmax =
307.1, 309.7, 313.8 nm) and the well-known band with
λmax = 315.9 nm N2(C–B)(0–1).

It should be noted that the bands related to the pres-
ence of water vapor in the working medium rather
poorly correspond to the known OH(A–X) transitions
[6, 7]. For example, the band at λmax = 307.1 nm is
observed instead of the OH(A–X)(0–0) transition man-
ifested at λmax = 306.4 nm. For this reason, the bands
observed in the region of 307–313 nm can be assigned
001 MAIK “Nauka/Interperiodica”
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to the emission from cluster molecules formed in the

discharge plasma from OH* radicals (of the O
dipole type), the emission from which can be expected
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Fig. 1. A fragment of the emission spectrum of a transverse
volume discharge in a He–air–H2O mixture.
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Fig. 2. Plots of the intensity of emission bands at (1) 309.7 nm,
(2) 315.9 nm N2(C–B)(0–1), and (3) 337.1 nm N2(C–B)(0–0)
versus partial pressure of helium P(He) in the plasma of a
transverse volume discharge (Uch = 10 kV) in a He–air–
H2O mixture.
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to shift toward longwave region relative to the
OH(A−X) band.

Figure 2 shows the results of optimization of the
total intensity of emission in the 307–313 nm interval
and the characteristic UV bands of the nitrogen mole-
cule depending on the partial pressure of helium for a
transverse volume discharge in the He–air–H2O mix-
ture. For Uch = 10 kV, the optimum partial pressure of
helium in the mixture is 10–40 kPa. The intensity of
emission bands in the 307–313 nm interval is approxi-
mately two times that of the bands due to N2(C–B) at
337.1 and 315.9 nm. For P(He) ≥ 40 kPa, the emission
intensity of the band at λ = 337.1 nm slightly increased,
while that of the band at 315.9 nm was almost indepen-
dent of P(He) in the 10–60 kPa range. When the partial
pressure of He was increased from 0 to 10 kPa, the
intensity of all emission bands increased by a factor of
2.0–2.5.

Thus, it was established that the spectrum of emis-
sion due to the N2(C–B) system of nitrogen for the
transverse volume discharge in the He–air–H2O work-
ing mixture is supplemented by a system of bands in the
307–313 nm interval, which is related to the presence of
water vapor. In order to provide for a maximum inten-
sity of emission within ∆λ = 307–313 nm, the partial
pressure of helium must fall within 10–40 kPa. For
P(He) = 60 kPa, the intensities of emission at 337.1,
315.9, and 307–313 nm are equal. Therefore, a working
medium based on the He–air–H2O mixture can be used
in pulsed-periodic UV radiation sources with dominat-
ing emission in the 307–313 nm wavelength interval.
Such UV sources can be employed for the purposes of
laser photometry, microelectronics, and high-energy
chemistry.
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Abstract—The temperature dependence of the internal friction during bending oscillations in an aluminum–
aluminum oxide fiber composite exhibits sharp unstable peaks of damped mechanical oscillations, apparently,
of a nonrelaxation nature. © 2001 MAIK “Nauka/Interperiodica”.
Solving a fundamental problem concerning the
mechanisms of relaxation phenomena in materials with
noncoherent interphase boundaries is important for
both the theory and practice of the internal friction
method, as well as for the investigation of real structures
of various heterophase composite materials, including
construction composites, metal–insulator–semiconduc-
tor heterostructures for electronics, etc. [1–4]. Accord-
ing to a generalized classification [5], a composite
material representing aluminum reinforced by continu-
ous aluminum oxide fibers is characterized by the so-
called “oxide binding” of components. We have studied
the binding of components in such composites by the
method of internal friction with a view to evaluating the
structural instability of these materials.

An aluminum–aluminum oxide fiber (Al–Al2O3)
composite obtained by the method of vacuum compres-
sion impregnation contained virtually no shrinkage
voids, hot cracks, or nonimpregnated regions between
fibers (Fig. 1). The bulk fraction of aluminum oxide
fibers in the composite was 45% at an average fiber
diameter of 14 µm. The internal friction in the compos-
ite samples was measured by the mechanical coupling
and the inverse torsion pendulum techniques [1, 2]. The
internal friction measurements were performed in the
amplitude-independent spectral range on heating the
samples from liquid nitrogen temperature. It was
assumed that the relative variation of the dynamic elas-
ticity (storage) modulus E/E0 was equal to a relative
change in the square intrinsic oscillation frequency of

the sample f 2/  (where f0 is the room-temperature
intrinsic oscillation frequency).

Figure 2 shows some results on the temperature
dependence of the internal friction and E/E0 values
determined by the mechanical coupling method for
bending oscillations. The internal friction peak at 120 K
was previously identified as due to the Bordoni effect in
the composite matrix deformed under the action of
thermal stresses. It was established that, irrespective of
the type of binding at the interphase boundaries (we

f 0
2

1063-7850/01/2712- $21.00 © 21026
studied Al–B, Al–C, Al–SiC, and Al–Al2O3 fiber-rein-
forced composites, as well as the Al composites with
SiC and CaCl filaments, this series including virtually
all types of binding according to Metcalf [5]), the Bor-
doni dislocation relaxation is an inherent low-tempera-
ture property of all composites based on aluminum
alloys [4, 6–9]. It was also found that thermal stresses
play a determining role in the formation and behavior
of the Bordoni thermal friction peak observed in the
Al–Al2O3 fiber composites studied.

In addition to the Bordoni peak, the temperature
dependence of the internal friction for bending oscilla-
tions in Al–Al2O3 fiber composites display sharp and
unstable peaks of damped mechanical oscillations,
apparently, of a nonrelaxation nature (Fig. 2). The tem-
perature positions and heights of these peaks signifi-
cantly depend on the thermal prehistory of a sample,
including the number of thermal cycles, while being
weakly affected by the amplitude of deformation oscil-
lations. This behavior is somewhat analogous to a non-
relaxation internal friction peak observed for the tor-
sion oscillations in Al–SiC filament composites [9]. On
the other hand, the two cases differ in the type of

Fig. 1. A typical image of the fracture surface of an
Al−Al2O3 fiber composite.
001 MAIK “Nauka/Interperiodica”
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dynamic loading and the oscillation frequency. Indeed,
the effect is not observed for the torsion oscillations in
Al–Al2O3 fiber composites, although the Bordoni effect
still takes place at 90 K.

An analysis of the aforementioned features experi-
mentally observed for the nonrelaxation internal fric-
tion peaks in Al–Al2O3 fiber composites, in combina-
tion with some other data, allowed us to suggest that the
latter peaks are related to microcracks formed at the
interphase boundaries and are damped by a mechanism
of the resonance loss type. This dynamic behavior of
the cracks in fiber-reinforced composite materials was
theoretically predicted by Awal et al. in [10], where it
was demonstrated that, depending on the crack geome-
try and mutual arrangement in a composite, the fre-
quency dependence (spectrum) of oscillations may
exhibit several resonances. Apparently, the interaction
of the elastic stress concentrator fields (reinforcing
phase) with the elastic fields of dislocation pileups in
the metal matrix at the crack vertex in the applied field
of alternating stresses leads to the elementary microc-
rack opening–closing events and the resonance dissipa-
tion of the oscillation energy.

The role of thermal stresses in the matrix consists in
providing conditions for the resonance behavior: these
stresses should be minimum and comparable in magni-
tude with the stresses excited in the composite material
in the course of internal friction measurements. This
role of thermal stresses is confirmed by a change in the
temperature positions of the nonresonance peaks
observed in the course of thermal cycling. The presence
of a distribution of microcracks with respect to size,
shape, and mobility leads to the appearance of several
resonance peaks.

It was of interest to estimate the size of microcracks
at the interphase boundaries in the Al–Al2O3 fiber com-
posites studied. Following Kelly [11] and using data on
the crack propagation resistance (Gc = 40 J/m2, Kc =
14 kgf/mm3/2 [11]) and the Al– Al2O3 interface strength
in the composite (σ = 9.1 kgf/mm2, E = 93GPa), we
obtain I = 0.15–0.8 mm.

As noted above, only fiber-reinforced composites
with the oxide type binding of components exhibit
sharp internal friction peaks. No inelastic effects of this
kind are observed in materials with the component
binding of other types (including mixed types such as
in Al–B fiber composites, where both oxide and reac-
tive binding take place). Therefore, the oxide binding of
components in fiber-reinforced composites can be
determined by the internal friction method. This will
provide important data on the mechanism of binding.
However, this approach requires certain additional data,
in particular, on the physical nature of peaks in the
internal friction spectra and the relationship between
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
peak parameters and adhesion characteristics. These
are the tasks for subsequent investigations.
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measured on heating from liquid nitrogen temperature in
three sequential thermal cycles.
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Abstract—The operation of a vircator system with an axial current-carrying filament was studied by computer
modeling. It is demonstrated that, by correctly selecting the value of current in the filament, the electron beam
dynamics can be controlled so as to excite the output feeder in an optimum regime, which provides for a four-
fold increase in the output power. © 2001 MAIK “Nauka/Interperiodica”.
Previously [1], we proposed to increase the effi-
ciency of a microwave generator with virtual cathode
(VC)—vircator—by using the azimuthal magnetic field
of an axial current-carrying filament (see also [2, 3]).
The proposal was based on the idea of ensuring the
cyclotron rotation of slow electrons in the VC at a fre-
quency equal to that of electron oscillations in the cath-
ode–VC potential well by adjusting the magnitude of
current in the filament. However, this vircator configu-
ration was neither experimentally implemented nor the-
oretically studied.

Below, we present the results of a two-dimensional
computer modeling of the operation of a vircator with
an axial current-carrying filament. For this purpose, we
used the well-known fully self-consistent relativistic
electromagnetic PIC code KARAT (version 80-007
win-rz) described in [4], employing the particle-in-cell
(PIC) variant of the large particle method.

The proposed vircator geometry is depicted in
Fig. 1. The vircator contains a hollow conducting coax-
ial cathode with the outer and inner diameters of 3 and
2 cm, respectively. The anode electrode represents a
combination of two cylinders with the diameters 6 cm
(in the diode and drift region) and 10 cm (radiation out-
put region). Arranged inside the latter anode part is a
cylindrical collector 6 cm in diameter. The anode and
collector form a coaxial feeder with a wave impedance
of ~30 Ω.

Spaced 1 cm from the cathode edge is an anode grid
fully transparent for electrons. The axial current-carry-
ing filament with a diameter of 2 mm passes through a
window at the grid center. The total length of the drift
region from anode grid to the collector front edge is
7 cm. In our study, the axial current-carrying filament
was modeled by setting a stationary external azimuth-
ally oriented magnetic field Bθ decaying at the current-
carrying filament surface according to the r–1 law.
1063-7850/01/2712- $21.00 © 21028
The anode and collector were grounded and a rect-
angular voltage pulse with an amplitude of –120 V and
a duration of 5 ns was applied to the cathode. The com-
puter program calculated evolution of the electromag-
netic field at the right-hand end of the output feeder.
Calculations performed for various values of the mag-
netic field strength Bθ showed that the microwave radi-
ation frequency is about 3 GHz and varies but weakly
with the Bθ value. The program also calculated evolu-
tion of the Poynting vector flux at the feeder end, by
which the pulse-average output radiation power was
determined.

Figure 2 shows a typical model oscillogram of the
output microwave radiation power. It was found that, in
contrast to the frequency, the pulse-average output radi-
ation power significantly depends on the azimuthal
magnetic field strength. Figure 3 presents a plot of the
output microwave radiation power versus magnetic
field strength. Positive Bθ values corresponds to the cur-
rent direction coinciding with that of the electron beam

I

e

Bθ

VC

U

1

2
3

4

Fig. 1. A schematic diagram of the model vircator: (1) cath-
ode; (2) current-carrying filament; (3) anode; (4) collector;
(VC) virtual cathode; (I) current source; (U) pulsed voltage
generator. Arrows indicate the directions of electron
motion.
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Fig. 2. A typical model oscillogram of the output micro-
wave radiation power (〈P〉  is the pulse-average output radi-
ation power).

15

10

5

0
–3 –2 –1 0 1 2 3

〈 P 〉 , MW

Bθ, kG

Fig. 3. A plot of the output microwave radiation power ver-
sus azimuthal magnetic field strength for the vircator with
an axial current-carrying filament (arrow indicates the 〈P〉
value for a usual vircator without such filament).
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propagation in the diode (favoring the beam pinching);
negative Bθ values correspond to the opposite current
direction and lead to defocusing of the electron beam.

An analysis of the data presented in Fig. 3 showed
that the role of the cyclotron resonance, even if this
takes place, is rather insignificant. A more important
factor is a particular site where the flying electrons are
absorbed. Indeed, for positive Bθ, the electrons are
absorbed on the collector and the output power is virtu-
ally independent on the magnetic field strength. For
Bθ < –2 kG, the electrons strike the anode cylinder of
smaller diameter and, hence, the output radiation power
is as small as in the previous case. However, should the
electrons strike the anode cylinder of large diameter (as
indicated by arrows in Fig. 1), the output feeder excita-
tion becomes more effective and the output power
exhibits growth—nearly fourfold at Bθ = –1.6 kG
(Fig. 3).

As is known, the electron beam current in a vircator
is modulated in amplitude, which implies that the coax-
ial feeder in the optimum regime is excited by a modu-
lated radial electron beam. Thus, by correctly selecting
the current in the axial filament, it is possible to provide
for an optimum beam dynamics in the vircator and
ensure the optimum output feeder excitation.
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Abstract—The results of experimental and theoretical investigations of the dynamic characteristics of a laser
rocket in the initial flight path segment are presented. The energy to a laser jet propulsor was delivered with the
beam of a CO- or CO2-pulsed laser with a pulse energy ranging from 0.1 to 3.0 kJ at a repetition frequency of
100 Hz. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, the interest of researchers in the prob-
lem of accelerating bodies in the atmosphere and space
with the aid of lasers has been permanently increasing,
especially after our first communications [1, 2] demon-
strating that prospects for the creation of laser rockets
have firm ground. This was confirmed by the SPIE
Symposium on lasers held in 2000 in Santa Fe, where
about ten reports were devoted to this subject (see,
e.g., [3–6]).

Below, we report on the results of experimental and
theoretical investigations of the dynamic characteristics
of laser rockets (LRs) with a mass of 0.1–5.0 kg driven
by laser beams with an average power from 10 to
300 kW.

Figure 1 shows a prototype laser rocket without jet
nozzle and two types of a laser jet propulsor (LJP).
Placed in a jet nozzle, the LJP generates a reactive
recoil impulse when a plasma is initiated on the propul-
sor surface as a result of the optical discharge in the
laser-ablated material or at the focal points of a para-
bolic matrix. In our experiments, the plasma was gen-
erated by a pulsed radiation of CO or CO2 laser acting
upon various gases and materials, ranging from air to a
high-efficiency material known as “slavit” [8]. The
laser rockets were launched either vertically or at an
angle of 30° to the horizon with a forced trajectory sta-
bilization.

In addition, a special theoretical model was devel-
oped for calculating the laser rocket trajectory in the
initial flight path segment. The model system of equa-
tions, derived using the laws of mass, momentum, and
energy conservation, relates the laser radiation parame-
ters to the plasma characteristics and provides for the
use of experimental data in the calculations:

(1)

(2)

(3)

∆V  = I t( )τS/M t( ) 1 R+( )/c v pη 1 R–( )+[ ]  m/s[ ] ,

f min Mg/CmW  s 1–[ ] ,=

Vmax tCm fW /M m/s[ ] .=
1063-7850/01/2712- $21.00 © 21030
Here, Eq. (1) describes an increment of the laser
rocket velocity due to a single laser pulse with the
energy W = IτS (I is the laser beam intensity, τ is the
laser pulse duration, and S is the ablator surface area).
The first term in this equation determines the light pres-
sure momentum and the second term describes the
reactive recoil impulse corresponding to the plasma jet
velocity v p in the nozzle with an energy equivalent η of
the laser-ablated mass. For the substances used in the
experiment, this parameter was experimentally deter-
mined for a laser beam energy density ranging from 2
to 20 J/cm2.

Figure 2 shows typical experimental data on the
parameter η and the plasma jet velocity v p studied as
functions of the specific delivered laser energy for an
LJP using a poly(methyl methacrylate) ablator (fuel).

The second equation in the model system allows a
minimum laser pulse repetition rate [7] to be deter-
mined that is necessary for overcoming the earth grav-
ity for an LJP with a mass M for a given specific reac-

Fig. 1. Prototype laser rocket and laser jet propulsors.
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Fig. 2. Experimental data on the mass energy equivalent η
and the plasma jet velocity vp studied as functions of the
specific delivered laser energy for an LJP using a
poly(methyl methacrylate) ablator.
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Fig. 3. Plots of the dynamic characteristics of a laser rocket
versus laser beam power for various projectile masses in the
vertical launch: (a) projectile velocity increment per laser
pulse; (b) minimum laser pulse repetition rate sufficient to
overcome the earth gravity; (c) maximum laser rocket
velocity attained within 1 and 5 s for a laser pulse repetition
rate of 10 and 100 Hz, respectively. Dots and crosses refer
to the experimental data for the air plasma and slavit-3 abla-
tor, respectively; solid curves show the results of model cal-
culations by Eqs. (1)–(3).
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tive recoil impulse Cm that was either calculated or
experimentally measured [8].

Using the third model equation, it is possible to cal-
culate the maximum velocity of a flying vehicle
attained within the time t for various values of the aver-
age laser beam power (without an allowance for the
atmospheric drag).

Figure 3 presents a comparison between theoretical
results and experimental data for the air plasma and
slavit-3 ablators. Figures at the curves indicate the mass
of accelerated projectiles in kilograms. As can be seen
from these data, the maximum reactive thrust force for
single pulses (observed in the experiments using
slavit-3 as the laser-ablated fuel) amounted to 4.8 ×
105 (dyn s), and the maximum acceleration achieved
for the vertical launching was 5.0 × 103 m/s2 (~500g).
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Abstract—The design and microwave characteristics of an integral ferroelectric Ba0.3Sr0.7TiO3 thin-film
microwave phase shifter operating in the millimeter wavelength range (f ~ 60 GHz) are reported. In this fre-
quency range, the device introduces a loss of S21 = –10 dB and allows a continuous phase shift in the interval
from zero to 220 deg with a small phase error (not exceeding ±5 deg). © 2001 MAIK “Nauka/Interperiodica”.
Previous investigations [1, 2] showed good pros-
pects for the use of thin ferroelectric films in tunable
microwave devices. These materials offer a number of
advantages over semiconductor and ferrite based
microwave elements. In particular, it was found that the
nonlinear properties of thin ferroelectric films can be
successfully employed in phase shifters for the micro-
wave range, operating at frequencies up to 30 GHz [1, 2].
In addition, it was established that ferroelectric films
ensure a high operation speed in response to unipolar
voltage pulses; moreover, these materials can operate at
elevated microwave power levels without significant
degradation in dielectric properties [3, 4]. An important
additional factor is the relatively low cost of manufac-
turing ferroelectric thin-film components for micro-
wave devices.

Unfortunately, virtually no information is available on
the properties of thin ferroelectric films at 30–60 GHz,
and almost no data on the related device characteristics
in this frequency range were reported. Johnson et al. [5]
investigated the dispersion of permittivity ε of bulk
Ba0.27Sr0.73TiO3 at frequencies above 50 GHz; the
reported behavior showed evidence of a decrease in
tunability and increase in insertion losses, which must
negatively influence the characteristics of tunable
microwave devices.

The purpose of our study was to create a microwave
phase shifter capable of operating at a frequency of
60 GHz based on a thin ferroelectric (Ba,Sr)TiO3 film
and to estimate the effect of ε dispersion on the device
characteristics.

Ferroelectric Ba0.3Sr0.7TiO3 film technology and
microwave phase shifter topology. Thin ferroelectric
films were prepared in a Leybold Z-400 setup by ion-
plasma RF magnetron on-axis sputtering of a
Ba0.3Sr0.7TiO3 ceramic target with a diameter of 76 mm.
This target composition was established to be optimum
from the standpoint of obtaining sputtered films with
1063-7850/01/2712- $21.00 © 21032
best characteristics for microwave applications [6]. The
films were deposited onto alumina (Al2O3 ceramics)
substrates in a pure oxygen atmosphere at a pressure of
~10 Pa and a substrate temperature of 905°C. After
deposition, the films were allowed to cool in pure oxy-
gen at a rate of 2–3 K/min. Then, the Ba0.3Sr0.7TiO3 film
surface was covered with a layer of copper deposited by
thermal evaporation in vacuum. The microwave phase
shifter topology was formed by chemical etching.

The phase shifter topology is depicted in Fig. 1
together with a detailed structure of the resonance LC
circuit unit and an equivalent scheme of the ferroelec-
tric microwave phase shifter. The phase shifter is based
on a 125-µm-thick alumina substrate bearing an
~0.7-µm-thick Ba0.3Sr0.7TiO3 film and an ~1-µm-thick
copper metallization layer. The microstrip line with a
characteristic impedance of z0 = 50 Ω is loaded with a
periodic structure of 20 parallel LC circuits. Each LC
circuit comprises inductance L connected in parallel
with capacitance C, the inductance representing a rect-
angular open circuit shunt microstrip stub with a length
exceeding λ/4 and the capacitance being determined by
a gap between the microstrip line and the radial λ/4
stub. The radial λ/4 stub ensures shortening of the
capacitive gap in response to the microwave signal. A
dc control voltage is applied to the capacitive gap
between the microstrip line and the radial λ/4 stubs
linked by narrow (30 µm) microstrip lines to a contact
pad to which a dc voltage source is connected.

Microwave characteristics of the ferroelectric
phase shifter. The experimental characteristics of the
ferroelectric thin-film microwave phase shifter
described above are presented in Fig. 2. The measure-
ments were performed with the aid of waveguide-strip
junctions possessing the following loss characteristics
in the 55.5–65.5 GHz frequency interval: S21 = –3 dB
and S11 = –(7–10) dB. These junction parameters, taken
into account in studying the phase shifter characteris-
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tics, were the main factors determining uncertainty of
the measurements.

The ferroelectric thin-film phase shifter was charac-
terized by a microwave signal damping of S21 ~ –10 dB
near f ~ 60 GHz with a weak variation of the transmis-
sion coefficient (±0.5 dB) on applying a dc voltage of
up to 320 V to the capacitive ferroelectric gaps. The
microwave signal phase shift in response to this control
dc voltage was ∆ϕ = 220 deg at a phase uncertainty not
exceeding ±5 deg in the 59–63 GHz frequency interval
for all values of the control voltage. The reflection coef-
ficient (S11) of the phase shifter in the 59.7–62 GHz
band was not worse than –5.5 dB and remained virtu-
ally unchanged upon application of the control voltage.
Thus, the phase shifter was characterized by a figure of
merit of F(60 GHz) = ∆ϕ/S21 = 22 deg/dB.

Besides the experimental plots, Fig. 2 shows the cal-
culated functions S21(f) and ∆ϕ(f) (curves 4 and 5,

R

C

L

λ /4
(c)

L L

C C

R R

(b)

(a)
2.

5

13.36

1

2

3

4
5

6

7

Fig. 1. Schematic diagrams showing (a) general topology,
(b) detailed LC circuit structure, and (c) equivalent scheme
of a ferroelectric Ba0.3Sr0.7TiO3 thin-film microwave phase
shifter based on a microstrip line: (1) contact pad for the dc
control voltage application; (2) rectangular microstrip stub
determining inductance L; (3) barium strontium titanate
film; (4) capacitive gap determining capacitance C;
(5) radial microstrip λ/4 stub; (6) Al2O3 substrate; (7) cop-
per metallization layer (figures indicate dimensions in mil-
limeters).
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respectively). The calculations were performed using
equivalent schemes of the microstrip elements. The
capacitive gaps were modeled by serially connected
capacitance C and resistance R with an allowance for
the dielectric losses ( ) in the ferroelectric film.
The microwave properties of the ferroelectric films
were described by extrapolating the virtually linear dis-
persion law for  (previously determined for the
films in the 1–30 GHZ frequency range [7]) up to a
60 GHz region. The value of dielectric losses used in
the model was (U = 0) = 0.12. The calculation was
performed assuming the absence of frequency disper-
sion of the permittivity and using the controllability
factor K = 1.7 characteristic of the films studied at
lower frequencies [6].

As can be seen from Fig. 2, the calculated curves are
in a good agreement with the experimental data.
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Fig. 2. Experimental characteristics of a ferroelectric micro-
wave phase shifter (dashed curves): (a) transmission coeffi-
cient versus frequency measured at a control voltage of U =
0 (1), 200 (2), and 320 V (3); (b) phase shift variation mea-
sured at a control voltage indicated at the curves. Solid
curves show the results of the phase shifter simulations for

 = 0.12 and C = 0.0375 (4) and 0.022 pF (5).δtan
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Because of the uncertainty of results obtained in recal-
culating the phase shifter parameters to the properties
of ferroelectric films, the question as to whether the dis-
persion of ε is manifested in the Ba0.3Sr0.7TiO3 films
studied remains open. However, we may conclude that
this effect, even if present, does not hinder the possibil-
ity of creating a sufficiently effective devices based on
the ferroelectric films operative at frequencies up to
60 GHz.

Conclusion. We have considered the design and
microwave characteristics of an integral ferroelectric
phase shifter capable of controlling the phase of a sig-
nal in the millimeter wavelength range. To our knowl-
edge, this is the first demonstration of the possibility of
using ferroelectric microwave phase shifters and the
ferroelectric thin-film technology in this frequency
band. The proposed phase shifter showed a figure of
merit of 22 deg/dB at a maximum phase shift of ∆ϕ =
220 deg at frequencies near 60 GHz.
TEC
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Abstract—The results of investigations of the physical and chemical properties of calcium hydroxyapatite
Ca10(PO4)6(OH)2 were summarized with a view to the synthesis and processing of this compound. Based on
these data, the effects of steric factors, crystal structure defects, and composition on the phase transitions
accompanying the thermal treatment of this substance are analyzed. © 2001 MAIK “Nauka/Interperiodica”.
Investigation of the properties of calcium hydroxy-
apatite Ca10(PO4)6(OH)2 (CHA), a compound close in
composition to the inorganic components of teeth and
bone tissues in animals and humans [1], is important
from the standpoint of both basic knowledge and prac-
tical applications. An important practical task is to
develop an effective approach to the synthesis and ther-
mal processing of CHA, which would provide for the
obtaining of implants with controlled properties. Tak-
ing into account lability of the crystal structure of inor-
ganic compounds in the region of phase transitions, it is
interesting to study the phase transitions in CHA as a
factor of influence upon the physicochemical properties
of this compound. Data on the temperatures corre-
sponding to the phase transitions facilitate development
of the synthesis of CHA-based materials with con-
trolled properties and optimization of the correspond-
ing implant technology.

This paper summarizes the results of investigations
of the phase transitions in CHA performed by a number
of methods employing thermostimulated exoelectron
emission (TSEE) [2], thermostimulated depolarization
currents (TSDC) [3–5], measurements of the thermal
[6], X-ray diffraction [7], dielectric [8], and optical [9]
properties, and chemical and thermal analysis [7]. The
analysis will be aimed at establishing relationships
important for the synthesis and characterization of the
CHA-based implants.

The results of CHA characterization by the afore-
mentioned methods (Fig. 1) must be interpreted taking
into account the composition and steric factors deter-
mining the general character and special features of the
crystal structure. The crystal structure of CHA is char-
acterized by the presence of Ca channels and the OH–

dipole groups oriented perpendicularly to the Ca trian-
gles (Fig. 2a) [1]. The structural transition from mono-
clinic (P21/b) to hexagonal (P63/m) phase in the region
of T3 = 200°C (Fig. 1) is related [1, 2, 5] to reorientation
of the OH– dipole groups in the channels of Ca2+ ions.
In the presence of structural defects or foreign phases,
1063-7850/01/2712- $21.00 © 21035
the reorientation process is hindered and leads (as sug-
gested in [5]) to an increase in T3.

Close values of the temperature T5 of anomalies
observed by TSEE (390°C) [2] and TSDC (356°C) [5]
correspond to a structural transition related to establish-
ing the opposite polarization directions in the adjacent
Ca channels of CHA (Fig. 2b) [1]. The difference
between T5 = 390°C determined by TSEE and the value
(356°C) provided by TSDC [5] is probably explained

P21/b P63/m

120 150 200 290 390

(a)

0 T1 T2 T3 T4 T5 500 1000

211.5 356 620
(b)

T6 1000

(c)

(d)60 150 200 300

0 500

10005000

1000
T, °C

5000

~200

Fig. 1. A summary of special temperatures for CHA accord-
ing to the data of various methods: (a) TSEE [2]; (b) TSDC
[3–5]; (c) thermal properties [6] and X-ray diffraction [7];
(d) dielectric characteristics [8]. 
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by a difference in composition and defectness of the
samples studied and by possible experimental errors.

It must be noted that a TSEE peak observed in the
region of T4 = 290°C (i.e., between the structural tran-
sitions in CHA at T3 and T5) falls out of the system of
special points common for the structural transitions in
apatites of the general formula Me10(XO4)6Y2 (Me =

Ca2+, Sr2+; X = P , ; Y = OH–, Cl–) including
CHA [2–6]. Taking into account the obvious defectness
of CHA, this fact can be explained as follows.

The TSEE peak at 290°C can be attributed to an
intermediate structural transition related to the presence
of defects hindering the complete orientation of the
OH– groups in the whole Ca channel. Within the frame-
work of this hypothesis, it is naturally suggested that
the transition at T3 = 200°C corresponds to a partial
dipole orientation in the channels, whereby the process
terminates on the structural defects (Fig. 2c). Overcom-
ing the potential barrier related to the presence of

O4
3– As4

3–
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c
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H
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Fig. 2. CHA structure: (a) the orientation of OH– groups in
Ca channels (1) before and (2) after the structural transition
from monoclinic to hexagonal CHA phase at T3 = 200°C;

(b) mutual orientation of the OH– groups in adjacent Ca
channels in the hexagonal CHA phase; (c) the effect of
structural defects upon the orientation of OH– groups in Ca
channels before (T3) and after (T4) a transition to homoge-
neous orientation and the sequence of dipole group dis-
placement (“d” indicates defects).

T, °C
TE
defects in the CHA crystal structure, the dipoles can be
completely oriented in the same direction only at a
higher temperature (about T4 ~ 290°C). In addition to
rotation of the OH– groups by 180° relative to the initial
orientation, the centers of OH– groups are displaced
from the Ca triangle plane in a jumplike manner at T4.
The character of this transition indicates that the T4 value
depends both on the degree of CHA defectness and on
the other experimental conditions (e.g., on the heating
rate affecting the character of defect distribution).

It should be noted that the TSEE peak at T4 can be
determined not only by the positional ordering of struc-
tural units in CHA. Another possible factor is the exci-
tation of emission as a result of the surface recombina-
tion of active species (ions, radicals) in an adsorption
layer formed on the defective CHA surface [10–12]. A
final judgment on this problem requires additional
investigations (e.g., of the behavior of the TSEE peaks
in the CHA samples subjected to thermal treatment in
vacuum).

Outside the temperature interval studied by TSEE
[2], there is only one special temperature point T6,
which was observed in the TSDC measurements in apa-
tites [3–5]. For apatites with the compositions
Ca10(PO4)6(OH)2, Sr10(PO4)6(OH)2, Ca10(PO4)6Cl2,
and Sr10(AsO4)6CO3, the corresponding values of T6
(Fig. 1) are 620, 725, 644, and 573°C, respectively.
Based on the aforementioned relationship between the
structural transitions on CHA and thermostimulated
processes (TSEE, TSTD), we may suggest that a high-
temperature transition in common for all the above apa-
tites may exist at a temperature above T5 (in terms of
Fig. 1). This transition may be accompanied by the loss
of the ordered arrangement of the OH– groups in the Ca
channels and by violation of the mutual orientation of
polarization in the adjacent channels at temperatures
above T6. An analogous situation takes place, for exam-
ple, in some hydrogen-containing ferroelectrics exhib-
iting transitions of the order–disorder type [13, 14].

Features of the chemical composition of CHA
account for the possibility of topochemical reactions
proceeding in the course of the thermal processing.
These reactions lead to changes in the object composi-
tion [8]. For example, heating stoichiometric CHA
above 500°C is accompanied by the formation of a
defective phase Ca9(HPO4)(PO4)5(OH) in the matrix,
by decomposition of both defective and stoichiometric
compounds according to the reactions [15, 16]

and by the formation of oxoapatite Ca10(PO4)6O and
vacancies (h) via the reaction [15]

.

Ca9 HPO4( ) PO4( )5 OH( ) 3Ca3 PO4( )2 H2O,+=

Ca10 PO4( )6 OH( )2 3Ca3 PO4( )2 CaO H2O+ +=

Ca10 PO4( )6 OH( )2 Ca10 PO4( )6Oh H2O+=
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The appearance of such defects suggests [17, 18]
that the anomalies in TSEE and dielectric characteris-
tics observed in the regions of T1 (120°C), T2 (150°C),
and at 60°C can be related to the adsorption of water,
oxygen, OH– and O– radicals on the defective CHA
structure. Another possibility is that the structurized
water and that formed as a result of CHA decomposi-
tion may participate in the emission and orientation
processes in the alternating electric field. An evidence
for this possibility is the shift of anomalies in the
dielectric characteristics of CHA toward higher temper-
atures with increasing frequency of the probing field [8].

The above comparative analysis of the phase transi-
tions and the corresponding physical effects in biocom-
patible CHA is of interest for technological applica-
tions, primarily for selecting the optimum regimes of
CHA treatment during synthesis and processing.
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Abstract—A new contactless modulation spectroscopy method for the investigation of semiconductor struc-
tures was experimentally realized. The technique employs the microwave-field-induced heating of free charge
carriers in the semiconductor. Acting upon the exciton and acceptor states in a homogeneous GaAs film, the
field-heated carriers modify the permittivity spectrum of the semiconductor near the fundamental absorption
edge. This change is manifested in the effect of the microwave modulated field on the light reflection from a
GaAs samples placed in the field. © 2001 MAIK “Nauka/Interperiodica”.
The methods employing modulated light reflection [1]
offer an effective tool for the investigation and diagnos-
tics of semiconductor materials and heterostructures.
Among a number of these techniques, the most widely
used is the so-called photoreflectance method [2, 3].
According to this, a semiconductor structure is simulta-
neously illuminated with a probing light beam of con-
stant intensity, possessing the light quantum energy
close to that of the characteristic energy features of the
sample, and with an intensity-modulated pumping
beam possessing a quantum energy sufficient to excite
electrons from the valence band to the conduction band.
The nonequilibrium charge carriers generated by the
pumping light are redistributed by the built-in electric
fields. The charge carrier redistribution at the frequency
of modulation of the pumping light leads to modulation
of the built-in fields at the same frequency by the
induced internal photo-emf.

In semiconductors, the permittivity and the reflec-
tion coefficient near the fundamental absorption edge
depend on the built-in electric field. Thus, modulation
of the pumping light intensity induces modulation of
the probing light reflection ∆R. Near the characteristic
energy features in the spectrum of the sample studied,
the photoreflectance spectrum (∆R/R) exhibits an oscil-
latory character. This spectrum may contain informa-
tion about both free and bound (exciton and impurity)
electron states. Using the photoreflectance method, it is
possible to study features of the semiconductor energy
band structure, measure the built-in electric fields, and
(in nanodimensional systems) determine the character-
istic quantum confinement energies.

Despite obvious advantages of the photoreflectance
measurements (this technique is contactless and
requires virtually no special sample preparation), there
are certain drawbacks hindering application of this
method [3]. The main disadvantage is the presence of a
1063-7850/01/2712- $21.00 © 21038
photoluminescence signal (falling within the same
spectral range as the photoreflectance response) related
to recombination of the pumping-generated nonequi-
librium carriers. In the case of measurements on low-
dimensional structures, especially at low temperatures,
the photoluminescence signal intensity can be several
orders of magnitude greater than that of the photore-
flectance response. The problem of effective separation
of these signals is still incompletely solved.

Previously [4], a method of RF modulated reflec-
tance (RMR) was proposed and realized, which is free
of this disadvantage. According to the RMR technique,
the light reflection is modulated by a microwave field of
variable amplitude. In contrast to the pumping light
employed in the photoreflectance method, the energy of
the RF quanta is insufficient for the production of new
nonequilibrium carriers; hence, photoluminescence
does not arise. The RF field interacts with the built-in
electric fields in a sample and modifies these fields.

It was also suggested [4] that the light reflection
coefficient can be modulated using a microwave field
which, acting upon a semiconductor, is capable of
effectively changing the distribution of free charge car-
riers. This modification may lead to an increase in the
electron and lattice temperatures and a change in the
built-in electric fields, the rate of impact ionization, and
the degree of screening of both exciton and impurity
states. The modulated optical reflection measurements
allow these effects to be studied on a spectroscopic
level. However, some experimental difficulties hin-
dered realization of this possibility until now.

Below, we report on the first experimental realiza-
tion of the method of microwave modulated reflectance
(MMR). The measurements were performed on a
doped GaAs film with a thickness of ~3 × 10–6 m grown
by gas phase epitaxy on a 500-µm-thick semi-insulat-
ing GaAs substrate. All experiments were performed at
001 MAIK “Nauka/Interperiodica”
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T = 77 K. At this temperature, the free carrier concen-
tration in the sample film was n ~ 1021 m–3 and the car-
rier mobility was µ ~ 1 m2 s/V.

The GaAs sample was mounted on a quartz rod,
placed into a microwave (3-cm) cavity, and adjusted at
the maximum electric field strength (Fig. 1). The elec-

Z

F1

GaAs

X

Y

F2

F3

Fig. 1. Schematic diagram showing a GaAs sample
mounted on a quartz rod and optical fibers F1–F3 in a
microwave cavity used for the MMR measurements (X, Y, Z
are spatial coordinate axes).
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tric component of the microwave field in the cavity was
~5 × 103 V/m. The sample plane was parallel to the
electric field vector. The microwave field intensity in
the cavity was modulated at a frequency of f = 330 Hz.
The probing light beam from an incandescent lamp was
passed through a monochromator and transmitted to the
sample via an optical fiber F1. The probing light inten-
sity on the sample surface was ~10 W/m2. The reflected
light was collected and transmitted via optical fiber F2.
The MMR signal was measured at the frequency f by a
lock-in technique. The optical fibers were introduced
into the cavity via a slit in the narrow side wall. This
geometry reduces to minimum the possible microwave
field distortions in the cavity.

For the comparison, we have also measured the pho-
toreflectance spectra. The pumping He–Ne laser radia-
tion (quantum energy, Ep = 1.96 eV) with the intensity
modulated at the same frequency (330 Hz) was trans-
mitted to the sample via optical fiber F3. The pumping
light intensity on the sample surface was 103 W/m2.
The guides F1–F3 represented multimode optical fibers
with a diameter of 300 µm.

The photoreflectance spectrum of the GaAs sample
studied (Fig. 2) exhibits a classical shape. The spectrum
was described in terms of a model developed in [5]. For
the probing quantum energies exceeding the bandgap
of GaAs (Eg = 1.511 eV), the Franz–Keldysh oscilla-
tions in the photoreflectance spectrum are related to the
pumping-induced modulation of the built-in electric
field in a depleted subsurface region of the sample film.
2
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Fig. 2. Experimental (solid curves) and theoretical (open circles) GaAs reflectance spectra measured by (A) microwave modulated
reflectance and (B) photoreflectance methods. For the convenient comparison, the spectra are reduced to the same sale and shifted
in the ordinate by +1 and –1 relative to zero, respectively.
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Estimated from the model spectrum, the strength of this
field amounted to ~3 × 105 V/m.

The microwave-field-induced heating of charge car-
riers in semiconductors violates a thermodynamic equi-
librium between the diffusion and drift currents. This
leads to the appearance of a built-in thermo-emf due to
the hot electrons [6]. This phenomenon is most pro-
nounced in heterostructures [7]. The charge carrier
heating can also be achieved by passing electric current
through contacts on the semiconductor. This way of
heating is employed in the method of current-modu-
lated reflectance measurements [8]. In contrast to this,
the MMR technique is free of contacts. The absence of
the Franz–Keldysh oscillations in the MMR spectrum
(Fig. 2) shows that the longitudinal microwave field
does not modify the transverse built-in electric field in
the depleted region of the sample. This fact is indicative
of a small level of the microwave-induced thermo-emf
of hot electrons, which is quite natural for a thin-film
sample.

The photoreflectance spectra of GaAs may reveal
the acceptor states [9, 10], but we failed to observe the
corresponding signals by this method. However, the
MMR spectrum displayed a feature (Ea = 1.483 eV) in
the energy region corresponding to electron transitions
from the acceptor levels to the conduction band. The
mechanisms responsible for modulation of the acceptor
states in the photoreflectance and MMR techniques can
be different. The n-GaAs sample film studied repre-
sented a compensated semiconductor, in which all
acceptors are negatively charged in the absence of
external perturbations. The conduction band electrons
heated by the microwave field modify the fluctuation
potential created by the charged impurities. This leads
to a change in the probability of electron excitation
from the acceptor levels to the conduction band by the
probing light, that is, to a change in the absorption and
reflection coefficients.

The exciton states (Eex = 1.507 eV) sensitive to var-
ious external factors [11] are manifested in both photo-
reflectance and MMR spectra. In the MMR method,
excitons can be modulated by a change in the rate of
impact excitation by the microwave-heated conduction
electrons. In the photoreflectance spectrum, the exci-
ton-related feature overlaps with a peak due to the
Franz–Keldysh effect in the depleted film region. The
TE
MMR spectrum displays the exciton response in a bet-
ter resolved form.

The GaAs film was selected as an object for this
investigation taking into account relative simplicity of
interpretation of the experimental data. However, the
possibilities of MMR measurements are by no means
restricted to homogeneous semiconductor films. For
example, we obtained the MMR spectra from hetero-
structures used in the high-electron-mobility transis-
tors. The results of these investigations will published
upon quantitative analysis.

Acknowledgments. The authors are grateful to
A.V. Frantsesson (Fryazino Branch, Institute of Radio
Engineering and Electronics) for fruitful discussions of
the experimental part and to V.P. Gapontsev (IRE–
Polus Group) for his help in all stages of this work.

This study was supported by the Russian Founda-
tion for Basic Research, project no. 00-02-16655.

REFERENCES
1. M. Cardona, Modulation Spectroscopy (Academic, New

York, 1969; Mir, Moscow, 1972), Series Solid State
Physics, Supplement 11.

2. R. E. Nahory and J. L. Shay, Phys. Rev. Lett. 21 (23),
1569 (1968).

3. O. J. Glembocki and B. V. Shanabrook, Semicond. Semi-
met. 36, 221 (1992).

4. O. A. Ryabushkin and V. A. Sablikov, Pis’ma Zh. Éksp.
Teor. Fiz. 67 (3), 217 (1998) [JETP Lett. 67, 233 (1998)].

5. J. P. Estrera, W. M. Duncan, and R. Glosser, Phys. Rev. B
49 (11), 7281 (1994).

6. V. I. Denis and Yu. K. Pozhela, Hot Electrons (Mintis,
Vilnius, 1971).

7. Z. S. Gribnikov, K. Hess, and G. A. Kosinovsky, J. Appl.
Phys. 77 (4), 1337 (1995).

8. O. A. Ryabushkin and E. I. Lonskaya, in Proceedings of
10th International Conference on Modulated Semicon-
ductor Structures, Linz, 2001.

9. A. N. Pikhtin, V.-M. Airaksinen, H. Lipsanen, et al.,
J. Appl. Phys. 65 (6), 2556 (1989).

10. A. N. Pikhtin and M. T. Todorov, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 28 (6), 1068 (1994) [Semiconduc-
tors 28, 616 (1994)].

11. C. Tanguy, J. Appl. Phys. 80 (8), 4626 (1996).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001



  

Technical Physics Letters, Vol. 27, No. 12, 2001, pp. 1041–1043. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 24, 2001, pp. 35–39.
Original Russian Text Copyright © 2001 by Trigub, Plotnov, Kiselev.
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Abstract—A thin subsurface layer of a PMMA based resist film was studied in an atomic force microscope
(AFM). An analysis of the AFM image allowed a modified subsurface layer thickness to be estimated, in which
the polymer density is greater than that in the bulk of the film. © 2001 MAIK “Nauka/Interperiodica”.
According to the Gibbs theory, a thin layer of a liq-
uid phase at the liquid–gas interface is characterized by
an excess of the free energy [1, 2]. During the formation
of a thin polymer film from a melt or solution, the
excess free energy must result in the formation of a thin
modified subsurface layer [3, 4]. Indeed, a resultant of
the forces acting upon a molecule on the polymeric liq-
uid surface is directed toward the bulk, thus creating a
surface molecular pressure. In the course of a thermal
treatment of the polymer film, this pressure drives the
molecules to approach one another to a distance suffi-
cient for the formation of intermolecular bonds [5]. The
process of polymerization under the of molecular pres-
sure takes place only in a thin subsurface layer with a
thickness from a few tenths of a nanometer to several
dozens of nanometers, depending on the polymer com-
position. In the bulk of the liquid phase, a time-average
resultant of the molecular interaction forces is zero due
to the symmetry of the overall force field.

The presence of such a modified subsurface layer in
a polymer-based resist film gives rise to a barrier effect
hindering the solvent outdiffusion from the film in the
course of a thermal treatment [4]. The presence of a
modified subsurface layer in a polymer film was indi-
rectly confirmed in [5], where it was shown that the
time required for the complete removal of solvent from
a polymer resist film depends on the method of material
drying. In the case of a rapid heating under the condi-
tions of drying by IR radiation, the subsurface layer is
significantly thinner as compared to that upon drying in
a thermal box. As a result, a maximum rate of the sol-
vent evaporation from the resist layer is achieved mark-
edly faster under the IR drying conditions than in the
thermal box.

Other evidence for the existence of a thin modified
subsurface layer was obtained in our recent experi-
ments reported in [6]. We observed a periodic variation
in the thickness of a poly(methyl methacrylate)–meth-
acrylic acid (PMMA–MAA) copolymer film heated at
1063-7850/01/2712- $21.00 © 21041
a constant temperature. Such a periodic change in the
copolymer film thickness as a result of the thermal treat-
ment can take place only in the presence of a modified
subsurface layer [7]. However, experimental determi-
nations of the thickness of this layer in polymer films
were not performed previously because this value is
very small.

We have studied a thin subsurface layer in the films
of a positive photoresist formed on a KDB-4 silicon
wafer surface by centrifugal method using a polymer
solution (4.5% solution of PMMA with M = 638400 in
diglyme modified with organohydride disilane) [8].
The electron resist solution viscosity was 46.7 cSt and
the substrate was rotated during deposition in the cen-
trifuge at a rate of 850 rpm. After the centrifugal depo-
sition, the resist film was dried in air for 30 min at
170°C in a thermal box. After this treatment, the resist
layer thickness was about 1.0 µm (see the figure).

A thin subsurface layer in the resist film was studied
in an atomic force microscope (AFM) of the Topome-
trix TMX-2100 type. The investigation was performed
in air by the method of friction force measurement in
the contact mode. According to this method, the sample
surface is scanned with a point microprobe and the fric-
tion force acting upon the probe is measured. The force
can be expressed as

(1)

where N is the normal response force acting upon the
probe from the sample upon and µ is the local friction
coefficient.

In an AFM image, the regions characterized by a
higher friction coefficient appear as bright, while the
regions with lower µ values show a dark contrast. It
must be emphasized that the local friction coefficients
in Eq. (1) can significantly differ from the well-known
values of the dry friction coefficients given in hand-

F µN ,=
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An AFM image of the cross section fracture surface: (1) silicon substrate; (2) PMMA based resist layer; (3) thin modified subsurface
polymer layer; (4) FP-383 resist layer.
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books for various materials. This is explained by a fun-
damental difference between mechanisms involved in
the dry friction between macroscopic solid bodies and
in the interaction between AFM microprobe and the
sample surface. In the former case, a significant role in
friction belongs to the entanglements between micro-
scopic roughnesses on the two surfaces in contact. In
the latter case, the size of a contact region between the
AFM probe and the sample surface is as small as
0.1−1 nm, depending on the probe load, which is much
smaller that the usual surface roughness size. The local
friction coefficient is directly proportional to the sam-
ple material density. As a result, bright areas in the
AFM image (see the figure) correspond to the sample
regions of higher density.

In the samples studied, a modified subsurface layer
was found in the AFM images of a cross section frac-
ture surface of a silicon substrate coated with a polymer
resist layer. The samples were prepared by fracturing at
liquid nitrogen temperature as described in [9]. The low
temperature prevents the resist edge from plastic defor-
mation during fracture. However, the study of the sam-
ple cross section edges in the AFM is hindered by
jumps of the force field at the solid–gas interface [10].
In order to eliminate this effect, the base PMMA film
was covered with a film of the FP-383 photoresist
deposited by centrifuging onto a substrate rotating at
550 rpm. The layer of FP-383 (representing a mixed
TE
solution of the light-sensitive compound naphthoquino-
nediazide and a novolac resin in dioxane [11]) was
dried in a thermal box for 20 min at 70°C, which
resulted in the formation of a 7.2-µm-thick polymer
film. A typical AFM image of the cross section of a sil-
icon substrate with a double resist layer is presented in
the figure. As can be seen, the thickness of a modified
subsurface layer clearly observed in the PMMA resist
fracture surface varies along the resist surface, ranging
from 14.1 to 70.5 nm.

Conclusions. (1) A resist film deposited by centri-
fuging from a PMMA solution in diglyme, followed by
drying in a thermal box at 170°C, contains a modified
subsurface polymer layer.

(2) The density of this thin modified subsurface
polymer layer is greater than that of the bulk polymer
(as indicated by bright contrast in the AFM image).

(3) The thickness of the modified subsurface layer
formed in the PMMA-based resist film exhibits a scat-
ter from 14.1 to 70.5 nm.
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Abstract—The possibility of the longitudinal hypersonic wave reflection from a photoinduced Bragg’s grating
in a photorefractive medium such as LiNbO3:Fe is experimentally demonstrated. The results can be of interest
for the development of optically controlled acoustic wave delay lines. © 2001 MAIK “Nauka/Interperiodica”.
In one of the first papers reporting on a photoin-
duced variation of the velocity of transverse acoustic
waves in lithium niobate [1], it was pointed out that a
change in the refractive index at the laser beam spot on
the target is accompanied by a change in the velocity of
shear waves. This phenomenon suggests the possibility
of a resonance reflection of acoustic waves from a pho-
toinduced periodic structure. Below, we report on the
results of investigation of the photoinduced gratings
obtained in LiNbO3:Fe crystals in the visible spectral
range and of Bragg’s reflection of the optical and acous-
tic waves on these gratings.

The experiments were performed with lithium nio-
bate single crystals with an iron impurity concentration
of 0.02%. A sample shaped as a 52-mm-long rectangu-
lar bar with a 3 × 5.5-mm cross section was oriented
with the long edge parallel to the principal optical axis
C of the acoustic waveguide. A thin-film zinc-oxide-
based electroacoustic piezotransducer mounted on
one edge perpendicular to the C axis was excited in a
400−900 MHz frequency range by a flat spiral elec-
trode. The efficiency of a single longitudinal wave con-
version was ≈6 dB. The optical radiation entered the
crystal through a long side edge (3 × 52 mm) parallel to
the optical axis.

Figure 1 shows a schematic diagram of the experi-
mental setup used for the measurement of Bragg’s
reflection of the optical and acoustic waves from a grat-
ing photoinduced in the piezoelectric photorefractive
medium. A laser beam passed through an optical sys-
tem comprising a beam splitter, optical gates (2, 3), and
cylindrical lenses (6, 7) convert into two orthogonally
polarized crossed flat rays (1, 1'). The rays converge in
the focal planes of identical cylindrical lenses, coinciding
with the principal plane of a lithium niobate crystal (8)
mounted on a goniometer table. The orthogonally
polarized rays making an angle of 2θ form a photoin-
duced grating in the crystal. The recorded gratings
1063-7850/01/2712- $21.00 © 21044
could be erased with the aid of a diverging beam formed
by a reflector (9) irradiated with a UV (380 nm)
laser (10).

The radioelectronic measuring circuit represented a
superheterodyne microwave receiver comprising two
fast-response photodetectors (11, 12), directional
microwave mixing coupler (16), intermediate fre-
quency amplifier (17), microwave heterodyne (18), and
oscillograph (19). The hypersonic wave was excited in
the crystal with the aid of a microwave generator (13)
operating in the 400–1200 MHz range. The transmitted
and reflected microwave signals were commutated by
coaxial switches (14, 15).

The microwave-modulated photoresponse was mea-
sured in a photomixer by a laser-heterodyne technique
when two collinear optical beams with the frequencies

1
Laser

λ  = 632.8(1150) nm1'

UV Laser
λ = 380 nm

1

2

6

3
7

9

10

1314
12

15

11

16

18

17
19

1
4

1'

1'
5

Fig. 1. A schematic diagram of the experimental setup used
for the measurement of Bragg’s reflection of the optical and
acoustic waves from a grating photoinduced in the piezo-
electric photorefractive medium. See the text for explana-
tions.
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ω and ω ± Ω struck the detector. Here, ω is the fre-
quency of a ray 1 diffracted on the photoinduced grat-
ing at the closed gate 3 (or ray 1' diffracted at the close
gate 2) and ω ± Ω is the frequency of rays 1' and 1,
respectively, diffracted on the acoustic waves in the
crystal. The sensitivity of the microwave receiver for
the laser-heterodyne operation was ~120 dB.

The photoinduced grating recording at a wavelength
of 0.63 µm was performed using two crossed flat
1.5-mW beams. The optical system allowed the grating
size to be changed from 1 to 18 mm, whereby the inci-
dence angle θ varied within 2.17°–2.3° and the grating
period, within 7.8–8.3 µm. The grating was recorded
and monitored at two wavelengths (0.63 and 1.15 µm)
by means of Bragg’s diffraction using one of the two
crossed extraordinary rays (1 or 1') on the photoinduced
grating. The recorded gratings were fixed using a
method described elsewhere [2]. 

As is known, the efficiency Id/I0 of Bragg’s scattering
on a periodic structure is determined by the formula [3]

(1)

where Λ = V/f is the grating period, ∆n is a change in
the refractive index, L1 is the interaction (or the grating)
length, V is the acoustic wave velocity, and f is the
hypersonic wave frequency.

At the same time, a change in the refractive index of
the extraordinary ray for the internal field Es directed
along C or Z axis in the electrooptical medium can be
determined as [4]

(2)

Combining expressions (1) and (2), it is easy to
determine the induced internal field Es in the
LiNbO3:Fe [001] crystal:

(3)

where ne is the refractive index for the extraordinary
ray, r33 is the electrooptical coefficient of lithium nio-
bate for the electric field oriented along Z axis. The val-
ues of the diffraction efficiency parameter and the inter-
action length are determined experimentally.

The photoinduced grating size (width) in the direc-
tion perpendicular to the optical axis varied from 2 to
18 mm. Using the value of diffraction efficiency (80%)
experimentally measured at a wavelength of 0.63 µm,
we can readily determine a change in the refractive
index ∆ne from relationship (1). For the parameters
indicated above, the amplitude of perturbation of the
refractive index of the extraordinary beam amounts to
∆ne = 1.1 × 10–4, in good agreement with the published
data (see, e.g., [4, 5]). The internal induced electric field
strength determined by formula (3) for the same param-
eters is Es ≈ 7.4 × 106 V/m.

Let us consider the acoustic part of this experiment.
During the photoinduced grating recording, the peri-

Id/I0 π∆nL1/Λ( ),sin
2

=

∆ne 0.5ne3r33Esz.–=

Es 2Λ/πL1ne
3r33( ) Id/I0( )1/2,arcsin=
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odic induced electric field Es produces a change in the
acoustic wave velocity as a result of the nonlinear
piezoelectric effect. For a constant electric field Es and
a mechanically constrained crystal, the effective elastic

modulus  can be written as [6]

As can be readily shown, ∆V(E)/V(0) =
∆C*(E)/2C(0). For C3333 = 2.279 × 1011 N/m2 and
e3333 = –17.3 C/m2, the relative change in the hypersonic
wave velocity amounts to ∆V(E)/V(0) ≈ 2.81 × 10–4.

By analogy with relationship (1), the acoustic wave
reflection coefficient Rac can determined as

where Lz is the grating length along Z axis and Λ is the
acoustic wavelength.

The longitudinal acoustic wave excited by the thin-
film transducer propagates along the grating. The con-
dition of Bragg’s reflection for the acoustic wave dif-
fracting on the grating is fulfilled provided that the
acoustic wavelength is equal to a doubled grating
period. The acoustic wave reflection coefficient mea-
sured at a frequency of 420 MHz for a grating length of
2.6 mm was as small as 0.01, in agreement with the cal-
culated value.

Figure 2 shows a plot of the experimental acoustic
wave reflection coefficient versus grating length. The
grating period was equal to the length of the acoustic
wave excited at 840 MHz. The dashed curve in Fig. 2

Cijkl*

Cijkl* Cijkl emijklEm.–=

Rac Ir/I0 π ∆V E( )/V 0( )( )Lz/Λ( ),sin
2

= =

1.00

0.10

0.01

0.001
0 5 10 15 20

Rac

L, mm

Fig. 2. Experimental (black dots with error bars) and calcu-
lated (dashed curve) plots of the acoustic wave reflection
coefficient Rac versus photoinduced grating length L. The
grating period was equal to the length of the acoustic wave
excited at 840 MHz.
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presents the results of calculations using the impedance
method [7].

The photoinduced grating, as a periodic reflecting
structure or a distributed acoustic feedback element,
can be formed at any distance from the acoustic trans-
ducer. Taking into account the possibilities of well
developed rapid grating record and erase technology,
we may suggest that the phenomenon of optically con-
trolled acoustic wave reflection in photorefractive
media can find wide application in data processing sys-
tems, for example, as microwave signal delay lines with
an optically controlled delay time.
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Abstract—Atmospheric degradation of the structure and superconducting properties of the isotropic and tex-
tured YBa2Cu3O7 – δ (δ = 0.07) ceramics as a result of prolonged storage in air under normal conditions was
studied on the samples possibly irradiated with 18-MeV protons to a maximum fluence of 6 × 1014 p/cm2. It is
demonstrated that the proton irradiation to a certain dose increases stability of the structure and superconduct-
ing properties of the ceramics with respect to atmospheric degradation; an additional inhibition of the degrada-
tion is achieved in textured ceramics. © 2001 MAIK “Nauka/Interperiodica”.
As is known, the structure of superconducting
yttrium–barium oxide ceramics of the YBa2Cu3O7 – δ
(YBCO) type is unstable on exposure to atmospheric
air, especially under conditions of increased humidity
and CO2 content [1–5]. This disadvantage significantly
impairs the prospects for wide practical applications of
the YBCO ceramics [6]. In connection with this prob-
lem, there were attempts at protecting the yttrium
ceramics from atmospheric degradation by doping the
material with noble metals [7], two-side coating with
thin organic films or epoxy compounds [4], or modify-
ing the structure by irradiation [8, 9]. Below, we report
on the results of investigation of the stability of struc-
tural parameters and superconducting properties of
YBCO ceramics in the course of prolonged storage.
The comparative test was performed on the initial (unir-
radiated) and proton-irradiated samples of isotropic and
textured ceramics. 

The samples of isotropic ceramics were prepared by
the conventional solid-state synthesis in air, while the
textured samples were obtained by recrystallization [10].
Among the series of as-sintered ceramic pellets with a
diameter of 12 mm and a thickness of 0.6 mm (both iso-
tropic and textured), we selected the YBa2Cu3O6.93

samples characterized by the same oxygen content (δ ≈
0.07) and lattice parameters (a ≈ 3.824 Å, b ≈ 3.885 Å,
c ≈ 11.676 Å). The densities of isotropic and textured
samples were 4.9 and 5.2 g/cm3, respectively. The
degree of texturing was determined as Ft = (Pt – Pi)/(1 –
Pi) = 0.64, where Pt and Pi are the intensity ratios of the
sum of (OOL) reflections to the total sum of structural
lines (HKL) for the textured and isotropic ceramics,
respectively [10]. A fraction of the samples were irradi-
ated by protons with an energy of 18 MeV to various
doses (up to 6 × 1014 p/cm2). The proton irradiation was
1063-7850/01/2712- $21.00 © 21047
effected in air at room temperature on the U-150 parti-
cle accelerator.

The structural characteristics of YBCO pellets (lat-
tice parameters a, b, c; the ratio of line intensities
I012/I102 in the (012) and (102) doublet; and the bulk
oxygen content (7 – δ)) were determined from the
X-ray diffraction patterns measured on a DRON-UM1
diffractometer using CuKα radiation with λ = 1.542 Å.
The physical characteristics (resistivity ρ, critical tem-
perature Tc , and superconducting transition width ∆T)
were measured by the conventional dc four-point-probe
technique using a probing current of 1 mA. The sam-
ples were stored for three months in air at 300 K and a
relative humidity of ~50% with periodic (every decade)
measurements of the structural and electrical character-
istics. The results of determination of the structural
parameters and superconducting properties of isotropic
and textured YBCO samples tested before and after the
proton irradiation are summarized in the table. 

A comparative analysis of the X-ray diffraction pat-
terns of unirradiated and irradiated samples revealed
changes neither in the shapes, intensities, and angular
positions of the main diffraction peaks such as (013),
(103), (110), (006), (020), (200), (116), (123), (213),
nor in the interdoublet spacings at 2θ = (46–48)° and
(58–60)° (where θ is the scattering angle) characteristic
of the orthorhombic superconducting YBCO phase. As
can be seen from data in the table, the lattice parame-
ters (a, b, c), the oxygen content (7 – δ), and the degree
of texturing Ft are virtually unaffected by the proton
irradiation; nor did these characteristic change upon
prolonged storage in air under the conditions indicated
above. 

Among the structural characteristics, only the ratio
of line intensities I012/I102 varied with increasing proton
001 MAIK “Nauka/Interperiodica”
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Variation of the structural parameters, superconducting properties, and resistivity of superconducting YBCO ceramics upon
prolonged room-temperature storage in air

Sample Fluence,
p/cm2 a, Å b, Å c, Å 7–δ, 

a.u.
Ft, 
a.u.

 After sintering After 3-month storage

Tc, K ∆T, 
K

ρ,
mΩ cm

I012/I102
a.u. Tc, K ∆T, 

K
ρ,

mΩ cm
I012/I102

a.u.

Isotropic 0 3.824 3.884 11.676 6.930 – 91 1.8 3.1 0.660 87.1 2.7 7.9 0.690

2 × 1014 3.824 3.885 11.676 6.929 – 90.8 2.0 6.2 0.681 89.7 2.4 6.9 0.686

4 × 1014 3.825 3.885 11.676 6.927 – 90.4 2.5 11.1 0.708 89.1 2.9 12.4 0.725

Textured 0 3.826 3.891 11.677 6.929 0.64 91.5 1.7 2.1 0.654 90.3 2.0 3.3 0.669

2 × 1014 3.826 3.891 11.677 6.929 0.64 91.4 1.8 2.4 0.655 90.9 1.9 2.5 0.661

4 × 1014 3.826 3.891 11.677 6.928 0.64 91.2 1.9 3.0 0.662 90.8 2.0 3.1 0.668
fluence and storage time. This is explained by the fact
that the (012)–(102) doublet is extremely sensitive to
the oxygen content in the intergranular and subsurface
layers of the material [10–12]. It must me noted that the
change in I012/I102 was well correlated with variations in
the resistivity of samples. The most pronounced incre-
ment in the resistivity at 300 K was observed in the
samples of non-irradiated ceramics, where ρ increased
by 155 and 60% in the isotropic and textured ceramics,
respectively; simultaneously, the I012/I102 ratio
increased by 4.5% in the isotropic ceramics and by
2.5% in the textured samples, while the superconduct-
ing transition temperature decreased by 3.9 and 1.2 K,
respectively.

In the ceramics irradiated to a fluence of 4 ×
1014 p/cm2, the increase in resistivity and I012/I102 ratio
upon a 3-month storage reached 11.7 and 2.7%, respec-
tively, for the isotropic samples versus 3.3 and 1% for
the textured samples. A decrease in the superconduct-
ing transition temperature in the isotropic and textures
ceramics did not exceed 1.3 and 0.4 K, respectively.
The samples irradiated with protons to a dose of 6 ×
1014 p/cm2 exhibited a significant increase in the
I012/I102 ratio (up to 0.796), a sharp drop in the super-
conducting transition temperature (to 85 K), and con-
siderable increase in the crystal lattice parameters.

The observed difference in the stability of initial and
proton-irradiated YBCO samples (both isotropic and
textured) can be explained within the framework of a
model of granulated oxide superconductor structure.
According to this, a ceramic superconductor is consid-
ered as a system of grains connected by intergranular
contacts representing Josephson’s junctions [13]. The
states of oxygen atoms occurring in the intergranular
and subsurface layers (featuring unsaturated valence
bonds) are more active as compared to those of atoms
in the regular grain structure (inside the grains) [9–12].
Since the superconducting oxide compounds belong to
the well-known class of materials with a perovskite
structure, which are capable of reversibly absorbing
TEC
and releasing oxygen even under the normal condi-
tions [6, 14], we may expect that changes in the phase
state of a ceramic sample take place predominantly in
the intergranular and subsurface layers and are related
to the active behavior of oxygen [10–12].

An increase in the I012/I102 ratio in the irradiated
samples is evidence of the formation of a tetragonal
phase layer in the intergranular and subsurface regions
as a result of the ortho–tetra phase transition, which is
caused by the radiation-stimulated desorption of oxy-
gen from the CuOx planes [8–12]. In the course of the
proton irradiation, the radiation-stimulated desorption
of oxygen from ceramics dominates over the thermal
sorption of oxygen from the environment [9–11]. As a
result, each superconducting grain becomes coated
with a thin layer of the tetragonal phase. At the same
time, the granules retain the initial superconducting
structure inside because neither lattice parameters nor
the bulk oxygen content (7 – δ) is changed by the irra-
diation. Since the tetragonal modification is more stable
under normal conditions than the orthorhombic phase
[1–3, 6], this layer effectively protects the sample from
further degradation in the course of prolonged storage
in air. Indeed, an increase in the I012/I102 ratio in the
samples irradiated to a fluence of 4 × 1014 p/cm2 and
then stored for three months was as small as 2.7 and 1%
for the isotropic and textured ceramics, respectively.

A significantly greater stability with respect to deg-
radation observed for the textured ceramics as com-
pared to the isotropic samples is explained by a smaller
volume fraction of the subsurface and intergranular lay-
ers in the former case, which is related to a more
ordered and dense arrangement of grains in the textured
samples [10, 11]. Storage of the unirradiated ceramics
is accompanied both by the formation of a passivating
tetragonal phase in the intergranular and subsurface
layers of samples and by the appearance of an impurity
(1–4%) of the BaCO3 type as a result of decomposition
of the 1–2–3 YBCO phase [1–3, 5, 6]. Therefore, a
dominating process in the unirradiated YBCO samples
HNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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stored in air is the oxygen and water vapor sorption
from outside [1–5] rather than the oxygen desorption
from the intergranular and subsurface regions as a
result of thermodiffusion. The absorbed water vapor
leads to a partial decomposition of the superconduct-
ing orthorhombic phase [5, 6], which predominantly
also takes place in the intergranular regions and on the
surface.

Thus, the proton irradiation to a certain dose
increases stability of the structure and superconducting
properties of the YBCO ceramics with respect to atmo-
spheric degradation during prolonged storage under
normal conditions. The protective effect is due to the
formation of a thin surface passivating layer of a tetrag-
onal phase. An additional inhibition of the degradation
is achieved in textured ceramics.
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Abstract—The experimental results demonstrating the possibility to increase and control the pulse duration
in molecular lasers by means of quasistationary energy pumping into the active laser media are presented. It
is shown that the pulse duration in the XeCl, N2, and CO2 lasers can be controlled by matching parameters
of the energy source and the gas-discharge plasma in the active laser media pumped in a quasistationary
regime. © 2001 MAIK “Nauka/Interperiodica”.
The problem of increasing the efficiency of high-
pressure gas-discharge molecular lasers by controlling
the laser pulse duration is of current importance in
many applications. As is known, the regime of excita-
tion of molecules in the working medium determines
the specific energy (both deposited and released) and,
hence, the laser pulse duration, for example, in XeCl
lasers [1–7]. However, increasing the specific deposited
energy leads to the development of discharge instabili-
ties related mostly to overheating of the active medium
(in a fast pump regime) and instabilities in the gas
medium and/or on the electrode surface (in a quasista-
tionary pump regime).

Investigations of the XeCl lasers pumped in a qua-
sistationary regime showed that the laser pulse duration
depends both on the discharge gap electrode material
(metal, plasma, or combined metal and plasma) [8] and
on the time of UV preionization stabilizing the active
medium [5–7]. It is believed that one of the main rea-
sons for the discharge instability development is the
difficulty of impedance matching between the energy
source and a discharge plasma in the active laser
medium. A promising method of stabilizing the self-
maintained discharge consists in using a quasistation-
ary pump regime with a self-matching UV radiation
source (corona, spark, or plasma discharge) operating
over the entire discharge period.

Below, we present the experimental results on the
possibility to increase and control the pulse duration in
molecular lasers by means of quasistationary energy
pumping into the active laser media stabilized by UV
radiation. The experiments were performed with a two-
stage pumping scheme employing self-maintained
spark-discharge UV preionization similar to that
described in [4]. The discharge parameters and energy
characteristics were studied for XeCl, N2, and CO2

active laser media.
1063-7850/01/2712- $21.00 © 21050
Figure 1 shows oscillograms of the voltage across
the discharge plasma in a XeCl lasers with different
parameters of the power supply circuit. A special fea-
ture of the quasistationary energy pump regime is the
presence of two stages in the discharge: fast (I) and qua-
sistationary (II). Since the UV preionization scheme is
included into the power supply storage circuit, the
preionization duration is determined by the storage
capacitance C1 (at a constant capacitance of the power
supply pulse sharpening circuit, C2 = 10 nF). In case 1
(C2 = C1 = 10 nF), the fast stage I lasted for 10 ns and
was followed by the discharge contraction correspond-
ing to a negative voltage across the plasma. In case 2
(C2 = 10 nF, C1 = 60 nF), the fast stage (I) increased to
20 ns with a smooth transition to the quasistationary
stage II. The total bulk discharge duration exceeded
100 ns.

The discharge contraction was observed only at the
end of the quasistationary discharge stage. Therefore,

60
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U, kV
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Fig. 1. Oscillograms of the voltage across the discharge
plasma in (He)Xe–HCl 10:1 (3 Torr) mixtures at a pressure
of 3 atm and a charging voltage of 30 kV in a laser pumped
by two-stage schemes employing self-maintained spark-
discharge UV preionization: (1) C1 = C2 = 10 nF; (2) C1 =
60 nF, C2 = 10 nF. Regions I and II correspond to the fast
and quasistationary discharge stages, respectively.
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the transition from fast to quasistationary stage may
proceed without discharge contraction. For a short UV
preionization, the bulk and electrode instabilities cover
the working period. The UV preionization operating
over the entire discharge period stabilizes the discharge
and does not allow the bulk and electrode instabilities
to develop, so that the discharge exhibits a smooth tran-
sition from fast to the quasistationary stage. According
to Fig. 1, the fast stage duration may exhibit an even
twofold increase.

An analogous situation was previously observed for
quasistationary pumping with the plasma-discharge
UV preionization [8]. Figure 2 shows oscillograms of
the voltage across the discharge gap in the form of two
plasma electrodes (curve 1) or a combination of metal
and plasma electrode (curve 2) in a He–Xe–HCl mix-
ture. The plasma electrode ensuring the UV preioniza-
tion over the entire discharge period limited the dis-
charge contraction, although anode spots were still
observed on the metal electrode surface. A criterion of
the discharge contraction being absent in the fast dis-
charge stage I can be a decrease to zero in the voltage
drop across the plasma, followed by a transition to the
quasistationary stage II. The presence of two plasma
electrodes increased the UV preionization intensity
and, accordingly, reduced the plasma gap breakdown
voltage and almost doubled the fast discharge stage
duration. In this case, no bulk and electrode instabilities
were developed in the discharge gap. Analogous inves-
tigations of the duration of fast and quasistationary
stages of discharge were performed for the active media
of N2 and CO2 lasers.

Using stabilization of the self-maintained discharge
by the UV preionization (corona, spark, or plasma dis-
charge), we succeeded in increasing the XeCl laser
pulse duration from 5 to 400 ns [2, 5, 6]. The quasista-
tionary pump regime, ensuring controlled redistribu-
tion of the energy fed to the active medium in the fast
and quasistationary discharge stages, allowed the shape
of the laser radiation pulses to be controlled [5]. In a
CO2 laser pumped in a quasistationary regime, the
pulse duration can be smoothly varied from 0.15 to
2.5 µs and the peak radiation power to be increased up
to 10 MW/pulse by extending the fast discharge stage
[9]. In an N2 laser, the pulse duration can be increased
from 5 to 20 ns [9–11].

As is known, the N2 lasers (337 nm) on self-con-
fined transitions operate only in the fast pump regime
with a pulse duration on the order of 5 ns. An increase
in the pulse duration can be provided by extending the
fast discharge stage followed by the transition to a qua-
sistationary stage without discharge contraction (i.e.,
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
by using the quasistationary stage as an element of self-
matching between impedances of the energy source and
the discharge plasma). Therefore, elimination of the
early discharge contraction provides for a severalfold
increase in the N2 laser pulse duration.

Thus, the method of matching and controlling the
parameters of energy source and gas-discharge plasma
in molecular lasers, based on the quasistationary pump-
ing of the active laser media stabilized by the UV radi-
ation, allows the pulse duration to be increased in a con-
trolled manner.
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Fig. 2. Oscillograms of the voltage across the discharge
plasma in (He)Xe–HCl 20:1 (1.5 Torr) mixtures at a pres-
sure of 2 atm and a charging voltage of 30 kV in a laser
pumped by two-stage schemes employing self-maintained
plasma-discharge UV preionization with (1) plasma elec-
trodes and (2) metal and plasma electrodes for C1 = 30 nF
and C2 = 5 nF. Regions I and II correspond to the fast and
quasistationary discharge stages, respectively. 
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Abstract—The structure of (p)3C-SiC–(n)6H-SiC epitaxial structures obtained by sublimation epitaxy in vac-
uum on 6H-SiC substrates was studied by methods of X-ray topography, X-ray diffraction, and transmission
electron microscopy. The results showed high structure perfection in the epitaxial layers of both SiC polytypes
with a sharp interface between the 3C-SiC and 6H-SiC layers. © 2001 MAIK “Nauka/Interperiodica”.
Silicon carbide (SiC) is promising material for high-
power and microwave electronic devices operated
under high-temperature conditions. Owing to a large
number of existing crystalline SiC modifications (poly-
types), characterized by the same composition but sig-
nificantly differing physical (in particular, electrical)
properties, silicon carbide offers a unique possibility of
creating various heterostructures based on the same
material [1, 2].

Previously, it was demonstrated that adding certain
impurities into the growth zone during the SiC layer
synthesis allows the epitaxial layers to be obtained
belonging to a structural polytype different from that of
the substrate [3–5]. It was found that a factor signifi-
cantly influencing the heteropolytype epitaxy is the
Si/C ratio in the growth zone. An increase in the relative
content of Si increases the probability that a cubic sili-
con carbide modification (3C-SiC) would grow on a
6H-SiC substrate.

In recent years, considerable progress has been
achieved in the sublimation epitaxy technology [6] that
allowed high-quality epitaxial heterostructures of the
(n)3C-SiC–(n)6H-SiC type to be obtained with good
characteristics of the (n)3C-SiC films [7]. The purpose
of this study was to estimate the structure perfection in
epitaxial SiC layers with different conductivity types
and for the (p)3C-SiC–(n)6H-SiC heterojunctions.

We have studied the p–n heterostructures grown by
sublimation epitaxy in vacuum [6]. The conductivity
type of the epitaxial layers and the concentrations of
uncompensated donors (acceptors) were determined by
measuring the capacitance–voltage (C–V) characteris-
tics. The structure of the epitaxial layers was evaluated
by the X-ray topographs measured in the X-ray back-
scattering mode using the CuKα1 radiation. These mea-
surements employed the asymmetric (113) reflections
of a cubic SiC modification, which were shown to
reveal a twinned structure of the 3C-SiC layers [8].
1063-7850/01/2712- $21.00 © 21052
In the first growth stage, the n-type silicon carbide
layer with an uncompensated donor concentration of
2 × 1017 cm–3 was grown on the (0001)Si face of Laly’s
6H-SiC substrate under the conditions of excess silicon
content in the growth zone. An analysis of the X-ray
topographs of these deposits (Fig. 1) showed that the
epitaxial layer grown on most of the substrate area
(central region I) belongs to the 3C-SiC modification,
while the remaining part of the epitaxial layer

1 mm

I

II

I

Fig. 1. X-ray topograph of an 6H-SiC substrate with an
n-SiC epitaxial layer showing the regions of polytypes
3C-SiC (I) and 6H-SiC (II). The pattern was obtained using
CuKα1 radiation in the Bragg geometry for (311)3C ref-
lection.
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Fig. 2. X-ray topograph of a sample obtained upon growing a p-SiC epitaxial layer (a) for the same crystal orientation as that in
Fig. 1 and (b) after rotating the crystal by 180° about the normal to the surface. The measurements were performed using CuKα1
radiation in the Bragg geometry for (311)3C reflection.
(region II) is the 6H-SiC polytype. It was also estab-
lished that region I of the epitaxial layer (3C-SiC) rep-
resents a couple of twins with a total area of ~25 mm2,
which accounts for approximately half of the total epi-
taxial growth area. In the topograph of Fig 1, the twins
appear as the areas of bright and dark contrast, which is
explained by the diffraction conditions selected so as to
reveal the twins with a 60° relative misorientation for a
(111) habit of the 3C-SiC layer. The epitaxial p–n het-
erostructure was formed by growing a p-type SiC layer
in the second stage, which was achieved by doping the
growth zone with aluminum to an uncompensated
acceptor concentration of 2 × 1018 cm–3.

An analysis of the topographs measured on the sam-
ples with an upper p-SiC layer showed that this layer
was formed in the p–n epitaxial structure both on the
n-type 3C-SiC layer in region I and on the n-type
6H-SiC layer in region II (Fig. 2a). The p-SiC layer
image observed in region I showed a well-pronounced
band structure oriented in the 〈110〉  direction. In the
pattern observed upon a 180° rotation, this structure
was clearly manifested only in one of the twins
(Fig. 2b). As for the p-SiC layer formed over region II,
this area exhibited alternating areas with dark and
bright contrast that was evidence of a small-twin struc-
ture of the epitaxial layer.

Thus, the results of the X-ray diffraction and C–V
measurements showed that epitaxial growth on the 6H-
SiC substrate led to the formation of a (p)3C-SiC–
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
(n)3C-SiC homopolytype p-n structure in region I and
a (p)3C-SiC–(n)6H-SiC heteropolytype p-n structure in
region II.

For evaluating the integral structure perfection in the
epitaxial layers grown over regions I and II, we have
studied the widths (determined as the full width as half
maximum, FWHM) of the X-ray diffraction reflection
curves measured with a two-crystal diffractometer
using the CuKα1 radiation. The FWHM values for a
5-µm-thick n-SiC epitaxial layer were 17.9″ (seconds
of arc) for reflection (111) corresponding to the 3C-SiC
polytype (region I) and 19.1″ for reflection (0006) cor-
responding to the 6H-SiC polytype (region II). The
insignificant increase in the FWHM values for the epi-
taxial layers as compared to the halfwidths (~12″)
determined for individual crystals of the 6H and 3C
polytypes can be explained by the substrate bending
caused by the initial growth of a twinned epitaxial layer.
After the p-SiC layer growth, the FWHM values in
region I were 34″ and 26″ for the reflections (111) and
(0006) corresponding to the 3C and 6H polytypes,
respectively, the corresponding values in region II with
a heteropolytype structure being 13.2″ and 12″. These
data are indicative of a high structure perfection in the
epitaxial layers studied.

In order to estimate the local structure perfection in
the epitaxial films and to reveal the heteropolytype
boundary, we examined the cross section of a (p)3C-
SiC–(n)6H-SiC epitaxial heterostructure by transmis-
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Fig. 3. TEM image of the cross section of an (p)3C-SiC–(n)6H-SiC epitaxial heterostructure: (B) boundary between 3C and 6H
polytypes; (SF) stacking faults; g(-1-1-3) is the diffraction vector. The insets show the electron microdiffraction pattern correspond-
ing to the regions indicated by arrows.
sion electron microscopy (TEM). A sample was
thinned by sputtering with an argon ion beam (U =
5 kV, I = 2 µA). Figure 3 shows a TEM image of the
cross section of this heterostructure. An analysis of the
corresponding electron microdiffraction patterns con-
firmed that an epitaxial layer of the 3C-SiC polytype
was formed above the initially grown epitaxial layer of
the 6H-SiC polytype. The TEM image shows a sharp
boundary between polytypes, which serves as a site of
nucleation of the stacking faults (SF in Fig. 3) propa-
gating into the epitaxial layers.

Thus, the results of our investigation demonstrate
the possibility of obtaining a heteropolytype epitaxial
structure (p)3C-SiC–(n)6H-SiC by sublimation deposi-
tion in vacuum. The electrical characteristics of these
heterostructures, including the p–n junction parameters
will be reported in the following publication.
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Abstract—The design of a permanent-magnet trap for ultracold neutron (UCN) storage is described. This trap
excludes neutron collisions with the walls and, hence, eliminates anomalous losses. Used in the experiments on
the neutron lifetime determination such UCN traps remove the main systematic error related to the anomalous
neutron losses on the walls. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, considerable progress has been
achieved in the experiments on determining the neutron
halflife. This was provided by using the basic property
of ultracold neutrons (UCNs), according to which these
neutrons can be stored in closed vessels. Presently, the
value averaged over all data reported in the literature
amounts to τ1/2 = 886.7 ± 1.9 s [1]. However, a further
increase in the experimental accuracy is hindered by a
systematic error related t the presence of anomalous
UCN losses upon reflection from the container walls.
The nature of this phenomenon is still not completely
clear, which gives little hope for an increase in the accu-
racy of traditional experiments in the nearest future.

However, in the very early days upon the discovery
of UCNs, Vladimirskiœ [2] considered the possibility of
UCN storage in magnetic traps. In such a system,
UCNs possessing a certain polarization are reflected
from a magnetic barrier and, hence, do not strike the
walls. Therefore, the use of magnetic traps may princi-
pally eliminate the problem of anomalous losses. Thus,
the problem reduces to creating a magnetostatic system
in which the magnetic field strength increases in all
directions.

Such traps are widely used in the atomic physics.
The most known design is offered by traps of the Ioffe–
Pritchard type [3, 4]. This device comprises a magnetic
quadrupole, creating a reflecting barrier in the radial
direction, and two gate coils at the quadrupole ends cre-
ating reflecting gradients on the quadrupole axis near
edges. The particle admission and extraction can be
controlled by switching current in one of the gate coils.

In application to UCNs, a system of this type was
designed and constructed in Los Alamos [5]. The main
difficulty in creating a UCN trap is related to the fact
that the magnetic moment of a neutron is lower by three
orders of magnitude as compared to that of an atom.
1063-7850/01/2712- $21.00 © 21055
Accordingly, the magnetic fields necessary to hold
UCNs must be three orders larger. In the Los Alamos
system [5], the magnetic trap implemented supercon-
ductor-based magnets.

However, the superconductor-based magnetic sys-
tems possess two significant disadvantages. The first is
a relatively slow current variation. As a result, it takes a
too long time to close the inlet hole. For this reason,
designers of the Los Alamos system refused from using
inlet and outlet holes and used to generate UCNs imme-
diately inside the magnetic trap by means of thermal
neutron scattering on a superfluid helium film covering
the trap walls.

The second disadvantage is a relatively small vol-
ume of superconductor-based magnetic systems, since
the statistical accuracy of the experimental neutron life-
time determination depends primarily on the trap vol-
ume. An increase in the superconductor-based mag-
netic system volume would lead to enormous growth of
the cost of experiments. The volume of the Los Alamos
trap was as small as 0.28 dm3 (diameter, 3 cm; length,
40 cm) at a magnetic barrier of 1.1 T. For a UCN num-
ber density of 1.8 ± 0.3 cm–3, the total number of
trapped UCNs was 400 ± 65 per cycle. From a practical
standpoint, this system design is overcomplicated,
since the magnetic systems employing nonsupercon-
ducting elements allow the same magnetic field
strengths to be obtained in traps of a significantly
greater size. Moreover, using modern magnetic materi-
als, it is possible to create UCN traps with the same
magnetic field strength and greater volume based on
permanent magnets.

The magnetic potential m · B must correspond to a
neutron energy of 0.6 × 10–7 eV/T (for comparison, the
nuclear potential for beryllium is equivalent to 2.5 ×
10−7 eV). Thus, the magnetic barrier with a height of
001 MAIK “Nauka/Interperiodica”
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1 T reflects neutrons possessing a certain polarization
up to a velocity of 3.4 m/s. The force acting upon the
magnetic moment of a particle moving in an inhomoge-
neous magnetic field is

where the plus and minus signs refer to the cases of the
magnetic moment oriented along the magnetic field and
in the opposite direction, respectively. Let us estimate
the possible magnitude of a magnetic field gradient
reflecting UCNs. The magnetic moment precession in
the field is described by the Bloch equation

where γn = 1.83 × 108 s–1 T–1 is the gyromagnetic ratio.
The spin of a neutron moving at a velocity v  in the mag-
netic field will retain the orientation provided that the
following adiabaticity condition is obeyed [6]:

For B = 1 T, a field gradient of ∇ B = 1 T/mm, and a neu-
tron velocity of v  = 3.4 m/s, the adiabaticity condition
is obeyed to within 1.83 × 108 @ 3.4 × 103. Evidently, a
special point only corresponds to the site where the
magnetic field turns zero. At this point, the adiabaticity
condition is violated and the magnetic moment projec-
tion onto the magnetic field direction may change.
Vladimirskiœ [2] estimated the probability of a nonadi-
abatic reversal of the neutron spin under the conditions
when one field component (Hz) is constant and the other
(Hx) performs rapid rotation. In this case, the neutron

F ∇ U– ∇ m B⋅( ) µ∇ B ,±= = =

dm
dt
------- γnm B,×=

γnB @ dB/dt( )/B v ∇ B /B.⋅=

1

2

3

4 5

Fig. 1. A general schematic diagram of the permanent-mag-
net UCN trap: (1) neutron guides; (2) gate coil; (3) magnet
yoke; (4) permanent magnets; (5) magnetic guide.
TE
spin reversal probability is

where ω = µHz/" is the neutron spin precession fre-

quency about the Hz direction and τ = Hz/  is the effec-
tive time of the magnetic field rotation. For a neutron
performing a large number N of passages at the points
of zero magnetic field or rapid field rotation, the adia-
baticity condition will be obeyed provided that Nω ! 1.
For a minimum magnetic field strength, we obtain the
condition

Thus, in any particular case, we may select a value of
Hzmin such that the nonadiabatic spin reversal can be
ignored.

From the economic standpoint, the most favorable
magnetic system design is that in which the magnetic
field strength decays over a minimum distance. This
would provide for a decrease in the energy (stored in
the magnet) required for creating the necessary field
strength and, hence, for a reduction in the permanent-
magnet trap weight and cost. Moreover, this leads to an
increase in the effective volume of UCN storage.

In the atomic physics, the problem of reflecting
atoms from a magnetic barrier is frequently solved by
using magnetic planes in periodic magnetic structures
magnetized along the surface [7]. At these planes, the
magnetic field decays by the exponential law exp(–kx),
where x is the distance and k is a characteristic period
of the structure. In the structures employed for experi-
ments on the reflection of atoms, the k value may reach
up to a few microns. Accordingly, the structures with a
period on the order of several millimeters can be used
in the experiments with UCNs. The calculation showed
that systems employing the modern magnetically
hard materials readily allow obtaining a field strength
of B = 1 T at the reflecting wall with a field gradient
of ∇ B = 1 T/mm.

Thus, let us summarize the main requirements to the
experimental UCN trap setup:

(i) The magnetic trap height is determined by the
gravitational potential (i.e., by the height above which
the neutron of a given energy cannot rise in the gravita-
tional field). For this reason, there is no sense in creat-
ing systems with a height exceeding 60 cm. At a suffi-
ciently large height, there is no need for the upper lid.

(ii) There should be no points with zero magnetic
field strength inside the magnetic trap.

(iii) The neutrons must be admitted in and extracted
from the trap through a weak magnetic field region.
Upon admitting neutrons, the field strength is increased
and the UCNs are trapped.

(iv) Using gradually decreasing field for the neutron
extraction, it is possible to measure the energy spec-
trum of stored neutrons.

w e πωτ– ,=

Ḣ

πµHzmin
2

/" Ḣ N .ln>
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Figure 1 gives a general schematic diagram of the
proposed magnetic trap. Figure 2 shows a quarter of the
cross section. The trap comprises a vertical vessel with
a almost square cross section of the UCN storage cav-
ity. The neutrons are admitted in and extracted from the
trap via a hole in the bottom. The magnetic field in this
hole region is created by a gate coil. In order to elimi-
nate the points of zero magnetic field inside the trap
volume, the magnetic field of the gate coil is closed via
an external magnetic guide through the upper part and
the internal cavity of the trap. As a result, a vertical
magnetic field component appears in the whole trap
volume. Since the magnetic field of the walls is closed

1

2

3

Fig. 2. Element of the UCN trap cross section: (1) perma-
nent magnets; (2) magnetic guide; (3) closing yoke.
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in the horizontal plane, no magnetic field zeros can take
place in the trap. The whole system is placed into a
vacuum.

The trap volume is about 20 dm3. For a neutron
number density of 5 cm–3, this provides for the storage
of up to 105 neutrons. The presence of a controlled
magnetic barrier closing the entrance allows the stored
UCN spectrum to be purified from over-barrier neu-
trons. By varying the current in the gate coil, it is pos-
sible to control the boundary energy of stored neutrons,
which is important in searching for the possible system-
atic effects.
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Abstract—The interaction of an electromagnetic wave with a plasma stream of a space vehicle electrojet
thruster was studied within the framework of the plane- and spherical-layer solid dielectric models. The prob-
lem of electromagnetic compatibility of the space vehicle radio systems is significantly complicated by the pre-
dicted phenomenon, whereby a solution in the vicinity of a zero permittivity may qualitative change with small
variations of the problem parameters. The proposed theory provides for an exact solution of the problem of elec-
tromagnetic wave diffraction on two bodies. The results of calculations are presented. © 2001 MAIK
“Nauka/Interperiodica”.
Development of the space vehicle technologies
leads to the wider use of electrojet thrusters character-
ized by a high specific thrust. In connection with this, it
is important to study the effect of a plasma jet emitted
from the thruster on the radio systems of the space vehi-
cle. A cold jet plasma can be considered within the
framework of a solid dielectric model [1], in which the
permittivity ε becomes zero at a certain critical plasma
concentration. The existence of this critical point sig-
nificantly complicates the problem of compatibility of
the space vehicle radio systems (antennas) in the pres-
ence of a jet plasma, especially in view of increasing
engine thrust.

Previously, the problem was studied in the case of an
“almost” normal (θ1 ! 1) incidence of a plane electro-
magnetic wave onto a plane-layer dielectric. The anal-
ysis revealed qualitative dependence of a solution near
the point of zero ε on small Im(ε) and θ values (the solu-
tion at ε = 0 is considered as a limiting transition) [2–4].
In this study, the curvature of the ε = const surface is
taken into account by considering a dielectric at the
point of ε = 0 as an axisymmetric body composed of
noncentrosymmetrically embedded homogeneous
spherical layers (Fig. 1). A plane wave is incident onto
this sphere with a radius r1 from a homogeneous space
with ε = ε1. The wave is incident at an angle θ1 ! 1 and
is polarized in the plane of incidence. The solution of
this diffraction problem can be formalized and mark-
edly simplified by a previously developed method [5, 6]
of the wave amplitude transformation with the variables
separated in the spherical coordinate system.

Spherical layer geometry. Let the field in the ith
layer (ε = εi) between spherical surfaces with the radii
r = ri and ri + 1 (Fig. 1) be described in the local coordi-
1063-7850/01/2712- $21.00 © 21058
nates centered at Os (s = ± 1) by unknown amplitudes

of the electric ( , , , ) and magnetic

( , , , ) waves. The centers O–1 and O+1

are spaced by li (∆i = kli , where k = 2π/λ and λ is

the wavelength in vacuum). For a transition between
the two coordinate systems centered at Os , the wave
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Fig. 1. Inhomogeneous dielectric ball.
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amplitudes transform according to the following rela-
tionships [6]:

(1)

where n, m = 0, 1, 2, … (n ≠ 0, m ≤ n) and wj = ;

expressions for the coefficients , , , and

 can be found in [6]. Transformation (1) describes
the relationship between electric and magnetic waves
upon a shift of the coordinate origin. Assuming conti-
nuity of the tangential components of the fields on the
surface r = ri , we readily obtain the boundary condi-
tions for the electric wave amplitude:

(2)

where an , bn , cn , and en are the coefficients derived
in [7]. For i = 1, the unknown amplitudes of the incident
waves in (2) should be replaced by amplitudes of the
external current waves. Upon the wave amplitude trans-
formation (1) after passing from one local coordinate
system to another, the incomplete system (2) for the
electric waves and an analogous system for the mag-
netic waves are supplemented so as to become com-
plete. A solution to the complete system can be
obtained by the truncation method. Using the method
of transreflections developed in [5], it is possible to per-
form calculations for the objects with dimensions up to
several wavelengths.

Plane layer geometry. Consider a plane electro-
magnetic wave normally incident onto a nonabsorbing
plane-parallel layer (z1 < z < zN) in which the smooth
function ε(z) decreases to zero (Fig. 2). Let ε1 = ε(z1),
εN = ε(zN), and ε1 > εN > 0; in the region z < z1 (ε = ε1),
the system features incident and reflected wave, while
the region z > zN (ε = εN) contains the transmitted wave.

According to the proposed solution scheme, the
layer (ε1, εN) is divided into homogeneous sublayers of
variable thickness such that δ2 = εn/εn + 1 = const (∆zn =
zn + 1 – zn  0 for ε  0) as depicted by curve 3 in
Fig. 2. In the vicinity of ε = 0, the layer is replaced by a
nonlinear with

(3)

and the reflection coefficient RL , where gr(ε) = –α/ε3/2
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and α = dε/d(kz) < 0. For the layer (3), the problem can
be solved exactly in elementary functions. This solution
is adopted as a long-wave approximation for the prob-
lem under consideration at –gr(ε) > 20 [2]. As a result,
we obtain the following recurrent formula for the
reflection coefficient of the total layer [2]:

(4)

where n = 1, 2, …, L – 1;  = RL; ∆ρL = 0; ρn = kzn,

r = , and ∆ρn + 1 = . The electric field

strength E can be determined by the reverse “passage”
[4]. The system obeys the similarity principle for plane-
parallel layers possessing equivalent reflection coeffi-

cients  = R{gr(ε1), ε1/εN} and equal fields at ε ~ 0. In
the general solution for the E wave, ε'(z) = ε – iε'', ε'' =

const, and ε0 = sinθ1 (ε0 is a real quantity). In similar

layers, the values of ε0, ε'', ε1/εN , and gr( ) =

−αn/( )3/2 (nn = 1, 2, …, N – 1) are equal, while the αn

and  values are different. For a linear semiinfinite
nonabsorbing layer (ε < ε1) for θ = 0 (the main solution),
a solution is obtained from the general solution by a lim-
iting transition for εL  0 (in Fig. 2, this solution is
depicted by curve 1, curves 2 and 3 representing the
approximations to curve 1). The energy flux density of

Rn 2iρn( )exp R0
n r R0

n 1+ i∆ρn 1+( )exp+

1 rR0
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Fig. 2. Permittivity profile of a linear layer matched with
nonlinear in the vicinity of ε = 0.
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the transmitted waver SL  1 and it is possible that
E  ∞ for εL  0. This property reveals a special
qualitative feature of the solution in the vicinity of the
point ε = 0. The Poynting vector direction for the trans-
mitter E wave is determined by the formula

where 

This direction coincides with the z axis for ε''/ε0 @ 1
and with the y axis for ε''/ε0 ! 1 (laminar energy flow).
For ε'' = 0, there are two limiting cases for the wave
propagating along the z axis for δ2n(θ1)2 ! 1 (rnE ≈
−(δ − 1)/2) and along the y axis for δ2n(θ1)2 @ 1 ((rnE ≈
(δ – 1)/2). Since the rnE value changes sign in the case
of ε''/ε0 ! 1, we may assume that RE ≈ 0 at ε = εp . This
sublayer contains only a transmitted E weave, for
which ε0 = εpsin2θp . Provided that ε''/ε0 < a (a ≈ 0.1), the
wave energy can be converted into that of a surface E
wave. In this case, the estimates (to within the order of
magnitude) are as follows. In the shortwave approxima-
tion, εp ≈ 0.01(α1)2/3 at R = 0.1 [3] and then ε'' ≈
10−3(α1)2/3. As the ε" value increases, the wave energy
flow becomes turbulent.

A critical point at e = 0; calculation results. The
properties established for an “almost” plane-parallel
layer lead to a bifurcation at ε ~ 0, whereby the solution
of the physical problem is qualitatively dependent on
small parameters ε'', ε0, 1/ri , and li (with an allowance
for the sign) for ε'' ! 0.1(α1)2/3. An allowance for the
last two parameters leads to a relationship between the
waves with different polarizations in (1).

ΦnEcot Re γn* γn 1–( )/Re γn*( ),=

γn  =  ε n ' / ε 0 .                                                      
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) (t = ε/ε1[gr(ε1)]–2/3) calcu-
lated for ε'' = 0, θ1 = 0, gr(ε1) = 0.001 and ε1 = 0.1327354 (a)
and 0.1327356 (b): (1) exact solution; (2) approximate
solution using one of the two Airy functions; (3) exact solu-
tion for the ideal conducting plane at ε = 0. The position of
zero field point depends on small variations of the layer
parameters.

(a) (b)
TE
In the plane-layer approximation (applicable for

kr @ 1), the ray exhibits “breakage” on a local
level (within the incident ray limits) for ε''/ε0 ! 1: the
wave is “pumped” into the layer with ε ~ 0 and propa-
gates there as a surface E wave (the “pumping” problem
can be considered as nonstationary); for ε''/ε0 @ 1, the
wave “penetrates” into the region of ε < 0 (θ ~ 0). The
surface E wave is formed on the while surface ε = const
(even outside the incident ray where the plane-parallel
approximation is valid). For the main solution, Fig. 3
shows the results of calculations of the field E in com-
parison to a solution obtained using the Airy functions
in [8], where one of the Airy functions was ignored
because of a small jump in the derivative dε/dz. The
results of these calculations indicate that the exact solu-
tion (and, hence, both Airy functions) has to be
employed in the vicinity of zero ε.

The quantitative criteria of applicability of the short-
wave [3] and longwave approximations, as well as the
condition of the appearance of a surface wave and the
criterion of applicability of the model of normally inci-
dent plane wave [9], allow the calculations to be per-
formed with a preset accuracy, which is necessary in
view of the revealed anomaly in the solution to the
wave equation. A description of the fields in a cold
plasma near the critical concentration point, it is neces-
sary to take into account the curvature of the surface
ε = const and the microwave absorption. Further analy-
sis will take into account the constant magnetic field
(within the framework of the perturbation theory [8])
and the Landau damping.

Conclusion. The results of this investigation were
implemented in the design of antennas for space vehi-
cles [10]. The proposed theory of an “almost” plane-
parallel layer can be applied to solving the internal
problem (upon introducing the waveguide walls). The
presence of a critical point (or a jump in ε) in the elec-
trojet thruster channel, the possible energy conversion
at this level, and the corresponding electron density
variations provide an explanation for the experimen-
tally observed resonance cathode heating at ε < 0 (with
neglect of the constant electric and magnetic fields, the
wave does not enter the layer with ε = 0) and a sponta-
neous buildup of the intrinsic microwave emission from
electrojet thrusters of various types on reaching a max-
imum power level [11]. Note that the transformations of
waves with different polarizations in a spherical-layer
medium would complicate the polarization decoupling
of the transmitting and receiving antennas.
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Abstract—The electroconvective instability in a low conducting nonuniformly heated liquid occurring in an
alternating electric field between plates of a horizontal plane capacitor was studied in terms of the equations of
electrohydrodynamics for arbitrary field modulation frequencies and various shapes (harmonic and triangular).
In the gravitational field, the instability is determined by the interplay of dielectrophoretic and thermogravita-
tional mechanisms. The layer heated from above can feature the parametric instability. In the low-frequency
range, a numerical solution to the problem obtained by the Floquet method well agrees with the asymptotic
results. © 2001 MAIK “Nauka/Interperiodica”.
Inhomogeneous heating of a low conducting liquid
occurring in an electric field may render the equilibrium
unstable and lead to the development of motion [1]. On
heating from above, the Rayleigh–Benard convection
does not arise but the instability may be caused by some
other factors such as, for example, the dielectrophoretic
instability mechanism [2]. The effect of electric fields
on the motion of liquids is employed in the electrohy-
drodynamic energy converters—devices in which the
electric field energy is directly converted into the
kinetic energy of a liquid flow. Another technical appli-
cation is related to the possibility of intensifying or sup-
pressing the heat and mass transfer in high-voltage
devices and, in some cases, to the ability of controlling
such processes [3].

The effect of vibrations and modulated thermal
fields on the convection in a liquid was studied in [4, 5].
However, there is another way for acting upon the sta-
bility of equilibrium in a liquid dielectric: we may apply
an alternating electric field of a finite frequency [6] and
study the possibility of a resonance excitation of elec-
troconvective motions in the liquid. This phenomenon
is important for the development of various technolo-
gies and devices employing electric fields.

Let us study the effect of a periodic field on the con-
vection in the ideal liquid dielectric in a horizontal
plane capacitor with a thickness h and the boundary
planes heated to different temperatures: T(–h/2) = 0,
T(h/2) = Θ. The upper boundary potential is assumed to
be zero, while the lower boundary potential periodi-
cally varies with time by the law ϕ(–h/2) = Uf(t), where
f(t) = f(t + tf) is a periodic function with a period tf and
a frequency Ω = 2π/tf and U is the standard voltage
level. We will consider various shapes of the applied
voltage. In the case of a harmonic modulation, the peri-
odic function has the form f(t) = η1 + η2cos(2πt/tf),
1063-7850/01/2712- $21.00 © 21062
where the modulation amplitude η2 may continuously
vary and the term η1 may take one of the two values:
η1 = 0 corresponds to the alternating potential differ-
ence and η1 = 1, to the potential modulated on a con-
stant field background. In the case of a triangular (saw-
tooth) modulation,

, (1)

the voltage grows according to a linear law over most
of the period and then linearly drop to the initial level.
The permittivity is assumed to be a linear function of
the temperature, ε = ε0(1 – βεT), with a positive temper-
ature coefficient βε .

In the case when the voltage applied to the capacitor
does not exceed a certain critical value, we may ignore
the effect of charge injection [7] and write a system of
equations for the convection in a liquid dielectric occur-
ring in the gravitational and electric fields with the cor-
responding boundary conditions (in a dimensionless
form):

(2)

Here p, v, ϕ, and T are the pressure, velocity, potential,
and temperature fields; E is the electric field strength;

f t( ) 1– 2t/ 0.9t f( ),+ 0 t 0.9t f≤ ≤
10 1.9 2t/t f–( ), 0.9t f t t f≤ ≤

=

∂v
∂t
------

1
P
--- v∇( )v+ 

  ∇ p– ∇ 2v RaTe Re' E
2∇ε ,–+ +=

P
∂T
∂t
------ v∇( )T+ ∇ 2T , divv 0, divεE 0,= = =

E ∇ϕ , e– 0 0 1, ,( ), ε 1 SεT ,–= = =

z 1/2: v– 0, T 0, ϕ f t( );= = = =

z 1/2: v 0, T 1, ϕ 0.= = = =
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Ra = gβΘh3/νχ is the Rayleigh number;  = ε0U2/νχρ
is a dielectrophoretic analog of the Galileo number;
P = ν/χ is the Prandtl number, ω = Ωh2/ν is the dimen-
sionless field modulation frequency; Sε= βεΘ is a
parameter characterizing inhomogeneity of the permit-
tivity; ρ, ν, χ, and β are the density, viscosity, thermal
diffusivity, and thermal expansion coefficient of the liq-
uid, respectively; and g is the acceleration of gravity.
Note that, in our problem formulation, Ra > 0 corre-
sponds to the case of heating from above. For a weak
temperature dependence of the permittivity, we may
ignore spatial inhomogeneity of the field amplitude E0
[2]. The state of quasi-equilibrium is characterized by
the following conditions: v 0 = 0, T0 = 1/2 + z, ϕ = (1/2 –
z)f(t), E0 = f(t).

Let the quasi-equilibrium to be subject to perturba-
tions of the type (v, T, p, E, ϕ) ~ exp(ikxx + ikyy), where
kx and ky are the wave numbers characterizing the per-

turbation periodicity in the capacitor plane (k2 =  +

). The amplitudes of perturbations in the vertical
velocity w, temperature θ, and potential ϕ are described
by a system of ordinary differential equations with vari-
able coefficients:

(3)

where Re is the electrical analog of the Rayleigh num-
ber. For an arbitrary set of parameters Re , Ra, ω, k and
P, the solutions to system (3) either increase or decrease
with time, while the boundary of the stability domain
corresponds to a periodic regime. The boundaries of
stability were determined by the Floquet method. A
periodic solution was found by the Galerkin–Kantorov-
ich method. The spatial basis set was constructed using
eigenfunctions of the problem of perturbations in the
motionless liquid layer [8].

Figure 1 presents the plots of Re versus inverse mod-
ulation frequency for the alternating (η1 = 0) and mod-
ulated (η1 = 1) fields and different levels of heating. The
instability regions are situated above the corresponding
curves. The solid lines represent the boundaries of
increasing perturbations synchronous with the external
action, while dashed lines show the boundaries of sub-
harmonic regimes. The high-frequency limit corre-
sponds to ω ≥ 100. At a finite modulation frequency ω,
the instability is related to a parametric resonance. For
Ra = 500, a minimum of the first resonance region in
the alternating field (η1 = 0) corresponds to a frequency

Re'

kx
2

ky
2

∂∆w
∂t

----------- ∆2w Rak2θ– k2Re θ f 2 ωt( ) ∂ϕ
∂z
------ f ωt( )+ 

  ;+=

P
∂θ
∂t
------ w+ ∆θ; ∆ ∂2/∂z2 k2;–= =

∆ϕ ∂θ
∂z
------ f ωt( )+ 0; Re Re' Sε

2;= =

z 0; 1, w 0, w' 0, θ 0, ϕ 0,= = = = =
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of ω = 1.56 (at a critical value of the electrical Rayleigh
number Re = 6931). Similarly to the case of a constant
electric field, a growth of the Rayleigh number [2]
leads to an increase in the instability thresholds.
Simultaneously, the parametric instability excitation
effects become more pronounced and the number of
instability regions increases. The resonance frequen-
cies increase with Ra. In the modulated field (η1 = 1),
the instability thresholds for both high-frequency and
parametric modes are lower than those in the alternat-
ing field (η1 = 0).

As for the limiting case of low frequencies, it should
be noted that the zero-order approximation in ω is rep-
resented by a family of quasi-static fields. The bound-
ary of stability is determined from the integral rela-
tionship

(4)

where λr is the real part of a complex decrement of the
most dangerous mode in the problem concerning the
stability of a dielectric liquid in a constant transverse
field of a horizontal plane capacitor [2]. The decrement
λ is also determined using the Galerkin method. The
instability boundaries in the low-frequency limit
(ω  0) are represented by dashed horizontal lines.

The alternating field with a triangular profile, as
well as that modulated by a harmonic law with η1 = 1,
leads to alternation of the regions of synchronous and

λ r Re η1 η2 f τ( )+,( ) τd

0

2π

∫ 0,=

10

8

6

4

2

0
0.001 0.01 0.10 1.00 1/ω

Re × 10–3

1

2

3

Fig. 1. Harmonic modulation. Boundaries of stability in the
plane (Re, 1/ω) for P = 1: (1) modulated field (η1 = 1), Ra =
1000; (2) alternating field (η1 = 0), Ra = 500; (3) alternating
field (η1 = 0), Ra = 1000.
01
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subharmonic response to the external field variations
(Fig. 2). The boundary of stability Re in the case of tri-
angular modulation lies above the boundary corre-
sponding to a harmonic modulation. This is related to
the fact that the onset of convection in the alternating

10

0.001 0.01 0.1 1.0
1/ω

Re × 10–3

1

2

3

15

5

Fig. 2. Triangular modulation. Boundaries of stability in the
plane (Re, 1/ω) for P = 1 and Ra = 0 (1), 500 (2), and
1000 (3).
TE
field is determined by the parameter Reff = Re〈f(ωt)2〉 ,
where 〈f(ωt)2〉  = 1/2 and 1/3 for the harmonic and trian-
gular modulation, respectively.
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Some Features of the Energy Dissipation in the Course 
of Plastic Deformation of Iron and Niobium
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Abstract—Experimental data on the heat evolution in the course of plastic deformation of technical-purity nio-
bium and iron are reported. Dependence of the dissipated heat Q on the relative deformation ε of Nb and Fe
samples deformed in a microcalorimetric cell was traced. The Q(ε) curve exhibits regions corresponding to a
virtually constant rate of the dissipative process (dQ/dε ≈ const). It is suggested that these regions reflect regular
changes in the dislocation substructure and a multistage character of the plastic deformation process in both
iron and niobium. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. In recent years, a deformed metal
crystal has frequently been considered as a nonequilib-
rium self-organizing system and the plastic flow is
described in terms of the dissipative structure evolution
during deformation in various scales [1, 2]. However,
the number of experimental investigations of the laws
of dissipative processes accompanying the plastic
deformation is still very restricted.

Using the results of calorimetric measurements, we
have obtained quantitative estimates of the heat dissi-
pated in bcc metals and the energy stored in these met-
als in the course of deformation.

Experimental. The flat plates of technical-purity
iron and niobium (with dimensions of the working part
10 × 3.5 × 0.3 mm) were annealed for 1 h at 1220 K (Fe)
and 1470 K (Nb). Then the samples were deformed by
uniaxial tension at a rate of 8.3 × 10–4 s–1 at 293 K inside
a microcalorimeter cell. This procedure was performed
in a setup combining a microtesting machine and a dif-
ferential Calvet calorimeter, which was specially
designed for studying thermal effects accompanying
the process of plastic deformation [3]. Upon processing
of the simultaneously measured stress–strain diagrams
(plotted in the coordinates of force F versus elongation
∆l) and DSC thermograms (plotted as the heat evolu-
tion rate dQ/dt versus time t), we determined the
mechanical characteristics (yield stress σy, ultimate
strength σu, proportional elongation εp, and relative
elongation at break εb) and the energy parameters

(deformation work A = dl, dissipated heat Q =

/∂tdt, and latent energy Es = A – Q). Using special

data processing programs, we took into account the
thermal inertia of the calorimeter, restored “true” ther-
mograms, and eventually determined the quantities A,

F∫
∂Q∫
1063-7850/01/2712- $21.00 © 21065
Q, and Es as functions of the relative tensile deforma-
tion ε [4].

Results and discussion. Figure 1 shows a typical
stress–strain diagram and the plots of energy parame-
ters versus relative deformation; the values of mechan-
ical and integral energy parameters A(ε), Q(ε), and
Es(ε) at break are given in the table. As can be seen from
Fig. 1, the ability of materials studied to absorb the
energy delivered from outside significantly decreases,
while the growth rate (slope) of Q increases.

An analysis of the dissipated heat as a function of
the relative deformation (Fig. 2) shows that the Q(ε)
curve displays several regions in which the rate of
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Fig. 1. The experimental plots of (1) stress σ and (2–4) inte-
gral energy parameters A, Q, and Es, respectively, versus
relative deformation ε for armco iron.
001 MAIK “Nauka/Interperiodica”



 

1066

        

MAKSIMKIN, GUSEV

                                                                        
 
Mechanical and energy characteristics of niobium and armco iron

Metal, grain size σy, MPa σu, MPa εp, % εb, % A, MJ/m3 Q, MJ/m3 Es, MJ/m3

Nb, 3 µm 370 455 15 22 90 68 22

Fe, 20 µm 165 270 31 35 85 71 14
increase in the heat evolution (i.e., slope) is nearly con-
stant (dQ/dε)i . This fact suggests that the experimen-
tally measured Q(ε) curves may provide information on
the evolution of the defect structure in the course of
crystal deformation and on the stages of plastic defor-
mation.

Indeed, according to [1, 5, 6], an increase in the rel-
ative deformation is accompanied by modification of
the dislocation structure of a metal. This leads to an
increase in the dislocation density and to a change in
the mechanism and magnitude of deformation-induced
strengthening. In particular, going from deformation
stage to another corresponds to a change in the disloca-
tion mean free path L [5]; within the limits of one stage,

60

40

20

0 10 20 30

1

2

Q, MJ/m3

ε , %

Fig. 2. The plots of dissipated heat Q versus relative defor-
mation for (1) niobium and (2) armco iron. Dash bars indi-
cate the regions corresponding to different stages of plastic
flow in the metals studied.
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L ≈ const. It was suggested [6] that L is related to the
intensity of energy dissipation by an expression of the
type L–1 = (dQ · b)/(dε · 2E), where E is the dislocation
tensile stress energy and b is the Burgers vector. This
relationship is probably the main reason for the appear-
ance of nearly linear regions in the Q(e) curves.

It would be logical to relate these linear regions to
evolution of the dislocation structure and a multistage
character of the plastic deformation development in bcc
metals. In our case, the first linear region observed in
the Q(ε) curve corresponds to the formation and propa-
gation of the first Lüder’s deformation band, while the
subsequent regions correspond to stages determined as
described in [5].

Conclusion. A new approach has been developed
for studying the multistage character of plastic defor-
mation in metals, which is based on the experimental
measurement of characteristics of the dissipative pro-
cesses in deformed samples. Using this method, a mul-
tistage character is revealed in the plastic flow of armco
iron and niobium.
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in Compensated Gallium Arsenide
A. G. Kalintsev, O. P. Mikheeva, and A. I. Sidorov

Institute of Laser Physics, St. Petersburg, Russia
Received June 18, 2001

Abstract—Experimental data on the YAG:Nd laser radiation (λ = 1.06 µm) confinement by self-defocusing in
compensated GaAs are reported. It is demonstrated that low-threshold confinement at an energy threshold
below 10 pJ is possible for a 10 ns laser pulse width. © 2001 MAIK “Nauka/Interperiodica”.
The phenomenon of laser radiation confinement due
to self-defocusing under two-photon absorption condi-
tions in semiconductors is described in much detail
in [1–3], where it was shown that the energy threshold
of confinement in the picosecond interval of the laser
pulse durations can fall between 10 and 100 nJ. As the
laser pulse duration increases, the confinement thresh-
old tends to grow, since the rate of nonequilibrium car-
rier accumulation in the region of laser action decreases
as a result of diffusion and recombination. Below, we
will demonstrate that the effect of self-defocusing
under the conditions of one-photon absorption on
impurities in a semiconductor allows very low energy
thresholds (below 10 pJ) to be obtained for the confine-
ment of nanosecond laser pulses.

The experiments were performed on the samples of
(i) compensated GaAs (thickness, d = 2.2 mm; bandgap
width, Eg = 1.45 eV; resistivity, ρ = 20 MΩ cm; dopant
concentration, N ≈ 1014 cm–3) without antireflection
coatings and (ii) compensated GaAs (thickness, d =
5 mm; resistivity, ρ = 1 MΩ cm; dopant concentration,
N ≈ 1016 cm–3) with antireflection coatings. A special
feature of the compensated GaAs is the presence of
deep impurity levels in the forbidden band, which serve
as traps for the charge carriers. The ionization energies
of such impurities are ∆E = 0.6–0.7 eV [4]. The source
of radiation was a single-mode YAG:Nd laser (λ =
1.06 µm) with a laser pulse base width of 10 ns, a
nearly Gaussian beam intensity profile with and a beam
diameter at half height of 6 mm. The optical confine-
ment scheme comprised two glass lenses, a semicon-
ductor plate placed in the common focal plane of both
lenses, and an output diaphragm (Fig. 1).

Figure 1 shows plots of the radiation energy at the
confinement system output E2 versus the input energy
E1 for a system with the following parameters: focal
distances of both lenses, F1 = F2 = 10 cm; second lens
to diaphragm distance, L = 40 cm; diaphragm window
diameter, 6 mm; semiconductor, GaAs with ρ =
20 MΩ cm. As can be seen, the curves of E2 versus E1
1063-7850/01/2712- $21.00 © 21067
exhibit three characteristic regions: low-threshold con-
finement at E3 ≈ 40 nJ; intermediate confinement at
E3 ≈ 5 µJ; and confinement at E3 ≈ 300 µJ.

A reason for the appearance of the low-threshold
confinement is the emission of nonequilibrium charge
carriers from deep impurity levels in the semiconduc-
tor. A growth of the carrier concentration in the region
of laser action leads to the formation of a negative
dynamic lens, which results in the radiation defocusing.
This is a one-photon process, which accounts for the
very low confinement threshold. For E1 > 700 nJ, the
E2 versus E1 plot is almost linear which is related to the
saturation of absorption on the impurity levels. The
intermediate confinement region with E3 ≈ 5 µJ is
related to the generation of nonequilibrium charge car-
riers upon two-photon interband absorption. The con-
finement effect due to this process was described in
detail [1–3] for picosecond laser pulses. At E1 > 15 µJ,
the two-photon confinement efficiency decreases as a
result of the compensating influence of the positive
thermal lens. The third confinement region with E3 ≈
300 µJ is associated with three processes: (i) radiation
self-focusing on the positive thermal lens, which is pos-
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Fig. 1. The plots of energy output versus input illustrating
the pulsed laser radiation confinement in doped GaAs for
F1 = F2 = 10 cm, L = 40 cm, and ρ = 20 MΩ cm. The inset
shows the optical scheme.
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sible because F2 < L; (ii) two-photon absorption; and
(iii) absorption on the nonequilibrium charge carriers.
Figure 2 presents the total E2 versus E1 plot (curve 1) in
the logarithmic scale.

The GaAs sample with ρ = 1 MΩ cm was studied in
a system with F1 = 6 mm, F2 = 4 mm, and L = 5 cm. The
E2 versus E1 plot for this sample is depicted in Fig. 2
(curve 2). As can be seen, the low-threshold confine-
ment region on this case extends from 5 pJ to ~1 nJ. In
this region, the energy threshold could not be accu-
rately determined because of insufficient sensitivity of
the photodetector. The region of confinement related to
the two-photon absorption ranges from E1 ~ 3 nJ up to
50 nJ. As the input energy increases by a factor of
104 (5 pJ to 50 nJ), the output energy exhibits a 30-fold
growth. For E1 > 100 nJ, the E2 versus E1 plot reveals
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Fig. 2. The plots of energy output versus input for two
schemes of laser radiation confinement in doped GaAs:
F1 = 6 mm; F2 = 4 mm; L = 5 cm; ρ = 20 (1), 1 MΩ cm (2);
d = 2.2 (1), 5 mm (2).
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another four confinement regions in this optical
scheme. One of the possible reasons for the appearance
of these features is the complicated dynamics of a thick
thermal lens. Formed at a high laser radiation intensity,
the lens contains a region of self-defocusing related to
one- and two-photon absorption and another region of
self-defocusing related to the thermal effects. An addi-
tional contribution to the confinement can be due to the
two-step processes of nonequilibrium carrier injection
from valence to conduction band via free impurity lev-
els. The presence of such free impurity levels is
explained by the high intensity of radiation in the zone
of laser action.

Thus, we have demonstrated that the effect of radia-
tion defocusing under the conditions of absorption on
impurity levels allows the energy threshold of the laser
radiation confinement to be significantly reduced in
comparison to that corresponding to the two-photon
absorption. This effect can be used both for controlling
the laser pulse amplitude and for protecting photode-
tectors from overloading.
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Abstract—The deformation behavior of a ceramic material based on ZrO2(Y2O3), yttrium partly stabilized tet-
ragonal zirconia (YTZ), exhibits certain features related to a variety of the porous structure morphologies. In
particular, the phenomenon of mechanical instability was observed in the YTZ rod and plate structures formed
by ceramic synthesis. © 2001 MAIK “Nauka/Interperiodica”.
The synthesis of porous materials possessing a pre-
set combination of properties requires detailed knowl-
edge of the relationship between these properties and
structural features of each particular material. This is
especially valid for the ceramic materials, where the
presence of porosity may lead to a catastrophic loss of
strength as a result of the limited possibility of relax-
ation of the stress concentrators upon loading. Indeed,
the structure of ceramic materials makes the motion of
dislocations virtually impossible.

Previously [1], we have studied the deformation
behavior of a ceramic material based on ZrO2(Y2O3),
yttrium partly stabilized tetragonal zirconia (YTZ), in a
range of porosity from 10 to 65% and a mean pore size
comparable with the average grain size. It was estab-
lished that the YTZ based ceramic material features,
besides elastic macrodeformation and microdamage
accumulation in the form of microcracking, the phe-
nomenon of a local material transfer into the pore
space. However, an analysis of the deformation patterns
did not reveal all the features in behavior of the porous
ceramics. Moreover, the question as to how the
mechanical behavior of the material is related to the
pore space geometry remained unclear.

This study was devoted to the influence of various
porosity morphologies on the mechanical behavior of
YTZ ceramics under active compression loading condi-
tions.

The experiments were performed on YTZ (ZrO2 sta-
bilized by 3 mol % Y2O3) ceramic samples with a
porosity η ranging from 10 to 60% and a mean pore
size either comparable with or markedly (by several
orders of magnitude) exceeding the average grain size.
The samples were prepared by methods of powder met-
allurgy, involving pressing followed by sintering of the
ultradisperse ceramic powder in a temperature range
from 1200 to 1600°C. This process ensured the obtain-
ing of samples with a mean pore size comparable with
the average grain size. The samples with greater pores
1063-7850/01/2712- $21.00 © 20981
were prepared by adding readily burning pore-forming
particles (rosin, paraffin) to the initial powder.

The ceramic samples were mechanically tested on a
Instron Model 1185 testing machine operating at a con-
stant loading rate of 3 × 10–4 s–1. The samples were
characterized by the standard load–deformation
(stress–strain) curves, from which the ultimate strength
and relative deformation of the material were deter-
mined.

Irrespective of the relationship between the mean
pore size and the average grain size in the ceramic, an
increase in the relative pore volume in the material
structure led to the development of multiple damage in
the course of deformation: the higher the material
porosity, the greater the damage level. This process was
manifested in the deformation diagrams by sharp drops
in the stress as a result of microcracking. The growth of
microcracks stops on the pores, after which the material
restores the ability to elastic deformation. As the poros-
ity increases, the region of microcracking manifesta-
tions shifts toward greater deformations and becomes
more extended. The deformation diagrams of the
ceramic samples with a porosity above 20% exhibit a
downward convexity, which is absolutely unusual for
the sintered materials and can be considered (as in [1])
as evidence of a local material transfer in the course of
deformation.

The deformation diagrams are traditionally
described in terms of the power dependence of the type
Y = bXk. The exponent k depends on whether pressing
or plastic shaping is the principal process in a given
material. For the pure elastic deformation k = 1, the
plastic deformation is characterized by k < 1, while the
pressing process corresponds to k > 1. In order to deter-
mine the k value, the experimental data should be
replotted in the logarithmic coordinates (lnσ versus
lnε), after which the exponent is determined as the
slope of the straight line.
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Deformation (stress–strain) diagrams of the YTZ
based ceramics plotted in the logarithmic coordinates (val-
ues in parentheses indicate the sample porosity; k is the
exponent in the deformation equation).
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Fig. 2. Plots of the exponent k in the deformation equation
versus the relative porosity for the YTZ based ceramics with
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the average grain size).
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The logarithmic deformation diagrams presented in
Fig. 1 show that the behavior of ceramics with η above
~20% is described by several straight segments with
different slopes and, hence, is characterized by several
k values. Moreover, the higher the material porosity, the
greater the number of such linear portions distinguish-
able in the diagram.

Figure 2a summarizes the exponents k in the defor-
mation equation determined from the slopes of com-
pression diagrams for all samples with a mean pore size
comparable with the average grain size. As can be seen
from these k versus η (porosity) plots, the experimental
data fit well to the three straight lines and there exists a
certain critical porosity value at which the character of
deformation of a porous material sharply changes.
Above this critical value, a second exponent appears
which is significantly greater than that in the initial
material. This behavior most probably reflects a change
in the pore distribution, corresponding to a transition
from isolated pores to a continuous pore system. As a
result, the material essentially represents a combination
of two subsystems deforming differently in response to
the external load.

The materials with coarse pores are characterized by
a sharply different behavior of k as a function of the
porosity η: the smaller the porosity, the greater (on the
average) the exponent. As can be seen from Fig. 2b, the
k value exponentially decreases with increasing η. The
top curve in Fig. 2b was obtained by approximating the
values of exponents corresponding to the initial seg-
ments of deformation diagrams measured on the sam-
ples of various porosity. The bottom curve was obtained
by approximating the data for all subsequent segments
of the diagrams. The intermediate curve was con-
structed by approximating the average exponents deter-
mined for each diagram. Although the k values deter-
mined from the measured data exhibit a considerable
scatter in the k–η coordinates, which reflects the ran-
dom character of microfracture in the porous materials
studied, the points on the whole fit quite satisfactorily
to the approximating curves.

The metallographic examination of the surface of
deformed samples unloaded before reaching the level
of microdamage accumulation showed no evidence of
the local material transfer related to the pressing defor-
mation. Moreover, the deformation curves measured in
this stage are reversible, which is indicative of the
purely elastic character of the deformation. The super-
imposition of the photographs of the ceramic structure
obtained before compression and upon unloading after
the relative deformation of 1.5% (this corresponds to
the region of downward convexity in the diagrams)
exhibited perfect coincidence of the images.

Since no local material transfer into the pore space
was observed in these samples, we may conclude that
no pressing effect takes place and the deformation is
purely elastic, reflecting the elastic interaction of ele-
mentary volumes in the porous structure. However, the
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001



        

MECHANICAL INSTABILITY OF A POROUS MATERIAL 983

                                          
fact that the k values as high as 8 were obtained for the
samples capable of compressing without any evidence
of the residual deformation is absolutely unexpected.

The above results characterize the response to
uniaxial loading of a sample representing a deformable
system obtained as a result of the pressing–sintering
technological process. This system comprises a great
number of particles possessing random shapes and
bound more or less strongly to the neighbors. The pres-
ence of some structural features in this system accounts
for the observed character of the σ versus ε curve mea-
sured in experiment, which is significantly different
from the diagrams typical of an isotropic elastic mate-
rial. The presence of these structural features suggests
that the observed behavior can be analyzed in terms of
the possible mechanisms of deformation of the struc-
tural elements forming the ceramic samples employed
in the tests. These mechanisms include, in particular,
the one based on the known solution of the Hertz prob-
lem concerning the contact of two homogeneous bodies
[2, 3]. Expanding this solution [2] to the case of con-
tacting bodies of an arbitrary shape and introducing
effective stresses, we obtain

(1)

where A is a constant depending on the packing density
and relative dimensions of contacting grains.

A system of grains possessing a linear or platelike
shape or having weak contacts with the neighbors along
lines or planes may exhibit a bifurcation transition into
an adjacent equilibrium state, which would be accom-
panied by a reversible bending disappearing after
removal of the initiating factor. Such structures, admit-
ting a model representation in the form of a rod, can
exist in high-porosity ceramics with a limited area of
contact between grains. Owing to a small size of the
grains and the insignificant size of the contact area
formed upon sintering, the bending stresses arising as a
result of the loss of stability do not exceed the ultimate
strength of the ceramic material proper (which is virtu-
ally free of defects within the limits of the zirconium
dioxide grain).

In order to estimate the deformation response of
these structures after the loss of stability, let us consider
the well-known problem of Euler’s elastic [4]. Not
repeating the initial assumptions made in [4], we will
only recall that the angle of rotation of a pivot-sup-
ported rod after the loss of stability is determined from
the relationship

(2)
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where P is the force acting upon the rod, E is the shear
modulus, and J is the moment of inertia of a transverse
cross section with the length l.

Restricting the consideration to the case of small m
(i.e., of the forces only slightly exceeding the critical
values), expanding the integrand into series, and taking
into account that the displacement of a mobile end of
the rod is twice that of the middle [4], we arrive at an
expression for the relative deformation of the rod in the
supercritical region:

(3)

Accomplishing the necessary transformations, we
obtain

(4)

or

(5)

where ∆ε is an additional deformation related to the
supercritical bending and S is the area of the rod cross
section. Relationships (5) can be also written as

(6)

showing that, after the loss of stability, deformations
caused by the supercritical loading are linear functions
of the stress increment but their order is (2/εc) times
greater as that according to the Hooke’s law.

According to the above estimates, the rod structures
formed upon sintering of the porous material can be
expected to exhibit (even after the loss of stability) a
considerable macrodeformation as structural elements
in the elastic region, which agrees with the experimen-
tal observations.
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Abstract—Using an inlet system comprising a series of membranes sequentially operating in a nonstationary
flow regime, it is possible to increase the concentration of an organic impurity in a sample immediately before
introduction into a mass spectrometer. The degree of preconcentration calculated in the approximation of a
small response time of the membranes is proportional to (kj/km)N, where kj and km are the membrane permeabil-
ities for the impurity and matrix, respectively, and N is the number of membranes. For a butane admixture in
air, the calculated relative effect for an inlet using two membranes instead of one is ~40, while the experimental
verification using 0.1-mm-thick poly(dimethylsiloxane) membranes showed an increase in the degree of pre-
concentration by a factor of ~14. It is possible to approach the theoretical value by decreasing the time of impu-
rity diffusion through the membrane at the expense of reduced membrane thickness. It is expected that multi-
membrane inlet systems will be especially effective in environmental monitoring, where a high sensitivity of
the analysis is required with respect to toxic organic substances possessing kj/km ratios much greater as com-
pared to that of butane. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. The permeability of a membrane
material employed in the inlet system of a mass spec-
trometer may differ by several orders of magnitude for
various chemical components of a mixed sample,
which allows certain substances to be selectively
admitted to the spectrometer [1, 2]. Using this property,
it is possible, for example, to increase the sensitivity of
analysis with respect to organic impurities in an organic
matrix by using a membrane made of poly(dimethylsi-
loxane). Combining the simplicity of a membrane inlet
design and the possibility of automated sample intro-
duction into the vacuum system of a mass spectrometer
allows requirements to the vacuum system of the spec-
trometer to be significantly reduced, which is especially
important for portable instruments [3].

In comparing the properties of nonporous mem-
branes, it is important to take into account, besides the
aforementioned selective permeability in the quasis-
tatic introduction regime, the time of response to a
change in the concentration of the corresponding com-
ponent in the sample mixture. This dynamic character-
istic is described in terms of a time interval (τ) required
for the flow intensity buildup (usually from 10 to 90%
of the maximum stationary flow level) in the membrane
following a jump in the partial pressure or concentra-
tion at the membrane entrance [4].

An allowance for the dynamic parameters is impor-
tant for any spectrometer with a sample introduction
systems involving membranes. For example, the mem-
brane thickness in a single-membrane inlet is fre-
quently selected so as to meet the requirement of low
1063-7850/01/2712- $21.00 © 20984
inertia (fast response) of the system, which allows the
instrument to be used for a direct (real-time) monitor-
ing of biochemical and technological processes [5–7]
or continuous ecological control [5, 8, 9].

When the sample composition can be determined by
discrete (more inertial) analyses, the efficiency can be
increased, at the expense of increased system inertia, by
using multistage inlets [10, 11]. However, even such sys-
tems require the dynamic properties of membranes to be
taken into account for increasing the sensitivity of analy-
sis.

System design and parameters. Figure 1 shows a
schematic diagram of the inlet system designed for dis-
crete mass-spectrometric analysis. The inlet comprises
a gate valve and a sequence of membranes Si (i = 1, …,
N) spaced by intermediate volumes Vi. This design
allows processes of the sample diffusion in the mem-
brane material and the intermediate volume filling to be
separated in time. The multistage system parameters
should be selected so as to obey the condition tss/τ @ 1,
where tss is the time for establishing a steady-state mix-
ture flow through the whole inlet system.

After a jumplike increase in the sample pressure at
the inlet input, the system is capable of preconcentrat-
ing a jth component in the total gas flow, provided that
the membrane permeability kj for this component is
higher than that km for the carrier gas (matrix). Addi-
tional requirements consist in ensuring homogeneity of
the mixture composition in the initial sample and inter-
mediate volumes. The former is provided by the sample
flow conditions prior to entering the inlet and the latter,
001 MAIK “Nauka/Interperiodica”
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by a low pressure maintained in the intermediate vol-
umes. Special valves ensure the restoration of vacuum
in the inlet after each measurement cycle.

Evidently, the conditions necessary for the effective
preconcentration of a sample in the inlet are as follows:
(i) kj @ km; (ii) mass-spectrometric analysis is per-
formed within the time interval between supplying a
sample to the inlet input and the time instant t ! tss (for
a component with maximum permeability); (iii) τ ! t.

To analyze the proposed method of sample precon-
centration, let us consider the simplest inlet system
design with like membranes (made of the same material
and possessing the same area S and thickness d) spaced
by equal intermediate volumes V. Under the conditions
formulated above, a change in the partial pressure Pj, n
of the jth component in the nth cell (including the two
neighboring membranes and the intermediate volume
between these membranes), from the moment of sam-
ple supply to the system input to a time instant t, can be
described (we assume that Pj, n – 1 @ Pj, n + 1) by the
equation

(1)

A solution to this equation can be presented in the fol-
lowing form:

(2)

where C is an integration constant.
In the sample mixture supplied to the inlet input,

occurring at the atmospheric pressure, the partial com-
ponent pressure id P0j; the pressure at the inlet output
(the mass spectrometer input) is zero. For t ! V/(2kjS)
(i.e., long before attaining the steady-state regime), the
time variation of the pressure in the nth cell is described
by the relationship

(3)

Setting the ratio kj/km = Mj and taking into account that
the flux Ij of the jth component at the inlet output is pro-
portional to the partial pressure of this component at the
input of the last membrane, we can solve the system of
Eqs. (3) to determine the degree of enrichment (precon-
centration) of the mixture with this component relative
to the initial partial concentration (P0, j /P0, m):

(4)

Relationship (3) indicates that, at a time instant t
after the sample mixture supply to the inlet input such
that τ ! t ! tss , the output flux of each component
increases by the law tn. The characteristic time scale of
this growth depends on kj (Fig. 2a), which allows a sig-
nificant enrichment of the sample with components
possessing large kj to be provided (even for small differ-
ence between the corresponding permeabilities) by

∂P j n, /∂t k jS/V P j n 1–, 2P j n,–( ).≅

P j n, k jS/V P j n 1–, 2k jSt/V( )exp td∫ C+( )=

× 2k jSt/V–( ),exp

P j n, k jS/V P j n 1–, t C+d∫ P0 j, k jS/V( )ntn/n!= =

I j/P0 j,( )/ Im/P0 m,( ) M j( )N .≅
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
merely increasing the number of membranes N in the
inlet system according to relationship (4).

It should be noted that the transition to a stationary
flow regime leads to a decrease in the efficiency of sam-
ple preconcentration and analysis down to a level cor-
responding to a system employing a single membrane.

Experimental results and discussion. The mea-
surements were performed with a portable mass spec-
trometer described elsewhere [12]. The inlet mem-
branes were made of a sheet poly(dimethylsiloxane)
with a thickness of d = 100 µm. The gas standards were
prepared using a system of calibrated volumes. The test
sample represented a mixture of n-butane (0.01%) with
air. The selection of butane is explained, on the one
hand, by a relatively high poly(dimethylsiloxane) per-
meability for this compound [3] and, on the other hand,
by this component occurring in the gaseous state under
normal conditions, which considerably simplifies the
experiment.

The experiments were performed with an inlet sys-
tem containing two membranes with S = S1 = S2 =
0.78 mm2 and V = 30 mm3. After a time period of t =
3 min (for the given inlet, tss ≅  5 min with butane) past
the sample supply to the inlet input, the concentration
of butane behind the second membrane increased
560 times (relative to nitrogen) as compared to the ini-
tial level. Using relationship (4) and taking into that the
ratio of butane and nitrogen permeabilities for a single
membrane is Mb ≅  40 [3], we might expect the mixture
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S3

SN

MS
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V2

Fig. 1. Schematic diagram of a multimembrane inlet-
preconcentrator: (1) flow of analyzed sample mixture;
(2) gate valve; (3) case; (4) vacuum-tight sealing; (5) mem-
branes; (6) valves; (MS) mass spectrometer.
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to be enriched with butane relative to nitrogen by a fac-
tor of 402 = 1600. The difference between the calcu-
lated and experimental degrees of preconcentration is
explained primarily by a significant difference in τ val-
ues for the carrier gas and impurity, with a non-strict
obeying the conditions τ ! t and t ! V(2kjS).

Figure 2b shows a plot of the two-membrane inlet
preconcentration efficiency for butane in the air matrix
versus the tss/τ ratio. An attempt at reducing the time of
analysis at a constant membrane thickness leads to a
decrease in tss for butane and, hence, in the degree of
preconcentration. In order to accelerate the analysis and

Ij/Ij, ss

1

(a)

k2k1

i1 = I1/I1, ss

i2(n = 1) =

i2(n > 1) =

0
Tk1 Tk2 t/Tk1

k1 > k2

i1k2/k1

i1(k2/k1)n

(Ij/P0,j)/(Im/P0,m)

(b)

tss/τ10010

10

100

1000

M
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1

Fig. 2. (a) Buildup of the flows of components j = 1 and 2 at
the inlet output for (thin solid curve) n = 1 (N = 2) and (thick
solid curve) n > 1; (b) experimental plot of the preconcen-
tration efficiency for butane in the air matrix versus the tss/τ
ratio for a two-membrane (0.1-mm-thick poly(dimethyl-
siloxane) films) injector.
TE
retain the enrichment effect, it is necessary to use mem-
branes of smaller thickness (t ~ 1/d2).

Conclusion. An inlet system including several
sequentially arranged membranes operating in a non-
stationary sample flow regime can provide for a high
sensitivity of the mass-spectrometric analysis of
organic impurities in inorganic matrices. This tech-
nique may offer good prospects in the high-sensitivity
analysis for aromatic and halogen-substituted hydro-
carbons, heterocyclic, and some other organic com-
pounds (with membrane permeabilities higher as com-
pared to that of butane) encountered in solving a num-
ber of ecological and technological problems. Ensuring
a significant reduction in the flow of a low-informative
matrix component to the vacuum system of a mass
spectrometer, such inlet systems are especially advan-
tageous in portable instruments.
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Abstract—A new method, employing one-dimensional time series, is proposed for diagnostics of the presence
or absence of phase synchronization between several interacting self-sustained oscillators. The procedure is
based on introducing a polar coordinate system into the residence time mapping and studying the angle dynam-
ics in this system. The method is verified by application to realizations reflecting the dynamics of two and three
interacting processes in the presence of noise. © 2001 MAIK “Nauka/Interperiodica”.
Synchronization effects are frequently encountered
in both nature and technology [1]. At present, it is clear
that this fundamental phenomenon is of principal sig-
nificance in many biological processes [2].

In the simplest case of two interacting self-sustained
oscillators featuring periodic oscillations in the absence
of noise, the synchronization (phase-locking) implies
a phenomenon whereby the base oscillation frequen-
cies (initially incommensurate) interact so as to become
rationally interrelated; that is, they obey the ratio n/m,
where m and n are integers [3, 4]. Then, the instanta-
neous phases ϕ1, 2 always satisfy the “phase-lock” con-
dition mϕ1 – nϕ2 = const. Evidently, the presence or
absence of synchronization in this ideal case can be
readily checked by direct analysis of the spectrum of
oscillations in one of the interacting systems.

The situation is significantly complicated in the
presence of noise, because the noise fluctuations system-
atically violate the phase-lock condition and make only
the so-called “effective” synchronization possible [5].
Under the violated phase-lock conditions (phase-
break), the oscillation frequencies may fail to be ratio-
nally interrelated [6], which makes the phase coherence
diagnostics by the spectrum ineffective. However, it is
still possible to judge on the phase coherence by esti-
mating the phase relationships between oscillations in
the interacting systems.

The investigation of phase relationships for the
phase coherence diagnostics offers a good approach for
both periodic and chaotic oscillations [7], and even to
stochastic systems [8, 9]. However, it is sometimes rather
difficult to separate signals from various interacting sub-
systems. This is especially so when dealing with living
systems, where it is frequently impossible to take the sig-
nals directly from the interacting subsystems of interest.

Below, we propose a method for diagnostics of the
phase synchronization (or, otherwise, the absence of
synchronization) in a system of coupled oscillators,
1063-7850/01/2712- $21.00 © 20987
using only one signal from this system. The method is
based on an analysis of the mapping of times Ti of the
signal residence to a certain threshold level.

Let us study first the simplest case of two interacting
systems. Consider a quasi-harmonic (i.e., close to har-
monic) self-sustained oscillator oscillating with an
amplitude R and an intrinsic frequency ω0 under the
action of a weak harmonic signal with an amplitude r and
a frequency Ω. Assuming that r ! R, we can describe the
resulting oscillations with a high precision as

(1)

Here, the frequency ω will coincide with ω0 in the
absence of synchronization and can be shifted away
from ω0 if the phase locking takes place.

We determine the residence time Ti as a time interval
between two sequential points at which the x(t) signal
changing in one direction intersects with the threshold
level x = 0. In order to determine this, we have to find
all the time instants ti at which the signal intersects the
zero level. Evidently, the transcendental equation x(t) = 0
may possess no analytical solution in the general case.
However, taking into account that the amplitude of the
first term significantly exceeds that of the second term,
we may suggest that the true intersection points ti will

be close to the time instants  = πk/ω where sin(ωt)
takes zero values. Then, we can expand the right-hand
part of Eq. (1) into Taylor’s series with respect to 
and neglect the nonlinear terms.

In order to find the time instants corresponding to the
signal intersecting the level x = 0 only in one direction,
we have to determine each next zero of the expansion

(2)

x t( ) R ωt( )sin r Ωt( ).sin+=

tk*

tk*

ti
r

Rω
-------- 2πiΩ

ω
-------------

2πi
ω

--------.+sin–≈
001 MAIK “Nauka/Interperiodica”



 

988

        

YANSON 

 

et al

 

.

                                                                       
Using this expression, we readily determine the resi-
dence time Ti:

(3)

where ξ = Ω/ω and Ψi = 2πiΩ/ω. Note that ξ has the
sense of a rotation number, reflecting the number of
system oscillations per one external oscillator action,
and Ψi is the instantaneous phase of the external signal
at the time instant 2πi/ω (i.e, in a certain stroboscopic
cross section).

Let us introduce a polar coordinate system in the rest
time mapping Ti + 1(Ti), for which purpose the center is
placed at the point (2π/ω, 2π/ω). Then, the polar angles
φi are related to the residence times by the formula

(4)

Let us consider the dynamics of φi angles. Using for-
mula (3), we obtain a relationship

(5)

which indicates that the angle of rotation in the intro-
duced polar coordinate system is directly related to the
phase of the external action at the fixed time instants
2πi/ω, where the phase of intrinsic oscillations changes
by 2π. This is essentially a definition of the so-called
relative phase, which is frequently employed in the
phase coherence diagnostics using two measured sig-
nals [10].

By the same token, we derive an expression for
. Upon adding this to formula (5), we obtain a

mapping for the instantaneous polar angles of the resi-
dence time mapping:

(6)

This mapping belongs to the homotropy class on cir-
cumference of the topological degree 1, which are tra-
ditionally used in the descriptions of dynamics of the
phase difference between interacting oscillators. The
main characteristic of such mappings is the rotation
number ν characterizing the ratio of the principal time
scales of the interacting oscillators. For the above map-
ping, this quantity is calculated as

Thus, the rotation number for mapping (6) exactly
equals the ratio of frequencies of the interacting oscil-
lators or the rotation number of the system studied.

Now let us consider the case of a quasi-harmonic
system under the action of n harmonic signals charac-
terized by the frequencies Ωi and amplitudes Ai (i = 1,
2, …, n). We will assume as before that the external sig-
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nal amplitudes are much smaller as compared to the
amplitude of oscillations in the self-sustained oscillator
studied: Ai ! R (i = 1, 2, …, n). In this case, the oscil-
lations x(t) can be presented in the following form:

(7)

We denote Ωj/ω = ξj and βj = (Aj/A1)(sinπξj/sinπξ1) and
put β1 = 1. Then, repeating transformations used to
derive expression (6), we obtain a mapping for the res-
idence time angles in the case of an arbitrary number of
interacting processes:

(8)

This expression describes the dynamics of the mapping
angles of residence times for the quasi-periodic oscilla-
tions characterized by n independent frequencies.
These oscillations correspond to an N-dimensional
attractor in the phase space of the initial system.

In this study, we will consider the cases of n = 1
and 2 for the van der Pol generator under a periodic or
quasi-periodic action in the presence of noise.

In order to verify the proposed method in the case of
nonstationary oscillations, let us consider the dynamics
of a nonautonomous van der Pol generator with the
intrinsic frequency subject to slow fluctuations

(9)

where e = 0.1, ω0 = 1, C = 1, Ω = 0.333, µ(t) is a Gaus-
sian white noise (〈µ(t)〉  = 0, 〈µ(t)2〉  = 1), and η(t) is a
“colored” noise with the intensity Dη and the correla-
tion time τ = 200.

In the absence of slow fluctuations, Dη = 0 and the
nonautonomous system exhibits a 1 : 3 synchronism,
with three intrinsic oscillations of the generator per one
oscillation of the external signal. The systems obey the
phase-lock condition Φ0(t) – 3Φf(t) = const, where
Φ0(t) is the instantaneous phase of the generator and
Φf(t) is the phase of the external action.
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Fig. 1. Schematic diagrams illustrating the dynamics of interaction in system (9) for two values of the noise intensity: (a) oscillation
power spectra calculated using time series of system (9); (b) phase difference between the external action and the system (9)
response; (c, d) maps of the residence time angles.
As the intensity Dη increases, the synchronization
regime changes to the so-called “effective synchroniza-
tion,” whereby the phase-lock condition is satisfied for
finite but rather long time periods (usually greater than
102–103 characteristic oscillation periods). A further
increase in the intensity of fluctuations breaks the syn-
chronization.

Figure 1a presents the spectra of oscillations corre-
sponding to the aforementioned regimes: the shadowed
and open spectra refer to Dη = 0.1 and Dη = 0.7, respec-
tively. As can be seen, the two spectra are qualitatively
much alike; moreover, the ratios of the peak frequen-
cies corresponding to the intrinsic and external oscilla-
tions are also very close (2.96 with an effective syn-
chronization versus 3.05 in the absence of such syn-
chronization). Thus, the spectrum cannot be used for
reliably establishing the phase coherency of oscilla-
tions in this system.

However, a reliable information on the presence or
absence of phase synchronization can be gained from
an analysis of the time variation of the phase difference
between intrinsic and external oscillations. Figure 1b
shows the pattern of time variation of the phase differ-
ence for the oscillation Φ0(t) – 3Φf(t) for Dη = 0.1
(grey) and Dη = 0.7 (black). As can be seen, the length
of a phase-lock “plateau” in the former case exceeds
103 characteristic periods of intrinsic oscillations of the
van der Pol generator. From this, we infer that an effec-
tive phase locking regime takes place. In the second
case, the curve exhibits virtually no regions indicative
of the phase locking.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
Let us apply the method described above. For this
purpose, we fix the cross section x = 0 and determine
the residence times for the phase trajectory returning to
this plane for each value of the fluctuation intensity.
Upon introducing the polar coordinate system into the
residence time mapping and obtaining a sequence of
the residence time angles, we plot the corresponding
map. Figures 1c and 1d show the maps of the residence
time angles for Dη = 0.1 and 0.7, respectively. In the
former case, the plot clearly shows three groups of
points belonging to the same one-dimensional curves,
which is evidence of the 1 : 3 synchronism. On the con-
trary, the map of Fig. 1d is chaotic and reveals no clear
structure, which can be classified as the absence of
phase locking. This example shows that the proposed
method can be effective even in the case of nonstation-
ary oscillations.

Now, we will illustrate application of the proposed
method to the study of phase dynamics win the case of
three independent processes. Consider a self-sustained
oscillator under the action of two harmonic external
signals in the presence of noise:

(10)

These expressions describe a non-autonomous van
der Pol generator operating under the action of a quasi-
periodic signals with the characteristic frequencies
Ω1 = 0.5 and Ω2 = 0.1 and equal amplitudes C1 = 0.1
and C2 = 0.1; the parameter D = 0.0001 determines
intensity of the additive white noise. The parameters

ẋ y;=
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were selected so as to provide for a 1 : 2 synchronism
between one external action and the self-sustained
oscillator and a 1 : 5 synchronism between the two
external factors.

Figure 2a shows a fragment of the sequence of resi-
dence times for the phase trajectory of system (10)
returning to the plane x = 0. The corresponding map of
the residence time angles is presented in Fig. 2b. As can
be seen, all points in Fig. 2b are concentrated in two
“clouds,” which is evidence of the 1 : 2 synchronism
between the generator and the high-frequency external
action. This is also confirmed by the fact that the two
clouds are lying exactly on the curve representing a
successor function of the mapping (6) for ξ = 1/2. Thus,
despite the fact that the system studied features the
interaction of three oscillation processes, the proposed
method successfully revealed the phase synchroniza-
tion between two processes with maximum characteris-
tic frequencies.

However, the map in Fig. 2b does not allow us to
judge on the possible synchronization between the two
high-frequency processes and the third one, character-
ized by the minimum frequency. In order to check for
the presence or absence of phase locking between the
latter process and the first (high-frequency) external
action, we performed the following procedure. Using
the sequence of residence times (Fig. 2a), we deter-
mined the local maxima (connected by an envelope
curve) and introduced the corresponding polar angles
as was previously done for the residence times. This

(b) (c)

6.35

6.30

6.25

6.20
10 30 50

Ti

i

(a)

Fig. 2. Schematic diagrams illustrating the dynamics of
interaction in system (10): (a) plot of the residence times;
(b) map of the residence time angles; (c) map of the angles
of the residence time maxima.
TEC
procedure essentially excludes from the consideration
one process, namely, that characterized by the maxi-
mum frequency; in this case, the intrinsic oscillations of
the van der Pol generator. Figure 2c shows the map of
the angles determined by this procedure. Apparently,
the points of this map also fit to a one dimensional
curve that can be described with a good accuracy by the
analytical formula (6). The number of point clouds is
indicative of the 1 : 5 synchronism between the two
external actions. Thus, the proposed method allowed us
to estimate the phase locking in each pair of the inter-
acting processes. As for the study of phase locking in
the case of a still greater number of interacting pro-
cesses, we believe that a useful approach is offered by
the procedure of determining local maxima. However,
no detailed analysis of this question was performed
within the framework of the present study.

Thus, we have proposed a method for estimating the
phase synchronization of several interacting processes
using only a one-dimensional time series. A theory for
the method was developed for the case of a weak inter-
action and it was demonstrated that the method works
well in the case of nonstationary and noisy data
obtained by numerical modeling. We believe that this
method can useful in a number of practical applica-
tions, especially in the case when it is impossible to
extract signals simultaneously from all interacting self-
sustained oscillators.
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Abstract—The process of electron beam generation was studied in a magnetron gun system with secondary-
emission cathodes and periodically arranged metal rod anodes. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. Magnetron injector guns with cold
metal secondary-emission cathodes are of interest as
electron sources for electron accelerators and high-
power microwave devices. These electron sources are
characterized by high current densities (50–70 A/cm2)
and long lifetimes (estimated at ~105 h). The guns have a
relatively simple design, comprising a cylindrical cath-
ode and a tubular anode exposed to a magnetic field.

The results of investigations [1–4] showed that an
electron beam generated by such a gun has a tubular
shape with an internal diameter equal to that of the
cathode and an outer diameter determined by the mag-
netic field and the anode configuration. The anode
geometry affects the electric field distribution at the
cathode, determines conditions of the secondary emis-
sion and the electron beam generation, and influences
the beam profile and outer diameter. In a coaxial system
with cylindrical anode, the electron beam has a tubular
profile, while a small asymmetry renders the beam
cross section crescent-shaped with a break in the region
of a maximum distance between cathode and anode.

In magnetron gun systems [5], the use of cylindrical
anodes does not allow the distance between beams to be
reduced below the anode diameter so as to obtain a
structure of closely spaced beams at the gun system
output. This disadvantage can be removed by placing
anodes at the points of intersection of a system of mutu-
ally perpendicular lines (the sites of a square lattice)
and cathodes—at the points of intersection of the diag-
onals connecting the anode sites. In this case, the elec-
tric field is inhomogeneously distributed in the anode–
cathode gaps. The process of secondary electron multi-
plication and beam formation in such systems were not
studied. Below, we report on the results of investigation
of the electron beam generation in a magnetron gun
1063-7850/01/2712- $21.00 © 20991
system with cold metal secondary-emission cathodes
and periodically arranged metal rod anodes.

System description. Figure 1 shows a schematic
diagram of the anode and cathode arrangement. As can
be seen, the anodes are placed in a horizontal plane at
the points of intersection of a system of mutually per-
pendicular axes x and y (forming a square lattice) and
the cathodes are arranged at the points of intersection of
the diagonals connecting the anode sites. As a result, we
obtain a periodic system of electron guns, the number
of which can be increased either in one direction (so as
to obtain a beam with an almost linear cross section) or
in both directions (to form any desired configuration in
the xy plane). Thus, the complex gun essentially com-
prises a system of cells which can be arranged so as to
generate a beam with a preset configuration. In study-
ing the process of beam formation in the gun with such

y, cm

4

2

0 2 4 6
x, cm

Anode Cathode

Fig. 1. Schematic diagram of a spatially periodic magnetron
gun system with metal rod anodes and secondary-emission
cathodes.
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a geometry, where the electric field distribution signifi-
cantly differs from that in a coaxial system, we will
assume that the electric field is at the cathode surface is
sufficiently homogeneous to provide for the secondary
electron multiplication and beam generation.

In the first step, the experiments were performed
with a gun representing a single cell. The cell contained
an anode section comprising four 5-mm metal rods
forming a square with a 20-mm distance between cen-
ters. The cathode was placed at the center of the square,
so that the anode–cathode spacing was ~9.5 mm. We
have studied the guns with a cathode diameter of 2, 5,
or 16 mm and a length of 120 mm.

In the second step, we studied a gun system com-
prising four cells of the type descried above, with both
cathodes and anodes having a diameter of 5 mm.

The experiments with these guns were conducted in
a setup described previously [2]. The magnetron gun
was powered from a modulator unit forming voltage
pulses with an amplitude of up to 100 kV, a pulse dura-
tion of ~5 µs, and a repetition rate of 50 Hz. The rod
anodes were grounded, and the voltage pulses of nega-
tive polarity were applied to the cathode. The secondary
electron emission process was initiated at the trailing
edge (0.6 µs long) of an overshoot specially formed on
the cathode voltage pulse.

The magnetron gun was placed into a vacuum
chamber evacuated to a residual pressure of ~10–6 Torr.
A magnetic field necessary for the beam generation and
transport was generated by a solenoid. In the course of
the investigation, we measured the cathode voltage, the
electron beam current (with the aid of a Faraday cup),
and the beam spot size (by “prints” obtained on an alu-
minum or molybdenum foil).

Experimental results. In the first step, we studied
the electron beam generation conditions and measured
the beam parameters in a single cell with the cathode

7 kV

2 A

0 1 2 3 4
t, µs

I

U

Fig. 2. Typical oscillograms of the pulsed cathode voltage
U and the corresponding electron beam current pulse I.
TE
diameters 2, 5, and 16 mm. The experiments confirmed
the secondary electron multiplication and beam gener-
ation. First, the beam current measured with a Faraday
cup was studied as a function of the magnetic field
strength at a constant voltage pulse amplitude Uc of
40 kV applied to a cathode with a diameter of 5 mm. It
was found that the beam current increases with the
magnetic field strength H, reaching 12 A for H ~
2500 Oe. The beam current buildup time was 5–15 ns,
depending on the magnetic field strength. At a voltage
pulse amplitude of 28 kV and H ~ 1600 Oe, the beam
current was 5.3 A. Analogous dependences were also
obtained for other cathode voltages. Figure 2 shows
typical oscillograms of the pulsed cathode voltage U
and the corresponding electron beam current pulse I.

The total beam current print obtained on a metal
foil at a large magnetic field strength showed a ring
trace with an outer diameter of ~7 mm and an inner
diameter of ~5 mm in the central part. The beam gen-
erated at a small magnetic field strength, under which
conditions the secondary electrons could escape into
the space between rods (in the direction perpendicular
to the beam) formed a halo trace with a diameter of
~15 mm.

In the case of a 2-mm cathode, the system also oper-
ated in the regime of secondary electron emission and
beam generation. At a cathode voltage pulse amplitude
of ~26 kV and a magnetic field strength of 3000 Oe, the
total beam current measured by the Faraday cup was
2.6 A. At a distance of 80 mm from the gun output, the
beam print had the shape of a ring with the outer and
inner diameters of ~6 and ~3 mm, respectively.

The experiments with a 16-mm cathode showed a
small beam current in the Faraday cup (0.1–0.2 A for
Uc = 40 kV and H = 1300 Oe). As the magnetic field
strength increases, the secondary electron emission
process breaks, after which no current is measured in
the Faraday cup. This is explained by the fact that the
conditions necessary for the secondary electron multi-
plication and beam generation are not obeyed in a sys-
tem of closely spaced (~4 mm) electrodes featuring
strongly inhomogeneous electric field distribution.

The results of experiments with a gun containing
four electrode cells showed evidence of the secondary
electron multiplication and beam generation in each
cell of this system. The total beam current measured
with a Faraday cup was approximately four times the
value for a single cell. For example, the beam current
measured at Uc ~ 28 kV and H ~ 2200 Oe was ~ 22 A.

In some regimes, we observed high-frequency
(300 MHz and above) oscillations on top of the beam
current pulse, which resulted in an ~15–25% modula-
tion of the current pulse intensity. We attribute these
oscillations to interaction of the electron beam with a
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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periodic resonance structure formed by the metal rod
anodes.

Conclusion. A magnetron gun system with rod
anodes, featuring an inhomogeneous electron field, can
provide for an effective secondary electron multiplica-
tion and a spatially periodic beam generation. In a sys-
tem comprising four electrode cells, a total beam cur-
rent of ~22 A was reached, which is about four times
the value observed for a single cell. The total output
beam current pulse power was ~600 kW. Such beams
can be used in multibeam microwave devices. A further
increase in the number of gun cells, which is only lim-
ited by the volume occupied by the magnetic field,
allows spatially developed high-intensity electron
beams to be obtained for various applications.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
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Abstract—The reflection of longitudinal acoustic waves from the interface between a solid and a strongly dis-
sipative medium was theoretically studied. It is shown that the reflection coefficient and the reflected signal
phase significantly depend on the coefficient of ultrasound absorption in the dissipative medium. An algorithm
for restoring the time variation of the dissipative medium viscosity during solidification is proposed, which is
based on the results of measurements of the amplitude reflection coefficient for a pulsed ultrasonic signal. The
reflection and transmission coefficients are determined for the ultrasound wave amplitude, velocity, pressure,
and intensity. An expression is derived for the acoustic energy absorbed upon reflection from a dissipative
medium. A frequency dependence of the amplitude and generalized phase of the signals reflected from and
transmitted through the interface are restored from the results of spectral calculations. The theoretical results
are confirmed by experimental data on the reflection of acoustic pulses from an organic glass–epoxy compound
resin interface measured during solidification of the latter medium. According to these data, the reflection coef-
ficient and the reflected acoustic pulse duration decreased upon solidification of the epoxy compound. © 2001
MAIK “Nauka/Interperiodica”.
Introduction. The reflection of continuous and
pulsed acoustic signals from the boundaries between
various media has been theoretically and experimen-
tally studied in sufficient detail [1, 2]. However, to our
knowledge, the reflection of an acoustic wave from the
boundary of a medium characterized by a strong
absorption of sound oscillations has not been investi-
gated, although this case can be of interest both from
the theoretical standpoint and in practical applications.
Below, we will consider the reflection of a longitudinal
acoustic wave from a flat interface between a solid and
a strongly dissipative medium, for example, a viscous
liquid.

Theory. Consider a harmonic longitudinal acoustic
wave propagating without attenuation in a solid and
incident onto an interface between this solid and a
strongly dissipative medium (SDM). The wave is partly
reflected from this interface, while the transmitted wave
is sufficiently rapidly decaying in the SDM.

The wave equation for the longitudinal wave propa-
gating in the SDM is as follows [1]:

(1)

where ux is the longitudinal displacement component in
the wave, c2 is the elastic modulus, ρ2 is the medium
density, and b2 is the dissipative loss parameter. The lat-
ter quantity is determined by the shear viscosity η, bulk

ρ2 u̇̇x c2ux xx, b2ux xxt, ,+=
1063-7850/01/2712- $21.00 © 20994
viscosity ξ, and thermal conductivity χ coefficients
according to the formula [1]

(2)

where cp and cv are the heat capacities of the medium at
constant pressure and volume, respectively.

The coefficient of sound absorption α is a single-
valued function of the dissipative loss parameter b2 and

can be expressed as α = ω2b2/2ρ2 , where ω = 2πf is
the cyclic frequency of the acoustic wave and sl is the
longitudinal sound velocity. Note that Eq. (1) with
b2 = 0 describes the acoustic oscillations in a solid with
the corresponding material constants.

The solutions corresponding to the incident,
reflected, and transmitted waves can be written in a
standard form [2]:

(3)

where k1 = ω/sl1 and k2 = ω/sl2 are wavenumbers and t
is the time.

The boundary conditions at x = 0 establish continu-
ity of the elastic displacements and stresses (for a liquid
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SDM, the stresses are replaced by the pressure) across
the interface and are written as follows:

(4)

The solutions (3) obey the wave equation (1) and,
when substituted into (4), yield a system of linear equa-
tions determining the coefficients of reflection R =

/  and transmission T = /  such that T =
1 + R. The reflection coefficient can be as written in the
following form:

(5)

where  = ε(1 – ix)1/2; ε = z2/z1; x = ω/ωc; z1 = ρsl1 and
z2 = ρsl2, 0 are the acoustic impedances of the first and
second media (in the absence of dissipation); ωc =

ρ2 /b is an effective frequency characterizing the
SDM; and sl2, 0 is the sound velocity (for ω = 0).

It should be also recalled that R0 = (z2 – z1)/(z2 + z1)
and T0 = 2z2/(z2 + z1) represent the so-called amplitude
coefficients of reflection and transmission of the acous-
tic wave (for ω  0) [3].

Using formula (5), we obtain the following relation-
ship for the reflected signal phase:

(6)

where Ψ = – . Thus, relationships (5) and (6)
indicate that reflection of an acoustic wave from SDM
is accompanied by a change in both amplitude and
phase of the incident wave. When the wave is reflected
from a less dense acoustic medium (z2 < z1) and ω ! ωc ,
the signal phase is inverted (ΨR = π). In the vicinity of
ω ~ ωc , the reflection coefficient exhibits a minimum,
while the phase shift of the reflected signal relative to
the incident wave keeps increasing. For ω @ ωc , we
obtain Rω  1 and ΨR  2π, which corresponds to
the total reflection of the incident signal. In the opposite
case of reflection from a denser medium, the reflected
signal exhibits no phase inversion (ω ! ωc, Rω  R0,
ΨR  0). By the same token, the case of ω ~ ωc cor-
responds to a minimum in the reflection Rω and a max-

imum in the phase . Finally, for ω @ ωc , Rω  1
and ΨR  0.

To complete the description, we also present expres-
sions for the transmission coefficient Tω and the phase
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 of the transmitted longitudinal acoustic wave:

(7)

(8)

Figure 1 shows the frequency dependences of the
amplitude reflection and transmission coefficients and
the corresponding phases in the cases of reflections
with inversion (R0 < 0, organic glass–epoxy interface)
and without inversion (R0 > 0, aluminum–epoxyinter-
face). It was of interest to determine, besides the ampli-
tude reflection coefficient Rω, the coefficients of reflec-

tion for the waves of velocity  = / , pressure
Rp = pR/pI, and intensity RJ = JR/JI. Since, according
to (3), the differentiation with respect to time does not
change conditions (4),  = Ru . Taking into account a

relationship between the pressure and velocity p/  = ±
z1 (where the upper and lower signs refer to the waves
propagating along the x axis and in the opposite direc-
tion, respectively), we obtain Rp = −Ru . Therefore, the
frequency dependences of the moduli of the amplitude
reflection coefficient and the corresponding phase coin-
cide with the curves for the moduli of the coefficient of
reflection and the phase of the pressure wave.

Since the intensity and pressure of the wave in a

nondissipative medium are related as JI = /2z1 and

JR = /2z1, the reflection coefficient for the sound

intensity can be expressed as RJ = | |. Note that, by
virtue of the energy conservation law, the transmission
coefficient for the sound intensity in the SDM is TJ =
1 – RJ (in contrast to the amplitude coefficient, for
which T = 1 + R). All of the transmitted sound wave
intensity TJ in the SDM is irreversibly converted into
heat in the course of the longitudinal acoustic wave
propagation in this medium. From the standpoint of
practice, registration of the reflected signals is more
informative than detection of the attenuated signals
transmitted through a layer of the SDM. For this reason,
we will mostly dwell on the wave reflection processes
below.

A real pulsed acoustic signal can be represented as
follows:

(9)
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Ttan

ε 1 x2+( )1/4 Ψ
2
----sin

1 ε 1 x2+( )1/4 Ψ
2
----cos+

--------------------------------------------------.=

Ru̇ u̇R u̇I

Ru̇

u̇

pI
2

pR
2

Rω
2

u1
I x 0 t,=( ) u01

I Γ t
T
----– 

  i2π t
T
--- 

 expexp=

× θ t
τ
2
---– 

  θ t
τ
2
---+ 

 – ,
01



996 KOSTYUK, KUZAVKO
0.4

0

–0.4

–0.8

–1.2

2

1

0

–1

–2
10 20 30 40 50 0 10 20 30 40 50

0.6

0.2

1.0

1.4

1.8

0.2

0.4

0.6

0.8

1.0

0

0

(a)

(b)

R(x), ψ(x) T(x), ψ(x)

ψ(x)

im[R(x)]

re[R(x)]

im[T(x)]

re[T(x)]

ψ(x)

im[R(x)]

re[R(x)]

ψ(x)

ψ(x)

im[T(x)]

re[T(x)]

x

Fig. 1. Frequency dependences of the amplitude reflection and transmission coefficients and the corresponding phases calculated
for different interfaces: (a) organic glass– epoxy (z1 = 3.1 × 106 kg/(m2 s), z2 = 3.25 × 106 kg/(m2 s), ωc = 2π × 10 MHz); (b) alu-

minum–epoxy interface (z1 = 17.33 × 106 kg/(m2 s)).
where Γ is a dimensionless parameter determining the
envelope of the acoustic signal (this parameter is
related to the quality factor Q of a piezoceramic ultra-
sonic transducer by the relationship Γ = π/Q), T =
2π/ω0, ω0 is the frequency of the fundamental signal
harmonic, τ = nT is the pulse duration, and n is an inte-
ger equal to the number of periods in the emitted pulsed
signal.

Proceeding from the above relationships for Rω and
applying the direct and inverse Fourier transforms for
the pulsed signal (9), we have numerically calculated
the shape of a signal reflected from the organic glass–
epoxy compound interface. The results of these calcu-
lations showed that the amplitude and phase of the
reflected signal significantly depend on the fundamen-
tal harmonic frequency of the incident pulsed signal.

It was of interest to consider the peak-to-peak
amplitude D(ωc) and phase shift ∆ϕ(ωc) of the reflected
pulse relative to the incident signal, from which we can
quantitatively judge on the effective frequency and,
hence, on the dissipative loss parameter b2 determined
by formula (2). For most SDMs, in which the contribu-
tion to the sound absorption due to the thermal conduc-
tivity effects is negligibly small in comparison to the
viscosity effects, this circumstance provides a base for
a sufficiently accurate determination of the viscosity
characteristics. Figure 2 shows the aforementioned fre-
quency dependences calculated for the organic glass–
epoxy compound interface. As can be seen from these
TE
data, the phase measurements seem to be more promis-
ing as compared to the amplitude measurements, the
more so if we take into account that the phase differ-
ences can be measured with an accuracy of 10–2 deg or
even better.

Experiment. In order to verify the theoretically pre-
dicted dependence of the reflection coefficient on the
ultrasound energy dissipation in a reflecting medium,
we performed the following experiment. A piezocer-
amic ultrasonic transducer with a resonance frequency
of 3.5 MHz, excited by the signal from a pulse genera-
tor, produced an acoustic pulse with a shape close to
that considered in the above theory. The signals emitted
by the transducer and reflected from a structure of the
type described above were detected with the aid of a
digital oscillograph measuring the signal amplitude and
time characteristics.

Figure 3 shows a plot of the pulse reflection coeffi-
cient R measured in the course of curing of an epoxy
compound prepared according to the standard from
10 g epoxy and 1.2 g hardener. When mixed in this pro-
portion, the epoxy molecules attract the curing agent to
form a solid structure as a result of the chemical reac-
tion. As is known from the theory of phase transitions,
a substance at the transition point always exhibits
anomalous variation of one or several physical parame-
ters. In our case, the system showed a minimum in the
amplitude coefficient of reflection of a pulsed acoustic
signal. This point corresponds to a phase transition,
whereby all hardener molecules formed chemical
bonds with the epoxy molecules, which is followed by
CHNICAL PHYSICS LETTERS      Vol. 27      No. 12      2001
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stabilization of the spatial lattice thus formed. If the
components are taken in a different ratio, there appears
an excess of bonds corresponding to unreacted epoxy
or hardener [6]. The phase transformation is a sponta-
neous process, representing a structural transition of the
first order. The reliable realization of this process over
the whole volume only requires that the compound
components would be thoroughly stirred.

It should be noted that the acoustic impedances of
the liquid and solid phases of an epoxy compound can-
not be significantly different. In the course of curing,
the temperature of the solidifying mixture increased by
no more than 10°C above the room temperature; nor did
we observe any significant variations in the sample vol-
ume. Therefore, these factors can explain neither a
2.5-fold decrease in the reflection coefficient nor a
change in the reflected acoustic pulse duration τ from 3
to 2 µs. On the other hand, we must note that the char-
acter of the theoretical results is significantly different
from the nature of experimental data.

In the above theory, the reflection coefficient was
studied as a function of the frequency ω0 of the funda-
mental harmonic of the emitted acoustic signal at a con-
stant value of the effective frequency ωc , that is, at a
constant coefficient of ultrasound damping in the dissi-
pative medium. In the experiment, we measured the
time variation of the reflection coefficient in the course
of solidification of the epoxy compound. Thus, the
reflection coefficient was studied as a function of the
time-dependent coefficient of ultrasound damping in
the dissipative medium, while the fundamental har-
monic frequency ω0 remained constant (the piezocer-
amic ultrasonic transducer is a resonance device inca-
pable of the frequency tuning). Obviously, the viscosity
of the dissipative medium and, hence, the ultrasound
damping in this medium reached maximum at the phase
transition point (upon the epoxy solidification); these
characteristics are quantitatively unknown and can
hardly be measured experimentally.

Thus, the theoretical curves of the reflection coeffi-
cient Rω were plotted against x = ω/ωc , whereas in
experiment this parameter initially increased as the sys-
tem approached the phase transition point and then
gradually decreased. According to the theoretical
curves in Fig. 1, an increase in the x value is accompa-
nied by a decrease in both the reflection coefficient Rω
and in the reflected pulse duration τ. Thus, the experi-
mental data qualitatively agree with the theoretical pre-
dictions. In order to quantitatively check this correla-
tion, it is necessary to experimentally measure the vari-
ation of the ultrasound damping during solidification of
the epoxy compound. Once the initial and final acoustic
parameters of the epoxy compound in the course of cur-
ing are known, we may solve the inverse problem and
restore, using the obtained experimental data, the time
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 12      20
variation of the dissipative loss parameter during this
process.

Conclusion. We may conclude that the state of a
reflecting dissipative medium significantly affects the
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Fig. 3. Experimental time variation of the acoustic pulse
reflection coefficient R measured in the course of solidifica-
tion of an epoxy compound.
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reflection coefficient and the reflected signal phase for
both continuous and pulsed acoustic signals. Since the
phase measurements are characterized by a higher
accuracy as compared to the amplitude measurements,
the former can be used to judge on the sound absorption
in strongly dissipative media and to determine the vis-
cosity of liquids.

In the modern electronics and machine building, an
important role belongs to continuous monitoring of the
technological process for obtaining optimum working
properties of the products. The fabrication of solid state
electronic devices almost always involves a change in
the fine structure of substances or their components in
the course of physicochemical transformations
involved in the technological processes such as molec-
ular and laser beam epitaxy; electro- and photolithogra-
phy; electrochemical, plasma, and vacuum deposition;
and soldering. In most cases, these processes are
accompanied by a strong local heating and the corre-
sponding changes in the phase, state, or chemical com-
position of some regions of materials which, under
these conditions, appear as strongly dissipative media.
Therefore the acoustic measurements offer a means of
TE
continuous monitoring and, hence, flexible control of
the technological process, ensuring the required prod-
uct characteristics at a reduced material and energy
consumption and increasing working life and perfor-
mance.
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Abstract—A nonperturbative method is developed for calculating the energy losses upon collisions of relativ-
istic structural large-Z ions with atoms. By structural ions are implied those containing partly occupied electron
shells. Usually possessing a large charge, such projectiles (e.g., fully or partly stripped uranium ions) are fre-
quently employed in the experiments on modern heavy-particle accelerators. © 2001 MAIK “Nauka/Interperi-
odica”.
As is known, inelastic processes accompanying the
collisions of relativistic ions possessing sufficiently
large charges with atoms cannot be described [1, 2]
within the framework of the perturbation theory even
for very large interaction energies. Nonperturbative
approaches were developed, for example, in [3–7] (sud-
den perturbation approximation), [8–10] (eikonal
approximation and its modifications), [11] (calcula-
tions based on a numerical solution of the time-depen-
dent Dirac equation), and [12, 13] (exact solution of the
Dirac equation in an ultrarelativistic limit). A nonper-
turbative approach based on the Glauber approximation
generalized to the case of inelastic collisions of relativ-
istic ions with atoms was recently proposed in [14–16].
A consistent nonperturbative theory describing the
energy losses of fully stripped relativistic heavy ions
interacting with free electrons was developed in [17].

However, experiments frequently involve partly
stripped ions; moreover, such ions may possess an equi-
librium charge (smaller than that of a fully stripped ion)
established as a result of recharge and electron losses in
the course of the ion motion in a medium. In calcula-
tions of the ion stopping, the field of a screened ion is
usually described as a field of the corresponding point
charge. However, it is basically clear that ions behave
as fully stripped unscreened charges during collisions
described by small impact parameters or large trans-
ferred momenta; the same ions behave as screened
charges in the interactions involving large impact
parameters or small transferred momenta. In other
words, it seems expedient [5, 18, 19] to consider the
decelerated ion as an extended structural particle with
dimensions on the order of the size of electron shells
occupied by electrons corresponding to stationary ion
charge, rather than as a point charge.

Such effects were considered (see, e.g., [5, 18, 19])
within the framework of the perturbation theory, the
applicability of which requires obeying the inequality
1063-7850/01/2712- $21.00 © 20999
Z/v  ! 1, where Z is the charge of the projectile and v  is
the relative velocity of colliding particles (here and
below, we use the atomic units " = me = e = 1). For con-
sistently taking into account the electron “coat” of a
heavy relativistic ion, a nonperturbative consideration
is necessary, the more so that recent experiments (see,
e.g., [20–23] and references therein) involved energy
losses of ions possessing very large charges for which
the region of applicability of the Born approximation is,
strictly speaking, not reached [1] even for v  ≈ c (c is the
speed of light), so that Z/v  ~ 1.

Below, we present a nonperturbative theory describ-
ing the energy losses upon collisions between relativis-
tic structural large-Z ions with atoms. Using this
approach, a simple formula for the effective ion stop-
ping is obtained.

For simplicity, let us first consider the collision of a
relativistic large-Z with hydrogen atom. As was shown
in [8], the whole interval 0 < b < ∞ of possible values
of the impact parameter b can be divided into three
regions:

(1)

which correspond to small, medium, and large impact
parameters. The boundaries of these regions are deter-
mined by the quantities

Now we will calculate the effective stopping κ [24]
in each of the three regions (1) and determine the total
effective stopping by adding these contributions. The
exact boundary values are insignificant, since κ
depends on b1 and b0 in each region by a logarithmic
law; this provides for a correct matching of the contri-

(A ) 0 b b1, (B ) b1 b b0,< << <
(C ) b0 b ∞,< <

b1 1, b0 v γ; γ 1/ 1 β2– , β=≈≤ v /c.=
001 MAIK “Nauka/Interperiodica”
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butions from adjacent regions and makes the final
expression independent of the matching parameters b1
and b0.

(A) Small impact parameters: 0 < b < b1. In the
case of small impact parameters or large transferred
momenta, we may consider [25] the atomic electrons as
free and resting before the scattering event and describe
the ion as a fully stripped unscreened charge Z. Under
these conditions, we can use the results of Lindhard and
Sorensen [17]. According to the results of numerical
calculations for γ ~ 10 and the ion charge Z ≤ 92, the
energy losses can be described by a frequently
employed formula

(2)

where ∆LBloch and ∆LMott are the Bloch correction [26]
and the Mott correction [27] (effectively differing from
zero [17] only for small values of the impact parame-
ters), and η = 1.781.

(B) Intermediate region: b1 < b < b0. Let us restrict
the consideration to light (nonrelativistic) atoms. In this
case, by analogy with [5, 18, 19], we may ignore the
process of electron shell excitation in the projectile and
describe the structural ion as an extended charge. Fol-
lowing [5, 18, 19, 28], we will assume that the nucleus
of the impinging ion bears a charge Z, while Ni elec-
trons are distributed around this nucleus with the radial
density

Here, λ is the screening parameter determined by the
formula

where ν = Ni/Z is the relative number of electrons in the
ion. The Coulomb interaction between an ion occurring
at the point R and an atomic electron located at the
point r is described by the potential

κ b b1<( )

=  
4πZ2

v 2
------------ b1γv η( )ln

1
2
---β2– ∆LBloch ∆LMott+ + 
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ρ r( )
N i

4πλ3
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r
---e r/λ– .–=

λ g
ν2/3

1 ν/7–
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U R; r( ) Z 1 ν–( )
r R–
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Zν

r R–
--------------- 1

λ
--- r R–– 

  ,exp––=
TE
where the ion coordinates are usually expressed
through the impact parameter b: R = (X, b).

In the eikonal approximation, the cross section for the
transition of a hydrogen atom from state |0〉 into state |n〉
upon collision with a relativistic ion is as follows [8]:

(3)

As can readily be checked [3], an atomic electron inter-
acting with the ion in the region b1 < b < b0 acquires a
momentum ! c and, hence, can be considered as non-
relativistic both before and after collision. For this rea-
son, we can substitute a static Coulomb potential for U
in formula (3), which allows the total effective stopping
in the region under consideration (b1 < b < b0) with
b1/λ ! 1, b0/λ @ 1 to be presented in the following
form:

(4)

where η = expB = 1.781 (B = 0.5772 is the Euler con-
stant).

(C) Large impact parameters: b0 < b < •. In this
range of impact parameters, interaction of the projectile
with an atom can be described within the framework of
the perturbation theory. The atom is considered as occur-
ring in the field of a screened ion possessing an effective
charge Z* = Z(1 – ν). The effective stopping is [8]

(5)

where I is the “mean” atomic energy introduced as
in [25].

Now we can determine the total stopping by adding
the contribution from three regions,

which yields

σn d2b n 1
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This formula can be generalized so as to include the
collisions of relativistic structural heavy ions with com-
plex atoms by a standard procedure [24]. According to
this, the right-hand part is multiplied by the number of
atomic electrons N and the atomic characteristic I
introduced in (5) is calculated for the complex atom
under consideration. For comparison, the effective
stopping [29] of a point nucleus with the charge Z*
can be expressed as

(7)

In order to make a correction for the ion charge
extension, we can introduce the difference δκ = κ –
κpoint and determine the relative correction as χ = (κ –
κpoint)/κpoint . Behavior of this quantity is illustrated in

κpoint 4π Z*( )2

v 2
-------------=

× 2v 2

I 1 β2–( )
---------------------ln β2– ∆LBloch ∆LMott+ + 

  .
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Fig. 1. Plots of the relative correction χ versus energy for
incident ions with a charge Z = 92 and various numbers of
screening electrons Ni = 5, 10, 20, and 30.
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relative number of screening electrons ν = 0.2.
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Fig. 1. The need in using a nonperturbative method for
the stopping calculation at large 
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* is illustrated in
Fig. 2 by the quantity 

 

δκ

 

/(

 

δκ

 

)

 

Born

 

 representing the ratio
of the above correction to the analogous value calcu-
lated in the Born approximation, that is, by formulas (6)
and (7) with 
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Conclusions. An allowance for the ion charge
extension leads to an increase in the effective ion stop-
ping κ as compared to the value κpoint for a point
nucleus with the same effective charge Z*. By the order
of magnitude, the ion energy loss can be estimated as
(κ – κpoint)/κpoint ~ ν, where ν = Ni/Z is the relative num-
ber of electrons in shells of the ion. For example, the
stopping of a uranium ion with 10 electrons in the
bound states is about 10% greater as compared to the
stopping of a fully stripped point nucleus with the same
charge and mass.
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