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The excitation function is measured ftBe+ p elastic resonance scat-
tering at an angle of 180° in the center-of-mass frame. The measure-
ments are made by a new method which combines the advantages of
inverse kinematics and thick targets. New information is obtained about
the structure of the levels in tf® nucleus. ©1998 American Insti-

tute of Physics[S0021-364(98)00112-1]

PACS numbers: 25.40.Ny, 27.20n

The study of exotic nuclei is one of the most interesting topics in nuclear physics
today. The production of radioactive beams is the most fundamental means of advancing
along the difficult path of attaining the limits of nuclear stability.

In the prominent research centers of the world, radioactive beams are produced by
fragmentation of “ordinary” nuclei accelerated up to high enerdgfesm 35 MeV/A up
to 1 GeV/A). Complicated magnetic systems are used to separate the products of frag-
mentation. The selected products of nuclear reactimdioactive beamshave an energy
close to that of the primary beams and are characterized by a large energy @wead
compared with “ordinary” beamsand an intensity at least seven orders of magnitude
lower than that of the primary beams. It should be noted that the high energy of radio-
active beams can also be viewed as a disadvantage for effecting standard nuclear reac-
tions, since this energy is much higher than the Fermi energy in nuclei. Decreasing the
energy leads to a sharp loss of intensity.

In Ref. 1 a method of using ordinary cyclotrons to obtain radioactive beams is
described. In this method heavy ions with energy 5—10 MeV/A bombard a target con-
sisting of a light material. The cost in terms of primary-beam intensity and thickness of
the primary targeton account of the comparatively low enejdy largely compensated
by favorable kinematics and large cross sections of the process, which can be of a
resonance character because of the low relative energy in the center-of-mass frame.
Finally, the radioactive-beam energy obtained lies in a range that is convenient for study-
ing (secondary resonance scattering by a method employing the advantages of inverse
kinematics and very thick gas targdétae Gol'dberg methad™). The present letter re-
ports the first physical results obtained on the cyclotron at the Kurchatov Institute Rus-
sian Science Center. Using the above-indicated methods of obtaining radioactive beams,
we obtained new experimental data on the levels offBeucleus. This nucleus is of
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FIG. 1. Diagram of the experimental MA’%paratus used to obtain a radioactiBe beam in the cyclotron
at the Kurchatov Institute Russian Science Center. A scattering chamber filled with methayeig Gidated
at the end of the MASE

well-known astrophysical interest as a source of solar neutrinos and is interesting as a
boundary nuclesi— a likely candidate for having a proton halo. Information about the
level scheme in th€B nucleus(which is the mirror nucleus diLi) is also important for
explaining theB decay of®He and as a test for three-body approaches to solving prob-
lems in nuclear physics. In addition, because of the experimental difficulties of studying
the 8B nucleus, the quantum characteristics of only one excited state with isotopic spin
T=3" (2.32 Me\) are known reliably.

In the present work the levels 8B were studied in resonance elastic scattering of
’Be by hydrogen. ThéBe nucleus was obtained in the reactfai( p, n) by bombarding
a gaseous hydrogen target withi ions accelerated to 53 MeV in the cyclotron at the
Kurchatov Institute Russian Science Center. TBe nuclei(and other products of the
interaction of’Li with the primary targetwere analyzed with an MASEagnetic sepa-
rator. The experimental arrangement is shown in Fig. 1. A tBthum) organic scintil-
lator, which was viewed by a photomultiplier, was placed at the center of the separator.
The scintillating film served as a degraderaking it possible to achieve better separation
of 'Be by adjusting the magnetic stiffness in the second arm of the MiASEcordance
with the 'Be losses in the fillnand as a source of the time signal for time-of-flight
analysis of the particles. Moreover, the pulse-height spectrum of the photomultiplier was
analyzed, making it possible to separ&Be from lighter impurities'He, 3He, andp. At
the end of the separatéin front of the secondary targethe ions passed through a thin
film — a source of electrons for a microchannel pl&@#&CP). The photomultiplier and
MCP signals were used for analysis of the time of flight through a 2-m-long section of the
MASE. The temporal resolution was equal to approximately 1 ns. Such an analysis made
it possible to separatéBe without appreciable admixtures of other particles. The inten-
sity of a 32 MeV’Be beam(in front of the secondary targetas equal to 1Dparticles/s.
The separated beam of radioactiBe nuclei was directed onto an entrance foil parti-
tioning the scattering chamber volume from the MASHEhe scattering chamber was
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FIG. 2. "Be+ p elastic scattering excitation function measured at an angle of 180° in the center-of-mass frame.
The solid curve is a best fit according to the potential model using three resonarictse(®. The dashed line
shows the fit without the 8(27,17) level.

filled with methane (Ch)) at a pressure chosen so that tBe nuclei would stop in front

of the detector, arranged at an angle of 0° in the laboratory frame. Besides the single
detector, a\E—E telescope, placed next to the single detector at an angle close to 0°, was
used. The detector detected recoil protons produced as a result of the scattéBeggf

the protons in the methane molecules. The analysis was performed according to the
specific and total energy losses in the telescope and according to the time of flight
(relative to the MCP signaland energy in the single detector. Control measurements
were performed with dLi primary beam obtained under the same conditions agBee
beam. The overall accuracy of the energy calibratlwetter than 20 keYand the energy
resolution (better than 30 keVwere estimated according to the known levels°Be.

More information about the methods used can be found in Refs. 2—4.

Figure 2 shows the measured excitation function, converted to the center-of-mass
frame, for the elastic scattering 6Be by hydrogen at an angle of 180°. The absolute
accuracy of the measurements is determined mainly by the admixtures of other particles
in the ‘Be beam, other gases in the gHuncertainties in the determination of the
pressure in the target, and uncertainties in the calculation of the specific los®ss iof
the gas. Estimation of all factors shows that this accuracy is better than 25%.

We chose a potential approach in the spirit of Ref. 5 for analysis of the excitation
function. The conventiondR-matrix analysis was rejected because the expected density
of states is low, and the potential approach makes it possible to compare easily the
spectra of thé’Li and 8B mirror nuclei. The standard Woods—Saxon potential with
“reasonable” parameters was used to describe the spectrum of the statebif &imel
8B nuclei. It is easy to match the positions of the levels by varying the depth of the
potential, but the computed widths of the states are always found to be appreciably
greater than the experimental valuspecifically, this fact clearly indicates the compli-
cated, non-single-particle character of the states studibol permit matching of the
width, an additional Gaussian barrigepulsive potentialat the surface of the nucleus
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TABLE I. Levels in®B.

Level, 1™ Energy, MeV= keV Fem., keV
3" 2.32£20 350+30
1t 2.83+150 780200
(17,2) 3.0 wide

was introduced in the Woods—Saxon potential. This purely mathematical trick enabled us
to describe both the position and the widths of the states. The position and width of the
3" level (2.32 Me\) in 8B were fixed in accordance with existing d&f@he position and

width of the 1" level (the 3.21 MeV mirror level irfLi) were varied so as to obtain the

best description of the excitation functidRig. 2). It was found that in all cases of the
hypothetical arrangement of the”llevel, in the region studied, the computed cross
section was appreciably less than the measured cross section. An example of the calcu-
lation is shown in Fig. 2(dashed ling Since the calculation is based on the single-
channel approximation, it predicts the maximum cross section attainable in the absence of
decay channels other than decay fréBnstates back into théBe ground state. Therefore

the result obtained is a direct indication of the existence of another unknown state in the
8B nucleus in the region studied. The states closest to this region are statds=\&ith

(1d) andl=0 (2S). However, the state with=2 is always too narrowbecause of the

high centrifugal barriercompared with the wide measured structure. The assumption that
there exists a 3 state makes it possible to obtain a very good description of the experi-
ment, as one can see in Fig(slid curve; the calculation was normalized to experiment
with a normalization factor of 1)2 The results obtained are summarized in Table I.

Comparing the data on the*llevel in 8B (2.83 Me\), found in the present work,
with data on the T level in8Li (3.2 MeV)® shows that the widths and position of the
levels differ from the calculations which take the Coulomb corrections into account on
the basis of the potential model. Although data on theldvel in 8Li are sparséRef. 7)
and investigation of th@ decay offHe (Ref. 8 shows that this level must be “shifted”
to lower excitation energie§ust as in the present workthe observed discrepancies
between the results of the present work and the published data for thedl should not
be regarded as conclusively established. To obtain a conclusive solution of this problem
the statistical reliability of the present results must be improved. Apparently, the most
important concrete result of the present work is the observation of a wide, low-lyhg, 2
state in theA=8 nucleus. Indeed, the unexpected depression of $et&tes plays the
main role in the production of a halo of light nuclei lying at the limit of stability, for
example, in*'Be, Li, and so on. The reason for the appearance of the low-lyimg
ground 2S states in light nuclei is unclear and is being actively discuSs@de of the
main ideas for explaining this phenomenon reduces to the assumption of a large defor-
mation of nuclei which have a low binding energy and apparently originates from a
conjecture about the structure of th8e nucleus which was published in the monograph
by Bohr and Mottlesor? In cases of large deformations the single-particle widths of the
Slevels should decrease sharpiyOur earlier observations of wideSxstates in*N (Ref.
5) and now in®B argue against this hypothesis. It remains to be seen how the new data
on the wide B level will affect the calculations of the cross section for the radiative
capture of protons byBe at energies corresponding to the temperature of the sun.
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New possibilities are demonstrated for eliminating uncompensated
Doppler broadening in different types of nonlinear optical processes by
means of atomic coherence effects in strong electromagnetic fields are
demonstrated. €1998 American Institute of Physics.
[S0021-364(98)00212-9

PACS numbers: 52.50.Gy, 42.50.Hz, 42:6k.

1. Doppler broadening of resonances imposes a number of fundamental limitations
on the selectivity of the interaction of electromagnetic radiation with atomic and molecu-
lar systems. Methods of two-photon excitation in counterpropagating waves are widely
used to eliminate the inhomogeneous broadening of two-photon transitions. However,
these methods are applicable only in the case of stepped configurations of the transitions
and equal frequencies of the interacting waves. Appreciable departures from the interme-
diate resonances will substantially reduce the two-photon interaction cross sections. For
overcoming these limitations, methods based on the use of strong fields and the change in
the frequency-correlation properties of multiphoton processes in strong resonance fields
were proposed in Ref. 2 and in subsequent publicaffonk.was shown that inhomoge-
neous broadening can be eliminated and sub-Doppler resonances can be realized even for
transition configurations of the Raman-scattering type. In this case, resonance interaction
with all atoms simultaneously, irrespective of their velocities, is possible. Methods of
inducing sub-Doppler spectral structures in strong laser fields have been attracting in-
creasing attention in recent years in the context of using quantum coherence effects to
manipulate the optical properties of atoms and molecules in order to form large cross
sections for nonlinear optical processes, spectral windows of transmission and amplifi-
cation without population inversion, large dispersion of materials and effective popula-
tion of high-lying levels(Refs. 10—12 and references cited therein the present letter
we propose new ways of compensating the Doppler broadening and of capturing atoms
into resonance over a wide interval of velocities on account of coherence and strong-field
effects. The results are illustrated by numerical examples for one of the transition
schemes.

2. The main idea consists of the following. Let an atom interact with one strong field
E, at a frequencyw, close to the transition frequeney,; (Fig. 1, whereE;=0). On
account of induced transitions between the resonance states, their probability amplitudes

0021-3640/98/67(12)/6/$15.00 1018 © 1998 American Institute of Physics
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FIG. 1. Transition scheme for eliminating Doppler broadening and capture of atoms into resonance over a wide
interval of velocities.

are modulated; for a high frequency of the induced transitions this modulation is mani-
fested, for probe radiation at an adjacent transition, as a splitting of the common level
into two quasilevels. Resonance detunings for weak probe radi€tighw,;— w4 cor-
respond to the valués®®

1
0= — o 7= — 5{0, % /4|G*+ 03}, (1)

whereQ,=w,— w,,, andG,=E,d /2% is the Rabi frequency. Hence it follows that
the correlation factors of the frequencies and w, at the corresponding resonances are
determined by the expression

M _dalyz_ 1 1+ Q2 (2)
Mdo, 2 V4G 2+ 05

so thatM;+M,=1 always. In weak fields|G;5°<0Q32) one hasQ{’=-Q, and
Q(12)= 0, while the correlation factors assume the valvbs=1 andM =0, correspond-

ing to two-photon and step processes. In strong figl@s 42> Q3) the correlation fac-
torsM,; andM, become equal, with a value of 1/2, i.e., they do not correspond to either
single- or two-photon processes.

For atoms moving with velocity all the detunings, on account of the Doppler shift,
must be replaced b§); ,=, ,— Ky ,-v, wherek, , are the wave vectors of the corre-
sponding radiation. With the aid of Eq(1), from the condition Q1*—k;-v
=—a; Q) for |Q,|>|k,-v| we obtain, to first order itk,- v/,

Q&l'z)_kl'V: — (a1~ My Ky-v). )

In weak fields [G;,?<Q3) we obtain from Eq(3) the well-known condition for two-
photon resonance to occur for all atoms simultaneougly: —k, (w,=w,). For transi-
tion configurations of the Raman-scattering type the condit®rbecomes

Q2 —ky-v= ay,— My Ky v (4)
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In strong fields, sincé, , differ substantially from 1, the conditior{8) and(4) can
also be satisfied fok;#k,. Therefore, with the correct choice of the intensity of the
strong radiation the field-induced level shifts, which in turn depend on the velocities, can
compensate the Doppler shifts and result in capture of the atoms into resonance over the
entire velocity interval, even forw;# w,, i.e., even at Raman-scattering type
transitions>>°

3. We shall now present the results of an investigation of new possibilities for
manipulating sub-Doppler resonances with the aid of additional strong fields for different
types of nonlinear optical resonance processes. For definiteness, we shall consider the
nonlinear optical process shown in Fig. 1. For greater clarity, we shall consider the case
where the radiation field at the 01 transition is so weak that the change in the populations
of the levels can be neglected. Then the formula for the probability of absorptibe of
photons per unit time can be represented in the f@gee Ref. 13, Eq$24) and (26))

|Goil? 1
Po1 1+(Gy)?/PyPod 1+|G2d % PooPoal )

w(Qq)=2 Re| 5)

where
Gu=E1do/2fi, Go3=E3dyd2%,
Por=Lorti(Q1—kyV),  Pop=Loati[Q1+Qs—(ky+ky) V],
Poiz=Tozti(Q1+ Qo+ Q3—Ksv), ke=k;+ks+Kks,

andI'j; are the homogeneous half-widths of the corresponding transitions.
Reducing this expression to a common denominator, we obtain

PoaPost|Gadl®
w(y)=2 R€| Gol?——=—— (6)
|301':)02':)03
wherePy, describes a two-photon resonance modified by strong fields:
= G1d® | [Gad?
Poo=Pgo+ —_—. 7
00=Port 5 —+ 5 U

Assuming that the detuning of the fields from single-photon resonances is much
greater than not only the homogeneous but also the Doppler widths of the transitions, and
taking the Doppler shifts into account in E@) in the first nonvanishing approximation,
we obtain

Boo=Tort 18op—i | 14192 | bge — 188y L, ®)
02 02 02 Qi 1 2 (Ql+92+93)2 s ’
wherefzoz and1~“02 have the form
~ Gig? G,y?
Qozzﬂl"'ﬂz_ | 12| | 23| (9)

Q;  0,+0Q,+0Q5°
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FIG. 2. Probe-field absorption resonances: @uav— sub-Doppler resonance in a strong field(E;=0),

b — the same, if the conditions for eliminating Doppler broadening are not satisfiedcompensation of the
residual Doppler broadening by means of a strong #&JdAll curves are normalized to the value of the linear
absorption at the center of the Doppler-broadened single-photon resonance.

= G1d? G2g?
Igo=Tgot ot .
02— 1 02 Qi 01 (14 0,1 0y)2 03

Formula(8) demonstrates the possibility of obtaining a narrowed two-photon resonance
in absorption of the probe field in the presence of two strong fields with different ratios

of the wave vectors of the interacting radiations, even if the conditions for compensation
of the Doppler broadening at the transition 02 in the absence of the Higldre not
satisfied. The effects under discussion are a consequence of atomic coherence excited by
the strong fields at the interacting transitions.

We shall illustrate the main results in a numerical model of the transitions of the Li
atom with the following parameters: \y;=670.784 nm, X\;,=610.364 nm,
N23=1091.91 nm,I"3;=2.85 MHz, I"1,=8.35 MHz, I',3=6.30 MHz, and the Doppler
half-widths are, respectivelyAw;p=1.362 GHz, Aw,p=1.497 GHz, andAwgzp
=0.837 GHz. The homogeneous half-width of the two-photon transition is
FOZI 5.5 MHz.

4. Let us consider first the case where the figldis switched off. Let the detuning
of the fieldE, from resonance be much greater than the Doppler width of the transition
12, and let the intensity correspond to the conditiqe- M 1k,, whereM is the corre-
lation factor(2). For the present numerical model with detuning=6.68 GHz the Rabi
frequency required to eliminate its broadenindsis,= 2.32 GHz. The half-width of the
narrowed “quasi-two-photon” resonance in the field of the counterpropagating waves of
different frequency is equal to approximately 10 MHz, while the position of the reso-
nance is shifted relative to that of the resonance in weak figds 2, curve & The
resonance detuning of the probe field in this case is determined bl Efpr Q(ll).

For transitions with frequencies differing by almost a factor ofe? f/ w,,=0.5),
the quantityG,, required to obtain a narrow resonance increases to 10—-100 GHz, which
corresponds to a light field with intensity of the order of 10 MWcm
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FIG. 3. Probe-field absorption resonances in the presence of another weak counterpropagating wave with
different frequencyw,: Curve a — Doppler-broadened two-photon resonance in the absence of th& fjeld

b — compensation of Doppler broadening by means of a strongHigl@he curves are normalized to the value

of the linear absorption at the center of the Doppler-broadened single-photon resonance.

If the intensity of the strong fiel&, is less than optimal®,,=1.16 GHz), then the
condition for obtaining a Doppler-free resonance is not satisfied, and the height of the
peak decreases while the width increadélg. 2, curve . Switching on an additional
strong fieldE5 propagating in a direction opposite to the shortest-wavelength radiation
E, makes it possible to reduce once again the width of the resonance to a mirigum
(9)) and to increase the absorption cross sectiondfpmphotons(Fig. 2, curve ¢ The
required values ar&,;=2.15 GHz and(};=—5.04 GHz.

5. Let us examine one more variant of sub-Doppler spectroscopy, where the inten-
sity of the counterpropagating wavis andE, is low, while their frequencies are chosen
to be different so as to approach an intermediate resonance with level 1. In this case, the
absorption cross section grows approximately by 6 orders of magnitude, but the condition
for compensation of Doppler broadening at the transition 02 is not satisfied, and the
two-photon absorption linewidth cannot be narrower thp-k,|v (v is the thermal
velocity). When an additional strong field of frequeney, propagating in the opposite
direction to the waveE,, is switched on, it becomes possiblEg. (8)) to obtain a
narrowed line having a linewidth comparable to the minimum possible two-photon ab-
sorption linewidth in weak field§i.e., whenk,;= —k,) (Fig. 3. The illustrations corre-
spond to the same transitions in Li witG,,=8.35 MHz and(},=6.68 GHz (k,
—k;)/k,;~0.1). Curve a corresponds E;=0; curve b corresponds to the same condi-
tions but in the presence of a strong fiéld with G,3=0.45 GHz and1;=0.94 GHz,
propagating in the same direction as the wi&ye

6. In conclusion, we note that the possibilities examined above can be easily ex-
tended to transition schemes of the Raman-scattering type as well as to schemes where all
three fields interact with a common intermediate level.

When the difference of the frequencies of the fields interacting with adjacent tran-
sitions is large, compensation of the Doppler broadening requires high intensities of the
additional radiation. As the intensity of the radiation increases, the Doppler-free reso-
nance undergoes field-induced broadening. However, this conflict can be overcome, since
the magnitude of the field-induced broadening is proportional to the product of the in-
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tensities of the interacting radiation, while elimination of Doppler broadening can be
accomplished by increasing the intensity of only one of the fields.
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The initial stages of growth of films of & molecules on 4100Mo
surface are studied by high-resolution Auger spectroscopy and atomic
force microscopy under ultrahigh vacuum conditions. It is shown that at
T<750 K, after a specific coating with molecular density 1.5

X 10 cm™~2, which the authors term a high-temperat(isl) mono-
layer, has formed on the surface, crystallites in the form of “towers”
with flat tops grow on the surface. The fraction of the area occupied by
towers depends strongly on the substrate temperature and the flux den-
sity of the molecules on the surface but is virtually independent of the
exposure time. At temperaturés- 760 K the Gy molecules making up

the crystallites desorb, while the molecules making up the HT mono-
layer decompose, and the carbon released is dissolved in the interior of
the substrate. €1998 American Institute of Physics.
[S0021-364(©8)00312-7

PACS numbers: 81.05.Tp, 81.15.Ef, 61.16.Ch

The adsorption of fullerene molecules on solid surfaces and the growth of films
consisting such molecules are attracting great scientific and practical irftéréesifor-
tunately, at the present time there is no reliable information about the character of the
growth of thin films consisting of fullerene molecules at high temperat(5@8—800 K.
Earlier, we studied the adsorption off3nolecules and the contact and thermal stability
of these molecules ofl11)Ir (Ref. 1) and (1010Re (Ref. 2 surfaces, and we showed
that up to temperatures 700— 750 K the g, molecules do not decompose on the surface
of these metals. In the present work our intention is to study the growth mechanisms of
thin films of G;y molecules on thé100) face of a textured Mo ribbon.

The experiments were conducted in an ultrahigh vacyuidV) high-resolution
(AE/E<0.1%) Auger spectrometéfThin 50x 1.0x0.02 mm molybdenum ribbons were
used as substrates. The ribbons were textured by heat treatment with an ac current at
T=2200 K, and the(100 face, with a work functionep=4.45 eV, emerged at the
surface. The surface was uniform with respect to the work function. According to x-ray
diffraction data, the degree of orientation of {i€®0) face to the surface was99%. The
ribbons were cleaned by annealing first in an oxygen atmosprpx%;z@(lx 10 torr,

0021-3640/98/67(12)/5/$15.00 1024 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 12, 25 June 1998 Vakar et al. 1025

T=1600 K) and then in UHV §=10"1° torr) at T=2200 K. After cleaning, no Auger
peaks other than those of molybdenum were observed on the surface of a ribbon.

The G molecules were depositéd situ from a Knudsen cell, loaded with a 99.5%
pure powder of g, molecules. The source made it possible to obtain a stable flux of
molecules in the rangec_=10"'— 10" molecules/crfs. Special mass-spectrometric in-

vestigations showed that the flux from the evaporator consisted onlyghGlecules.

In our Auger electron spectroscogfES) investigations we employed the KVV
Auger signal of carbon witlE=270 eV and the NOO Auger signal of molybdenum with
E=221 eV. To characterize adsorbed layers greater than one monolayer thick we used
predominantly the degree of attenuation of the Auger signal of the substrate — this
method is very informative because of the high intensity of the Mo Auger signal. Auger
signals were recorded directly from the heated sample and during deposition ofsthe C
molecules.

The topography of the fullerene films formed was investigated by atomic force
microscopy(AFM) under room conditions. For this, the samples were removed from the
UHV chamber and placed in the atomic force microscope, which gives close to atomic
spatial resolution in investigations of dielectric films.

The AES investigations showed that the adsorption gfffiolecules or{100Mo at
room temperature results in layerwise filling of the surface with the adsorbate. At first a
monolayer of G, molecules with approximate densilyc_=2x 10" molecules/crh is

formed. This monolayer decreases the intensity of the Auger signal of the substrate by a
factor of four® Two layers screen the substrate by a factor of 16, three layers by a factor
of 64, and so on.

Adsorption of molecules on heated metal gives completely different results. It was
found that Gy molecules on heated Mo decompose at temperailire860 K, where-
upon the energy of the negative spike of the carbon Auger peak increases from
E=269 eV, corresponding to fulleren&to E=272 eV, characteristic for chemisorbed
carbon! At lower temperatures, 300—750 Kg£molecules are evidently adsorbed on
(100Mo without decomposing.

Figure 1a shows the change in the carbon and molybdenum Auger signals as a result
of the adsorption of g molecules, deposited with constant fl%60=5.6x 10t
molecules/crfs (plots 1 and 3), on a substrate heated to different temperatures. Both
Auger signals from the surface rapidiwithin 3—4 min reach quasisteady values char-
acteristic for each temperature and remain practically unchanged with further deposition.
These quasisteady values are presented in Fig. la.

As one can see, a shelf is present in the plot in the region 700-760 K. We believe
that it corresponds to filling of the first layer with fullerene moleculeg. 1b. If the
distribution of Gy molecules on the surface is assumed to be uniform, the concentration
of the molecules is somewhat lower than in a monolayer Ng =1.5x10"
molecules/cri This layer screens the Mo Auger signal by a factor of 2.5, and the density
of Cgg molecules in it does not depend on the density of the deposition flux. We termed
such a coating a high-temperatyi¢T) monolayer. All Gy molecules which are depos-
ited on top of the HT monolayer at temperatufies 700 K desorb, and further accumu-
lation of material on the surface does not occur. Thg iBolecules are impossible to
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FIG. 1. a— Changes in the quasisteady values of the Auger signals of datbers3 and4) and Mo(curves
1 and2) accompanying the deposition ofs@molecules on a heated substrate by a constant flgx=5.6
x 10t molecules/crfs (curvesl and3) and Ve, =6.7% 10* molecules/crfs (curves2 and4). b — Diagram of
the structure of an adlayer. Top — high-temperature monolayergfm@lecules, bottom — growth of crys-
tallites in the form of towers.

remove from the HT monolayer by thermal desorption — below 760 K they do not come
off; at higher temperatures they decompose, and the carbon released is dissolved in the
bulk of the substrate.

In the case of deposition at a low temperatufe<(700 K), the carbon Auger signal
starts to grow, while the molybdenum Auger signal starts to fall off; this attests to
accumulation of molecules on the surface. The transition to each successively lower
temperature results in a rapid change in both Auger signals to their new quasisteady
values, after which further changes occur extremely slowly.

If deposition is stopped at any temperature in the interval 500—700 K, while the
temperature of the ribbon is maintained constant, then the Auger signal intensities do not
change with time. To remove the deposited molecules the temperature must be raised up
to 750 K. In the process theggmolecules desorb and only a HT monolayer remains on
the surface. However, the desorption time is directly proportional to the initial exposure
in the flux of G, molecules! This means that despite the very weak changes in both
Auger signals after the signals reach their quasisteady valuesggmedlzcules continue
to accumulate on the surface, even though Auger spectroscopy is insensitive to the
increase in their concentration.

Increasing the flux density of thesgmolecules undergoing adsorpti¢eurves2 and
4 in Fig. 13 increased the temperature at which fullerene molecules start to accumulate
on the surface and shifted the entire curve to higher temperatures.

To explain the observed effects we assumed that they are due to the growth of
three-dimensional crystallites consisting of,Gnolecules. The crystallites consist of
towers, whose height and cross section increase as the deposition time increases, but
much more rapidly in height than in perimet@&ig. 1b. An increase in the height of the
towers has virtually no effect on either the increase in the carbon Auger ditheal
contribution of the third layer of g5 molecules to the total carbon Auger signal is 6%, the
contribution of the fourth layer is22%) or on the screening of the substrate, and the Mo
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FIG. 2. AFM image of the surface of a molybdenum sample with a film gflecules grown on it. The film
was grown for 20 min aT =620 K with a flux densityrc_=1x 10** molecules/crfs.
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Auger signal is determined only by the parts of the surface which are free of towers.

At each temperature andsgflux density the fraction of the surface which is occu-
pied by the growing towers takes on a unique quasiconstant yakieh changes very
slowly). Actually, if the crystallites had tended to merge, then the Auger signal of the
substrate would have decreased to zero as a result of the substrate being screened by the
fullerene film. However, in all the experiments the Mo Auger signal is nonzero and has
an appreciable finite value. Only at the final stages of growth at low temperatures
(~500 K) or for very long deposition times do the crystallites merge to form a continu-
ous fullerite film.

It is logical to suppose that homogeneous nucleation of crystallitegghGlecules
occurs in the film. Their concentration should be proportional to the density of the
incident flux and should depend strongly on the temperature of the sample. This explains
well the rapid decrease in the Auger signal of the substrate on switching from one
temperature to another, lower temperature — the concentration of fullerene crystallites
increases, and as a result of this the fraction of the surface free of crystallites decreases.

The assumptions examined above concerning the growth of crystallites have found
good confirmation in the investigations with an atomic force microscope. Figure 2 shows
AFM micrographs of a molybdenum sample on whicf, @olecules were adsorbed at
T=620 K over a time of 20 min with a flux densityc_=1x 10" molecules/crfs.

Tower-like crystallites with flat tops and separated by deep valleys can be clearly seen .
The crystallites are close in area and height; their average transverse si3009 A,
and their density on the surface-s10° cm™2.

In summary, an unusual mechanism of film growth was observed at high tempera-
tures under conditions of high-temperature adsorption gfrolecules on g100)Mo
surface— formation of crystallites in the form of towers whose vertical growth rate is
appreciably higher than the cross-sectional growth rate. For long deposition times the
crystallites merge and a continuous fullerite film forms. This character of the growth of a
film of Cgy molecules can be expected to obtain on other substrates as well.

This work was supported in part by the State Program of the Russian Federation
“Fullerenes and Atomic Clusters,” Project 98060.
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Quantum conductance correctiai@¥CC9 due to weak localization and
interaction effects of quantum quasiballistic wires are investigated for
the first time. At temperatures in the range  K<12 K a crossover

of these corrections from one-dimensional behavior to zero-
dimensional behavior is observed. It is shown that the phase coherence
length in the wires studied is less than the lengt (AD/kT) 2 at all
temperatures. It is found that the conventional theory of QCCs de-
scribes correctly the experimental temperature dependence of the QCCs
but gives a much lower value than the experimental one.

© 1998 American Institute of Physids$S0021-364(08)00412-5

PACS numbers: 73.61.Ey, 73.20.Fz

Quantum interference effects such as the Aharonov—Bohm effect, universal conduc-
tance fluctuations, and the weak localization effect in AlGaAs/GaAs heterostructure
wires have been the most interesting topics of study in the physics of low-dimensional
systems for a decade or 58.Investigations of the quantum corrections to the conduc-
tance of wires has a significant place in this field of research. It has been $fidatat
the temperature dependence of the conduct&emd the behavior of the magnetocon-
ductance of such wires are in good consistency with the theoretical predictions of weak
localization and interaction effects in the one dimendgibR) with the boundary scatter-
ing effects taken into accouftHowever, all the previous works have concentrated on the
investigation of the quantum conductance correcti@SCs9 of wires in quasiclassical
diffusive regime, in which the mean free pdtts much less than the lengthof the wire
and the widthW of the wire is much larger than the electron wave length is also well
known that in the other limitl>L andW~\ (i.e., the quantum ballistic regimen the
absence of diffusive scattering from the wire boundaries the weak-localization and inter-
action effects do not occur, but instead a quantized conductance is mantfesiagver,
very often one also encounters a situation whdsecomparable to or slightly larger than
L, and some diffusive boundary scattering occurs at the same(itieea quasiballistic
regime. All the quasiballistic and ballistic interferometers operate under such a

0021-3640/98/67(12)/5/$15.00 1029 © 1998 American Institute of Physics



1030 JETP Lett., Vol. 67, No. 12, 25 June 1998 Kvon et al.

45
441 W o
< o°°d°
X 43 o°
(N o°°
w42 &
2 47 &
B & O4pm
] P
I 401 °°°
29 &P lem 02pm
| 1 | 1 i J 1 1 {
g 2 4 & 8 10 122 1 1 188

(k)

FIG. 1. The typical temperature dependence of the conductanaiea sample. Inset: the sample geometry.

condition’~® To our knowledge, no experimental studies of the QCCs of wires in this
regime have been reported. Thus it will be interesting to examine whether the character-
istics of the QCCs in the quasiballistic regime are similar to those in the diffusive or
ballistic regime. In this study we report, for the first time, the temperature dependence of
the conductance of quasiballistic quantum wires fat. >W~\ and under conditions of
boundary scattering. We have observed clean quantum correction effects to the conduc-
tance of the wires as well as the one-dimension-to-zero-dimer8@ncrossover of the
corrections. We also show that the phase coherence léngit the structures studied is

less tharL = (AD/kT)*2

In this study measurements were taken for 4 samples. The samples had the geometry
of a Aharonov—Bohm-type interferometer with a lithographic width of the wire of
0.4 um, as shown in the inset of Fig. 1. The samples were fabricated by means of
electron lithography and plasma etching on the basis of the high-mobility two-
dimensional electron gas formed in AlGaAs/GaAs heterostructures with an electron mo-
bility of w=4x1Ccn?V-s, a carrier concentrationNg=2x10"cm 2, and
I=2.8 um. The ring was located at the center of a Hall bridge with a wire width of
50um and a spacing of 10am between the potentiometric contacts. The total wire
length, taking into account the size of the depletion region, was approximately
~2 um, and the effective wire width was aboW~50—100 nm. The wire widthw
was determined from the value of magnetic field corresponding to suppression of the
Aharonov—Bohm oscillations when the magnetic lenigthbecomes less thaw/2. Data
were taken in the temperature range 0.2 K<20 K in magnetic fields upot9 T applied
perpendicular to the plane of the substrate. The wire resistance was taken using the
conventional phase-sensitive detection technique with a low bias current of 1-10 nA to
avoid heating.

Figure 1 shows the typical temperature dependence of the conductance of a wire in
the temperature range 2—17 K. In the figure we can identify two temperature regions. In
the first one, fofT>15 K, the conductance increases as the temperature decreases, which
is due to the conventional phonon scattering. In the lower-temperature region below
T<15 K, however, the conductan€z decreases ab decreases. In this study we con-
centrate on the behavior in the latter temperature region. We believe that the decrease of
the conductance in this temperature region was caused by correctiéhsite to the
weak localization effect. According to the theoretical predictions, the quantum correction
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FIG. 2. A replot of the conductand® in Fig. 1 as a function of “¥2. The solid line is a fit to Eq(1) with
D=4x10° cn?/V s, g;p="7.8, andG,=5.34 €’/h.

to G due to the localization in 1D has a temperature dependeér@eT Y2 for
min{L 4, Ly}>W and mafL,, L }<L. Figure 2 demonstrates the typical temperature de-
pendence ofAG as function of T~ Y2 in the temperature range of 2KT<13 K. It is
seen that foff >6 K the correctiolAG well follows the T~ Y2 temperature dependence,
but for T<6 K the data begin to deviate slightly from this dependence, showing less
sensitivity to the temperature change. This implies that under these conditions
maxL,, Lt} becomes comparable with the wire lengthand 1D-to-2D crossover takes
place at around 6 K. At present there is no theory available for giving a quantitative
description of the temperature dependenca &f in the quasiballistic regime &L), as
in our samples. In our samples we have one more complicating factor. It stems from the
fact that our samples have a doubly connected geometry. However, still we can analyze
the data of our samples in terms of a 1D singly connected wire, since the data in Figs. 1
and 2 were taken in zero magnetic field. Also the behavidx®@fin Fig. 2 is very similar
to that for quasiclassical disordered wires, so that one can try to fit the data to a theory
which is valid for the case ok<I<W=<L in a singly connected wire. Including the
interaction effect, the theory gives the following expres$iSror AG for all tempera-

e

tures includingT=0:
AG t!—( L) Ls
= — —_— cO _ — —=
ng\/EﬂTzﬁ L, L

whereg;p is a constant depending on the electron—electron interaction in 1D wires. As
can be seen in Eql), the value ofAG is determined by, (the weak localization terim

Lt (the interaction termy and the length of the wirk. Thus information on the phase
coherence length, is essential for examining the behavior of the obse&lin terms

of Eq. (1). However, determination df , by the usual negative magnetoresista(d&)

was impossible for our samples since no negative MR was observed in our quasiballistic
samples foflT>1.6 K. Moreover, the theory of the MR was developed only for 1D wire
systems in the guasiclassical diffusion regime, where the conditiefid/ and| <L are
satisfied We determined. ,, in a piece of wire comprising an interferometer in a sample.

In Fig. 3 the typical MR of the wire whos& values are shown in Figs. 1 and 2 is
presented at different temperatures. At temperatures above 1.6 K, we distinctly observe a

2

: ()

2 +1.79*1 e?
wLt L Th
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FIG. 3. The magnetoresistance of the same wire sample whose conduGasahown in Figs. 1 and 2, at
various temperatures.

positive MR up toB=0.1 T, which remains essentially constant regardless of the tem-
perature change above 1.6 K. This implies that in our samples the MR is governed by the
slight diffusive scattering from the boundarielso the Aharonov—Bohm oscillations
(ABOs) are seen in the data, becoming more prominent as soon the temperature decreases
below 2 K. This indicates that the phase-coherence lebgthecomes comparable to the
wire length atT<2 K. At the same time, as we have said, flax Ly} should be
comparable td. at T<6 K, since in this temperature range the temperature dependence
of AG begins to deviate from th& ¥ dependence, indicating that in the temperature
range of 2 KKT<6 K the conditionLt>L 4 held in our wires. The phase-coherence
lengthL , can be found from the temperature dependence of the ABOs. The amplitude of
the ABOs is proportional to exp(Lp/L,) for the case oL p>L,, whereLp is one half

of the ring circumference, which can be determined from the period of the ABOs if one
assumes that ;=aT Y2 The fit in Fig. 2 was done with the value af,[um]
=0.4T Y2[K] Y2 determined in this way and with three fitting parameters: the diffu-
sion coefficienD=4x 10° cn?/V -s, the constarg; p= 7.8, and the value of the conduc-
tance at T—oo without the phonon scattering being not taken into account,
Go=5.34 €’/h. The valueD=4x10° cn?/V -s means that the mean free paghin the

wire is 2.2 um. It is significantly larger than the estimation Igf from the conductance
value (,,~0.5um). The value ofg;p=7.8 turns out to be quite a bit larger than the
value of approximately unifyobserved previously in AIGaAs/GaAs systems. We believe
that the discrepancies occurred mainly because we adopted in the fit ordinary theory of
the QCCs developed for dirty quasiclassical wires in the diffusive scattering regime,
which thus supposedly had no justification for application to the wires in the quantum
quasiballistic regime. More theoretical study is necessary to describe the behavior of the
QCCs in this regime.

In summary, we have studied the quantum corrections to the conductance of a
AlGaAs/GaAs-based quantum quasiballistic wires. A 1D-to-0D crossover of the correc-
tions has been observed. We have found that the conventional theory of quantum con-
ductance corrections, which is supposedly valid for the diffusive regime only, also gives
a good description of the observed temperature dependence of the conductance correc-
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tions in the quantum quasiballistic regime, but it gives values of the QCCs much lower
than those measured in experiment.
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The temperature dependence of the x-ray absorption spectra above the
L, absorption edge of bismuth in the superconducting oxide
Bay §K.4BiO3 are investigated. It is found that the local structure is
different from the simple cubic structure indicated by x-ray and
neutron-diffraction data. It is shown that the oxygen atoms move in an
anharmonic double-well potential arising as a result of the existence of
two nonequivalent types of octahedral environments of bismuth. Vibra-
tions in such potential modulate the Bi—O bond lengths at the low
frequency of the rotationdl‘tilting” type ) mode of the oxygen octa-
hedra and thus give rise to a strong electron—phonon interaction, which
explains the quite high superconducting transition temperatures
T.~30 K. © 1998 American Institute of Physics.
[S0021-364(©8)00512-X

PACS numbers: 74.72.Yg, 78.70..Dm, 61.66.Fn, 63.20.Ry

The question of the possible equivalence of superconductivity mechanisms in the
BaBiO;-based cubic perovskite systems BaPjBi,O; (BPB) and Ba_,K,BiO; (BKB)
and in copper-based high: superconductorgHTSCg, which have a layered two-
dimensional perovskite structure, remains the key to understanding the nature of high-
temperature superconductivity. Important features of the structure of perovskite, such as
lattice instability with respect to a soft rotational mogting type) of CuQ, or BiOg
complexe$? and strongly anisotropic thermal vibrational factors for the oxygen 4ns,
attesting to a large vibrational amplitude of these ions in the rotational mackechar-
acteristic for both classes of superconducting oxides — bismuthates and cuprates. The
characteristic features indicated make the vibrations of oxygen ions in perovskite-like
structures strongly anharmonic. This anharmonic character of the vibrations can be de-
scribed by motion in a double-well potential and is the basis of the anharmonic model of
HTSCs® In this model it has been shown that the anharmonic coupling constaist
greater than the constany, in the harmonic approximation:

Mo/ pr= 2w/ (U?) 0> 1, (1)

which explains the high critical temperatures of both cuprate HTSCs and BPB-BKB
systemghered is the amplitude of vibrations in a potential with two minimay is the
frequency of the soft rotational mode, atwf) is the mean-square displacement of the
ions in the harmonic approximation with average frequengy

0021-3640/98/67(12)/6/$15.00 1034 © 1998 American Institute of Physics
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In the anharmonic model a correlation has been established befyesmd struc-
tural transitions in L&M)CuQ, (M=Sr, Ba.’ In experiments on inelastic neutron scat-
tering in YBaCuz0O; a lattice instability has been observed n&arelative to displace-
ments of oxygen ions in a local mode of the type where the entires@y@mid rotates,
just as in LaCuQ (Ref. 8; this has been confirmed by investigations of the local struc-
ture by the method of polarization-dependent extended x-ray absorption fine structure
(EXAFS) spectroscopy.

These data all indicate a possible connection between the structural instability of
perovskitelike lattices and the transition to the superconducting state. However, the lay-
ered structure of copper-oxide compounds, the presence of nonequivalent copper sites,
and the large number of different Cu—O bond lengths complicate the analysis of the
EXAFS spectra. At the same time, the simplicity of the three-dimensional cubic structure
of BPB—BKB systems greatly facilitates the interpretation of the experimental data while
some similarity is maintained with the features characteristic for perovskitelike lattices.

EXAFS investigation®!! of the superconducting composition of BKB with
x=0.4 have shown that the local structure differs from the ideal cubic structure indicated
by the integral methods of structural analysis which are based on neutron or x-ray
diffraction 2 Thus, analysis of the four closest coordination spheres around bisrhath
established the presence of local disorder in the form of a rotation of the oxygen octa-
hedra by an angle-4-5° around pseudocubic axes of the tyf@0] and[111]. The
question of the dynamic or static character of the indicated rotation of octahedra cannot
be unequivocally resolved solely on the basis of an EXAFS experiment, but the following
experimental data support a dynamic character:

— the absence of any indications of static disorder in measurements of the strongly
anisotropic thermal factors of oxygen vibrations extended in the direction perpendicular
to the Bi—O bond

— analysis of the radial pair distribution function in neutron-diffraction experi-
ments, indicating a dynamic distortion of the lattice;

— the character of the Raman scattering spelétfa;
— the results of an investigation of diffuse scattering of elect!Srsd
— data from investigations of NMR and NQR spectra’dfBa ions in BPB'’

In addition to this, it should be noted that the photoemission spectra indicate a
nonequivalence of the environment around bismuth in B8and the impossibility of
describing the features of the Bf 4loublet on the basis of an undistorted cubic lattite,
while these spectra can be interpreted in favor of a dynamical distortion of the fttice.

In the present letter we report the results of an analysis of low-temperature investi-
gations of EXAFS spectra of the nearest-neighbor oxygen environment of bismuth in
Bag 6K.4BiO3, performed in the approximation of a dynamical character of the local
distortions of the lattice. Analysis shows that the oxygen atoms move in a strongly
anharmonic double-well potential which arises as a result of the existence of two differ-
ent types of octahedral environment of bismuth, remaining nonequivalent in the simple
cubic lattice also. The parameters of the potential depend strongly on the potassium
content and the temperature. Vibrations in such a potential lead to modulation of the
Bi—O bond lengths with a low frequency of the rotational mode of the oxygen octahedra



1036 JETP Lett., Vol. 67, No. 12, 25 June 1998 Menushenkov et al.

08 LI T T T Y T \ T T =
2000 | VAN , b/
04 \\\ / // 7 115
* 0.0 I
< _ 1000
_04 experlment ¥- E
- model 3 E
08 Y . . ==~ harmonic model 4 >0 i
2 4 6 8 10 12 14 16 2000
k, A-t
1000 -
0
1.9

FIG. 1. Analysis of the first coordination sphere of the absorption spectrum lag Bi Bay Ko BiO5: a —
Experimental EXAFS functioitsolid line), model function(dotted ling, and model function in the one-sphere
harmonic approximatiofdashed ling model potentials for the case of independdmtand coupledc) motions

of oxygen atoms with the corresponding energy levels and the RPDFA. The model EXAFS fusetaiotted
line) was constructed for the potentia).

and thus give rise to a strong electron—phonon interaction; this explains the relatively
high superconducting transition temperatures observed in these compounds.

Using a S{311) double-crystal monochromator, the x-ray absorption spectra were
recorded in the D13 line of the DCI storage ring at the LURE synchrotron cébteay,
France at an energy of 1.85 GeV with a maximum positron beam current in the ring of
300 mA. The energy resolution of the spectra wa® eV at 13 keV. The low-
temperature measurements were performed using a continuous-flow helium cryostat. In
an earlier work? we described the method for analyzing the EXAFS spectra.

After the frequency dependence of the absorption coefficient above thg &ige
was isolated, the EXAFS functiop(k) was filtered by means of a Fourier transform in
order to obtain the contribution from the nearest oxygen sphere. Figure 1a shows the
form of the experimental functiog(k)k? (solid line) for the BKB sample withx=0.4 at
a temperature of 7 K. The phase disruption and necking in the region 12=14Hbw
that the complicated form of the function cannot be described by a one-sphere harmonic
approximation(see dashed curyeso that the vibrational potential of the oxygen atoms is
different from a harmonic potential and has a quite complicated f@trehould be noted
that the phase disruption and necking noted above were also observed in previously
published EXAFS spectr&:?but were not taken into account in the analysis because the
spectra were processed in a region artificially limited to values of the wave vector less
than 14 A1)

To reconstruct the form of the potential we employed the method of constructing a
model EXAFS functiony(k), which has been used previously for describing strongly
anharmonic vibrations of the apical oxygen in YBaz0O,_ s (Ref. 9. The potential was
constructed on the basis of a model sche(pmposed in Ref. 24for the dynamic
distortion of the BKB lattice which takes into account the asymmetry of the rotational
mode(see Fig. 2
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FIG. 2. Scheme of the dynamic local distortion of the, B&, ,BiO; lattice. For simplicity, the motion of two
of the six oxygen atoms of each octahedron is shown.

EXAFS investigation®?2 of BaBiO; have shown that bismuth occupies two non-
equivalent positions characterized not only by different lengsitatic distortion of the
“breathing” mode but also by different Bi—O bond stiffnesses. ThélBDs octahedral
complexes, with a shorter radiuB,=2.12 A, have a stiffer bond, characterized by an
Einstein temperatur®=490 K, than do the Bll)Og complexes, with a longer radius
(R=2.28 A,©=290 K).1° The different bond stiffnesses in Bi@omplexes are due to
the different electronic structure of the complexestI&*Og and Bill)Og, where 12
signifies the presence of a pair of holes in the @ @&bitals of the octahedral oxygen
environment of bismuth in accordance with the model of Bi valence disproportionation,
proposed in Ref. 25More precisely, E should be understood to be a pair of holes in a
strongly hybridized antibondings$Bi)O2p orbital of the octahedral compléxA con-
sequence of the differences in the Bi—O bond stiffnesses is the asymmetry, which we
observed, of the static rotation of the oxygen octahddiatortions of the rotational
mode in BaBiO; at low temperature¥

When BaBiQ is doped with potassium, the substitution of Kor every two B&*
ions produces an additional pair of holes in th&®)O2p% orbitals. The number of
small, stiff octahedrdcarrying a pair of holgsincreases in accordance with the ratio of
the number of small and large octahedra in B&,BiO3, equal to (}x)/(1—X). As a
result, the static distortions of the “breathing” and rotational modes vanish and the
average Bi—O bond lengths equalize, but because the Bi—O bond stiffnesses remain
different the bismuth positions remain nonequivafértherefore the dynamics of the
rotational oscillations of oxygen is asymmetric relative to the bismuth atoms in the case
when different types of BI)Og—Bi(ll)Og octahedra are adjacefregion in Fig. 2 and
symmetric in the case when identical(BOg octahedra are adjacefregion b in Fig. 2.

To describe the EXAFS function in the single-scattering approximation it is suffi-
cient to examine a system of two absorber—scatterer atoms, representing their relative
vibrations by the vibration of a particle with the reduced mass in the field of a potential
that depends on the distance between the particles. For the O atom in region b this
potential is harmonic because of the equivalence of the neighboring octahedral com-
plexes:U,(r)=A(r —x;)?/2. For region a in Fig. 2, if the absorber atom igIRithen the
Bi—O distance to the nearest oxygen atoms is less than half the lattice parameter. How-
ever, if the absorber atom is @i), then the Bi—O distance to the nearest oxygen atoms
is greater than half the lattice parameter. As a result, two maxima for the first coordina-
tion sphere arise in the distribution function of the oxygen atoms relative to bismuth,
while the vibrational potential has two minima which are symmetric relative to the center
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of the Bi(l)-Bi(ll) bond and can be described as a double parabolic poteblj#t:)
=B(r—x,)%/2 for r<ro and B(r —x3)?/2 for r>r,, wherer, is determined from the
continuity condition. Next, finding for this potential the eigenenerg@igsand the corre-
sponding wave function¥,,, we obtain the radial pair distribution function of the atoms
(RPDFA) for Bi-O:

g(N) =N |n(r)|2exp(—E,/KT)/ 2, exp(—E,/KT),

whereN is the coordination number, whence we find the EXAFS function:

1 rmax
=1 3 [Fkm] | " [g(rsinzkr+ ¢ (k)/r2ldr )

"min
(here (k) is the phase shift anB(k) is the scattering amplitudle

Model potentials with the energy levels and the RPDFA for BKB with0.4 at
T=7 K are presented in Fig. 1b for the case when the atoms in the regions a and b in Fig.
2 move independently of one another. However, the rotational oscillation of neighboring
oxygen atoms in the model of coupled “stiff” octahedra is cohefeand for this reason
the coupled system undergoes oscillations in the total potential obtained by summing the
potentials of the regions a and(Big. 2), taken with the corresponding weights-{k)
andx (see Fig. 1¢ The model EXAFS function constructed on the basis of the potential
obtained for the coupled vibrations is presented in Fig.(datted curvé and shows
practically complete agreement with experiment. Figure 1c also shows the RPDFA and
the lower energy levelg, andE; of the total double-well potential. It should be noted
that the large amplitude of the RPDFA in the region of the potential barrier and the fact
that E; is greater tharl, indicate a high probability of tunneling of an oxygen atom
between octahedra, i.e.,dynamicinterchange of positions B)Og« Bi(ll)Og (the re-
gions a and b likewise change places and a pair of holes is transferreelg from one
octahedron to anotherAt low temperatures tunneling of the state$lBDg« Bi(ll)Og is
most likely involves an oxygen ion traversing th€IBiBi(ll) line (such motion is due to
the rotational mode, since the distance between the potential minima is shortest in that
case¢. For this reason, the tunneling frequency should be determined by the frequgncy
of the rotational mode. An estimate of the tunneling frequency gives the vahad
—E,=251 K (174 cm'), which agrees well with the frequenay,=170-180 cm*
obtained from the Raman scattering spetira.

It should be noted that formuld) was obtained in Ref. 6 in the approximation of
equal deformation potentials for the anharmonic magjeand in the harmonic approxi-
mation (h), which were averaged over the Fermi surfacl%:: J;Zm- However,
calculationé®?” show that the deformation potential of the “breathin@iarmonio mode
is almost an order of magnitude greater than the deformation potential of the “rota-
tional” (anharmonit mode, which casts doubt on the correctness of the estithat®ur
results remove this conflict, indicating that as a result of the nonequivalence of the BiO
complexes, the asymmetric rotational oscillation in region a of Fig. 2 gives rise to a
dynamic interchange Hi)Og< Bi(l1)Og, which causes an additional modulation of the
Bi—O bond lengths that is equivalent to the excitation of the “breathing” mode at the
low frequencyw;= ws. Apparently, this is the main reason for the strong electron—
phonon interaction in the BKB system and should lead to a large effective electronic
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attraction constanthg (As~1/w2 (Ref. ). Our estimates givens~2.6 for wg

~170 cm !, which, in accordance with the expressig~0.05w,(\— 0.25) obtained
for an intermediate coupling strengthjeads to a critical temperaturé,~30 K in
Bay ¢K(.4BiO3, in good agreement with experiment.
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A model is proposed for explaining the anomalous behavior of the
far-IR absorption spectra of the dielectric Van Vleck paramagnet thu-
lium ethyl sulfate TmES. The good agreement obtained between the
calculations and experiment on the basis of the idea of a resonance
interaction between TH ions in one of the excited doublet states and
optical phonons gives grounds for asserting that coupled
4f-electron—phonon excitations exist in TMES single crystals in high
magnetic fields at liquid-helium temperatures. 1©98 American In-
stitute of Physicg.S0021-364(08)00612-4

PACS numbers: 63.20.Kr, 78.30.Jw, 75.20.Ck

Electron—phonon interaction effects in rare-earth compounds have been under in-
vestigation for a long time now. Among different manifestations of the interaction be-
tween optical or acoustic phonons and localizefd edectrons, the cooperative Jahn—
Teller effe¢ — a phase transition observed in some rare-earth zircons, pnictides, and
spinels — should be mentioned first and forenoBhis phase transition consists of the
“freezing in” of a static deformation of the crystal lattice and simultaneous orientation of
the electric and magnetic multipole moments of the rare-ed@) ions and can be
attributed to the interaction of rare-earth ions via the phonon field.

Another effect of the interaction between optical phonons and the multipole mo-
ments of RE ions in the ground state is observed in a number of RE trifluorides and
trichlorides in an external magnetic field at low temperatifes example, in the para-
magnets Cef(Ref. 2 and CeCJ (Ref. 3 and the Ising ferromagnet LiTQRRef. 4). If
the magnetic field and temperature are such that ordering of the RE magnetic moments in
an external field is possible, then on account of the strong spin—orbit interaction this will
also lead to ordering of the multiple moments, which in turn changes the phonon spec-
trum even in the absence of the cooperative Jahn—Teller effect. Specifically, splitting of
twofold degenerate phonon states in a magnetic fiéldescribed by the expression

Aw=Awg tanh(gugB/kt),

whereg is theg factor of the electronic ground state and is the maximum value of

0021-3640/98/67(12)/6/$15.00 1040 © 1998 American Institute of Physics
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the splitting, has been observed by the method of Raman and infrared spectroscopy.
Moreover, “anticrossing” between optical phonons and excitations in theldctron
system has been observed in the compounds mentioned. fFakeetron—phonon inter-
action also appears in RE compounds where magnetism of the electronic ground state is
absent. For example, splitting of twofold degenerate phonon states in a magnetic field and
collective 4f-electron excitations of the Frenkel type have been obséFéu the Van

Vleck paramagnet PgF

In the present work the resonance interaction betwekreléctrons and optical
phonons in a Van Vleck paramagnet — thulium ethyl sulfate(TsH;S0O,)3- 9H,0
(TmES — is studied. The electron—phonon interaction in ethyl sulfate crystals was
studied earlier and was manifested, for example, in the effective exchange interaction via
the phonon field between RE Kramers ions’Ceinder pressurgln Ref. 9 we reported
the first observation of electronic paramagnetic resonance and infrared absorption in
TmES as a result of transitions between the singlet ground state and the first excited
doublet of the Van Vleck paramagnetic ion $min magnetic fields up to 10.5 T. In
experiments on infrared absorption in magnetic fields above 2 T, an additional absorption
line appeared near 49 crh (see Fig. 4 in Ref. B the position was independent of the
magnetic field up to 6 T, and this line was assigned to a phonon level. In fields above 6
T this phonon line and the line corresponding to a transition in the Stark structure of the
Tm3* ion from a singlet ground state to one of the states of the nearest d¢silieby
the magnetic fielg started to split, leading to a surprising “crossing—anticrossing” be-
havior in fields of about 8.5 T. This was also manifested in the very complicated structure
of the ESR spectrum. In Ref. 9 it was noted that this behavior cannot be described
without taking into account the spin—phonon and spin—spin interactions. In the present
letter we propose a simple model which describes the “crossing—anticrossing” behavior
on the basis of the idea of a resonance interaction betwédeelettrons and optical
phonons and gives good agreement with experimental data.

In Ref. 10 we investigated the effect of high magnetic fields-6 T) on the Stark
structure of the TiI" ion in a TMES crystalground-state termHg(J=6)). At liquid-
helium temperatures the magnetic properties of the ions are determined by the three
lower levels: a nonmagnetic singlg) and the first excited doubléd; ,), split by the
magnetic field. Since the splitting betwefg) and|d;)|d,) in such magnetic fields is
greater than 30 cm', essentially only the ground-state singlet is populatedT at
=4.2 K (see Fig. 1; at 4.2 K the magnetic moment of the>Tnion is determined
completely by the magnetic moment of the singlet state, while at 30 K, for example, the
contribution of excited states of the doublet is substantighile transitions to the sub-
levels of the excited doublet can be induced by an oscillating magnetic field, appropri-
ately directed relative to the external magnetic fietdThe dependence of the polariza-
tion magnetic momenthe moment due to mixing of the wave functions of the states of
the Stark structure as a result of the Zeeman interaction with an external magnetic field
on the magnitude of the magnetic fieBy for each state of the T#i ion — |g), |d,),
and|d,) — is presented in Fig. 1. One can see clearly that the magnetic moments in the
singlet ground state and in the excited doublet states differ from one another. This means
that a transition of the TAT ion from|g) to |d,) or |d,) is accompanied by a change in
the magnetic moment, and each of these transitions can be viewed as a transition in a
two-level system. Therefore, taking into account also the fact that according to Ref. 11
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FIG. 1. Field dependence of the magnetic moments of states of tfé m |g), |d,), and|d,) (solid lineg
and of the average magnetic moment of the*>Trion at temperatures 4.2 K{{) and 30 K (A\).

the lifetime of thulium ions in excited states is quite short, it can be assumed that under
our experimental conditiodghe number of ions in excited statks ) and|d,) is small,

so that we can employ the idea of elementary excitations and introduce two types of
excitations which do not interact with one another and which correspond to each of the
excited states of the doublet. Since in the experiment the “crossing—anticrossing” be-
havior was observed for the phonon line and the transitipr-|d.,), we shall confine
ourselves below to elementary excitations of one type corresponding to this transition and
described by the Hamiltonian

Hd2=% €q(B)ag a,. 1)

Here ag anda, are Bose creation and annihilation operators for excitations with wave
vector g (Bose statistics was chosen on the basis of the facts that the states of the
“two-level system” |g) and |d,) can be described by means of an effective spin
=1/2 and the Holstein—Primakoff transformation can be used because the number of
excitations is smallande,(B) is the elementary excitation spectrum as a function of the
magnetic fieldB. In experiments on infrared absorption at liquid-helium temperatures
single-particle excitations appear only at the zone cemter(), so that we shall drop the
summation over the wave vectors in Ed) and use the Hamiltonian

He=e€(B)a*a, (18

where the functiore(B) is found from the experimental poifit&otted line in Fig. 2

The “excitation” of the phonon ling49 cmi ) in magnetic fields abav2 T isdue,
in our opinion, to an increase in the polarization moment of thé Tion and is one of
the manifestations of the fdelectron—phonon interaction. Specifically, either a suffi-
ciently large polarization moment in the singlet ground state can lead to “freezing in” of
the static deformation and the appearance of localized phonons, or these phonons appear
as a result of a reorientation of the magnetic moment of the ion accompanying a transi-
tion of the ion from a singlet state into a state of the excited doublet on account of the ac
magnetic fieldsee Fig. 1; the magnetic moments in the stéggésand|d,) have opposite
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FIG. 2. Energies of elementary excitations in a TmES crystal versus the magneticfield:experimental
points obtained from far-IR Fourier spectroscopy investigatfotige dotted line — energy of the transition
|g)—|d,) in the system of Stark levels of the Pimion (the functione(B) in Eq.(14); solid lines — computed
spectrum of coupled-electron—phonon excitations according to B). The values of the adjustable param-
eters are given in the text.

signg. An answer to the question of which of these two mechanisms is operating can be
obtained from experiments investigating the dependence of the intensity of the phonon
line on the amplitude of the ac magnetic fi¢tth the intensity of irradiation of the crystal

by a laser in the far-IR regignlt is obvious that the number of these phonons depends
on both the number of thulium ions in the excited state and their polarization moment.
For this reason, the following Hamiltoniaig€ 0) can be used to describe the phonons:

Hoh=(w—u(B))b"b, (2)

where b* and b are creation(annihilatiop operators for phonons with energy
=49 cm ! and the functionu(B) plays the role of a chemical potential and can be
approximated by the first term in a series expansioB:in.(B)~ wo+ 7B. The param-
eters ug and n» can be found from the best fit of the theoretical calculations to the
experimental data.

The interaction between the Fhions and localized phonons is represented in our
formalism by the Hamiltonian

H=u(B)a*b+u*(b)ab™+v(B)a*b* +v*(B)ab, (3)

where we employ a linear approximation for the function@) andv(B): u(B)=u,
+u;B andv(B)=vy+v,B. The interaction parameters,,u;, vy, andv, are also
adjustable and are found from the best fit of the calculations to the experimental data.

The problem of finding the excitation spectrum in a system of two types of bosons
which interact with one another can be solved by the standard Green's function
methods'?13 Ultimately, in the region where the frequencies of the phonons and excited
states of the thulium ions coincide, the resonance interaction leads to the appearance of
two branches of coupled electron—phonon excitations:

EZ AB)=1/2((w— u(B))*+€(B))+|u(B)[*+|v(B)|*+ \D,
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D=1Z(w—pu(B))*—€*(B)]*+[(w—u(B))*+€*(B)][|u(B)[*+[v(B)|’]
+4|1(B)|?|v(B)|*+2(Ju(B)|+]v(B)|?)(w— u(B))e€(B).

Figure 2 shows the experimental points from Ref. 9 and the computed curves obtained
with the following values of the adjustable parametes;=—0.96 cm?®, 7

=0.16 cm YT, ug=v,=0.8 cm !, andu,;=v,=0.15 cm Y/T. One can see from the
experimental points that besides the appearance of two branches of coupled excitations a
purely phonon absorption line and an absorption line corresponding to the transition
|g)—|d,) in the system of thulium ions are observed. Such ‘“crossing—anticrossing”
behavior is not surprising for the TmES system. The symmetry group of the crystal
contains an inversion operation, so that the phonon branch is twofold degenerate. The
unit cell of the crystal contains two Ti ions and a sufficiently strong magnetic field

can partially destroy the equivalence of these two ions, since the interaction of ions with
a magnetic field depends on the orientatioBgfwith respect to the local symmetry axes

of the ion, which are different for the two T ions in a unit cell.

In conclusion, we note that the simple model proposed above for describing coupled
4f-electron—phonon excitations is, of course, a first approximation to the real situation.
The observed complicated structure of the ESR specamnot be explained in a model
of noninteracting excitations in a system of imions. It is very likely that this structure
corresponds to Davydov splitting and the appearance of collective magnetic moments as
a result of the 4-electron—phonon interactidsee, for example, Ref. 14 for a discussion
of the possibility of observing Davydov splitting in Van Vleck paramagnéis answer
these and other questions additional experimental investigations must be performed, for
example, by the method of infrared Fourier spectrosdagya function of the intensity of
irradiation of the crystaland by the method of neutron spectroscopy in order to obtain
more information about the magnetic properties of the coupled excitations. However,
there is no doubt that coupled 4lectron—phonon excitations were observed in the Van
Vleck paramagnet TmES. Moreover, it is evident from Fig. 5 of Ref. 9 that in fields
above 11 T the absorption line corresponding to the transjtion-|d,) will “cross”
both the phonon line (49cnt) and one of the branches of the coupled
4f-electron—phonon excitations, so that new branches of electron—phonon excitations
should be expected to appear in such magnetic fields.
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The NMR of >*Mn in the quasi-one-dimensional noncollinear anti-
ferromagnet CsMnlis investigated al =1.3 K in magnetic fields up

to ~80 kOe and angles between the field abgl axis ¢~0.5° and
¢=T7°. A new reorientational magnetic phase transition is observed in
a field H;;~39.0 kOe. The magnetic structure fbr>H., is deter-
mined. The average Mn spins of the magnetic sublattices in the new
phase are determined from an analysis of the NMR spectrum to be
(Sc)=1.63 and(Sp)=1.72. © 1998 American Institute of Physics.
[S0021-364(®8)00712-9

PACS numbers: 75.30.Kz, 75.50.Ee, 76.60.Es

In recent years a great deal of attention has been devoted to the investigation of
easy-axis “triangular” antiferromagnet&\Fs) ABX;. Among the many unusual proper-
ties of these magnets, of greatest interest is the complit4ted phase diagramH{||Cg)
of the paramagnetic and three antiferromagnetic phases which coexist at the multicritical
point (Tm,Hm) 2 (for CsMnk, T,~10 K andH,,~60 kOe. However, the number of
phases is not exhausted by four. Thus, the possible existence of one other low-
temperature antiferromagnetic structuile<(T,,) in addition to the two structures which
are already known, which we shall call 1 and 2, is being actively discussed. According to
the simple theory, the boundary between the phases 1 éRdf&. 3 and #is a first-order
spin-flop transition(model ). However, the jumps characteristic for a first-order phase
transition are absent in the longitudinal component of the magnetization, measured in a
large series of easy-axis triangular AFs, and in the magnetostritAeoording to Refs.
6-8, there could be a new phase which separates phase 1 from phase 2. Instead of the
spin-flop transition, there arise two second-order phase transitioodel 11). This model
describes satisfactorily the observed behavior of the magnetiZatiomever, additional
experiments are required in order to obtain a detailed picture. Since the NMR spectrum in
a magnetic field is sensitive to the structure of the magnet, the magnetic phase diagram of
CsMnl; can be refined with its help.

CsMnl; is a hexagonal crystal with a symmetry space gro@p.D\lI positions of

0021-3640/98/67(12)/6/$15.00 1046 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 12, 25 June 1998 Dumesh et al. 1047

0.45
040
035}

0.30

Frequency (GHz)

0.25

0.20
0

Magnetic field (kOe)

FIG. 1. The NMR spectrum ofMn in CsMnk for ¢~0.5° andT=1.3 K — open circles. Rectangle —
expected region of absorption accompanying a spin-flop transition. The rest of the lines were cofepeted
text). Inset: Magnetic structures of CsMnivith H||Cq.

the M ions are crystallographically equivalent. The distance between tifé tms

along theCgq axis is approximately half that the basal plane. Correspondingly, the ex-
change constants ade= 198 GHz(Ref. 4 andJ’' =1 GHz (Refs. 9 and % Below Ty,

=8.2 K the magnetic structure consists of antiferromagnetic chains alorggthgis. In

weak magnetic fields the spins of one third of the chains are directed along theAaxis (
sping, while the rest of the spins make an angle51°+ 1° with it (B sping®* (see the

inset in Fig. 2. All of the Mn?* spins are coplanar to one plane, which we shall call the
spin plane. There is no anisotropy in the hexagonal plane, so that in the presence of a
magnetic field component perpendicular to tbg axis the normal to the spin plane is
parallel to this component. If a field is applied in the hexagonal plane, then such a
structure is stable. Fdil|Cg in the fieldH¢; (Hg;=53 kOe withT=1.7 K), according to
model | there occurs a spin-flop transition above which all spins turn into a position
perpendicular tdH and form an equilateral triangular structure oriented in the hexagonal
plane. For an arbitrary direction of the external field relativ€tothe spin plane rotates
smoothly, so that

H2 sin(2¢)
H? cog2¢)—H2,’

tan(2y) = (1)

wherey is the angle between the nornmato the spin plane and theg axis, andy is the
angle betweetd andCg.

According to model I for H||Cg4 there are two second-order phase transitions in the
fields H,; and H.,. An intermediate magnetic phase, in which the spin plane rotates
smoothly to the positiony=0 occurs, lies between them.

If the dynamic frequency shiffDFS) due to the interaction with low-lying AFMR
modes is neglected, the spectram of theith ®Mn NMR branc® is described by the
simple formulas



1048 JETP Lett., Vol. 67, No. 12, 25 June 1998 Dumesh et al.

045}
0.40

0.35

Frequency (GHz)

0.30

Magnetic field (kOe)

FIG. 2. The NMR spectrum oPMn in CsMnl, for ¢~7° andT=1.3 K. Dot-and-dash line — calculation of
the spectrum in the low-field phadfilled circles— calculation of the branch@sand4 according to Eq(6).

0|y HlL Hom - () @
Yn n , n Yol ,
where y,/27m=1.06 MHz/kOe is the gyromagnetic ratio f6PMn nuclei, H,; is the
hyperfine field is Planck’s constant, andl, is the hyperfine interaction constant. The
number of branches in the unshifted NMR spectrum is determined by the number of
nonequivalent orientations of the ion spins in the magnetic structure with respect to the
field. ForH| Cg the spectrum should consist of four branches which diverge as the field
increases. If model | is correct, then at the spin-flop transition field the splitting of the
spectrum should vanish abruptly, so that above it only one NMR branch with frequency
w~1vy,H, should be observed. Conversely, if model Il is realized, then the NMR
branches will smoothly merge into a single branch in the radge<H<H.,.

The NMR of**Mn in CsMnl, in fields less than 40 kOe was investigated in Ref. 10,
where it was shown that the DFS is strong and the NMR spectrum is described well by
the solutions of equations of the form

(ng—w2)=w2w$ E 2L2' 3
1 Wpi— W

wherew.i= we, wez are the AFMR modes measured in Ref. 9, the coupling frequency

wT~T‘1’E is determined according to the temperature-dependent gap in the AFMR spec-

trum, the summation extends over the unshifted NMR branehgsinteracting with

wej, andp; is the fraction of the nuclear spins in then unshifted NMR branch among

the total number of nuclei involved in the interaction.

All measurements were performed in a continuous-wave wide-band NMR spectrom-
eter, described in detail in Ref. 11, with a re-entrant resonator and frequency modulation.
The spectra were obtained on single-crystal samples by passing through resonance with
respect to the magnetic field at=1.3 K.

The measured NMR spectra wih~0.5° and¢$=7° are presented in Figs. 1 and 2
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(open circles In fields less than 39 kOe, five branches are observed, which, when the
DFS is taken into account, correspond to the well-known low-field magnetic structure for
CsMnl;. The dot-and-dash line shows the calculation from Ref. 10. The splitting of the
NMR spectrum in zero magnetic field, due to the fact §8¢) # (Sg), is also explained
there.

In high fields two regions of rearrangement of the NMR spectrum are observed at
H.1~39 kOe anH.;=52.5 kOe. The position of the upper feature coincides with the
transition, determined according to the maximumddét/dH, in the high-field phase
and manifests the characteristic features of a spin-flop transition — sharp restructuring
into one branch, the presence of absorption of witt@.2 kOe atHg; in a wide fre-
guency rangéthe almost vertical branch in Fig),Jand the existence of a feature only for
small anglesp~0.5° (compare with Fig. 2 This means that for small angles the
rotation of the spin plane to a position perpendicular to the external field occurs abruptly,
i.e., model | is realized.

A sharp restructuring of the NMR spectrum occurs near 39 kOe, indicating a change
in the angles between the ¥ih spins and the external field. Above the transition the top
three branches in Fig. 1 continue to diverge from one another, i.e., rotation of the spin
plane does not occur. For this reason, it is natural to suppose that the feature observed at
H.; is due to reorientation within the spin plane. The behavior of the lowest NMR
branch, which a$l—H_, becomes softer more rapidly than follows from the calculation
(the dot-and-dash curve in Fig),1serves as an additional argument in favor of this
conjecture. This means that the AFMR mode associated with it has the behavior
wez— 0 asH—H,. This is the mode that determines the oscillations in the spin plane.

In the presence of a triangular spin structure in the spin plane, there are only two
possible configurations that are symmetric with respeddtdrhe spins in one of the
three AF chains are either parallel to g axis (the phase 1 structurer perpendicular
to it (see Fig. 1L We assumed that the latter configuration is realizedHforH;, and we
checked its compatibility with the observed NMR spectrum. In this case, the unshifted
NMR spectrum should consist of three twofold degenerate branches, whose frequencies
in an approximation linear ikl/H, (the designation€ andD correspond to the inset in
Fig. 1) are given by

Wn3
. :HnC| (4)
n

Wn12

H
—H,p| 1+ —— sin(a/2)sin(y— @) |,
Hnp

Yn

where a is the angle between the directions of the neighboring AF chBinsThe
interaction with low-lying AFMR mode®., and wgs lifts the degeneracy present in the
unshifted spectrum, and when the DFS is taken into account, the NMR frequencies are
roots of the two independent equations

(wgz,s_wz):?.z 2w 20 5

Let us analyze first the NMR spectrumed=7°. For this angleu§2> w% in fields greater

than 40 kO€ and the DFS is negligibly small for the NMR branches interacting with this
mode. They can be easily indentified, since the interaction always decreases the NMR
frequency by an amount less than the distance to the neighbors of the unshifted branch.
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For this reason, branchés 3, and5 (see Fig. 2 should be described quite accurately by
formulas(4), while the rest of the branches can be found from the solutions of3q.
with wg3. The result of Ref. 9 can be used to estimadg; for H>H;: w§3
~w23(0)e®<w?. Under this condition one of the solutions of E(p) is small,
wi<w?, and the equation for the two remaining nuclear modes assumes the form

2

Knowing the field dependences af,; from experimenibranchesl, 3, 5), one can
check whether this relation is satisfied for brancBesd4 without using any additional
constants. The result of such a recalculation is shown by in Filléd dotg. One can
see that there is good agreement with the experimental data, which attests to the validity
of the model we have chosen for the magnetic strudutéewise, we can determine
from our experimental datd ,c= w3/ y,~365 kOe antH,,p= (w1 + ws)/27y,~ 385 kOe.

The anglea can be estimated from the maximum absorption frequen¢y;afrom the
formula @ may mi= ¥lHh=H sin &/2|. We obtaina~120°, i.e., the spin structure is close

to an equilateral triangular structure. Knowingand ¢, we determined the field depen-
dence of the rotation anglg of the spin plane. It turned out that it is described well by
formula(1), i.e., the character of the rotation of the spin planeder7° corresponds to
model I. From the values we determined for the hyperfine fields, and with the value of the
hyperfine constanh,= (— 1.49+0.04)x 10~ 8 ergs'? known from data on the ESR of
Mn2* in CsMnl;, we obtain{Sc)=1.63 and(Sp)=1.72.

Let us now return to the NMR spectrum f@r~=0.5°. The calculation of the spec-
trum taking into account the interaction with the AFMR modg,, using the values
which we obtained foH, ¢, H,p, anda and with(H) calculated according to E{L),
is presented in Fig. (solid lineg. One can see that it describes branched and5 quite
well. To calculate the rest of the branches it is necessary to kagw Unfortunately,
there are no low-frequency experimental data for this mode in CgMidwever, it is
evident from the behavior obg that the frequencyw.; is close to zero at both phase
transition points. We took the very simple field dependence satisfying this condition,

H2 H2
1-—||1-—
H HZ;

Using Eq.(7), we obtained qualitative agreement with the frequencies of the rest of the
NMR branches without introducing new constatdashed line in Fig. )1

Thus, it follows from our results that in CsMywith H|Cg there exists an interme-
diate magnetic structure between the two known low-temperature phases. In this phase
the normal to the spin plane is perpendicular to the hexagonal axis, while the spins form
a close to 120-degree triangular structure, so that one-third of the spins are directed
perpendicular taCg. This reorientational transition also exists when the vettadtilts
substantially away fronCg (¢~7°). Thetransition from the new phase into the high-
field phase 2 exhibits the characteristic features of a spin-flop transition.

1

> 50 (6)
wni—w

(7)

w§3= w§3(0)

The nature of the phase transitiontdt; remains uncleatwe do not rule out the
possibility of a double transition The phase which we have discovered does not corre-
spond to the magnetic structures calculated in Refs. 6—8. We believe that in order to
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explain it, it will be necessary to take into account the reduction of th&"Mipins. There
also arises the question of a possible increase in the order of the multicritical point in the

H-T phase diagram of CsMgl

In closing, we sincerely thank N. M. Kiees, M. I. Kurkin, V. I. Marchenko, L. A.
Prozorova, A. I. Smirnov, I. A. Fomin, and V. G. Kaloshnikov for fruitful discussions.
This work was supported in part by Russian Fund for Fundamental Research Grant
98-02-16572 and by Grant RP1-207 from the U.S. Civilian Research & Development
Foundation for the Independent States of the Former Soviet U@RDF. A. M.
Tikhonov is grateful to Forschungszentruridu GmbH.

aThis will be referred to below as the unshifted frequency.
bWe were unable to describe the NMR spectrum under the condition that the low-field Jpisageeserved in

the regionH <H<H;.
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The ground state energies of infinite half-filled Hubbard—Peierls chains
are investigated by combining an incremental expansion with exact
diagonalization of finite chain segments. The ground-state energy of
equidistant infinite HubbardHeisenbery chains is calculated with a
relative error of less than>810 2 for all values ofU using diagonal-
izations of 12-site (20-sijechain segments. For dimerized chains the
dimerization order parameter as a function of the on-site repulsion
interactionU has a maximum at nonzero valuesWf if the electron—
phonon coupling is lower than a critical valug.. The critical value

d. is found with high accuracy to bg.=0.69. For smaller values of

the position of the maximum af(U) is approximately 8, and rapidly
tends to zero ag approacheg, from below. We show how our
method can be applied to calculate breathers for the problem of phonon
dynamics in Hubbard—Peierls systems. 1©98 American Institute of
Physics[S0021-364(1®8)00812-3

PACS numbers: 72.68.g, 63.20.Kr

The effect of correlations on the Peierls transition has been one of challenging
problems in the theory of quasi-one-dimensional compounds. One of the most important
theoretical treatments of the Peierls transition goes back to the solution of the exactly
solvable model of noninteracting fermions proposed by Su, Schrieffer, and Heeger
(SSH.! Although being successful in explaining a number of properties of real quasi-
one-dimensional systems, the SSH model is in a clear disagreement with such experi-
mental results as the emergence of negative spin magnetization densities for neutral
solitons? One is faced with the necessity of treating the Coulomb interaction in the
electron subsystem. This interaction should be accounted for by including a positive
Hubbard on-site interaction term in the SSH model. We refer to this extended model as
the Peierls—Hubbar@H) model. Due to strong one-dimensional quantum fluctuations a
mean field theory calculation of the PH model gives qualitatively wrong results, predict-
ing a constant dimerization for small and the abrupt disappearance of a bond order
wave state at) increases above a certain threshold at half filfingcluding many-body
effects it has been shown by many authsee Ref. 4 and citations thergithat the
dimerizationd first increases up to a maximum and then decreases with further increase
of U.

It is very difficult to perform an accurate exact-diagonalization investigation of the
Peierls transition in the correlated regime. In the framework of a standard exact-

0021-3640/98/67(12)/7/$15.00 1052 © 1998 American Institute of Physics
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diagonalization approach the required cluster sizes are found to be far outreaching the
capabilities of modern computer systems. Calculations which have been performed using
available cluster sizes are drastically dependent on the boundary condgen&ef. 5,

for instance, and the final conclusions have had to be based on extrapolations. The basic
questions about the value gf, the behavior of the system near the critical point, and the
position and value of the dimerization maximudy,,, as a function of the electron
phonon coupling have remained unanswered. The lack of accurate numerical results has
made it hard to identify the values of model parameters for real systems. We will show
that by combining an incremental expansion techni@&) with numerically exact
diagonalizations, one can overcome the above-mentioned difficulties and perform a reli-
able numerical calculation of correlated one-dimensional Peierls systems in both the
strong and weak correlation regimes.

The quantum chemical method of increments has recently found a wide range of
application in condensed mattezee Ref. 6 and references thejeifhe IET starts with
the splitting of a given Hamiltonian operatdrinto an unperturbed paH, and a number
of perturbationsH;+H,+ ..., sothat H=Hy+XZH;. The hierarchy of increments is
defined in the following way. The first order incremeift) is found by taking the
ground-state energg, of the HamiltonianHy+H, and subtracting from it the ground-
state energy, of Hy, I(k1)=€k—80. Phenomenologically this increment represents the
action of the perturbatiohl, separately from all other perturbatioHs. The total change
of the unperturbed ground-state energy in first incremental order is then givE(i I(Bi/
The second order incremel”ffl) is found by taking the ground-state eneigy, of the
HamiltonianHy+H,+H, and subtracting from i€, and the first order incrementﬁ)
andlM, 10=¢,—1N—1{Y-&,. The increments{? represent the difference between
the combined action of a pal;, H, and the sum of the uncorrelated actions of both
perturbations. In a similar manner higher-order increments are found. The change of the
unperturbed ground-state energy of the full system is given exactly by the sum over all
increments(all orders). Since the increments are usually calculated numerically, the
incremental expansion can be performed up to some given order. This expansion is
nonperturbative since the increments are not related to some small parameter of a per-
turbation theory. The idea of the incremental expansion is similar to Faddeev’s treatment
of the 3-body problem wherein the unknown 3-body scattering matrix is expressed in
terms of the exactly known 2-body scattering matrices. The discussion of the interrelation
of increments and Faddeev equations and also the derivation of the incremental expan-
sion by a resummation of the perturbation theory is given in Ref. 7.

Now we apply the outlined ideas to the PH Hamiltonian. This Hamiltonian is given
by a sum of electronic and lattice patts=Hg+H,;. The electronic part in fermionic
second quantization form is given by

Her ti(CiT,oCi+1,o+h-C-)+U2_ (ni, i) (1)

Here U is an on-site Hubbard repulsion matrix element andis the hopping matrix
element between thigh and { + 1)th sites. We consider the case of one electron per site
(half filling). In the harmonic approximation the lattice part is given g,
=1/2K2ivi2. Herev; is a bond-length changesee, e.g., Ref. /4and K is the spring
constant. The electron—lattice interaction is assumed to be of thetferm (t— yv;).
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The strength of the electron—phonon interaction is measured by the dimensionless cou-
pling g=y/\Kt. Solving the PH model amounts to finding a minimum of the total
energy of the system considered as a functional of the bond length chapges
remarkable proof of Lieb and Nachtergdedells us that the minimum configuration has

to be a dimerized state with alternating bond lengths (—1)'v,. In the following we

will use the dimensionless dimerizatiah=vy\K/t (see Refs. 5 and)4

Let us now formulate the incremental expansion of the PH model. A dimerized state
represents a sequence of alternating weak and strong bonds formed by a modulation of
the transfer integrat;. It is natural to cut all the weak bonds and to consider the
remaining set of noninteracting 2-site dimers as an unperturbed Hamiltéhjaithe
weak bonds are considered as a perturbation. The unperturbed Hamilkisanvritten
as

[’ o

Hozkzw tad Cov oCokr 10N C)FU 2 myyny . @

i=—o,0

The ground state of the Hamiltonian operathyis known exactly and is a nondegenerate
spin-singlet stat&=0 formed by a set of noninteracting dimers having two electrons per
dimer. The PH Hamiltoniail is a sum ofH, and a number of perturbations, formed by
the (weak bonds linking neighboring dimers,

H:HO+EK Vkr szz t2k*l(cérkfl,0-02k,(r+h' C.).

The incremental expansion is generated in the following way. The first order increment
corresponds to a bond inserted between two neighboring dimers. By virtue of the general
principles outlined above, it has the folfY)=E,— 2E,, whereE,,, n=1,2, ... denotes

the ground-state energy of an&ite segment cut out of the infinite chain. The second-
order increment is defined for a triple of neighboring dimers and follows from inserting
two bonds intdH. To find it one needs to subtract from the energy of three linked dimers
the increments corresponding to 2 pairs of dimers and 3 single dimers in it, and hence the
expression read$?) =Eq— 211 —3E,=E¢— 2E,+ E,. Note that in the incremental ex-
pansion only connected clusters of dimers yield nonzero increments, since the energy of
a disconnected cluster is just the sum of the energies of its parts. The expressions for
higher-order increments are found in similar fashion. Due to the choit¢,dsee Eq.

(2)) the increments do not depend on the site indices. One proves by induction that the
expression for theéth order incrementn>2, is

1M =Epns2— 2Epn+Egn_. (3

In order to find the ground-state energy of the infinite system one needs to count the
number of increments of each order per dimer. In the infinitedllattice which we are
considering, there exists exactly one increment of each order per dimeemakes a
one-to-one correspondence between dimers and increments of each order, assigning each
increment to its left-most dimgrTherefore, taking into account that there are two sites

per each dimer, we write the value of the ground-state energy of the infinite lattice per
site as€=1/2(E,+ E,“]Lll(”)). HereN is the number of increments taken into account.
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FIG. 1. Ground-state energy of the equidistant Hubbard model at half filling. Solid line — exact*Pesusin
circles — IET result foN=5 (see text Inset:U dependence of prefactér and exponeni of the obtained
functional dependence of the relative error oiN(22) (see text

The feature that the number of increments of any given order per site is constant is
an exclusive property of one-dimensional lattices. In higher dimensions the number of
increments of a given order per site grows rapidly with the order of the increment. This
special property of one dimension leads to the following result:

1
S(N):E(E2N+2_E2N)- (4)

Formula (4) is quite remarkable, since the calculation of the ground-state properties
amounts to the exact diagonalization of two open chains whose length differs by two.
Note that expressions of the tyé) have previously been used intuitively in quantum
chemical calculationgsee, for instance, Ref)9

To check our method we first performed a calculation of the ground-state energy of
an equidistant Hubbard infinite chain at half filling, where the solution is known
exactly!® The equidistant case is the worst case for the method described above, since all
the bonds have the same strength. The per site value of the ground-state &neagy
calculated using formul@) with the incremental ordel=1, 2, 3, 4, 5. The calculation
was performed using a Lanczos algorithm. The resultsNfer5 are shown in Fig. 1,
where the exacf(U) dependence fdr=1 (solid line) is plotted against the results of Eq.

(4) (open circles The relative erroRg decays algebraically with increasing order of the
incrementsRe=A(U)[2N+2]" "), The exponent(U) and the prefactoA(U) are
plotted in the inset of Fig. 1. We find(U)=2 for all values ofU. Note that
A(0)/A(»)=2, which implies that our results converge faster for ldgeNote also that

the errors are very small — typically below 0.1% fNe=6. This has to be compared
with a recent density matrix renormalization groUpMRG) calculation of the same
system* where system sizes up to 122 and extrapolations had to be used to achieve
comparable precision.

Next we show the results of calculations of the dimensionless dimerization in the PH
model as a function of) andg (Fig. 2). For U=0 the value ofd(g) is known exactly
(see the filled symbols foJ=0 in Fig. 2. An analysis of the relative errdry of
determiningd with the help of(4) yields exponential convergengg~e M9(@N*+2) The
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FIG. 2. Dimerization versu¥ for different values ofy. Open symbols — IET results fof=5, filled symbols
for U=0 — exact results, filled symbols f&# >5 — results for Heisenberg chains with IET aNg=8. The
solid lines are guides to the eye. Insgtdependence of the exponenif the obtained functional dependence
of the relative error on (R+2) for U=0 (see text

dependence ok(g) is shown in the inset of Fig. 2. A crossover is detected around
g=0.4, withA being suppressed to rather small valuesget0.4. That implies that for
small values oU the IET method using exact diagonalizations is confined to values of
the coupling constangy>0.4 if high precision is required. In Fig. 2 we present the
dependence ad(U) for g=0.5, 0.6, and 0.7open symbols Forg=0.5, 0.6 the dimer-
ization d first increases withJ, and then decreases after reaching a maximum. For
g=0.7 is a monotonically decreasing functionlf Therefore the system has a qualita-
tively different behavior for weak and strong couplirggsas predicted by the GA theory.
On the other hand, our results agree well with the extrapolated valudsobtained
within the solitonic approach.

We performed more calculations dfU) to obtain the dependence of the position
of the maximumJ ,,, on the coupling (see Fig. 3. In particular, we findJ ,,,,{9) to be
a monotonically decreasing function with,,,,=0 at a critical couplingy.. Since our
method yields very small errors fge=0.6 we can estimate the critical coupliggvhere

3
Uma.z‘ ¢
L]
2 °
7 —
g 1 ] 1
0.50 0.55 0.60 065 g

FIG. 3. Dependence df ,,,, on the couplingy for the Hubbard—Peierls chains with IET aNa=5. Circles —
numerical results; line — best fisee texk
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Umax=0 with high accuracyRy<10 3. It is found g.=0.69. The GA prediction
0.>0.74 overestimates this result slightly. The GA gives the position of the dimerization
maximum asU .= 4t for g far belowg.. Our numerical calculation gived ,=3t.

The small behavior ofd is found to bed~U?, which is consistent with the GA
approach. Furthermore the GA approach predicts ¢his an analytic function ofJ?.
Then it follows thatU,,{(g) close tog, varies as«(g.—g)*/? which is what we find in

Fig. 3 (x=~8.25).

For large values ofJ the system is equivalent to the Heisenberg spin-exchange
model, withJ; given byJi=4ti2/U. We have calculated the spin-Peierls transition in this
system separately, using the form@h and N=8. The results for the dimerization are
plotted in Fig. 2(filled symbols. Note that the dimerizatiod(U) for the Hubbard and
Heisenberg chains converge for large which supports the correctness of our calcula-
tions. For the spin-Peierls transition Inagaki and Fukuy&rf@und an asymptotic for-
mula

3292
7\1+D

whereD is a constant which was assumed to be of the order of 1/2. Our results confirm
this choice.

t 3/2
U) , (5

The above results show that the IET can be a key method for numerical study of the
static properties of one-dimensional Peierls systems. Our recent calculations show that it
can be equally well applied to spin-Peierls systems with frustrafialie believe also
that this method could be applied to higher dimensional systems, namely to the Peierls
transition in the two-dimensional Hubbard model. Since cancellation of the lower-order
energies does not take place in the two-dimensional Hubbard model, the analog of for-
mula (4) contains the energies of clusters of all sizes.

To further underline the applicability of the IET, we consider thymamicalprop-
erties of finite Hubbard—Peierls systems. The dynamics of classical degrees of freedom
(phonong Q; interacting on a lattice generically allows for time-periodic and spatially
localized solutions, namely, discrete breathers, if the equations of motion include non-
linear terms(see Ref. 14 and citations thergifThese discrete breather solutions can be
localized on as few as three neighboring sites. If the electron—phonon coupling is taken
into account and the Born—Oppenheimer approximation is used, the electronic subsystem
generates an additional potential for the classical phonon degrees of freedom. To find
once again the discrete breather solutions numerically, one needs the electronic energy
E({Q;}) as a function of the phonon degrees of freedom. For a lattice wisites this
amounts to calculating the ground-state energy of the electronic systenmes on each
time step in order to find the gradient df,. Precalculating the functioH¢ on a grid is
also impossible since it is a function of prohibitively many variables. In the static dimer-
ization case, where it is known that the target state is a bond conjugate state, this problem
is avoided, since there is only one variable

Again the IET helps to overcome this problem. Consider a finite chain with periodic
boundary conditions. The first-order increméft(x), which does not depend on the site
index, is obtained by fixing all th€;=0 except one withQ,=x, and calculating the
change of the electronic energy as a functionxpfl (V)(x)=&(x) — £(0). The second
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order increment is obtained by fixing all phonon variab@s=0 exceptQ,=x and
Qm=Y. Then the energy of the electronic system will dependken—m, x andy. The
second order increment I$2)(x,y) = &(x,y) — 1 M)(x) — 1 ))(y) — £0). Thehigher-order
increments are found in the same manner. Our calculatie®s Ref. 15 for a detailed
discussion show that taking into account increments of first and second order is enough
to calculate the ground-state energy of a 14-site Hubbard chain with periodic boundary
conditions for an arbitrary configuration §®;}. The relative error is less than 18 The
increments are calculated on a two-dimensional grid to generate smooth functions. With
the help of these functions the lattice dynamics can be calculated using ordinary molecu-
lar dynamics techniques.

In this paper we combined the IET with an exact-diagonalization method. It is
known that the DMRG is especially accurate when applied to large but finite open chains,
where one can achieve higher and higher accuracy by iteratively repeating the DMRG
proceduré® Taking this into account, we think that the combination of the IET with the
DMRG technique can significantly improve calculations.

We thank Prof. Peter Fulde for fruitful discussions and continuous support.
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High-frequency absorption in the colossal magnetoresistance material
Lag gS1poMnO; is investigated near the critical temperature in a mag-
netic field. The temperature dependences of the width, position, and
intensity of the ESR line are studied in the near-critical region.
© 1998 American Institute of Physids$0021-364(108)00912-§

PACS numbers: 75.70.Pa, 76.30.Kg, 76450, 75.40.Gb

In recent years there has been a great deal of interest in materials of the type
A,B;_,MnO;, which exhibit colossal magnetoresistaf@MR).1~3 The CMR in these
materials is due to the magnetization process in the magnetically ordered-stue.
understand better the physics of the processes occurring in these materials it is important
to study their magnetic properties. One of the most effective methods for studying such
properties is to investigate the absorption of a high-frequency field in the sample. Elec-
tron spin resonancéESR is studied in the paramagnetic phase, ferro- or antiferromag-
netic resonance is studied in the magnetically ordered phase, and the surface impedance
is studied in the case of electrically conducting samples. This method makes it possible to
study the dynamical properties of the electronic system without special preparation of the
sample(in any case, in the paramagnetic phastowever, surprisingly, at present there
are few works devoted to such investigations of these maté&rfatiespite the very great
interest in CMR materials and the many unclear aspects of both their magnetism and the
behavior of the magnetoresistance.

In the present work we investigated the high-frequet@§5 MHz properties of
Lay Sty o,MNO3 in a magnetic field at temperatures near the critical temperaffige (
~300 K) in an effort to determine the temperature dependence of the dynamic suscep-
tibility (the area under the absorption curve in E8Rd of the width and position of the
ESR line as fluctuation-sensitive quantities. ESR measurements,gskaMnO; at 9
GHz were made in Ref. 9, but only one or two experimental points were reported in the
temperature interval investigated in the present study. Here we shall show that
fluctuation-induced variations of the quantities listed above are observed in a small tem-
perature interva{10 degreesabove the Curie temperature.

0021-3640/98/67(12)/5/$15.00 1059 © 1998 American Institute of Physics
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FIG. 1. Central fragment of the temperature dependence of the hf magnetoabsorption for a frequency of 885
MHz in an external magnetic field perpendicular to the plane of the sample. Inset: ESR absorption lines in
Lagy ¢SIp ,MNnO; at high temperatures.

A Lag gSrp ,MnOj single crystal was grown by the floating-zone method with radia-
tional heating® Plates with dimensions 21X 0.1 mm were cut from the ingot. The
plane of the sample was perpendicular to the external magnetic field. A high-frequency
field was directed along the surface of the sample. The measurements were performed at
885 MHz. We employed a method described eaffteobserving the power passing
through a helical resonator as the external magnetic field is varied. The helical resonator
was constructed from a piece of copper wire with a diameter of 1 mm and a Ief@jth
where \ is the wavelength of the electromagnetic radiation employed. This wire was
wound into a helix~1 cm in diameter and about 2 cm long. The change in the signal
which passed through the resonator is proportional to the change in the absorption in the
crystal as a function of the external conditiofiemperature and magnetic figldrhe
temperature was measured with a copper—Constantan thermocouple. The base contact
was located in a thermally insulated vessel with a mixture of ice and water. The magnetic
field was produced by an external electromagnet and measured with a Hall gauge. The
temperature was varied slowly in the course of the measurerfegopsoximately by 0.5
K over one period of variation of the magnetic fieldhis made it possible to obtain
simultaneously the temperature and magnetic-field dependences of the abs@ngiipn
netoabsorption All three measured quantities — temperature, magnetic field, and am-
plitude of the hf signal passed through the resonator containing the sample — were
entered into a personal computer through the data acquisition system. In such a variant
the measurement cycle is about 10 h long. As a result, a nearly exhaustive data set is
obtained and can then be systematically processed.

Figure 1 displays the central fragment of the temperature dependence of the hf
magnetoabsorption for frequency 885 MHz and external magnetic field perpendicular to
the plane of the sample. The ESR absorption line ingsa MnO5 at high temperatures
is shown in the inset. In our measurements the magnetic field turned in only one direc-
tion. The absorption line was obtained from an individual fragment, corresponding to a
single scan of the magnetic field, of the curve in Fig. 1. Using the symmetry of ESR with
respect to the direction of the magnetic field, the data were mirror-reflected with respect
to theY axis (preserving the data for the positive values of the magnetic)faid then
relative to theX axis (after which the change in the signal is proportional to the absorp-
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FIG. 2. Reciprocal of the hf susceptibility (&) versus T/T.—1) in double-logarithmic coordinates, where
T.=302.7 K. Inset: Temperature dependence af. 1/

tion in the samplg Finally, a constant signal was subtracted out so that the signal level
would be zero in high fields. As an approximation, a function corresponding to a Lorent-
zian ESR line with two values of the resonance fi¢ltl ,,,, and — H ., was used on the
section from— 1500 Oe to+1500 Oe:

1 1
+ .
(H=Hpao?+d?  (H+Hpya0?+d?

Since the high-frequency susceptibilipy;~b/d — the area under the absorption curve,

we constructed the function J/i(t) (see the inset in Fig.)2 To better determine the
Curie temperature, we constructed the curve logfl/versus log{/T.—1), whereT,

varied from 298 to 303 KFig. 2). Figure 2 shows a plot of such a function for the value
T.=302.7 K. This temperature was chosen so that the low-temperature part of the de-
pendence would be linear in double-logarithmic coordinates. In this case, near the phase
transition the behavior of the dynamic susceptibility is described by a power-law function
1/(T—T.)" with exponenty=1.33 andT.=302.7+-0.5 K.

Figure 3 shows the behavior of the ESR linewidth iry %, ,MnO5. The contri-
bution of fluctuations is substantial near the transition. As a result of this, an appreciable
broadening of the line is observed as the temperature of the transition to the ordered state
is approached. Moreover, above 315 K the linewidth increases with temperature. In the
temperature range from; up to 315 K the behavior of the ESR linewidth can be
described by a power-law function of the type LA T.)”7, where »~0.72+0.05 with
T.=302.7 K. For the high-temperature part of the temperature range which we studied,
the linewidth varies according to a linear law. One circumstgpossibly accidentalin
the behavior of the ESR linewidth should be noted. Its high-temperature part can be
described on a temperature scale referenced toi.e., AH=8.9(T—T,) Oe, with T,
=302.7+5 K. Qualitatively and gquantitatively the high-temperature part of the results of
our measurements of the linewidth closely follows the ESR data at 9%GHz.

D)

Y=a+b*

For us, the strong temperature dependence of the position of the ESR line in
Lay ¢Sty ,MNO; nearT. was somewhat unexpected. Figure 4 shows the behavior of the
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FIG. 3. Temperature dependence of the ESR linewidth. Inset: Same dependence in double-logarithmic coordi-
nates withT,=302.7 K.

resonance absorption field in the paramagnetic region as a function of temperature. For
magnetic resonance in the plate in a magnetic field perpendicular to the plane of the plate
the frequency is given by the expression

v=gug(H—47MN,), @

whereg is the Landefactor, ug is the Bohr magnetort is the external magnetic field,
M is the magnetization of the material, aNd is a demagnetizing factor in a direction
perpendicular to the plane of the platd,(&~1). The magnetization in the paramagnetic
region can be expressed in terms of the static susceptibility

Ho
M=f x(T,H)dH. 3
0

We attempted to describe the data in Fig. 4, using a linear approximation of the behavior
of the magnetization as a function of the magnetic field, as is ordinarily done in investi-
gations of the critical behavior near the Curie point for low values of the magnetic field,
i.e., x(T)~(T—T,) . This attempt did not give reasonable results, possibly because of
the nonlinear character of the behavior of the magnetizationyi&,H), and because of
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FIG. 4. Temperature dependence of the position of the ESR absorption line. The solid line shows the fit of the
data by the functioH=Hy+A*e{T- T/,
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the comparatively large values of the magnetic fieéthe order of hundreds of oer-
steds. In this case it is better to talk about the magnetization rather than the susceptibility
(possibly even about the ferromagnetic moment induced by the magnetic field

The form of the results in Fig. 4 is closer to an exponential dependence. The ap-
proximation of the effective field by a decreasing exponential

H=Hq+A*e(T"Td/M (4)

with T.=302.7 K describes well the experimental results with the constéhjs
=hv/gug=352.4 Oe,A*=728.8 Oe, and’; is a constant with the dimension of tem-
perature, equal to 3.7A* =47M* N, is the demagnetizing field &., andM* is the
magnetization afl. in the corresponding magnetic field. FroA®* we obtain M*
~58 cgs emu foN,~ 1, while the temperature behavior of the magnetization is deter-
mined by an expression of a type such as the second term itMEdzrom the value of

Ho we find the gyromagnetic ratio 2.51 GHz/kOe, whence we obtain the "Lauder
g~1.8.

In summary, in the present work we have studied the behavior of the ESR line in
Lay gS1 oMNnO; in the temperature range of the transition to the ferromagnetic state. we
have determined the critical exponents for the temperature dependences of the intensity
and width of the ESR line. We have estimated the specific magnetic moment of the
material from the change in the position of the ESR line, and an exponential temperature
dependence of the magnetization above the critical temperature in a magnetic field on the
scale of 400 Oe was obtained.

This work was performed as part of Project Y-7 of the “Statistical Physics” area of
the program “Physics of Quantum and Wave Processes.”
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The problem of core hole localization in symmetrical systems is a
fundamental problem of x-ray spectroscopy and concerns some basic
aspects of quantum theory. Recent theoretical as well as experimental
investigations of resonant x-ray Raman scattering indicate that the so-
lution to this problem depends on the measurement. In the present work
we propose an experimental scheme which allows a direct measure-
ment of the atom to which the core hole is localized. The idea behind
the proposal is based on the electron Doppler effect and the
photoelectron—photoion coincidence technique. 1898 American In-
stitute of PhysicgS0021-364(108)01012-3

PACS numbers: 32.30.Rj, 32.80.Hd

Despite the success of recent studies of the resonant x-ray Raman scdRx8)g
process; > one of its fundamental problems remains elusive when related to the world of
our experience, namely the problem of the core hole localiz&@d#lL) of x-ray excited
symmetrical systems. Theory and recent synchrotron radiation experiments have demon-
strated a close link between the CHL problem and the problem of quantum measure-
ments. One can argue that a simple answer to the question of whether or not the core hole
is localized does not exist by virtue of the fact that it depends strongly on the scheme of
measurement. For example, RXS in the soft x-ray region demonstrates strict parity se-
lection rules which has motivated a conclusion of delocalized core Adidue to the
strong orientational dephasing these parity selection rules break down in the hard x-ray
region*’ A dephasing takes the quantum superposition into a statistical mixture of the
localized core excited states, which is classically meaningful and interpretable. In this
case a more adequate physical picture is based on the representation of localized core
holes®* The results of these two experiments give an example, not uncommon in quan-
tum physics, of a case where the measurements select the appropriate physical
representation.

The aim of this letter is to suggest alternative experiments that allow a direct mea-

0021-3640/98/67(12)/5/$15.00 1064 © 1998 American Institute of Physics
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FIG. 1. Scheme of the formation of the RXS profile.

surement of localization of the core hole to one of the core excited state atoms in a
diatomic molecule. The idea is based on the Doppler effect; while the ordinary photon
Doppler effect in the x-ray region is negligibly small in comparison with the lifetime
broadeningl’ of the core excited state, the Doppler shift of an Auger eleckon is
important if the molecule is core excited above the dissociation threshblerek andv

are the momentum of the Auger electron and speed of a core excited atom in the disso-
ciative region of the molecular system of reference, respectively. This Doppler shift can
exceed’ by several times when a molecule is core excited above the dissociation thresh-
old.

It is, by now, well establishé~13that when core excitation takes place above the
dissociation threshold, the RXS spectral profile consists of a narrow atomic-like reso-
nance and red and blue “molecular” wingsee Fig. 1 We consider the atomic-like
resonance which is caused by the decay transitions in the dissociative region where the
potentials of the core excited and final statés.(R) and U¢(R)) are constant. The
molecule is core excited by a soft x-ray photon frongeradeground state to amn-
geradecore excited state. The wave function of the core excited state in the dissociative
region is given by a superposition

‘I’u=i2 (V(A*A) =P (AAY)) D)

%

of the configurationsV (A*A) and W (AA*) with the core hole on the left and right
atoms, respectively. The sign of the facfo+ =1 depends on the parities of the atomic
orbitals involved in the photoabsorption transition. For more clarity we consider the
realistic case when the electron Doppler shift is larger tharn this case the interfer-
ence of the scattering chann@3 A andAA* is suppressed, and the cross section of an
inelastic RXS event with emission of an Auger electron is simply the sum of the two
contributions(Fig. 1)1°

@

o (w,E =0t w,E +oR w,E), obR wE)oec——o———
(@B =ol(0.B)+ o), okRwB)r



1066 JETP Lett., Vol. 67, No. 12, 25 June 1998 F. Gel'mukhanov and H. Agren

T Auger electrons

+U i \
:'-“ jon up
@E ¥_ion down

Mj’l

i

Multichannel plate counts

FIG. 2. Scheme of PEPICO experiment. The difference of the times of flight of up and down ions is denoted
asAr.

where AE=E—w,, E is the energy of an Auger electro=\2E, v=([U(Ro)
—Ug()]112m)Y2, wo=U() — U¢() is the resonant frequency of the atomic-like reso-
nance caused by decay transitions in the dissociative region. The partial cross sections
or(w,E) and of(w,E) (2) correspond to the configurations(A* A) and W (AA*),
respectively(atomic units are used throughout the papBue to the Doppler shifk-v

the directions of propagation of the Auger electron and the ions are strongly correlated
whenkv>T". This means that if the direction of the Auger electron propagation is fixed,
the ions propagate in the vicinity of the dissociation cave, = arccosQ E/kv), whereé

is the angle betweek andv.

We can show how the scattering channel corresponding to the core excited state
localized on a certain atom can be selected experimentally. This is possible by means of
the PEPICO(photoelectron—photoion coincidenctechnique, as used in a schéthe
shown in Fig. 2. A permanent electric field is applied for electron extraction. The detec-
tion of an electron triggers an ion extraction pulse. The impact of an ion on a position-
sensitive multichannel platCP) starts a fast decoder system that reads the position. At
the same time, the signal goes through a fast multiplexer enabling the detection of two
ions in coincidence with an electron. The signals from up and down ions are measured
separately due to the delay time of the up idRgy. 2).

The atom must be light to have a large Doppler shift, so IbWwemonuclear di-
atomic molecules, like N O,, and B, which can be core excited above dissociation
threshold are good candidates. Estimations show that one can expect Doppler shifts of
kv=<0.5 eV whileI'~0.1 eV for these molecules. Such Doppler shifts would be of the
same order of magnitude as the the spectral resolution for current PEPICO measurements
(~0.5eV).

The position of the Auger electron detector at one side of the region of ionization
violates the symmetry of the composite system; measurement apparatouglecule.
Such an asymmetric measurement projects the quantum($tatéth an uncertain posi-
tion of the core holgSchralinger-cat-like state¥ ca1=Y s ve+ ¥Ypeap) iNt0 a mea-
surement eigenstaté (AA*) (or W (A*A)) with a well-defined position of the core hole
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FIG. 3. a — The asymmetry of the ion yiel8). The propagation of the Auger electron along the photodis-
sociation axis:#=0°. I'=0.1 eV. b — The asymmetry of the Auger electron emissikn=0.4 eV,
'=0.1eV.

due to the different Doppler labels for the two atoms. To see this directly it is convenient
to use PEPICO to measure the difference of the partial cross se¢®pns

Ao(w,E)=0R(w,E)— ok(w,E). 3

This function depends antisymmetrically on both the Auger electron erterggd its
momentumk. Figures 1 and 3 show that core excited states with the core hole on the
right atom @AA*) give the main contribution to the signéB) if the Auger electron
energy is equal tdE=k-v and vice versa iAE= —Kk-v. It is important to note that the
averaging ofAo.(w,E) over E or over directions of the Auger electron propagation

leads to zeroA o (w,E)=0. The difference3) is equal to zero also when the velocity
selectivity is absentsmall Doppler effegt kv<I". This means that only the PEPICO
measurements in the systems with the large electron Doppler lshi#t]", allow one to
select contributions to the RXS cross section from the core excited state with the core
hole localized at a certain atom.

Thus one can conclude that asymmetric PEPICO measurements with the photoelec-
tron detector at a certain side relative to the ionization region violate the symmetry of the
A* A+ AA* system and select only one configuratiéxt,A or AA*, depending on the
Auger electron energy and the directionkof Such an appearance of classicality and of
a change from the entangléd) to disentangled states is caused by the asymmetrical
macroscopic measuring apparatus and the electron Doppler effect, which thus destroys
the quantum correlation between the localized stAfe& and AA*.

Equation(2) and Fig. 3b show that the Auger electron preferentially is emitted in the
same @<90°) or opposite §>90°) directions as theA™ ion if AE>0 or AE<O,
respectively. This asymmetry is another evidence of the core hole localization on a
particular atom.

This work was supported by the Swedish National Research coiNER) and by
the Russian Fund for Fundamental Resedfetant 96-02-19826 We greatly benefited
from discussions of the experimental aspects with Drs. Orrigjaolm, M. Simon, and
Prof. S. Svensson.
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It is shown that additional scattering due to tunneling induces a transi-
tion of the system from a non-Fermi-liquid into a Fermi-liquid state as
the distance between the Fermi level in the walls and the 2D-band edge
is varied in a double-barrier quantum well, doped with transition-metal
impurities and having an intrinsic two-dimensional continuum.
© 1998 American Institute of Physids$0021-364(108)01112-§

PACS numbers: 71.10.Hf, 71.27a, 73.20.Dx

1. The multichannel spin Kondo model with a non-Fermi-liquiFL) elementary
excitation spectrum at the Fermi level was proposed almost two decades ago in Ref. 1.
Great interest in NFL states arose after physical realizations of the two-channel orbital
Kondo model in heavy-fermion systems and high-temperature superconductors
appeared. However, the mechanisms of tunneling in quantum structures with a NFL-
continuum in the walls are at present poorly understood. In Ref. 3 the temperature
dependence of the conductance was estimated in a model of resonance tunneling through
a quasilocalized state. These calculations were carried out in order to explain the experi-
mental results obtained in Ref. 4, where, apparently, crossover was observed between
NFL and Fermi-liquid(FL) states in an external magnetic field. Tunneling mechanisms in
which a two-dimensional continuum in a double-barrier quantum (@HQW) plays a
fundamental role were studied in Ref. 5 for the case of orbitally nondegenerate impurity
states. In the present letter new physical realizations of a two-channel orbital Kondo
model in a quantum well are proposed, and the mechanism of a tunneling-induced tran
sition between NFL and FL states is described.

2. A transition-metal impurity engenders a deep lelgin the band gap of the inner
layer of the DBQW. This layer also possesses a two-dimensional continuum with a
dispersion |aWEkl. In the present problem we shall be interested in the case where the
Fermi level in the walls lies near the conduction-band bottom of the inner layer. Since in
the crystalline field a fivefold degeneratdevel splits into a twofold degeneragg level
and a threefold degeneratg, level, the eigenfunctions and quantum numbers of an
electron in ad level are, respectively, the cuhicfunctions and the number of the row
of the irreducible representation of the point groun_;g:tl, ,utzgzo,t 1, and Eq4
= Eeg oy As was shown in Ref. 6, because the symmetry of the states of the conduction
band in the well is loweretas compared with a bulk semicondugtdooth thet,, ande,
levels can hybridize with them. The Hamiltonian of the tunneling system witadavel

0021-3640/98/67(12)/7/$15.00 1069 © 1998 American Institute of Physics
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in a quantum well has the fortd =H oo+ H,+ Hiy, WhereHgo=Hgo+ H3y+ HS, is the
Hamiltonian of the independent walls and the well, &hds the tunneling Hamiltonian

Hi=Hw+He= X (T, d,+he)+ 2 X (Ther Ao o+ N.C). (1)

kvou kvo 7
L

The operatorsy,,, describe electronic states in the left-hdghgl and right-handR) walls
of the tunneling contact. The operatats, and Ck, in the well correspond to the wave
functions of the hybridized localizegly,(r) and itinerant¥(k, ,r) states. The tunneling
matrix elements in Eq(1) equaf

Ted=B*(k ) Tg(k), TE’kiz(Tg(k|)5kiki+E’ TU(k)B,(k B, (K)|. (2
M

Here Bﬂ(kl):foLd/(Edﬂ—SkJ andV{jLd is the matrix element of hybridization in the
well

Vﬁﬁff drst,L(r)U(r)‘P(ki,r):f dreg,(NUN) gk, .p)e(2). ©)

In Eq. (2) k=k, , k; and it was assumed that the longitudinal and transverse motion of
electrons in the walls are separate. In Ref. 5 it was shown that the restructuring of the
band spectrum in the well on account of tunneling between the walls and the well,

corresponding to the term withig(k;) in TEk, , can be described by means of a trans-
L

formed density of states near the 2D-band edag€s)=(po./m)(tan (e — )/ yo]
—tan (e —W,)/yo]). Herepy. is the threshold density of states of the undisturbed 2D
band, sc,Wc~pacl are, respectively, the edge and width of the 2D bang,
~3 ITé(ee)?pow, pPor~WS; ! is the corresponding tunneling width, axé, is the width

of the conduction band in the walls.

In an interacting system it is convenient to transform the tunneling Hamiltdrjan
to a “one-band” form by means of a linear transformati@R; = u,ay, ,+ v akre s Pko
= Ug@kro— VkKLo » aNdu, =T/ (T 2+ (TRE)?1Y2, whereu?+vi=1. It can be veri-
fied directly that in the new representation only one kind of quasiparticles, with the
operatorsay,., hybridize with both the localized state and the two-dimensional con-
tinuum. The HamiltoniarH{® can be obtained front, in Eq. (1) by means of the
substitutions a,’,,— ay, , Teh— TaE=[(TE4) %+ (TR4)?1¥2, and T:kiaTzkithkiuk
+TEkiUk' The termH¢, in the tunneling Hamiltonian gives rise to new resonance states

near the 2D-band edgeAnother source of features in this region are the interactions in
Hit. Since only the states,, appear in the tunneling Hamiltonian, the interaction
HamiltonianH;,,; is also determined for them.

3. The interactions between the metallic electrons in the walls and an orbitally
degenerate impurity state in the well are due to the Hubbard repulsion between electrons
at a deep levelHy=X, ,1.6.6'UuuNdueNauor (1= 64, d401). Applying the
Schrieffer—Wolff transformation to the generalized Anderson Hamiltorigp=Hg,
+H+ Hgo+ Hy, HgO=EMUEddZUdM, and retaining the interaction which is an ex-
change interaction with respect to the orbital indices but a “non-Kondo” interaction with
respect to the spin variables, we obtain
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Hip= >, 2 ka, ay,ak,dd,
kKk" wuu'o

1
VAR — _TapTas -
kk k'd Ed_ska Ed+U,u;4’_8k’a

(4)

This interaction is the main interaction when the spin degeneracy of a level is completely
lifted or when both spin-degenerate levels lie below the Fermi level. Both situations can
be realized in a quantum well for “light” transition-metal impuritiésf the typeV2").6

The interaction matrix elements wih+# ' exist on account of the breaking of the axial
symmetry of the spatially quantized states in the well. Indeed, taking account of the
dependence of the wave functions of the two-dimensional continuum on the transverse
spatial coordinates in expressi@) for the matrix element¥{ , results in the fact that

they have nonzero values for alistate components witheg= +1, ,ut29=0,i 1. Corre-

spondingly, the matrix element& for all u are also different from zero. As follows
from the definition(2), a direct consequence of the breaking of axial symmetry is spatial
nonlocality of the tunneling matrix element§, . The Hamiltonian in Eq(4) reduces to

the Hamiltonian of the multichannel orbital Kondo model if the operad@rsand matrix

elements\/‘k‘{, in Eq. (4) are expanded in cubic harmoniks (), I'=gey,t,q, andy
is the number of the row of the irreducible representation of the point group, and use is

made of the fact that the interaction matrix elemeﬂ%‘,'(kk’) with y,v' are different

from zero on account of the dependence of the tunneling matrix elements on the direction
of the momentunk. In the simplest case, where the 2D-continuum states can be de-
scribed by plane waves, one has u andy’=u’. We shall employ the fact that theg

andt,y states are separated by a quite large energy intécoahpared with the energy
scales of interest to us in this problgnso that their mixing in the interaction matrix
elements can be neglected. Let us assume, bearing in mind the results of Ref. 6, that the
deep level closest to the 2D-band edge igadoublet. On this basis we obtain from Eq.

(4) the two-channel orbital exchange scattering:

HE=2 2 2 Vo (kkDag,anyety = 2 A, dar,
up' =

kk! o i= xyzy,/ +1 ()
5

> did,=1.

pu==*1

It is convenient to describe the twofold degenergjdevel with one electror{or
hole) by a pseudospin variable;, whose projection on the axis has two valuesfré
=(1/12)[3L§—L(L+1)]= *(1/2), corresponding to occupiet}> (L,=2) andd,2_2
(IL,|=0) orbitals,L is the angular momentum operator. The operafprL;— L7 flips
the pseudospin. The operat0}§ and }f, are components of the quadrupole moment
tensor. Therefore the two values of the quantum number+1 correspond to two
projections of the quadrupole moment on thaxis, i.e., the interactiofb) represents
quadrupole exchange scattering. The maéglwith quadrupole exchange differs from
the models proposed in Ref. 2 with a physical mechanism for the appearance of ex-
change.
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It is convenient to solve first the problem of the interaction of the electrons in the
walls with a localized state in the well by one of the methods developed for the two-
channel Kondo scattering probléfhand then to use this solution as a basis for the
tunneling problem. In other words, the solution of the problem with the Hamiltonian
Ho=Hgot+ Hg‘;) will give NFL states at the Fermi level in the walls and the correspond-
ing state at an impurity level. Then taking account of the tunneling telfngives
additional scattering of the 2D electrons of the defective layer by states of the walls and
the impurity level, which were obtained with the interaction taken into account.

4. In the case of a level which is twofold degenerate with respect to the orbital or
spin variables of the level, so that the main effect of the interaction reduces to the
existence of a multiparticle resonance at the Fermi level, the approximate expressions for
the Green'’s functions of the conduction electrons can be obtained by the equations-of-
motion method

55(KK'32) = 814 Goop(K;2) + Goa(K; 2) TRE* Gp(2) Ty Glos(K'52). (6)

Here B=[o,u] for spin or orbital exchange scattering, respectiv@ﬁbﬁ(k;z) is the
Green’s function of noninteracting electrons. To determine the for@,9(z) in the case

of a two-channel exchange interaction, we shall employ a resonance-level model which
was obtained in Ref. 8 for the Hamiltoni&h) by the bosonization method. The collec-
tive variables which are described by the Fourier components of the Bose fields corre-
spond to charge, spiftolor), pseudospin, and mixggseudospin—coldrdensity opera-

tors. In these variables the Hamiltonialy=H32,+ H{“ can be represented as a sum of
four terms corresponding to four spinless fermion collective channels. Two of these
channelgcharge and colgrare not coupled with the impurity pseudospin. A remarkable
property of the model of Ref. 8 is that the hybridization and interaction between the
electronic variables and the impurity pseudospiare “spread” over different channels.
Hybridization occurs in the mixed channel. Correspondingly, the NFL peak at the Fermi
level is formed by the pseudospin—color mode. The interaction in the pseudospin channel
is of a screening character and leads to effective broadening of the resonandsdevel
Eq. (7)). In Refs. 8 ad 9 a solution was obtained neglecting the interaction in the
pseudospin channel;,,=V,— 7wv=0 or forA,<1, in which case the interaction is taken
into account in second-order perturbation theory. However, for the tunneling problem
under study here the form & 4(z) with a finite interaction\, is important. As will be
shown below, there exists a critical value of the interaction constant for which the char-
acter of the scattering of electrons from the vicinity of the 2D-band edge by excitations
from the Fermi level changes qualitatively. Foy#0 the Hamiltonian can be diagonal-
ized by a method which in its time was applied in the famous problem of x-ray absorption
in metalst® The expression obtained at long timgs> 1 for the Green’s function of the
resonance level in the energy representation has the form

Gy(2)=A . A=e ™2 (1—qay), (7)

ATo—;'x/Z_EZK)ad+ ;0+;X/i) o
z—Ex| ef z \eg

ag=(6/m)?, & is the phase shiftE,x=eg+il'x, FK~V§/8F is the width of the reso-
nance level, and'(x) is the gamma function. Using expressidis and (6), the density
of states can be calculated in the standard manner:
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Sin(1— ag)tan (T’ /2)]
Sgd(sz'i‘ riz)(lfad)/Z

. Ya~lBl?  &>0.

8

The widthsT';=6—0 andI',=I"k correspond to two terms in the Green’s function
Gu(2), A,~1

5. We shall now take into account the additional scattering of quasi-two-dimensional
electrons inside the well by excitations from the Fermi level of the walls as a result of the
tunneling termH:, . The states of the electrons at the Fermi level and at the impurity level
are described by the Green’s functiof® and (7), respectively. The scattering matrix
7%k, k| ;z) for an electron inside the well is determined from the

Green's function Gg(k, k| ;2)=(cy, [T(z—H)~ l|ck> 8, k: Gok, (2) +Gox, (2)
X Tk, K] 2)Goxr (2), Gk (2) =2~ e

pa(€)=poat Ayl ')’dPOa)igz

To(2)B(k,)B*(K])
1-To(2)Ic(2)
For a deep leveB(k,)~B(e;)=Z,B,(&¢)-

In the important energy range it is convenient to witg(z) and 24.(z) in the

form of a spectral representation of the Green's functi®f,(z)=(ay,|i(z
—A )‘1|akg>=[z—ska]‘1 of the interacting electrons:

kcy| f( ska) pale)
CC(Z) 2 (Z 80) (Ska 2 |Tk Cy f_ ds(z_gc)_s' (10)
The expressmn forSqe(2) is similar to Eg. (10) with the substitution|Tg,,|*
—>ch# kap» f(€) is the Fermi function, angd,(e) is determined by expressid8). The
energies are measured frotg—e.. The single-particle and multiparticle resonances
strongly influence one another in this region. The self-energy functonéz) and

Y 4c(2) have singularities at the Fermi level which correspond to NFL peaks in the
density of states,(e) (8). Substituting expressiof8) into Eq. (10), we obtain the
contribution of the resonance levgbk to the self-energy functionS ¢ 4(2):

Tk, ki ;2)= To(2)=[24e(2)?Gyo(2) +2c(2). (9

L (Z+iT )%= (z—iy) 7
epd(Z2+ TR

S cedd(2)=A12%4 AL~ 1 (11)

The integralJ.(z) is the Hilbert transform of the quasi-two-dimensional single-
particle density of states.(s). For|z—e.|/yo<1 this integral has a logarithmic singu-
larity

)B( 9 L z—e;)  ~
J2)= [ a2 PN EpoCLn(y—j); poc=poc(ed[Bled2. (12

The logarithmic behavior of the self-energy pag{z) signifies that it engenders single-
particle resonances in the same energy region where a multiparticle resonance exists.
Since the multiparticle resonance at the Fermi level determines the singularifig&df

the low-energy poles of the scattering matrix are determined by the self-consistent equa-
tion
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1—To(2)Js(2)=0. 13

Using expression&ll) and(12) it is easily verified that Eq(13) possesses a solution of
the edge-resonance type with enemy ¢.+ivy,. The resonance component B§(z)
makes the main contribution to the formation of the edge resonance. The yidftthe
resonance is determined by the expressions

P0c) l/(l—ad)( 7d) 41~ arg)

7r:Ar18F|B|2/(1ad)(_
Poa

€F

U3(1-ay) 431 arg)
Po Yd
C) (SF) , |Tk—»l<Tk, (19

V=T —Argeel B|2/3(1ad)(_
Poa

Arl, Ar2~ 1

The edge resonance exists fB|?(6%a~ V< (W, /W,)(yo/er)? 3%, ay>1/6,
i.e., only for finite values of the interaction constantand a sufficiently deeg level.
For all other values of the parameters, including the pojrt0, the scattering matrix has
no poles.

We can see that the additional scattering of electrons from the region near the
2D-band edge by NFL excitations from the Fermi level on account of the tunnidfing
engenders a Fermi-liquid resonance at the edge of the 2D band in the well, since it
corresponds to a simple pole in the Green’s function. If scattering processes due to
tunneling are neglected, the power-law singularity in the Green’s fun@igyfz) and
accordingly in the density of stateg(e) corresponds to a NFL state of the electrons in
the walls(see, specifically, Ref. 10 as well as the solution obtained in the present. letter

In summary, as the Fermi level of the walls approaches the 2D-band edge, a tran-
sition between NFL and FL tunneling regimes can occur. The conditions for the transition
are identical to the conditions for the existence of solutions of(E§).

6. Using for the elastic tunneling probability the formuMI(k,sk;k’,sE,)
=2m| Tk, e ;K ep)|28(ek—ef) with tunneling-transition amplitudd(k,ef k' e,
= Zpp’0-<a'kLa'|Ht|cpa'> <Cp(r|G|Cp’Lr><Cp'0|Ht|ak’R0> = Ugvy: 2pp’a(ak0-|Ht|Cp0'><Cp¢T|G|
X Cpr){Cpro|Hilakr,), We find that the maximum contribution of the edge resonance
(14) to the transmission equals

2(1-2aq)
€
F) |B|4(1+2ad)>1-

e o so(2]

Ty (ep) 4WS(8F)1 (eF) v, Yo
Edge resonances make the main contribution to the transmission and dictate a FL tun-
neling regime so long as the distance between the Fermi level and the 2D-band edge is
less than the width of the bare NFL resonance at the Fermi leyek e |<T'k . If the
Fermi level lies at a distance from the 2D-band edge greater than the width of the bare
NFL resonance at the Fermi level, then the latter makes the main contribution to the
tunneling transmission and thereby dictates a NFL tunneling regime. For a fixed position
of the Fermi leveleg—&|>T'k, a transition between FL and NFL states occurs either
with the impurity level becoming “shallower” or with a decrease of the interachign

I thank L. A. Maksimov for critical remarks. This work is supported by the Russian
Fund for Fundamental Research.
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It is shown that the degeneracy of the noncanonical Poisson bracket
operating on the space of solenoidal vector fields that arises due to the
freezing-in of the curl of the velocityE. A. Kuznetsov and A. V.
Mikhailov, Phys. Lett. A77, 37 (1980] is lifted when the vorticity2

is represented in terms of vortex lines. This representation makes it
possible to integrate the equation of motion of the vorticity for a system
with the HamiltonianH=[|Q|dr. © 1998 American Institute of
Physics[S0021-364(108)01212-3

PACS numbers: 47.32y

1. There are a large number of works on the Hamiltonian description of ideal
hydrodynamicgsee, for example, the review in Ref. 1 and the references cited therein
This question was first studied by Clebsgh citation can be found in Ref.)2who
introduced the pair of variables and u (later called Clebsch variable$o describe
nonpotential flows of an incompressible liquid. In these variables the dynamics of the
liquid is such that the vortex lines consist of the intersection of the surfeeesonst and
pu= const, while the variables themselves, being canonically conjugate quantities, are
transported together with the liquid. However, as is well knqaee, for example, Ref.

3), these variables describe only flows of a special type. Hnd x are single-valued
functions of the coordinates, then the degree of linkage of the vortex lines, which is
characterized by the Hopf invariahis identically equal to zero. The Hamiltonian for-
mulation of the equations of incompressible ideal hydrodynamics for arbitrary flows was
given by Arnol’'d® The Euler equation for the curl of the veloci€y=curl v

aQlot=curl [vXQ]=—(v-V)Q+(Q-V)v, V-v=0 (1)
can be written in the Hamiltonian form
oQ at={Q,H} (2

by means of the noncanonical Poisson bratket

{F,G}=f (Q[ curl( SF/8Q) X curl( G 6Q) ])dr 3

and the Hamiltoniart,= (1/2)f Q- A~ 1Qd3, which equals the energy of the liquid.

Despite the fact that the brack@) makes it possible to describe flows with arbitrary
topology, its main drawback is degeneracy. As a result of this, it is impossible to formu-

0021-3640/98/67(12)/6/$15.00 1076 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 12, 25 June 1998 E. A. Kuznetsov and V. P. Ruban 1077

late a variational principle over the entire spatef solenoidal vector fields.

The reason for the degeneracy — the presence of Casimirs, which make the bracket
vanish — is related to the existence of a special symmetry which forms an entire group
— the group of transformations of Lagrangian lab@dse Refs. 7 and 1 for a detailed
discussion of this This symmetry engenders all known vorticity conservation laws. The
main one is the law of freezing-in of vortex lines in a liquid. A local Lagrangian invariant
— the Cauchy invariant — is responsible for this. The present letter examines a method
for lifting the degeneracy of noncanonical Poisson brackets by introducing new variables
— Lagrangian labels which enumerate each vortex line. This approach is based on an
integral representation of the condition of freezing-in of the curl of the velocity, making
it possible to switch to new objects — vortex lines. This approach, which employs a
mixed Lagrangian—Eulerian description, makes it possible to write down a variational
principle and study quite simply the limit of thin vortex filaments. The Hamiltonian
structure introduced makes it possible to integrate the three-dimensional Euler equation
(2) with Hamiltonian?{= [|€|dr. In terms of vortex lines this Hamiltonian decomposes
into a set of Hamiltonians of noninteracting vortex lines. The dynamics of each line is
described by an equation of vortex induction, which can be reduced by a Hasimoto
transformatiofi to an integrable one-dimensional nonlinear Sdimger equation.

2. Let us consider the Hamiltonian dynamics of a solenoidal vector fi¥d,t)
given by the Poisson brack&) with Hamiltonian?:

aQ/ at=curl [curl (6H/ 5Q) X Q]. (4)

As we have said, the brackeg) is degenerate, as a result of which it is impossible
to formulate a variational principle on the entire spa&cef solenoidal vector fields. It is
known' that Casimirsf, which make the bracket vanish, distinguishdiinvariant mani-
folds M; (simplectic sheejson each of which it is possible to introduce the standard
Hamiltonian mechanics and accordingly to write down a variational principle. We shall
show that for Eqs(4) all linkages due to Casimirs can be resolved with the aid of the
freezing-in property of the field(r,t).

To each Hamiltoniar{ — a functional of€2(r,t) — we associate the generalized
velocity

v(r)=curl(6H/ 5Q). (5)

A comparison of Eq(1) with the equation for the tangent vecl@g0 to a vortex line,

[&/8t+(v-V)]Rsoz(RSO~V)V, (6)

wheres, is a Lagrangian variable labeling a particle along a vortex line, shows that the
field lines of the fieldQ) are frozen into a substance whose transport velocity(i3.
However, the generalized velocityr) itself is determined to within a component which

is longitudinal with respect t&2: In Eqg. (4) the substitution

curl(6H/ 6Q)—curl(6HI 6Q) + a2,

can be made without changing the equation in any way. Under the condfflo¥ &)

=0 the new generalized velocity will possess zero divergence, while the freezing-in
equation(4) and Eq.(6) can now be rewritten for the new velocigyr). It is obvious that

the previous parametsg will no longer label a particle along a En— a new variable
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is required. Adding a Casimir to the Hamiltonigi—H+f; {f,.} =0, corresponds to
changing the gauge of the generalized velocity. On this basis it becomes obvious that the
transformationr=R(a,t) of the initial arrangement of the “liquid” particleRR(a,0)

= a by the generalized velocity fieldr) is not determined uniquely because E%).does

not determinev(r) uniquely.

This assertion agrees with the possibility of gauge transformations in the following
general expression fof)(r), fixing all topological properties of the system that are
determined by the initial field2q(a):

Q(r,t)=J 8(r—R(a,t))(Qq(a)-V,)R(at)da 7)

As can be easily checked, it follows from the conditldg Qy(a) =0 that the divergence
of expressior(7) vanishes identically; the Jacobide- def|dR/da| of the transformation
is not assumed to equal 1.

The gauge transformatid?a(a)—>R(Eﬂo(a)) leaves this integral unchangecﬂé'kﬁo is
obtained froma by an arbitrary nonuniform displacement along the field lines of the field
Qy(a). Therefore the invariant manifoIJMQ0 of the spaceS, on which the variational
principle holds, is obtained from the spaRea— R of arbitrary continuous one-to-one
three-dimensional mappings by identifying 18 elements that are obtained from one
another by means of a gauge transformation with a fixed solenoidal(ig(d).

The integral representation f&2 (7) is a different formulation of the freezing-in
condition — from the integral relatiofi7) over the arear transverse to the lines d@
follows that the flux of this vector remains constant in tinje:;)Q-dS = [ ,)2o
-ds,.

It is also important thaf)y(a) can be expressed explicitly in terms of the instanta-
neous value of the vorticity and the inverse mappasga(r,t). By integrating over the
variablesa in the relation(7) (compare with Ref. 1

Q(R)=J3"1(Q(a)- Va)R(a), 8

Qy(a) can be represented in the for€y,(a)=J(Q(r)-V)a. This formula is an expres-
sion for the Cauchy Lagrangian invariafsee, for example, Ref.)2We note that ac-
cording to Eq.(8) the vectorb=(Qq(a)-V,)R(a) is tangent toQ(R). It is natural to
introduce a parametexr as an element of arc of the initial vortex lif®y(a) so thatb
=Qo(v)dR/ds. In this expressio), depends on the transverse parametdabeling
each vortex line. Accordingly, the representati@h can be written in the form

Q(r,t)zf QO(V)dZVf S8(r—R(s,v,t))dR/dsds, 9)

whence the meaning of the new variables becomes clearer: To each vortexhieee is
associated a closed lime=R(s,v,t), and the integral9) itself is a sum over vortex lines.
We note that the parametrization by introductionsaind v is local. Therefore, just like
the global representation, the representati®nis suited only for distributions with
closed vortex lines.

To obtain the equation of motion fé&(v,s,t) the representatio(®) (in the general
case(7)) must be substituted into the Euler equatidn and a Fourier transform with
respect to the coordinates performed. A simple integration gives
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kxf Qo(v)dzvf dse M RIRX{R\(v,s,t)—V(R,1)}]|=0.

This equation can be solved by assuming that the integrand is identically equal to zero:
[RXRy(v,8,1) ]=[RsX V(R,1)]. (10)

With this choice there remains freedom in changing the pararsedad relabelingy of
the transverse coordinates. In the general case of arbitrary topology of th@§igd)l the
vectorRq in Eq. (10) must be replaced by the vectbr (Qq(a)- V) R(a,t).

The description of vortex lines by means of Ed9) and (10) is a mixed
Lagrangian—Eulerian description: The parametdras a transparent Lagrangian origin,
while the coordinates remains Eulerian.

3. The key observation for formulating a variational principle is that the following
general equality is holds for functionals that depend only{kin

[bXxcurl(sF/5Q(R))]= 5F/5R(a)|90. (11

For this reason, the right-hand side of E&0) equals the variational derivativé/ SR:
[(£20(2)- Va)R(a) X Ry(a) ] = SH{Q{R}}/ 5R(a) | g, (12

It is easy to verify that the equation obtained is equivalent to the requirement that the
action with the Lagrangian

E=(1/3)f d*a([Ri(a) X R(a)]-(2q(a)- Vo)R(a) ~ H{Q{R}}), (13

assumes an extremal valuéS=0).

Therefore we have introduced a variational principle for the Hamiltonian dynamics
of a solenoidal vector field topologically equivalent@y(a).

Let us discuss some properties of the equation of matl@h which are associated
with the excess parametrization of elements/\eiﬁ0 by objects fromR. From Eq.(11)
follows the property that the vectdr and 6F/5R(a) are orthogonal for all functionals
defined onMy, . In other words the variational derivative of the gauge-invariant func-

tionals should be understod@pecifically, in Eq.(11)) as P(5F/8R(a)), where P;;

= & — 77} is a projector, and=b/|b| is a unit vector tangent to a vortex line. Using this
property as well as the transformation formuldl), it is possible to obtain by a direct

calculation of the bracke3) a Poisson brackdbetween two gauge-invariant function-
als) expressed in terms of vortex lines:

da
{EG}#W

The new bracketl4) does not contain variational derivatives with resped@gga).
Therefore, with respect to the initial bracket the Cauchy invarfapta) is a Casimir,
fixing the invariant manifolds/\/lgo on which it is possible to introduce the variational

principle (13).

. OF oG

b PSR@ *Paria

: (14
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In the case of the hydrodynamics of a superfluid liquid a Lagrangian of the form
(13) was apparently first used by Rasetti and R&ggederive an equation of motion,
identical to Eq.(10), for a separate vortex filament. Later, on the basis of the results of
Ref. 8, Volovik and Dotsenko Jrobtained the Poisson bracket between the coordinates
of the vortices and the components of the velocity for a continuous distribution of vor-
ticities. The expressions for these brackets can be extracted without difficulty from the
general form for the Poisson brackéisl). However, the noncanonical Poisson brackets
obtained in Refs. 8 and 9 must be used with care. Their direct application gives for the
equation of motion of the coordinate of a vortex filament an answer that is not gauge-
invariant. For a general variation of the “longitudinal” parameter, which depends on
time, additional terms describing transport along a vortex line appear in the equation of
motion. For this reason, the dynamics of curvegluding vortex lineg is in principle
“transverse” with respect to the curve itself.

We note that for two-dimensional flow@ the x—y plane the variational principle
for the action with the Lagrangiafl3) leads to the well-known fact that the coordinates
X(v,t) andY(»,t) of each vortex are canonically conjugate quantitese Ref. 2

4. We shall now give an example of hydrodynamic-type equations whose integra-
bility (4) can be established by switching to the vortex-line representation.

Let us consider the Hamiltonian

0O} - [ 10l (15

and the freezing-in equatig@), following from it, with the generalized velocity= curl

(Q/Q). Let us assume that the vortex lines are closed, and let us use the representation
(9). Then, by virtue of Eq(8), the Hamiltonian in terms of vortex lines decomposes into

a sum of the Hamiltonians of the vortex lines:

H{R}:f |Qo(v)|d2vJ |0RI59 ds. (16)

The integral overs appearing here is the length of a vortex filament with index
According to Eq.(12), the equation of motion for the vect®(v,s) is local with respect
to these variable§it does not contain an interaction with other vortices

NRXRy(v,s,t) |=[7X[ X 75]]. 17
Here n= sign () and7=R/|R{ is a unit vector tangent to a vortex line.

This equation is invariant under the substitut®n's(s,t). Therefore Eq(17) can
be solved forR; to within a displacement along the vortex filarher a transformation
leaving the vorticityQ2 unchanged. This means that to fi€lit is sufficient to find any
solution of the equatiom|R{ R;=[ 7X 75| + BRs, which follows from Eq.(17), for some
value of 8. The equation arising hence faras a function of the filament length(d|
=|R4|ds) and timet (with the choice of the new valug=0) reduces to an integrable
one-dimensional Landau-Lifshitz equation for a Heisenberg ferromagnet:

or P
R X_
K at 4 o112
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This equation is gauge equivalent to the nonlinear Stihger equatioNSE)'° and, for
example, it can be reduced to it by a Hasimoto transformdtiaf(l,t)=«(l,t)
-expf'x(1,0dl), wherek(l,t) is the curvature ang(l,t) the torsion of a line.

The system under study with Hamiltoni&th) has a direct relation to hydrodynam-
ics. As is well known(see Ref. 7 and the references cited thereahe local approxima-
tion for a thin vortex filamentwith a small ratio of the filament thickness to a charac-
teristic longitudinal lengthleads to a Hamiltonian of the forfi6) for only one filament.
Accordingly, the equation$4) with the Hamiltonian(15) can be used to describe the
motion of several vortex filaments whose thicknesses are small compared with the dis-
tance between them. THaonlineaj dynamics of each filament is independent of what
happens with its neighbors. In this model the appearance of singulaGtiessing of
vortices is of an inertial character, very similar to breaking of waves in gasdynamics. Of
course, this approximation does not work over distances comparable to the distance
between filaments. It is important that for the present approximation the Hamiltonian of
a vortex filament is proportional to the length of the filament, whence follows its conser-
vation. This, however, in no way corresponds to the behavior of vortex lines in turbulent
flows, where intense stretching of the lines occurs. Therefore it is desirable to have a
more refined model that is free of this drawback, which would necessarily take nonlo-
cality effects into account.

We wish to add to what we have said above that @§) does not exhaust the list
of equationg4) that can be integrated by means of the representéjohus, a system
with Hamiltonian = [|Q|xdr likewise reduces to an integrable system in terms of
vortex lines. It turns out to be gauge-equivalent to a modified KdV equatiehy
+(3/2)| |y, =0 — the second equation, after the NSE, in the hierarchy engendered by
the Zakharov—Shabat operator. In contrast to @d), a physical application of this
model has not yet been found.
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00093. E. K. was supported in part by INTAS Grant 96-0413 and V. R. was supported by
a Landau Scholarship grant.
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1. The present paper is a natural continuation of our previous W@ke of the
motivations for writing that papérwas to implement in the Kerr black hole case the
program performed in Refs. 2 and 3 for the Schwarzschild and Reissner—Nordstro
black holes, namely, to try to find the additional quantum numlessclassical hajr
characterizing Kerr black holes that might help in building a statistical ensemble neces-
sary to generate the Kerr black hole entropy.

A description ofU(1) (Dirac) monopoles on Kerr black holes was obtained in Ref.
1. The present paper is devoted to the extension of the constructions of Refl (Njo
monopoles N>1) on Kerr black holes. In the present paper, however, we shall use a
gauge somewhat different from the gauge employed in Ref. 1 to avoid unnecessary
complications.

In the Kerr black hole case we use the ordinary set of the local Boyer—Lindquist
coordinatest, r, 9, ¢ covering the standard topolog®®x S? of the 4D black hole
space—times except for a set of the zero measure. At this the stiffacenst,r = const
is an oblate ellipsoid with topology® and focal distancea, while 0<9<, 0<¢
< 2. Under the circumstances, we write down the Kerr metric in the form

3
ds’=g,,dx*®@dx'=(1-2Mr/2)dt*~ Zdrz—Edq‘)‘z—[(rzvL a?)?

. sir? & 4Mra sirtd
—Aa®sirtd] 5 de?+ Tdtd(p, (1)

with 3 =r?+a? cogd, A=r>—2Mr+a? a=J/M, whereJ,M are, respectively, the
black hole mass and angular momentum. The components of rgétria the cotangent
bundle of the manifoldR?x S? with the metric(1) (in the tangent bundjeneeded in the
calculations below can be found in Ref. 1. In addition, we have|det(g,,)|
=(3 sin®)? r.=M=M?=2a?, and sor, <r<w, 0<9<, 0<o<2.

0021-3640/98/67(12)/8/$15.00 1082 © 1998 American Institute of Physics
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Throughout the paper we employ the system of units ithc=G=1, unless
explicitly stated. Finally, we shall denote i (F) the set of the modulo square inte-
grable complex functions on any manifdidfurnished with an integration measure.

2. In order to obtain the infinite families df(N) monopoles foN>1, we should
use the Grothendieck splitting theorémwhich asserts that any complex vector bundle
overS? (and, as a consequence, oRéx S?) of rankN>1 is a direct sum oN suitable
complex line bundles ove®?. It is knowrf that there exists a countable number of
nontrivial complex vector bundles of any rahk>1 overR?x S?. The sections of such
bundles can be qualified as topologically inequivalent configuratidi€s) of an
N-dimensional(massless complex scalar field. The standard classification associates
somen e Z with eachU(N) bundle overR?x S? topology. In what follows we shall call
it the Chern number of the corresponding bundle. The TIC withO can be called
untwisted while the rest of the TICs witin# 0 should be referred to awisted

So far we have tacitly assumed that tH€N) bundles are differentiable. In reality
they admit holomorphic structures, and since each differentiable complex line bundle
over S? admits only one holomorphic structure, the Grothendieck splitting theorem in
fact gives a description of the moduli spadg, of N-dimensional holomorphic complex
vector bundles overS?>. Namely, eachN-dimensional holomorphic complex vector
bundle overS? is specified by only alN-plet of integers k;,ks, . .. ky) € ZV, k;=k,
= ...=ky. Two of such N-plets ;) and () specify the same differentiable
N-dimensional bundle if and only &£ ;k;==;k; .

As was shown in Ref. 1 each complex line bun¢liéth the Chern numbek;, i
=1,2,...,N) over R>x S? with the metric(1) has a complete set of sectionslin(R?
X §?), so that by using the fact that all th&(N) bundles oveR?x S? can be trivialized
over the bundle chart of local coordinateésr (¥, ¢) covering almost the whole manifold
R?x S?, the aforementioned set can be written on the given chart in the form

w; 1 i w: w;
fiih'mi: me""'tR:i|i'mi(f)Ykilimi(awi B,0), L=kl kil +1, .. mil <y,

2
where some properties of both thenonopole oblate spheroidal harmonics
Ykilimi(awi ,%,¢) and the conforming eigenvalua$=)\ki|imi(awi) can be found in Ref.
1, but we shall not need them further. As to the functiaﬁ‘g‘é‘m.(r) =R then, in the gauge
under discussion, they obey the equation

d A d R (r’+a??p’—4Mmraw;+m?a®> R
drdr T ) A Ne=re
2 R H
2—(7\i+ki)m, Wlth|i=|ki|,|ki|+1,...,|mi|$|i. 3

Now, in accordance with the Grothendieck splitting theorem, any section of
N-dimensional complex bundlé, over R>X S? with the Chern numbene Z can be
represented by aN-plet (¢4, . .. ,¢y) of complex scalar fieldg;, where eachp; is a
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section of a complex line bundle ovB? X S?. According to the above, we can consider
¢; the section of complex line bundle with the Chern numerZ, where the numbers
k; are subject to the conditions

k1>k22 "'BkN! k1+k2++kN:n (4)
As a consequence, we can require Mplets (fiﬁiml’ cen ’fEmmN) to form a basis in
[L,(R?x S?)IN for the sections of,, |;=|ki|,|ki|+1,...,|m]|<I;, and this will define
the wave equation for a sectiah= (¢, .. .,pyN) Of &, with respect to the metri€l):
2ik, cos¥(a sirtdd,+a,)—ki cosd 0
1 0 2ik, cos d(a sirtda,+d,) — k5 cogd
X}
0 0
0 b1
0 &2
: | =0, (©)

2iky cosd(a sir? Do+ a,)—k; cog 9] || PN

wherely is the NX N unit matrix, andd = () ~*%9,(g#*(5)*?9,) is the conventional
wave operator conforming to metrid).

Equation(5) will, in turn, correspond to the Lagrangian
L£=8"g*"D,¢D,¢, (6)

with ¢=(¢;) and a covariant derivative ,=d,,— igAf}T61 on sections of the bundlg,,
while the overbar in6) signifies Hermitian conjugation, and the matridgswill form a
basis of the Lie algebra df (N) in N-dimensional spacéas is accepted in physics, we
consider the matriceE? to be Hermitian, a=1, . .. N?, g is a gauge coupling constant,
i.e., we come to a theory describing the interaction oNadimensional twisted complex
scalar field with the gravitational field described by metdg The coefficientsAi will
represent a connection in the given bunéleand will describe some non-Abelidh(N)
monopole.

As can be seen, E@5) has the formD#D,¢=0, whereD* is a formal adjoint to
D,, with regards to the scalar product induced by metticin [L,(R?x S?)]N. That is,
the operatoD# acts on the differential forma,dx* with coefficients in the bundlg, in
accordance with the rule

14 1 14 H el 14
D#(a,dx) = = —=7,(g" Jéa,)+igA,g""a,, @)

Js

with AM=AZTa.
As a result, the equatioP“D, =0 takes the form
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ig o — —
INH - %%(QW@AV@ —(igA,g""d,+g°g""A,A,) $=0. 8
Comparing(5) with (8) gives
AlTa=A3T,=0, 9
kq 0 c 0
a acosd| O k, ... 0
ATa= g3 (10
0 0 Ky
kq 0
(r’+a®cosd9| 0 k, ... O
ATe== g5 | ... ... .. .. ay
0 0 .. ky

Under the circumstances the connection in the bundfg is A=A‘;Tadx”“
=A}(r,9)Todt+AZ(r,9) Tde which yields the curvature matrix=dA+AAA for &,
bundle in the form

F=F2, Tadx*/\dx"= — 9, (A{T,)dt/\dr — 9 5( AfT,)dt/\d &
+o"r(AZTa)dI’/\d(p+ ﬁﬁ(AZTa)dl‘}/\dcp, (12

because the exterior differentiad=g,dt+4,dr+dyd9+d,de in the coordinates
t,r,9,¢. From here it follows that the first Chern clasg &,) of the bundleé, can be
chosen in the form

ex(€)= 7 THF), 13

so that, when integrating,(&,) over any surfacé=const, r =const, we shall have,
using(4) and (11):

g a
fsz Ca(én)= 7~ Lz Tr [05(A2T,) ]d 9 \de

_n (r’+a?)(a? cos9—r?) 949 Ao 14
= ) 52 sin @e=n, (14

which is equivalent to the conventional Dirac charge quantization condition
qg=4mn, (15

with (non-Abelian magnetic charge

gq= @ Tr(F). (16)
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Introducing the Hodge star operata¢ conforming metric (1) on 2-forms F
F2 ., Tadx“/\dx” with the values in the Lie algebra &f(N) by the relation(see, e. g.,
Refs. 7

(F2,dx4/A\dX) A\ (% F3zdx*AdxP) = (gregP — g#Pg"*)F5 Fo sV 0 dXOA- - - AdXe,

17
written in local coordinates* [there is no summation over in (17)], in coordinates
t,r,9,¢ we have forF of (12)

dA 5] IA
~kF:*Ff‘wTadxf‘/\dx”z(g“"gM +g“’"g‘P‘P—)\/_dt/\dr—(g‘Ptg —

+ grrg(p(P

IA
\/_dt/\d19+(g“g‘9 — +gigte )\/_dr/\dcp

IA
(g g" +g”9‘“’ )J_dﬁ/\mp, (18)
with A;=AT, and A¢=AZT3 of (10—(11). We can now consider the Yang—Mills
equations
dF=FAA—AAF, (19)
dx F=x FAA—AA%F. (20

It is clear that(19) is identically satisfied by the abowve, F — this is just the Bianchi
identity holding true for any connectidn.

As to Eq.(20), then, it is easy to check with the help ¢0), (11), and(18) that
* FAA=A/A% F. In this situation, it follows from(18) that the conditiondx F=0 is
equivalent to the equations

dJ A JA d dA JdA
7] et e | toq 99 | 09qee @) |
J@(g g*—=+g'"g ”+M[M(g g’ —5+9"’g (w” 0,

or or
(21)
Jd IA A, d A dA
rrte_ " @ _ 99 "t FIyte =
ar[@(g 9"~ +a"g ”Uﬁ[ﬂ(g g’ —5+9’’g &6” 0.
(22)

The direct evaluation with the aid ¢10), (11) shows thai(21), (22) are satisfied. As a
consequence, Eq@20) is fulfilled.

One can notice, moreover, that

IA
Qe:f Tr(x F)=— f g’ Tr (g“ o Jrgqu )\/ |dd/\de
?

=0, (23

B 4qanr fl X dx
e -1 22

wherex=cosd. As a result, an external observer does not segiatgrna) non-Abelian
electric charge, of the Kerr black hole for any giveN. Besides, it should be empha-
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sized that the totafinterna) non-Abelian magnetic charg®,, of a black hole, which
should be considered as the one summed up over all{tNd monopoles for any given
N, remains equal to zero because

Qm=4§ 2/ n=0, (24)

so the external observer does not see any non-Abelian magnetic charge of the Kerr black
hole either, even though/(N) monopoles are present on the black hole in the sense
described above.

To estimate the monopole masses we should us@& gheomponent of the energy—
momentum tensor

1 1
TMV:E( - anFiﬁga'B—i_ ZFzyFié‘gaﬁgyﬁg,uv . (25)

Since we are in an asymptotically flat space—time, we can calculate the masses
sought according to

Minor(Ky1 s - - - ,kN)zf Toovy dr/Ad9Ade, (26)
t=const
where
Vy=det( )= V2/A sin 94(r?+a%)2—AaZ sir? 9 27

for the metricdo?= yijdxi®dxj on the hypersurface= const, whileTyq is computed at
the givenU(N) monopole. Under the circumstances it is not complicated to check that
the leading term in asymptotic ofyo\/y at r—o will be defined by the addend
g”%g?¢(F5,)? of (25), so one should solve the equation

SeTa=0ds(ASTL)), (28)

with A‘;"DTa1 of (11). Let us concretize it foN=2,3.

3. At N=2 we can takd ;=1,, T,=0,_1 ata=2,3,4, wherer,_, are the ordinary
Pauli matrices. Then the E(RS8) givesF5,=F3,=0, while

L1 , 1
Foe=5(kitk)f(r,9), Fy,=5

5 (ki—ko) T(r, 9) (29)
with
(e (r’+a?)cos 9 30
(r! )_ 9 gz ( )
This yields atr —oo
sing
TooV v~ ——— 5[ (ki ko) 2+ (ki —k)?]. (31)
64mwg-r

As a result, we can estimatan usual unit$ according to(26)
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K. K ﬁzcz (k1+k2)2+(k1_k2)2J'°° dr
Mmor(K1, Z)N G 1692 r, r_2
k1+Kp) 2+ (Ky —kp)?[ Ai%C?
_ (kitk)*+ (ki —ko)?| ) @
1692, | G
At N=3 we can takel,=15, T,=N,_; ata=2,...,9,wherer,_; are the Gell-

Mann matrices. Froni28) this yieldsF5, =F3 =F3,=F$5, =Fj, =F5,=0, while

1 1
Fip=3(kitkatko) f(r,9),  Fi,=5(ki—kp)f(r,9),

V3
Foe=g (Kitke—2kg)f(r,0) (33

with f(r,d) of (30). This gives

9 3
Mmnor(K1,K2,Ka) ~ | (Ky+ Ko+ k3)2+ Z(kl_kz)2Jr Z(k1+k2

1
369°r

It is clear that the case of arbitral can be treated analogously, but we shall not dwell
upon this here. We only note that the important case is the orié(4) monopoles,
because 4-dimensional complex vector bundles could describe TICs of both spinors and
vector charged fields, i.e., these TICs physically could arise due to interactiotth
monopoles. But this task requires a separate consideration.

(34)

ﬁzcz)

- st)z} G

Under the circumstances, evaluating the corresponding Compton wavelength
Nmor(Ki) =f/mpo(ki)c, we can see that at any#0, N=1, (ki) <ry, wherer
=r,G/c? is a gravitational radius of Kerr black hole gf/#c<1. As a consequence, we
come to the conclusion that under certain conditibl{®N) monopoles might reside in
Kerr black holes as quantum objects and, e.g., to markedly modify the Hawking
radiatiory"° or to generate the black hole entroby.

Thus we can see that the massed&J§N) monopoles really depend on the param-
eters of the moduli spadd of holomorphic vector bundles ové&r.

4. The results of both the present paper and Refs. 1-3, 8, 9 show that the 4D black
hole physics can have a rich fine structure connected with the top&®gys? underly-
ing the 4D black hole space—time manifolds. It seems to be quite probable that this fine
structure is tied with the moduli spacéd, of N-dimensional holomorphic vector
bundles oves? and could manifest itself in solving a number of problems within the 4D
black hole physics, so it seems that one should study thoroughly the possibilities that
arise, and, in particular, the Kerr—Newman metric case, as a natural charged generaliza-
tion of Kerr metric. We hope to pursue this study elsewhere.
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