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Study of the proton-rich nucleus 8B in the resonance
scattering of radioactive 7Be by hydrogen

V. Z. Gol’dberg,a) G. V. Rogachev, M. S. Golovkov, V. I. Dukhanov,
I. N. Serikov, and V. A. Timofeev
Kurchatov Institute, Russian Science Center, 123182 Moscow, Russia

~Submitted 8 May 1998!
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The excitation function is measured for7Be1p elastic resonance scat-
tering at an angle of 180° in the center-of-mass frame. The measure-
ments are made by a new method which combines the advantages of
inverse kinematics and thick targets. New information is obtained about
the structure of the levels in the8B nucleus. ©1998 American Insti-
tute of Physics.@S0021-3640~98!00112-1#

PACS numbers: 25.40.Ny, 27.20.1n

The study of exotic nuclei is one of the most interesting topics in nuclear phy
today. The production of radioactive beams is the most fundamental means of adva
along the difficult path of attaining the limits of nuclear stability.

In the prominent research centers of the world, radioactive beams are produc
fragmentation of ‘‘ordinary’’ nuclei accelerated up to high energies~from 35 MeV/A up
to 1 GeV/A!. Complicated magnetic systems are used to separate the products o
mentation. The selected products of nuclear reactions~radioactive beams! have an energy
close to that of the primary beams and are characterized by a large energy spre~as
compared with ‘‘ordinary’’ beams! and an intensity at least seven orders of magnitu
lower than that of the primary beams. It should be noted that the high energy of r
active beams can also be viewed as a disadvantage for effecting standard nuclea
tions, since this energy is much higher than the Fermi energy in nuclei. Decreasin
energy leads to a sharp loss of intensity.

In Ref. 1 a method of using ordinary cyclotrons to obtain radioactive beam
described. In this method heavy ions with energy 5–10 MeV/A bombard a target
sisting of a light material. The cost in terms of primary-beam intensity and thickne
the primary target~on account of the comparatively low energy! is largely compensated
by favorable kinematics and large cross sections of the process, which can be
resonance character because of the low relative energy in the center-of-mass
Finally, the radioactive-beam energy obtained lies in a range that is convenient for s
ing ~secondary! resonance scattering by a method employing the advantages of in
kinematics and very thick gas targets~the Gol’dberg method2–4!. The present letter re
ports the first physical results obtained on the cyclotron at the Kurchatov Institute
sian Science Center. Using the above-indicated methods of obtaining radioactive b
we obtained new experimental data on the levels of the8B nucleus. This nucleus is o
10130021-3640/98/67(12)/5/$15.00 © 1998 American Institute of Physics
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well-known astrophysical interest as a source of solar neutrinos and is interesting
boundary nucleus — a likely candidate for having a proton halo. Information about
level scheme in the8B nucleus~which is the mirror nucleus of8Li) is also important for
explaining theb decay of8He and as a test for three-body approaches to solving p
lems in nuclear physics. In addition, because of the experimental difficulties of stud
the 8B nucleus, the quantum characteristics of only one excited state with isotopic
T531 ~2.32 MeV! are known reliably.

In the present work the levels of8B were studied in resonance elastic scattering
7Be by hydrogen. The7Be nucleus was obtained in the reaction8Li( p, n) by bombarding
a gaseous hydrogen target with7Li ions accelerated to 53 MeV in the cyclotron at th
Kurchatov Institute Russian Science Center. The7Be nuclei~and other products of the
interaction of7Li with the primary target! were analyzed with an MASE´ magnetic sepa-
rator. The experimental arrangement is shown in Fig. 1. A thin~20 mm! organic scintil-
lator, which was viewed by a photomultiplier, was placed at the center of the sepa
The scintillating film served as a degrader~making it possible to achieve better separati
of 7Be by adjusting the magnetic stiffness in the second arm of the MASE´ in accordance
with the 7Be losses in the film! and as a source of the time signal for time-of-flig
analysis of the particles. Moreover, the pulse-height spectrum of the photomultiplie
analyzed, making it possible to separate7Be from lighter impurities4He, 3He, andp. At
the end of the separator~in front of the secondary target! the ions passed through a th
film — a source of electrons for a microchannel plate~MCP!. The photomultiplier and
MCP signals were used for analysis of the time of flight through a 2-m-long section o
MASÉ. The temporal resolution was equal to approximately 1 ns. Such an analysis
it possible to separate7Be without appreciable admixtures of other particles. The int
sity of a 32 MeV7Be beam~in front of the secondary target! was equal to 104 particles/s.
The separated beam of radioactive7Be nuclei was directed onto an entrance foil par
tioning the scattering chamber volume from the MASE´ . The scattering chamber wa

FIG. 1. Diagram of the experimental MASE´ apparatus used to obtain a radioactive7Be beam in the cyclotron
at the Kurchatov Institute Russian Science Center. A scattering chamber filled with methane (CH4) is located
at the end of the MASE´ .
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filled with methane (CH4) at a pressure chosen so that the7Be nuclei would stop in front
of the detector, arranged at an angle of 0° in the laboratory frame. Besides the
detector, aDE–E telescope, placed next to the single detector at an angle close to 0°
used. The detector detected recoil protons produced as a result of the scattering of7Be by
the protons in the methane molecules. The analysis was performed according
specific and total energy losses in the telescope and according to the time of
~relative to the MCP signal! and energy in the single detector. Control measurem
were performed with a7Li primary beam obtained under the same conditions as the7Be
beam. The overall accuracy of the energy calibration~better than 20 keV! and the energy
resolution~better than 30 keV! were estimated according to the known levels of8Be.
More information about the methods used can be found in Refs. 2–4.

Figure 2 shows the measured excitation function, converted to the center-of
frame, for the elastic scattering of7Be by hydrogen at an angle of 180°. The absol
accuracy of the measurements is determined mainly by the admixtures of other pa
in the 7Be beam, other gases in the CH4, uncertainties in the determination of th
pressure in the target, and uncertainties in the calculation of the specific losses of7Be in
the gas. Estimation of all factors shows that this accuracy is better than 25%.

We chose a potential approach in the spirit of Ref. 5 for analysis of the excita
function. The conventionalR-matrix analysis was rejected because the expected de
of states is low, and the potential approach makes it possible to compare easi
spectra of the8Li and 8B mirror nuclei. The standard Woods–Saxon potential w
‘‘reasonable’’ parameters was used to describe the spectrum of the states of the8Li and
8B nuclei. It is easy to match the positions of the levels by varying the depth of
potential, but the computed widths of the states are always found to be appre
greater than the experimental values~specifically, this fact clearly indicates the comp
cated, non-single-particle character of the states studied!. To permit matching of the
width, an additional Gaussian barrier~repulsive potential! at the surface of the nucleu

FIG. 2. 7Be1p elastic scattering excitation function measured at an angle of 180° in the center-of-mass
The solid curve is a best fit according to the potential model using three resonances (31 fixed!. The dashed line
shows the fit without the 2S(22,12) level.
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was introduced in the Woods–Saxon potential. This purely mathematical trick enab
to describe both the position and the widths of the states. The position and width
31 level ~2.32 MeV! in 8B were fixed in accordance with existing data.6 The position and
width of the 11 level ~the 3.21 MeV mirror level in8Li) were varied so as to obtain th
best description of the excitation function~Fig. 2!. It was found that in all cases of th
hypothetical arrangement of the 11 level, in the region studied, the computed cro
section was appreciably less than the measured cross section. An example of the
lation is shown in Fig. 2~dashed line!. Since the calculation is based on the sing
channel approximation, it predicts the maximum cross section attainable in the abse
decay channels other than decay from8B states back into the7Be ground state. Therefor
the result obtained is a direct indication of the existence of another unknown state
8B nucleus in the region studied. The states closest to this region are states withl 52
(1d) and l 50 (2S). However, the state withl 52 is always too narrow~because of the
high centrifugal barrier! compared with the wide measured structure. The assumption
there exists a 2S state makes it possible to obtain a very good description of the ex
ment, as one can see in Fig. 2~solid curve; the calculation was normalized to experim
with a normalization factor of 1.2!. The results obtained are summarized in Table I.

Comparing the data on the 11 level in 8B ~2.83 MeV!, found in the present work
with data on the 11 level in 8Li ~3.2 MeV!6 shows that the widths and position of th
levels differ from the calculations which take the Coulomb corrections into accoun
the basis of the potential model. Although data on the 11 level in 8Li are sparse~Ref. 7!
and investigation of theb decay of8He ~Ref. 8! shows that this level must be ‘‘shifted’
to lower excitation energies~just as in the present work!, the observed discrepancie
between the results of the present work and the published data for the 11 level should not
be regarded as conclusively established. To obtain a conclusive solution of this pr
the statistical reliability of the present results must be improved. Apparently, the
important concrete result of the present work is the observation of a wide, low-lyingS
state in theA58 nucleus. Indeed, the unexpected depression of the 2S states plays the
main role in the production of a halo of light nuclei lying at the limit of stability, f
example, in11Be, 11Li, and so on. The reason for the appearance of the low-lying~or
ground! 2S states in light nuclei is unclear and is being actively discussed.9 One of the
main ideas for explaining this phenomenon reduces to the assumption of a large
mation of nuclei which have a low binding energy and apparently originates fro
conjecture about the structure of the11Be nucleus which was published in the monogra
by Bohr and Mottleson.10 In cases of large deformations the single-particle widths of
S levels should decrease sharply.10 Our earlier observations of wide 2S states in11N ~Ref.
5! and now in8B argue against this hypothesis. It remains to be seen how the new
on the wide 2S level will affect the calculations of the cross section for the radiat
capture of protons by7Be at energies corresponding to the temperature of the sun.

TABLE I. Levels in 8B.

Level, I p Energy, MeV6 keV Gc.m., keV
31 2.32620 350630
11 2.836150 7806200
(12, 22) 3.0 wide
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Sub-Doppler absorption resonances induced by strong
radiation

A. S. Baev and A. K. Popova)

Institute of Physics, Siberian Branch of the Russian Academy of Sciences, Krasnoya
State University; Krasnoyarsk State Technical University, 660036 Krasnoyarsk,
Russia
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New possibilities are demonstrated for eliminating uncompensated
Doppler broadening in different types of nonlinear optical processes by
means of atomic coherence effects in strong electromagnetic fields are
demonstrated. ©1998 American Institute of Physics.
@S0021-3640~98!00212-6#

PACS numbers: 52.50.Gy, 42.50.Hz, 42.65.2k

1. Doppler broadening of resonances imposes a number of fundamental limita
on the selectivity of the interaction of electromagnetic radiation with atomic and mol
lar systems.1 Methods of two-photon excitation in counterpropagating waves are wi
used to eliminate the inhomogeneous broadening of two-photon transitions. How
these methods are applicable only in the case of stepped configurations of the tran
and equal frequencies of the interacting waves. Appreciable departures from the in
diate resonances will substantially reduce the two-photon interaction cross section
overcoming these limitations, methods based on the use of strong fields and the cha
the frequency-correlation properties of multiphoton processes in strong resonance
were proposed in Ref. 2 and in subsequent publications.3–9 It was shown that inhomoge
neous broadening can be eliminated and sub-Doppler resonances can be realized e
transition configurations of the Raman-scattering type. In this case, resonance inter
with all atoms simultaneously, irrespective of their velocities, is possible. Method
inducing sub-Doppler spectral structures in strong laser fields have been attracti
creasing attention in recent years in the context of using quantum coherence effe
manipulate the optical properties of atoms and molecules in order to form large
sections for nonlinear optical processes, spectral windows of transmission and am
cation without population inversion, large dispersion of materials and effective po
tion of high-lying levels~Refs. 10–12 and references cited therein!. In the present letter
we propose new ways of compensating the Doppler broadening and of capturing
into resonance over a wide interval of velocities on account of coherence and strong
effects. The results are illustrated by numerical examples for one of the tran
schemes.

2. The main idea consists of the following. Let an atom interact with one strong
E2 at a frequencyv2 close to the transition frequencyv21 ~Fig. 1, whereE350). On
account of induced transitions between the resonance states, their probability amp
10180021-3640/98/67(12)/6/$15.00 © 1998 American Institute of Physics
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are modulated; for a high frequency of the induced transitions this modulation is m
fested, for probe radiation at an adjacent transition, as a splitting of the common
into two quasilevels. Resonance detunings for weak probe radiationV15v12v10 cor-
respond to the values2,3,6,9

V1
~1,2!52a1,252

1

2
$V26A4uG12u21V2

2%, ~1!

whereV25v22v21, andG125E2d12/2\ is the Rabi frequency. Hence it follows tha
the correlation factors of the frequenciesv1 andv2 at the corresponding resonances a
determined by the expression

M1,25
da1,2

dV2
5

1

2F16
V2

A4uG12u21V2
2G , ~2!

so that M11M251 always. In weak fields (uG12u2!V2
2) one hasV1

(1)52V2 and
V1

(2)50, while the correlation factors assume the valuesM251 andM150, correspond-
ing to two-photon and step processes. In strong fields (uG12u2@V2

2) the correlation fac-
tors M1 andM2 become equal, with a value of 1/2, i.e., they do not correspond to e
single- or two-photon processes.

For atoms moving with velocityv all the detunings, on account of the Doppler sh
must be replaced byV1,28 5V1,22k1,2•v, wherek1,2 are the wave vectors of the corre
sponding radiation. With the aid of Eq.~1!, from the condition V1

1,22k1•v
52a1,2(V28) for uV2u@uk2•vu we obtain, to first order ink2•v/V2,

V1
~1,2!2k1•v52~a1,22M1,2k2•v!. ~3!

In weak fields (uG12u2!V2
2) we obtain from Eq.~3! the well-known condition for two-

photon resonance to occur for all atoms simultaneously:k152k2 (v15v2). For transi-
tion configurations of the Raman-scattering type the condition~3! becomes

V1
~1,2!2k1•v5a1,22M1,2k2•v ~4!

FIG. 1. Transition scheme for eliminating Doppler broadening and capture of atoms into resonance over
interval of velocities.
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In strong fields, sinceM1,2 differ substantially from 1, the conditions~3! and~4! can
also be satisfied fork1Þk2. Therefore, with the correct choice of the intensity of t
strong radiation the field-induced level shifts, which in turn depend on the velocities
compensate the Doppler shifts and result in capture of the atoms into resonance o
entire velocity interval, even forv1Þv2, i.e., even at Raman-scattering typ
transitions.2,3,9

3. We shall now present the results of an investigation of new possibilities
manipulating sub-Doppler resonances with the aid of additional strong fields for diffe
types of nonlinear optical resonance processes. For definiteness, we shall consi
nonlinear optical process shown in Fig. 1. For greater clarity, we shall consider the
where the radiation field at the 01 transition is so weak that the change in the popul
of the levels can be neglected. Then the formula for the probability of absorption of\v1

photons per unit time can be represented in the form~see Ref. 13, Eqs.~24! and ~26!!

w~V1!52 ReH uG01u2

P01

1

11uG12u2/P01P02@11uG23u2/P02P03#
J , ~5!

where

G015E1d01/2\, G235E3d23/2\,

P015G011 i ~V12k1•v!, P025G021 i @V11V22~k11k2!•v#,

P035G031 i ~V11V21V32ks–v!, ks5k11k21k3,

andG i j are the homogeneous half-widths of the corresponding transitions.

Reducing this expression to a common denominator, we obtain

w~V1!52 ReH uG01u2
P02P031uG23u2

P01P̃02P03
J , ~6!

whereP̃02 describes a two-photon resonance modified by strong fields:

P̃025P021
uG12u2

P01
1

uG23u2

P03
. ~7!

Assuming that the detuning of the fields from single-photon resonances is m
greater than not only the homogeneous but also the Doppler widths of the transition
taking the Doppler shifts into account in Eq.~7! in the first nonvanishing approximation
we obtain

P̃025G̃021 i Ṽ022 i H S 11
uG12u2

V1
2 D k11k21

uG23u2

~V11V21V3!2
ksJ •v, ~8!

whereṼ02 and G̃02 have the form

Ṽ025V11V22
uG12u2

V1
2

uG23u2

V11V21V3
, ~9!
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G̃025G021
uG12u2

V1
2

G011
uG23u2

~V11V21V3!2
G03.

Formula~8! demonstrates the possibility of obtaining a narrowed two-photon reson
in absorption of the probe field in the presence of two strong fields with different ra
of the wave vectors of the interacting radiations, even if the conditions for compens
of the Doppler broadening at the transition 02 in the absence of the fieldE3 are not
satisfied. The effects under discussion are a consequence of atomic coherence exc
the strong fields at the interacting transitions.

We shall illustrate the main results in a numerical model of the transitions of th
atom with the following parameters: l015670.784 nm, l125610.364 nm,
l2351091.91 nm,G0152.85 MHz, G1258.35 MHz, G2356.30 MHz, and the Doppler
half-widths are, respectively,Dv1D51.362 GHz, Dv2D51.497 GHz, and Dv3D

50.837 GHz. The homogeneous half-width of the two-photon transition
G0255.5 MHz.

4. Let us consider first the case where the fieldE3 is switched off. Let the detuning
of the fieldE2 from resonance be much greater than the Doppler width of the trans
12, and let the intensity correspond to the conditionk15M1k2, whereM1 is the corre-
lation factor~2!. For the present numerical model with detuningV256.68 GHz the Rabi
frequency required to eliminate its broadening isG1252.32 GHz. The half-width of the
narrowed ‘‘quasi-two-photon’’ resonance in the field of the counterpropagating wav
different frequency is equal to approximately 10 MHz, while the position of the re
nance is shifted relative to that of the resonance in weak fields~Fig. 2, curve a!. The
resonance detuning of the probe field in this case is determined by Eq.~1! for V1

(1) .

For transitions with frequencies differing by almost a factor of 2 (v10/v21>0.5),
the quantityG12 required to obtain a narrow resonance increases to 10–100 GHz, w
corresponds to a light field with intensity of the order of 10 MW/cm2.

FIG. 2. Probe-field absorption resonances: Curve a — sub-Doppler resonance in a strong fieldE2 (E350),
b — the same, if the conditions for eliminating Doppler broadening are not satisfied, c — compensation of the
residual Doppler broadening by means of a strong fieldE3. All curves are normalized to the value of the line
absorption at the center of the Doppler-broadened single-photon resonance.
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If the intensity of the strong fieldE2 is less than optimal (G1251.16 GHz), then the
condition for obtaining a Doppler-free resonance is not satisfied, and the height o
peak decreases while the width increases~Fig. 2, curve b!. Switching on an additiona
strong fieldE3 propagating in a direction opposite to the shortest-wavelength radia
E2 makes it possible to reduce once again the width of the resonance to a minimum~Eq.
~9!! and to increase the absorption cross section forv1 photons~Fig. 2, curve c!. The
required values areG2352.15 GHz andV3525.04 GHz.

5. Let us examine one more variant of sub-Doppler spectroscopy, where the
sity of the counterpropagating wavesE1 andE2 is low, while their frequencies are chose
to be different so as to approach an intermediate resonance with level 1. In this ca
absorption cross section grows approximately by 6 orders of magnitude, but the con
for compensation of Doppler broadening at the transition 02 is not satisfied, an
two-photon absorption linewidth cannot be narrower thanuk12k2uv̄ ( v̄ is the thermal
velocity!. When an additional strong field of frequencyv3, propagating in the opposite
direction to the waveE2, is switched on, it becomes possible~Eq. ~8!! to obtain a
narrowed line having a linewidth comparable to the minimum possible two-photon
sorption linewidth in weak fields~i.e., whenk152k2) ~Fig. 3!. The illustrations corre-
spond to the same transitions in Li withG1258.35 MHz andV256.68 GHz ((k2

2k1)/k1'0.1). Curve a corresponds toE350; curve b corresponds to the same con
tions but in the presence of a strong fieldE3 with G2350.45 GHz andV350.94 GHz,
propagating in the same direction as the waveE1 .

6. In conclusion, we note that the possibilities examined above can be easil
tended to transition schemes of the Raman-scattering type as well as to schemes w
three fields interact with a common intermediate level.

When the difference of the frequencies of the fields interacting with adjacent
sitions is large, compensation of the Doppler broadening requires high intensities
additional radiation. As the intensity of the radiation increases, the Doppler-free
nance undergoes field-induced broadening. However, this conflict can be overcome
the magnitude of the field-induced broadening is proportional to the product of th

FIG. 3. Probe-field absorption resonances in the presence of another weak counterpropagating wa
different frequencyv2: Curve a — Doppler-broadened two-photon resonance in the absence of the fielE3,
b — compensation of Doppler broadening by means of a strong fieldE3. The curves are normalized to the valu
of the linear absorption at the center of the Doppler-broadened single-photon resonance.
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tensities of the interacting radiation, while elimination of Doppler broadening can
accomplished by increasing the intensity of only one of the fields.

This work was performed under the financial support of the Russian Fund for
damental Research~Grants 96-02-00010C, 97-02-00016G, and 97-02-16092!.
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Growth of crystallites consisting of C 60 molecules on
heated „100…Mo

Z. Vakar, N. R. Gall’, I. V. Makarenko, E. V. Rut’kov, A. N. Titkov,
A. Ya. Tontegode, and M. M. Usufov
A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St.
Petersburg, Russia

~Submitted 27 February 1998; resubmitted 5 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 969–972~25 June 1998!

The initial stages of growth of films of C60 molecules on a~100!Mo
surface are studied by high-resolution Auger spectroscopy and atomic
force microscopy under ultrahigh vacuum conditions. It is shown that at
T,750 K, after a specific coating with molecular density 1.5
31014 cm22, which the authors term a high-temperature~HT! mono-
layer, has formed on the surface, crystallites in the form of ‘‘towers’’
with flat tops grow on the surface. The fraction of the area occupied by
towers depends strongly on the substrate temperature and the flux den-
sity of the molecules on the surface but is virtually independent of the
exposure time. At temperaturesT.760 K the C60 molecules making up
the crystallites desorb, while the molecules making up the HT mono-
layer decompose, and the carbon released is dissolved in the interior of
the substrate. ©1998 American Institute of Physics.
@S0021-3640~98!00312-0#

PACS numbers: 81.05.Tp, 81.15.Ef, 61.16.Ch

The adsorption of fullerene molecules on solid surfaces and the growth of
consisting such molecules are attracting great scientific and practical interest.1–6 Unfor-
tunately, at the present time there is no reliable information about the character
growth of thin films consisting of fullerene molecules at high temperatures~500–800 K!.
Earlier, we studied the adsorption of C60 molecules and the contact and thermal stabi
of these molecules on~111!Ir ~Ref. 1! and ~1010!Re ~Ref. 2! surfaces, and we showe
that up to temperatures;700– 750 K the C60 molecules do not decompose on the surfa
of these metals. In the present work our intention is to study the growth mechanis
thin films of C60 molecules on the~100! face of a textured Mo ribbon.

The experiments were conducted in an ultrahigh vacuum~UHV! high-resolution
(DE/E,0.1%) Auger spectrometer.7 Thin 5031.030.02 mm molybdenum ribbons wer
used as substrates. The ribbons were textured by heat treatment with an ac cur
T52200 K, and the~100! face, with a work functionew54.45 eV, emerged at the
surface. The surface was uniform with respect to the work function. According to x
diffraction data, the degree of orientation of the~100! face to the surface was;99%. The
ribbons were cleaned by annealing first in an oxygen atmosphere (pO2

5131025 torr,
10240021-3640/98/67(12)/5/$15.00 © 1998 American Institute of Physics
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T51600 K) and then in UHV (p510210 torr) at T52200 K. After cleaning, no Auger
peaks other than those of molybdenum were observed on the surface of a ribbon.

The C60 molecules were depositedin situ from a Knudsen cell, loaded with a 99.5%
pure powder of C60 molecules. The source made it possible to obtain a stable flu
molecules in the rangenC60

5101121014 molecules/cm2s. Special mass-spectrometric in

vestigations showed that the flux from the evaporator consisted only of C60 molecules.

In our Auger electron spectroscopy~AES! investigations we employed the KVV
Auger signal of carbon withE.270 eV and the NOO Auger signal of molybdenum wi
E5221 eV. To characterize adsorbed layers greater than one monolayer thick we
predominantly the degree of attenuation of the Auger signal of the substrate —
method is very informative because of the high intensity of the Mo Auger signal. A
signals were recorded directly from the heated sample and during deposition of th60

molecules.

The topography of the fullerene films formed was investigated by atomic f
microscopy~AFM! under room conditions. For this, the samples were removed from
UHV chamber and placed in the atomic force microscope, which gives close to a
spatial resolution in investigations of dielectric films.

The AES investigations showed that the adsorption of C60 molecules on~100!Mo at
room temperature results in layerwise filling of the surface with the adsorbate. At fi
monolayer of C60 molecules with approximate densityNC60

5231014 molecules/cm2 is

formed. This monolayer decreases the intensity of the Auger signal of the substrat
factor of four.3 Two layers screen the substrate by a factor of 16, three layers by a f
of 64, and so on.

Adsorption of molecules on heated metal gives completely different results. It
found that C60 molecules on heated Mo decompose at temperaturesT.760 K, where-
upon the energy of the negative spike of the carbon Auger peak increases
E5269 eV, corresponding to fullerenes,1,2 to E5272 eV, characteristic for chemisorbe
carbon.7 At lower temperatures, 300–750 K, C60 molecules are evidently adsorbed o
~100!Mo without decomposing.

Figure 1a shows the change in the carbon and molybdenum Auger signals as a
of the adsorption of C60 molecules, deposited with constant fluxnC60

55.631011

molecules/cm2s ~plots 1 and 3!, on a substrate heated to different temperatures. B
Auger signals from the surface rapidly~within 3–4 min! reach quasisteady values cha
acteristic for each temperature and remain practically unchanged with further depo
These quasisteady values are presented in Fig. 1a.

As one can see, a shelf is present in the plot in the region 700–760 K. We be
that it corresponds to filling of the first layer with fullerene molecules~Fig. 1b!. If the
distribution of C60 molecules on the surface is assumed to be uniform, the concentr
of the molecules is somewhat lower than in a monolayer —NC60

51.531014

molecules/cm2. This layer screens the Mo Auger signal by a factor of 2.5, and the de
of C60 molecules in it does not depend on the density of the deposition flux. We te
such a coating a high-temperature~HT! monolayer. All C60 molecules which are depos
ited on top of the HT monolayer at temperaturesT.700 K desorb, and further accumu
lation of material on the surface does not occur. The C60 molecules are impossible t
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remove from the HT monolayer by thermal desorption — below 760 K they do not c
off; at higher temperatures they decompose, and the carbon released is dissolved
bulk of the substrate.

In the case of deposition at a low temperature (T,700 K), the carbon Auger signa
starts to grow, while the molybdenum Auger signal starts to fall off; this attest
accumulation of molecules on the surface. The transition to each successively
temperature results in a rapid change in both Auger signals to their new quasis
values, after which further changes occur extremely slowly.

If deposition is stopped at any temperature in the interval 500–700 K, while
temperature of the ribbon is maintained constant, then the Auger signal intensities
change with time. To remove the deposited molecules the temperature must be rai
to 750 K. In the process the C60 molecules desorb and only a HT monolayer remains
the surface. However, the desorption time is directly proportional to the initial expo
in the flux of C60 molecules! This means that despite the very weak changes in
Auger signals after the signals reach their quasisteady values, the C60 molecules continue
to accumulate on the surface, even though Auger spectroscopy is insensitive
increase in their concentration.

Increasing the flux density of the C60 molecules undergoing adsorption~curves2 and
4 in Fig. 1a! increased the temperature at which fullerene molecules start to accum
on the surface and shifted the entire curve to higher temperatures.

To explain the observed effects we assumed that they are due to the grow
three-dimensional crystallites consisting of C60 molecules. The crystallites consist o
towers, whose height and cross section increase as the deposition time increas
much more rapidly in height than in perimeter~Fig. 1b!. An increase in the height of the
towers has virtually no effect on either the increase in the carbon Auger signal~the
contribution of the third layer of C60 molecules to the total carbon Auger signal is 6%, t
contribution of the fourth layer is,2%) or on the screening of the substrate, and the

FIG. 1. a — Changes in the quasisteady values of the Auger signals of carbon~curves3 and4! and Mo~curves
1 and 2! accompanying the deposition of C60 molecules on a heated substrate by a constant flux,nC60

55.6
31011 molecules/cm2s ~curves1 and3! andnC60

56.731012 molecules/cm2s ~curves2 and4!. b — Diagram of
the structure of an adlayer. Top — high-temperature monolayer of C60 molecules, bottom — growth of crys
tallites in the form of towers.
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FIG. 2. AFM image of the surface of a molybdenum sample with a film of C60 molecules grown on it. The film
was grown for 20 min atT5620 K with a flux densitynC60

5131013 molecules/cm2s.
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Auger signal is determined only by the parts of the surface which are free of towe

At each temperature and C60 flux density the fraction of the surface which is occ
pied by the growing towers takes on a unique quasiconstant value~which changes very
slowly!. Actually, if the crystallites had tended to merge, then the Auger signal of
substrate would have decreased to zero as a result of the substrate being screene
fullerene film. However, in all the experiments the Mo Auger signal is nonzero and
an appreciable finite value. Only at the final stages of growth at low temperatu
(;500 K) or for very long deposition times do the crystallites merge to form a cont
ous fullerite film.

It is logical to suppose that homogeneous nucleation of crystallites of C60 molecules
occurs in the film. Their concentration should be proportional to the density of
incident flux and should depend strongly on the temperature of the sample. This ex
well the rapid decrease in the Auger signal of the substrate on switching from
temperature to another, lower temperature — the concentration of fullerene cryst
increases, and as a result of this the fraction of the surface free of crystallites decr

The assumptions examined above concerning the growth of crystallites have
good confirmation in the investigations with an atomic force microscope. Figure 2 s
AFM micrographs of a molybdenum sample on which C60 molecules were adsorbed a
T5620 K over a time of 20 min with a flux densitynC60

5131013 molecules/cm2s.
Tower-like crystallites with flat tops and separated by deep valleys can be clearly s
The crystallites are close in area and height; their average transverse size is;3000 Å,
and their density on the surface is;109 cm22.

In summary, an unusual mechanism of film growth was observed at high tem
tures under conditions of high-temperature adsorption of C60 molecules on a~100!Mo
surface— formation of crystallites in the form of towers whose vertical growth rat
appreciably higher than the cross-sectional growth rate. For long deposition time
crystallites merge and a continuous fullerite film forms. This character of the growth
film of C60 molecules can be expected to obtain on other substrates as well.

This work was supported in part by the State Program of the Russian Fede
‘‘Fullerenes and Atomic Clusters,’’ Project 98060.
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Quantum corrections to the conductance of AlGaAs/
GaAs-based quasiballistic quantum wires

Z. D. Kvon and M. M. Voronin
Institute of Semiconductor Physics, Siberian Branch Russian Academy of Sciences,
630090 Novosibirsk, Russia

Kijoon Kim and Hu Jong Lee
Department of Physics, Pohang University of Science and Technology, 790-784 Poha
Korea

~Submitted 20 October 1997; resubmitted 7 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 973–976~25 June 1998!

Quantum conductance corrections~QCCs! due to weak localization and
interaction effects of quantum quasiballistic wires are investigated for
the first time. At temperatures in the range 2 K,T,12 K a crossover
of these corrections from one-dimensional behavior to zero-
dimensional behavior is observed. It is shown that the phase coherence
length in the wires studied is less than the lengthLT5(\D/kT)1/2 at all
temperatures. It is found that the conventional theory of QCCs de-
scribes correctly the experimental temperature dependence of the QCCs
but gives a much lower value than the experimental one.
© 1998 American Institute of Physics.@S0021-3640~98!00412-5#

PACS numbers: 73.61.Ey, 73.20.Fz

Quantum interference effects such as the Aharonov–Bohm effect, universal co
tance fluctuations, and the weak localization effect in AlGaAs/GaAs heterostru
wires have been the most interesting topics of study in the physics of low-dimens
systems for a decade or so.1,2 Investigations of the quantum corrections to the cond
tance of wires has a significant place in this field of research. It has been shown3–6 that
the temperature dependence of the conductanceG and the behavior of the magnetoco
ductance of such wires are in good consistency with the theoretical predictions of
localization and interaction effects in the one dimension~1D! with the boundary scatter
ing effects taken into account.6 However, all the previous works have concentrated on
investigation of the quantum conductance corrections~QCCs! of wires in quasiclassica
diffusive regime, in which the mean free pathl is much less than the lengthL of the wire
and the widthW of the wire is much larger than the electron wave lengthl. It is also well
known that in the other limit,l @L andW;l ~i.e., the quantum ballistic regime!, in the
absence of diffusive scattering from the wire boundaries the weak-localization and
action effects do not occur, but instead a quantized conductance is manifested.1 However,
very often one also encounters a situation wherel is comparable to or slightly larger tha
L, and some diffusive boundary scattering occurs at the same time~i.e., a quasiballistic
regime!. All the quasiballistic and ballistic interferometers operate under suc
10290021-3640/98/67(12)/5/$15.00 © 1998 American Institute of Physics
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condition.7–9 To our knowledge, no experimental studies of the QCCs of wires in
regime have been reported. Thus it will be interesting to examine whether the char
istics of the QCCs in the quasiballistic regime are similar to those in the diffusiv
ballistic regime. In this study we report, for the first time, the temperature dependen
the conductance of quasiballistic quantum wires forl>L@W;l and under conditions o
boundary scattering. We have observed clean quantum correction effects to the c
tance of the wires as well as the one-dimension-to-zero-dimension~0D! crossover of the
corrections. We also show that the phase coherence lengthLf in the structures studied i
less thanLT5(\D/kT)1/2.

In this study measurements were taken for 4 samples. The samples had the ge
of a Aharonov–Bohm-type interferometer with a lithographic width of the wire
0.4 mm, as shown in the inset of Fig. 1. The samples were fabricated by mea
electron lithography and plasma etching on the basis of the high-mobility
dimensional electron gas formed in AlGaAs/GaAs heterostructures with an electron
bility of m543105cm2/V• s, a carrier concentrationNS5231011 cm22, and
l 52.8 mm. The ring was located at the center of a Hall bridge with a wire width
50mm and a spacing of 100mm between the potentiometric contacts. The total w
length, taking into account the size of the depletion region, was approximateL
'2 mm, and the effective wire width was aboutW'502100 nm. The wire widthW
was determined from the value of magnetic field corresponding to suppression o
Aharonov–Bohm oscillations when the magnetic lengthLH becomes less thanW/2. Data
were taken in the temperature range 0.2 K,T,20 K in magnetic fields up to 9 T applied
perpendicular to the plane of the substrate. The wire resistance was taken usi
conventional phase-sensitive detection technique with a low bias current of 1–10
avoid heating.

Figure 1 shows the typical temperature dependence of the conductance of a w
the temperature range 2–17 K. In the figure we can identify two temperature regio
the first one, forT.15 K, the conductance increases as the temperature decreases,
is due to the conventional phonon scattering. In the lower-temperature region b
T,15 K, however, the conductanceG decreases asT decreases. In this study we con
centrate on the behavior in the latter temperature region. We believe that the decre
the conductance in this temperature region was caused by corrections toG due to the
weak localization effect. According to the theoretical predictions, the quantum corre

FIG. 1. The typical temperature dependence of the conductanceG of a sample. Inset: the sample geometry
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to G due to the localization in 1D has a temperature dependenceDG}T21/2 for
min$Lf , LT%@W and max$Lf , LT%!L. Figure 2 demonstrates the typical temperature
pendence ofDG as function ofT21/2 in the temperature range of 2 K,T,13 K. It is
seen that forT.6 K the correctionDG well follows theT21/2 temperature dependenc
but for T,6 K the data begin to deviate slightly from this dependence, showing
sensitivity to the temperature change. This implies that under these cond
max$Lf , LT% becomes comparable with the wire lengthL, and 1D-to-2D crossover take
place at around 6 K. At present there is no theory available for giving a quantit
description of the temperature dependence ofDG in the quasiballistic regime (l>L), as
in our samples. In our samples we have one more complicating factor. It stems fro
fact that our samples have a doubly connected geometry. However, still we can an
the data of our samples in terms of a 1D singly connected wire, since the data in F
and 2 were taken in zero magnetic field. Also the behavior ofDG in Fig. 2 is very similar
to that for quasiclassical disordered wires, so that one can try to fit the data to a t
which is valid for the case ofl! l !W!L in a singly connected wire. Including th
interaction effect, the theory gives the following expression4,10 for DG for all tempera-
tures includingT50:

DG52g1D

e2

A2p2\
F 2

pLT
1

1.79

L G21

2
e2

p\FcothS L

Lf
D2

Lf

L G , ~1!

whereg1D is a constant depending on the electron–electron interaction in 1D wires
can be seen in Eq.~1!, the value ofDG is determined byLf ~the weak localization term!,
LT ~the interaction term!, and the length of the wireL. Thus information on the phas
coherence lengthLf is essential for examining the behavior of the observedDG in terms
of Eq. ~1!. However, determination ofLf by the usual negative magnetoresistance~MR!
was impossible for our samples since no negative MR was observed in our quasiba
samples forT.1.6 K. Moreover, the theory of the MR was developed only for 1D w
systems in the quasiclassical diffusion regime, where the conditionsl!W and l !L are
satisfied.1 We determinedLf in a piece of wire comprising an interferometer in a samp
In Fig. 3 the typical MR of the wire whoseG values are shown in Figs. 1 and 2
presented at different temperatures. At temperatures above 1.6 K, we distinctly obs

FIG. 2. A replot of the conductanceG in Fig. 1 as a function ofT21/2. The solid line is a fit to Eq.~1! with
D543103 cm2/V•s, g1D57.8, andG055.34•e2/h.
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positive MR up toB50.1 T, which remains essentially constant regardless of the t
perature change above 1.6 K. This implies that in our samples the MR is governed
slight diffusive scattering from the boundaries.1 Also the Aharonov–Bohm oscillation
~ABOs! are seen in the data, becoming more prominent as soon the temperature de
below 2 K. This indicates that the phase-coherence lengthLf becomes comparable to th
wire length atT,2 K. At the same time, as we have said, max$Lf , LT% should be
comparable toL at T,6 K, since in this temperature range the temperature depend
of DG begins to deviate from theT21/2 dependence, indicating that in the temperat
range of 2 K,T,6 K the conditionLT.Lf held in our wires. The phase-coheren
lengthLf can be found from the temperature dependence of the ABOs. The amplitu
the ABOs is proportional to exp(2LP /Lf) for the case ofLP.Lf , whereLP is one half
of the ring circumference, which can be determined from the period of the ABOs if
assumes thatLf5aT21/2. The fit in Fig. 2 was done with the value ofLf@mm#
50.4T21/2 @K#21/2 determined in this way and with three fitting parameters: the di
sion coefficientD543103 cm2/V•s, the constantg1D57.8, and the value of the conduc
tance at T→` without the phonon scattering being not taken into accou
G055.34•e2/h. The valueD543103 cm2/V•s means that the mean free pathl w in the
wire is 2.2mm. It is significantly larger than the estimation ofl w from the conductance
value (l w;0.5 mm). The value ofg1D57.8 turns out to be quite a bit larger than th
value of approximately unity1 observed previously in AlGaAs/GaAs systems. We belie
that the discrepancies occurred mainly because we adopted in the fit ordinary the
the QCCs developed for dirty quasiclassical wires in the diffusive scattering reg
which thus supposedly had no justification for application to the wires in the quan
quasiballistic regime. More theoretical study is necessary to describe the behavior
QCCs in this regime.

In summary, we have studied the quantum corrections to the conductance
AlGaAs/GaAs-based quantum quasiballistic wires. A 1D-to-0D crossover of the co
tions has been observed. We have found that the conventional theory of quantum
ductance corrections, which is supposedly valid for the diffusive regime only, also g
a good description of the observed temperature dependence of the conductance

FIG. 3. The magnetoresistance of the same wire sample whose conductanceG is shown in Figs. 1 and 2, a
various temperatures.
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tions in the quantum quasiballistic regime, but it gives values of the QCCs much l
than those measured in experiment.
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program ‘‘Physics of Solid State Nanostructures’’ of the Ministry of Science and T
nology, Russia.

1C. W. J. Beenaker and H. van Houten, Solid State Phys.44, 1 ~1991!.
2S. Washburn and R. A. Webb, Rep. Prog. Phys.55, 1131~1992!.
3T. J. Tornton, M. Pepper, H. Ahmedet al., Phys. Rev. Lett.56, 1198~1986!.
4K. K. Choi, D. C. Tsui, and S. C. Palmater, Phys. Rev. B33, 8216~1986!.
5K. K. Choi, D. C. Tsui, and K. Alavi, Phys. Rev. B36, 7751~1987!.
6H. van Houten, C. W. J. Beenaker, B. J. Wan Wees, and J. E. Mooji, Surf. Sci.196, 144 ~1988!.
7G. Timp, A. M. Chang, J. E. Cunninghamet al., Phys. Rev. Lett.58, 2814~1987!.
8J. Liu, W. X. Gao, K. Ismailet al., Phys. Rev. B48, 15148~1993!.
9A. A. Bykov, Z. D. Kvon, E. B. Olshanetskyet al., JETP Lett.58, 543 ~1993!.

10B. L. Altshuler, A. G. Aronov, and A. Yu. Zyuzin, Zh. E´ ksp. Teor. Fiz.86, 709~1984! @Sov. Phys. JETP59,
415 ~1984!#.

Published in English in the original Russian journal. Edited by Steve Torstveit.



n the

-
high-
ch as

s,

s. The
-like
e de-
el of

BKB

he

JETP LETTERS VOLUME 67, NUMBER 12 25 JUNE 1998
Anharmonicity and superconductivity in Ba 0.6K0.4BiO3

A. P. Menushenkov,a) K. V. Klement’ev, P. V. Konarev,
and A. A. Meshkov
Moscow State Engineering Physics Institute, 115409 Moscow, Russia

~Submitted 12 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 977–982~25 June 1998!

The temperature dependence of the x-ray absorption spectra above the
L3 absorption edge of bismuth in the superconducting oxide
Ba0.6K0.4BiO3 are investigated. It is found that the local structure is
different from the simple cubic structure indicated by x-ray and
neutron-diffraction data. It is shown that the oxygen atoms move in an
anharmonic double-well potential arising as a result of the existence of
two nonequivalent types of octahedral environments of bismuth. Vibra-
tions in such potential modulate the Bi–O bond lengths at the low
frequency of the rotational~‘‘tilting’’ type ! mode of the oxygen octa-
hedra and thus give rise to a strong electron–phonon interaction, which
explains the quite high superconducting transition temperatures
Tc;30 K. © 1998 American Institute of Physics.
@S0021-3640~98!00512-X#

PACS numbers: 74.72.Yg, 78.70..Dm, 61.66.Fn, 63.20.Ry

The question of the possible equivalence of superconductivity mechanisms i
BaBiO3-based cubic perovskite systems BaPb12xBixO3 ~BPB! and Ba12xKxBiO3 ~BKB!
and in copper-based high-Tc superconductors~HTSCs!, which have a layered two
dimensional perovskite structure, remains the key to understanding the nature of
temperature superconductivity. Important features of the structure of perovskite, su
lattice instability with respect to a soft rotational mode~tilting type! of CuOn or BiO6

complexes1,2 and strongly anisotropic thermal vibrational factors for the oxygen ion3,4

attesting to a large vibrational amplitude of these ions in the rotational mode,5 are char-
acteristic for both classes of superconducting oxides — bismuthates and cuprate
characteristic features indicated make the vibrations of oxygen ions in perovskite
structures strongly anharmonic. This anharmonic character of the vibrations can b
scribed by motion in a double-well potential and is the basis of the anharmonic mod
HTSCs.6 In this model it has been shown that the anharmonic coupling constantls is
greater than the constantlph in the harmonic approximation:

ls /lph'd2ṽ/^u2&vs@1, ~1!

which explains the high critical temperatures of both cuprate HTSCs and BPB-
systems~hered is the amplitude of vibrations in a potential with two minima,vs is the
frequency of the soft rotational mode, and^u2& is the mean-square displacement of t
ions in the harmonic approximation with average frequencyṽ).
10340021-3640/98/67(12)/6/$15.00 © 1998 American Institute of Physics
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In the anharmonic model a correlation has been established betweenTc and struc-
tural transitions in La~M!CuO4 ~M5Sr, Ba!.7 In experiments on inelastic neutron sca
tering in YBa2Cu3O7 a lattice instability has been observed nearTc relative to displace-
ments of oxygen ions in a local mode of the type where the entire CuO5 pyramid rotates,
just as in LaCuO4 ~Ref. 8!; this has been confirmed by investigations of the local str
ture by the method of polarization-dependent extended x-ray absorption fine stru
~EXAFS! spectroscopy.9

These data all indicate a possible connection between the structural instabil
perovskitelike lattices and the transition to the superconducting state. However, th
ered structure of copper-oxide compounds, the presence of nonequivalent coppe
and the large number of different Cu–O bond lengths complicate the analysis o
EXAFS spectra. At the same time, the simplicity of the three-dimensional cubic stru
of BPB–BKB systems greatly facilitates the interpretation of the experimental data w
some similarity is maintained with the features characteristic for perovskitelike latti

EXAFS investigations10,11 of the superconducting composition of BKB wit
x50.4 have shown that the local structure differs from the ideal cubic structure indic
by the integral methods of structural analysis which are based on neutron or
diffraction.12 Thus, analysis of the four closest coordination spheres around bismuth11 has
established the presence of local disorder in the form of a rotation of the oxygen
hedra by an angle;4 –5° around pseudocubic axes of the type@110# and @111#. The
question of the dynamic or static character of the indicated rotation of octahedra c
be unequivocally resolved solely on the basis of an EXAFS experiment, but the follo
experimental data support a dynamic character:

— the absence of any indications of static disorder in measurements of the str
anisotropic thermal factors of oxygen vibrations extended in the direction perpend
to the Bi–O bond;3

— analysis of the radial pair distribution function in neutron-diffraction expe
ments, indicating a dynamic distortion of the lattice;13

— the character of the Raman scattering spectra;14,15

— the results of an investigation of diffuse scattering of electrons,16 and

— data from investigations of NMR and NQR spectra on137Ba ions in BPB.17

In addition to this, it should be noted that the photoemission spectra indica
nonequivalence of the environment around bismuth in BKB18,19 and the impossibility of
describing the features of the Bi 4f doublet on the basis of an undistorted cubic lattice20

while these spectra can be interpreted in favor of a dynamical distortion of the latt21

In the present letter we report the results of an analysis of low-temperature in
gations of EXAFS spectra of the nearest-neighbor oxygen environment of bismu
Ba0.6K0.4BiO3, performed in the approximation of a dynamical character of the lo
distortions of the lattice. Analysis shows that the oxygen atoms move in a stro
anharmonic double-well potential which arises as a result of the existence of two d
ent types of octahedral environment of bismuth, remaining nonequivalent in the s
cubic lattice also. The parameters of the potential depend strongly on the pota
content and the temperature. Vibrations in such a potential lead to modulation o
Bi–O bond lengths with a low frequency of the rotational mode of the oxygen octah
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and thus give rise to a strong electron–phonon interaction; this explains the rela
high superconducting transition temperatures observed in these compounds.

Using a Si~311! double-crystal monochromator, the x-ray absorption spectra w
recorded in the D13 line of the DCI storage ring at the LURE synchrotron center~Orsay,
France! at an energy of 1.85 GeV with a maximum positron beam current in the rin
300 mA. The energy resolution of the spectra was;2 eV at 13 keV. The low-
temperature measurements were performed using a continuous-flow helium cryos
an earlier work22 we described the method for analyzing the EXAFS spectra.

After the frequency dependence of the absorption coefficient above the BiL3 edge
was isolated, the EXAFS functionx(k) was filtered by means of a Fourier transform
order to obtain the contribution from the nearest oxygen sphere. Figure 1a show
form of the experimental functionx(k)k2 ~solid line! for the BKB sample withx50.4 at
a temperature of 7 K. The phase disruption and necking in the region 12–14 Å21 show
that the complicated form of the function cannot be described by a one-sphere har
approximation~see dashed curve!, so that the vibrational potential of the oxygen atoms
different from a harmonic potential and has a quite complicated form.~It should be noted
that the phase disruption and necking noted above were also observed in prev
published EXAFS spectra,10,23but were not taken into account in the analysis because
spectra were processed in a region artificially limited to values of the wave vector
than 14 Å21.!

To reconstruct the form of the potential we employed the method of constructi
model EXAFS functionx(k), which has been used previously for describing stron
anharmonic vibrations of the apical oxygen in YBa2Cu3O72d ~Ref. 9!. The potential was
constructed on the basis of a model scheme~proposed in Ref. 24! for the dynamic
distortion of the BKB lattice which takes into account the asymmetry of the rotatio
mode~see Fig. 2!.

FIG. 1. Analysis of the first coordination sphere of the absorption spectrum at BiL3 in Ba0.6K0.4BiO3: a —
Experimental EXAFS function~solid line!, model function~dotted line!, and model function in the one-spher
harmonic approximation~dashed line!; model potentials for the case of independent~b! and coupled~c! motions
of oxygen atoms with the corresponding energy levels and the RPDFA. The model EXAFS function~see dotted
line! was constructed for the potential~c!.
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EXAFS investigations10,22 of BaBiO3 have shown that bismuth occupies two no
equivalent positions characterized not only by different lengths~static distortion of the
‘‘breathing’’ mode! but also by different Bi–O bond stiffnesses. The Bi~I!O6 octahedral
complexes, with a shorter radius,Rs52.12 Å, have a stiffer bond, characterized by
Einstein temperatureQE5490 K, than do the Bi~II !O6 complexes, with a longer radiu
(Rl52.28 Å,Q5290 K!.10 The different bond stiffnesses in BiO6 complexes are due to
the different electronic structure of the complexes: Bi~I!L2O6 and Bi~II !O6, where L2

signifies the presence of a pair of holes in the O 2p orbitals of the octahedral oxyge
environment of bismuth in accordance with the model of Bi valence disproportiona
proposed in Ref. 25.~More precisely, L2 should be understood to be a pair of holes in
strongly hybridized antibonding 6s(Bi)O2ps* orbital of the octahedral complex.! A con-
sequence of the differences in the Bi–O bond stiffnesses is the asymmetry, whic
observed, of the static rotation of the oxygen octahedra~distortions of the rotationa
mode! in BaBiO3 at low temperatures.22

When BaBiO3 is doped with potassium, the substitution of K1 for every two Ba21

ions produces an additional pair of holes in the 6s~Bi!O2ps* orbitals. The number of
small, stiff octahedra~carrying a pair of holes! increases in accordance with the ratio
the number of small and large octahedra in Ba12xKxBiO3, equal to (11x)/(12x). As a
result, the static distortions of the ‘‘breathing’’ and rotational modes vanish and
average Bi–O bond lengths equalize, but because the Bi–O bond stiffnesses r
different the bismuth positions remain nonequivalent.24 Therefore the dynamics of th
rotational oscillations of oxygen is asymmetric relative to the bismuth atoms in the
when different types of Bi~I!O6–Bi~II !O6 octahedra are adjacent~region in Fig. 2! and
symmetric in the case when identical Bi~I!O6 octahedra are adjacent~region b in Fig. 2!.

To describe the EXAFS function in the single-scattering approximation it is s
cient to examine a system of two absorber–scatterer atoms, representing their r
vibrations by the vibration of a particle with the reduced mass in the field of a pote
that depends on the distance between the particles. For the O atom in region
potential is harmonic because of the equivalence of the neighboring octahedral
plexes:Ub(r )5A(r 2x1)2/2. For region a in Fig. 2, if the absorber atom is Bi~I!, then the
Bi–O distance to the nearest oxygen atoms is less than half the lattice parameter.
ever, if the absorber atom is Bi~II !, then the Bi–O distance to the nearest oxygen ato
is greater than half the lattice parameter. As a result, two maxima for the first coor
tion sphere arise in the distribution function of the oxygen atoms relative to bism
while the vibrational potential has two minima which are symmetric relative to the ce

FIG. 2. Scheme of the dynamic local distortion of the Ba0.6K0.4BiO3 lattice. For simplicity, the motion of two
of the six oxygen atoms of each octahedron is shown.
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of the Bi~I!–Bi~II ! bond and can be described as a double parabolic potential:Ua(r )
5B(r 2x2)2/2 for r ,r 0 and B(r 2x3)2/2 for r .r 0, wherer 0 is determined from the
continuity condition. Next, finding for this potential the eigenenergiesEn and the corre-
sponding wave functionsCn , we obtain the radial pair distribution function of the atom
~RPDFA! for Bi–O:

g~r !5N( ucn~r !u2exp~2En /kT!/( exp~2En /kT!,

whereN is the coordination number, whence we find the EXAFS function:

x~k!5
1

k (
‘ ‘ a’ ’ , ‘ ‘ b’ ’

uF~k,p!u E
r min

r max
@g~r !sin~2kr1f j~k!!/r 2#dr ~2!

~herew(k) is the phase shift andF(k) is the scattering amplitude!.

Model potentials with the energy levels and the RPDFA for BKB withx50.4 at
T57 K are presented in Fig. 1b for the case when the atoms in the regions a and b
2 move independently of one another. However, the rotational oscillation of neighb
oxygen atoms in the model of coupled ‘‘stiff’’ octahedra is coherent24 and for this reason
the coupled system undergoes oscillations in the total potential obtained by summi
potentials of the regions a and b~Fig. 2!, taken with the corresponding weights (12x)
andx ~see Fig. 1c!. The model EXAFS function constructed on the basis of the poten
obtained for the coupled vibrations is presented in Fig. 1a~dotted curve! and shows
practically complete agreement with experiment. Figure 1c also shows the RPDFA
the lower energy levelsE0 andE1 of the total double-well potential. It should be note
that the large amplitude of the RPDFA in the region of the potential barrier and the
that E1 is greater thanU0 indicate a high probability of tunneling of an oxygen ato
between octahedra, i.e., adynamicinterchange of positions Bi~I!O6↔ Bi~II !O6 ~the re-
gions a and b likewise change places and a pair of holes is transferred~tunnels! from one
octahedron to another!. At low temperatures tunneling of the states Bi~I!O6↔ Bi~II !O6 is
most likely involves an oxygen ion traversing the Bi~I!–Bi~II ! line ~such motion is due to
the rotational mode, since the distance between the potential minima is shortest
case!. For this reason, the tunneling frequency should be determined by the frequenvs

of the rotational mode. An estimate of the tunneling frequency gives the valuev t5E1

2E05251 K ~174 cm21), which agrees well with the frequencyvs51702180 cm21

obtained from the Raman scattering spectra.15

It should be noted that formula~1! was obtained in Ref. 6 in the approximation
equal deformation potentials for the anharmonic mode (s) and in the harmonic approxi
mation (ph), which were averaged over the Fermi surface:Js

25Jph
2 . However,

calculations26,27show that the deformation potential of the ‘‘breathing’’~harmonic! mode
is almost an order of magnitude greater than the deformation potential of the ‘‘
tional’’ ~anharmonic! mode, which casts doubt on the correctness of the estimate~1!. Our
results remove this conflict, indicating that as a result of the nonequivalence of the6

complexes, the asymmetric rotational oscillation in region a of Fig. 2 gives rise
dynamic interchange Bi~I!O6↔Bi~II !O6, which causes an additional modulation of th
Bi–O bond lengths that is equivalent to the excitation of the ‘‘breathing’’ mode at
low frequencyv t5vs . Apparently, this is the main reason for the strong electro
phonon interaction in the BKB system and should lead to a large effective elect
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attraction constantls (ls;1/vs
2 ~Ref. 6!!. Our estimates givels'2.6 for vs

'170 cm21, which, in accordance with the expressionTc'0.05vs(ls20.25) obtained
for an intermediate coupling strength,28 leads to a critical temperatureTc'30 K in
Ba0.6K0.4BiO3, in good agreement with experiment.

We thank the program committee at LURE~France! for the opportunity to perform
experiments in the synchrotron beam, S. Benazeth and J. Purans for assisting
experiment, and A. P. Rusakov for providing the BKB samples. This work was supp
in part by the Russian Fund for Fundamental Research~Grant 96-02-19099a! and by the
program ‘‘Universities of Russia.’’
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Observation of coupled 4 f -electron–phonon excitations
in the Van Vleck paramagnet TmES in high
magnetic fields

D. A. Tayurski 
Kazan State University, 420008 Kazan, Russia; University of Kanazawa, 920-11, Jap

M. S. Tagirov
Kazan State University, 420008 Kazan, Russia

~Submitted 12 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 983–987~25 June 1998!

A model is proposed for explaining the anomalous behavior of the
far-IR absorption spectra of the dielectric Van Vleck paramagnet thu-
lium ethyl sulfate TmES. The good agreement obtained between the
calculations and experiment on the basis of the idea of a resonance
interaction between Tm31 ions in one of the excited doublet states and
optical phonons gives grounds for asserting that coupled
4 f -electron–phonon excitations exist in TmES single crystals in high
magnetic fields at liquid-helium temperatures. ©1998 American In-
stitute of Physics.@S0021-3640~98!00612-4#

PACS numbers: 63.20.Kr, 78.30.Jw, 75.20.Ck

Electron–phonon interaction effects in rare-earth compounds have been und
vestigation for a long time now. Among different manifestations of the interaction
tween optical or acoustic phonons and localized 4f electrons, the cooperative Jahn
Teller effect — a phase transition observed in some rare-earth zircons, pnictides
spinels – should be mentioned first and foremost.1 This phase transition consists of th
‘‘freezing in’’ of a static deformation of the crystal lattice and simultaneous orientatio
the electric and magnetic multipole moments of the rare-earth~RE! ions and can be
attributed to the interaction of rare-earth ions via the phonon field.

Another effect of the interaction between optical phonons and the multipole
ments of RE ions in the ground state is observed in a number of RE trifluorides
trichlorides in an external magnetic field at low temperatures~for example, in the para-
magnets CeF3 ~Ref. 2! and CeCl3 ~Ref. 3! and the Ising ferromagnet LiTbF4 ~Ref. 4!!. If
the magnetic field and temperature are such that ordering of the RE magnetic mom
an external field is possible, then on account of the strong spin–orbit interaction thi
also lead to ordering of the multiple moments, which in turn changes the phonon
trum even in the absence of the cooperative Jahn–Teller effect. Specifically, splitti
twofold degenerate phonon states in a magnetic field,3,4 described by the expression

Dv5Dvs•tanh~gmBB/kt!,

whereg is theg factor of the electronic ground state andDvs is the maximum value of
10400021-3640/98/67(12)/6/$15.00 © 1998 American Institute of Physics
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the splitting, has been observed by the method of Raman and infrared spectro
Moreover, ‘‘anticrossing’’ between optical phonons and excitations in the 4f -electron
system has been observed in the compounds mentioned. The 4f -electron–phonon inter-
action also appears in RE compounds where magnetism of the electronic ground s
absent. For example, splitting of twofold degenerate phonon states in a magnetic fie
collective 4f -electron excitations of the Frenkel type have been observed5–7 in the Van
Vleck paramagnet PrF3 .

In the present work the resonance interaction between 4f electrons and optica
phonons in a Van Vleck paramagnet — thulium ethyl sulfate Tm~C2H5SO4)3•9H2O
~TmES! — is studied. The electron–phonon interaction in ethyl sulfate crystals
studied earlier and was manifested, for example, in the effective exchange interacti
the phonon field between RE Kramers ions Ce31 under pressure.8 In Ref. 9 we reported
the first observation of electronic paramagnetic resonance and infrared absorpt
TmES as a result of transitions between the singlet ground state and the first e
doublet of the Van Vleck paramagnetic ion Tm31 in magnetic fields up to 10.5 T. In
experiments on infrared absorption in magnetic fields above 2 T, an additional abso
line appeared near 49 cm21 ~see Fig. 4 in Ref. 9!; the position was independent of th
magnetic field up to 6 T, and this line was assigned to a phonon level. In fields ab
T this phonon line and the line corresponding to a transition in the Stark structure o
Tm31 ion from a singlet ground state to one of the states of the nearest doublet~split by
the magnetic field!, started to split, leading to a surprising ‘‘crossing–anticrossing’’
havior in fields of about 8.5 T. This was also manifested in the very complicated stru
of the ESR spectrum. In Ref. 9 it was noted that this behavior cannot be desc
without taking into account the spin–phonon and spin–spin interactions. In the pr
letter we propose a simple model which describes the ‘‘crossing–anticrossing’’ beh
on the basis of the idea of a resonance interaction between 4f electrons and optica
phonons and gives good agreement with experimental data.

In Ref. 10 we investigated the effect of high magnetic fields (B.5 T) on the Stark
structure of the Tm31 ion in a TmES crystal~ground-state term3H6(J56)). At liquid-
helium temperatures the magnetic properties of the ions are determined by the
lower levels: a nonmagnetic singletug& and the first excited doubletud1,2&, split by the
magnetic field. Since the splitting betweenug& and ud1&ud2& in such magnetic fields is
greater than 30 cm21, essentially only the ground-state singlet is populated aT
54.2 K ~see Fig. 1; at 4.2 K the magnetic moment of the Tm31 ion is determined
completely by the magnetic moment of the singlet state, while at 30 K, for example
contribution of excited states of the doublet is substantial!, while transitions to the sub
levels of the excited doublet can be induced by an oscillating magnetic field, app
ately directed relative to the external magnetic field.9,10 The dependence of the polariza
tion magnetic moment~the moment due to mixing of the wave functions of the states
the Stark structure as a result of the Zeeman interaction with an external magnetic!
on the magnitude of the magnetic fieldB0 for each state of the Tm31 ion — ug&, ud1&,
andud2& — is presented in Fig. 1. One can see clearly that the magnetic moments
singlet ground state and in the excited doublet states differ from one another. This m
that a transition of the Tm31 ion from ug& to ud1& or ud2& is accompanied by a change
the magnetic moment, and each of these transitions can be viewed as a transitio
two-level system. Therefore, taking into account also the fact that according to Re
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the lifetime of thulium ions in excited states is quite short, it can be assumed that
our experimental conditions9 the number of ions in excited statesud1& and ud2& is small,
so that we can employ the idea of elementary excitations and introduce two typ
excitations which do not interact with one another and which correspond to each o
excited states of the doublet. Since in the experiment the ‘‘crossing–anticrossing
havior was observed for the phonon line and the transitionug&→ud2&, we shall confine
ourselves below to elementary excitations of one type corresponding to this transitio
described by the Hamiltonian

Hd25(
q

eq~B!aq
1aq . ~1!

Hereaq
1 andaq are Bose creation and annihilation operators for excitations with w

vector q ~Bose statistics was chosen on the basis of the facts that the states
‘‘two-level system’’ ug& and ud2& can be described by means of an effective spinS
51/2 and the Holstein–Primakoff transformation can be used because the num
excitations is small! andeq(B) is the elementary excitation spectrum as a function of
magnetic fieldB. In experiments on infrared absorption at liquid-helium temperatu
single-particle excitations appear only at the zone center (q50), so that we shall drop the
summation over the wave vectors in Eq.~1! and use the Hamiltonian

Hd25e~B!a1a, ~1a!

where the functione(B) is found from the experimental points9 ~dotted line in Fig. 2!.

The ‘‘excitation’’ of the phonon line~49 cm21) in magnetic fields above 2 T isdue,
in our opinion, to an increase in the polarization moment of the Tm31 ion and is one of
the manifestations of the 4f -electron–phonon interaction. Specifically, either a su
ciently large polarization moment in the singlet ground state can lead to ‘‘freezing in
the static deformation and the appearance of localized phonons, or these phonons
as a result of a reorientation of the magnetic moment of the ion accompanying a t
tion of the ion from a singlet state into a state of the excited doublet on account of t
magnetic field~see Fig. 1; the magnetic moments in the statesug& andud2& have opposite

FIG. 1. Field dependence of the magnetic moments of states of the Tm31 ion ug&, ud1&, andud2& ~solid lines!
and of the average magnetic moment of the Tm31 ion at temperatures 4.2 K (,) and 30 K (n).
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signs!. An answer to the question of which of these two mechanisms is operating c
obtained from experiments investigating the dependence of the intensity of the ph
line on the amplitude of the ac magnetic field~on the intensity of irradiation of the crysta
by a laser in the far-IR region!. It is obvious that the number of these phonons depe
on both the number of thulium ions in the excited state and their polarization mom
For this reason, the following Hamiltonian (q50) can be used to describe the phono

Hph5~v2m~B!!b1b, ~2!

where b1 and b are creation~annihilation! operators for phonons with energyv
549 cm21 and the functionm(B) plays the role of a chemical potential and can
approximated by the first term in a series expansion inB: m(B)'m01hB. The param-
etersm0 and h can be found from the best fit of the theoretical calculations to
experimental data.

The interaction between the Tm31 ions and localized phonons is represented in
formalism by the Hamiltonian

H int5u~B!a1b1u* ~b!ab11v~B!a1b11v* ~B!ab, ~3!

where we employ a linear approximation for the functionsm(B) and v(B): u(B)5u0

1u1B and v(B)5v01v1B. The interaction parametersu0 ,u1 , v0 , and v1 are also
adjustable and are found from the best fit of the calculations to the experimental d

The problem of finding the excitation spectrum in a system of two types of bo
which interact with one another can be solved by the standard Green’s fun
methods.12,13 Ultimately, in the region where the frequencies of the phonons and ex
states of the thulium ions coincide, the resonance interaction leads to the appeara
two branches of coupled electron–phonon excitations:

E1,2
2 ~B!51/2~~v2m~B!!21e2~B!!1uu~B!u21uv~B!u26AD,

FIG. 2. Energies of elementary excitations in a TmES crystal versus the magnetic field:s — experimental
points obtained from far-IR Fourier spectroscopy investigations;9 the dotted line — energy of the transitio
ug&→ud2& in the system of Stark levels of the Tm31 ion ~the functione(B) in Eq. ~1a!!; solid lines — computed
spectrum of coupledf -electron–phonon excitations according to Eq.~4!. The values of the adjustable param
eters are given in the text.
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D51/2@~v2m~B!!22e2~B!#21@~v2m~B!!21e2~B!#@ uu~B!u21uv~B!u2#

14um~B!u2uv~B!u212~ uu~B!u21uv~B!u2!~v2m~B!!e~B!.

Figure 2 shows the experimental points from Ref. 9 and the computed curves ob
with the following values of the adjustable parameters:m0520.96 cm21, h
50.16 cm21/T, u05v050.8 cm21, andu15v150.15 cm21/T. One can see from the
experimental points that besides the appearance of two branches of coupled excita
purely phonon absorption line and an absorption line corresponding to the tran
ug&→ud2& in the system of thulium ions are observed. Such ‘‘crossing–anticross
behavior is not surprising for the TmES system. The symmetry group of the cr
contains an inversion operation, so that the phonon branch is twofold degenerate
unit cell of the crystal contains two Tm31 ions and a sufficiently strong magnetic fie
can partially destroy the equivalence of these two ions, since the interaction of ions
a magnetic field depends on the orientation ofB0 with respect to the local symmetry axe
of the ion, which are different for the two Tm31 ions in a unit cell.

In conclusion, we note that the simple model proposed above for describing co
4 f -electron–phonon excitations is, of course, a first approximation to the real situa
The observed complicated structure of the ESR spectra9 cannot be explained in a mode
of noninteracting excitations in a system of Tm31 ions. It is very likely that this structure
corresponds to Davydov splitting and the appearance of collective magnetic mome
a result of the 4f -electron–phonon interaction~see, for example, Ref. 14 for a discussio
of the possibility of observing Davydov splitting in Van Vleck paramagnets!. To answer
these and other questions additional experimental investigations must be perform
example, by the method of infrared Fourier spectroscopy~as a function of the intensity o
irradiation of the crystal! and by the method of neutron spectroscopy in order to ob
more information about the magnetic properties of the coupled excitations. How
there is no doubt that coupled 4f -electron–phonon excitations were observed in the V
Vleck paramagnet TmES. Moreover, it is evident from Fig. 5 of Ref. 9 that in fie
above 11 T the absorption line corresponding to the transitionug&→ud1& will ‘‘cross’’
both the phonon line (49 cm21) and one of the branches of the coupl
4 f -electron–phonon excitations, so that new branches of electron–phonon excit
should be expected to appear in such magnetic fields.

We thank B. Z. Malkin, M. A. Teplov, and H. Suzuki for a discussion of the res
obtained in this work and B. I. Kochelaev for his interest in this work.
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New phase transition in an easy-axis ‘‘triangular’’
antiferromagnet
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The NMR of 55Mn in the quasi-one-dimensional noncollinear anti-
ferromagnet CsMnI3 is investigated atT51.3 K in magnetic fields up
to ;80 kOe and angles between the field andC6 axis w'0.5° and
w57°. A new reorientational magnetic phase transition is observed in
a field Hc1'39.0 kOe. The magnetic structure forH.Hc1 is deter-
mined. The average Mn21 spins of the magnetic sublattices in the new
phase are determined from an analysis of the NMR spectrum to be
^SC&51.63 and^SD&51.72. © 1998 American Institute of Physics.
@S0021-3640~98!00712-9#

PACS numbers: 75.30.Kz, 75.50.Ee, 76.60.Es

In recent years a great deal of attention has been devoted to the investigat
easy-axis ‘‘triangular’’ antiferromagnets~AFs! ABX3. Among the many unusual prope
ties of these magnets, of greatest interest is the complicatedH –T phase diagram (HiC6)
of the paramagnetic and three antiferromagnetic phases which coexist at the multic
point (Tm ,Hm)1,2 ~for CsMnI3 Tm'10 K andHm'60 kOe!. However, the number o
phases is not exhausted by four. Thus, the possible existence of one other
temperature antiferromagnetic structure (T,TN2) in addition to the two structures whic
are already known, which we shall call 1 and 2, is being actively discussed. Accordi
the simple theory, the boundary between the phases 1 and 2~Refs. 3 and 4! is a first-order
spin-flop transition~model I!. However, the jumps characteristic for a first-order pha
transition are absent in the longitudinal component of the magnetization, measure
large series of easy-axis triangular AFs, and in the magnetostriction.5 According to Refs.
6–8, there could be a new phase which separates phase 1 from phase 2. Instead
spin-flop transition, there arise two second-order phase transitions~model II!. This model
describes satisfactorily the observed behavior of the magnetization.8 However, additional
experiments are required in order to obtain a detailed picture. Since the NMR spectr
a magnetic field is sensitive to the structure of the magnet, the magnetic phase diag
CsMnI3 can be refined with its help.

CsMnI3 is a hexagonal crystal with a symmetry space group D6h
4 . All positions of
10460021-3640/98/67(12)/6/$15.00 © 1998 American Institute of Physics
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the Mn21 ions are crystallographically equivalent. The distance between the Mn21 ions
along theC6 axis is approximately half that the basal plane. Correspondingly, the
change constants areJ5198 GHz~Ref. 4! andJ851 GHz ~Refs. 9 and 4!. Below TN2

58.2 K the magnetic structure consists of antiferromagnetic chains along theC6 axis. In
weak magnetic fields the spins of one third of the chains are directed along the axA
spins!, while the rest of the spins make an angleu551°61° with it (B spins!3,4 ~see the
inset in Fig. 1!. All of the Mn21 spins are coplanar to one plane, which we shall call
spin plane. There is no anisotropy in the hexagonal plane, so that in the presenc
magnetic field component perpendicular to theC6 axis the normal to the spin plane
parallel to this component. If a field is applied in the hexagonal plane, then su
structure is stable. ForHiC6 in the fieldHs f (Hs f553 kOe withT51.7 K!, according to
model I there occurs a spin-flop transition above which all spins turn into a pos
perpendicular toH and form an equilateral triangular structure oriented in the hexag
plane. For an arbitrary direction of the external field relative toC6 the spin plane rotates
smoothly, so that9

tan~2c!5
H2 sin~2w!

H2 cos~2w!2Hs f
2

, ~1!

wherec is the angle between the normaln to the spin plane and theC6 axis, andw is the
angle betweenH andC6.

According to model II,8 for HiC6 there are two second-order phase transitions in
fields Hc1 and Hc2. An intermediate magnetic phase, in which the spin plane rot
smoothly to the positionc50 occurs, lies between them.

If the dynamic frequency shift~DFS! due to the interaction with low-lying AFMR
modes is neglected, the spectrumvni of the i th 55Mn NMR brancha! is described by the
simple formulas

FIG. 1. The NMR spectrum of55Mn in CsMnI3 for w'0.5° andT51.3 K — open circles. Rectangle —
expected region of absorption accompanying a spin-flop transition. The rest of the lines were comput~see
text!. Inset: Magnetic structures of CsMnI3 with HiC6.
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vni

gn
5uHni1Hu, Hni52

A0

gn\
^Si&, ~2!

where gn/2p51.06 MHz/kOe is the gyromagnetic ratio for55Mn nuclei, Hni is the
hyperfine field,\ is Planck’s constant, andA0 is the hyperfine interaction constant. Th
number of branches in the unshifted NMR spectrum is determined by the numb
nonequivalent orientations of the ion spins in the magnetic structure with respect
field. ForHiC6 the spectrum should consist of four branches which diverge as the
increases. If model I is correct, then at the spin-flop transition field the splitting o
spectrum should vanish abruptly, so that above it only one NMR branch with frequ
v'gnHn should be observed. Conversely, if model II is realized, then the N
branches will smoothly merge into a single branch in the rangeHc1,H,Hc2.

The NMR of55Mn in CsMnI3 in fields less than 40 kOe was investigated in Ref.
where it was shown that the DFS is strong and the NMR spectrum is described w
the solutions of equations of the form

~ve j
2 2v2!5v2vT

2 (
i

r i

vni
2 2v2

, ~3!

whereve j5ve2 , ve3 are the AFMR modes measured in Ref. 9, the coupling freque
vT;T21/2 is determined according to the temperature-dependent gap in the AFMR
trum, the summation extends over the unshifted NMR branchesvni interacting with
ve j , andr i is the fraction of the nuclear spins in thei th unshifted NMR branch among
the total number of nuclei involved in the interaction.

All measurements were performed in a continuous-wave wide-band NMR spec
eter, described in detail in Ref. 11, with a re-entrant resonator and frequency modu
The spectra were obtained on single-crystal samples by passing through resonan
respect to the magnetic field atT51.3 K.

The measured NMR spectra withf'0.5° andf57° are presented in Figs. 1 and

FIG. 2. The NMR spectrum of55Mn in CsMnI3 for w'7° andT51.3 K. Dot-and-dash line — calculation o
the spectrum in the low-field phase,10 filled circles— calculation of the branches2 and4 according to Eq.~6!.
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~open circles!. In fields less than 39 kOe, five branches are observed, which, whe
DFS is taken into account, correspond to the well-known low-field magnetic structur
CsMnI3. The dot-and-dash line shows the calculation from Ref. 10. The splitting o
NMR spectrum in zero magnetic field, due to the fact that^SA&Þ^SB&, is also explained
there.

In high fields two regions of rearrangement of the NMR spectrum are observ
Hc1'39 kOe andHs f552.5 kOe. The position of the upper feature coincides with
transition, determined according to the maximum ofdM/dH, in the high-field phase3,2

and manifests the characteristic features of a spin-flop transition — sharp restruc
into one branch, the presence of absorption of width;0.2 kOe atHs f in a wide fre-
quency range~the almost vertical branch in Fig. 1!, and the existence of a feature only f
small anglesw'0.5° ~compare with Fig. 2!. This means that for small anglesw the
rotation of the spin plane to a position perpendicular to the external field occurs abr
i.e., model I is realized.

A sharp restructuring of the NMR spectrum occurs near 39 kOe, indicating a ch
in the angles between the Mn21 spins and the external field. Above the transition the
three branches in Fig. 1 continue to diverge from one another, i.e., rotation of the
plane does not occur. For this reason, it is natural to suppose that the feature obse
Hc1 is due to reorientation within the spin plane. The behavior of the lowest N
branch, which asH→Hc1 becomes softer more rapidly than follows from the calculat
~the dot-and-dash curve in Fig. 1!, serves as an additional argument in favor of t
conjecture. This means that the AFMR mode associated with it has the beh
ve3→0 asH→Hc1. This is the mode that determines the oscillations in the spin pl

In the presence of a triangular spin structure in the spin plane, there are onl
possible configurations that are symmetric with respect toH: The spins in one of the
three AF chains are either parallel to theC6 axis ~the phase 1 structure! or perpendicular
to it ~see Fig. 1!. We assumed that the latter configuration is realized forH.Hc1, and we
checked its compatibility with the observed NMR spectrum. In this case, the unsh
NMR spectrum should consist of three twofold degenerate branches, whose frequ
in an approximation linear inH/Hn ~the designationsC andD correspond to the inset in
Fig. 1! are given by

vn1,2

gn
5HnDF16

H

HnD
sin~a/2!sin~c2w!G , vn3

gn
5HnC , ~4!

where a is the angle between the directions of the neighboring AF chainsD. The
interaction with low-lying AFMR modesve2 andve3 lifts the degeneracy present in th
unshifted spectrum, and when the DFS is taken into account, the NMR frequencie
roots of the two independent equations

~ve2,3
2 2v2!5

vT
2

3 (
i 51

3
v2

vni
2 2v2

, ~5!

Let us analyze first the NMR spectrum atw'7°. For this angleve2
2 @vT

2 in fields greater
than 40 kOe,9 and the DFS is negligibly small for the NMR branches interacting with t
mode. They can be easily indentified, since the interaction always decreases the
frequency by an amount less than the distance to the neighbors of the unshifted b



by
.

l

alidity

e
-
by

f the
f

-

e
n,

f the

-
phase
form

rected

h-

rre-
er to

1050 JETP Lett., Vol. 67, No. 12, 25 June 1998 Dumesh et al.
For this reason, branches1, 3, and5 ~see Fig. 2! should be described quite accurately
formulas~4!, while the rest of the branches can be found from the solutions of Eq~5!
with ve3. The result of Ref. 9 can be used to estimateve3 for H.Hs f : ve3

2

;ve3
2 (0)w6!vT

2 . Under this condition one of the solutions of Eq.~5! is small,
v6

2!vn
2 , and the equation for the two remaining nuclear modes assumes the form

(
i 51

3
1

vni
2 2v2

'0. ~6!

Knowing the field dependences ofvni from experiment~branches1, 3, 5!, one can
check whether this relation is satisfied for branches2 and4 without using any additiona
constants. The result of such a recalculation is shown by in Fig. 2~filled dots!. One can
see that there is good agreement with the experimental data, which attests to the v
of the model we have chosen for the magnetic structure.b! Likewise, we can determine
from our experimental dataHnC5v3 /gn'365 kOe andHnD5(v11v5)/2gn'385 kOe.
The anglea can be estimated from the maximum absorption frequency atHs f from the
formula vmax,min5gnuHn6H sina/2u. We obtaina'120°, i.e., the spin structure is clos
to an equilateral triangular structure. Knowinga andw, we determined the field depen
dence of the rotation anglec of the spin plane. It turned out that it is described well
formula ~1!, i.e., the character of the rotation of the spin plane forw'7° corresponds to
model I. From the values we determined for the hyperfine fields, and with the value o
hyperfine constantA05(21.4960.04)310218 ergs,12! known from data on the ESR o
Mn21 in CsMnI3 , we obtain^SC&51.63 and̂ SD&51.72.

Let us now return to the NMR spectrum forf'0.5°. The calculation of the spec
trum taking into account the interaction with the AFMR modeve2, using the values
which we obtained forHnC , HnD , anda and withc(H) calculated according to Eq.~1!,
is presented in Fig. 1~solid lines!. One can see that it describes branches1, 3, and5 quite
well. To calculate the rest of the branches it is necessary to knowve3. Unfortunately,
there are no low-frequency experimental data for this mode in CsMnI3. However, it is
evident from the behavior ofv6 that the frequencyve3 is close to zero at both phas
transition points. We took the very simple field dependence satisfying this conditio

ve3
2 5ve3

2 ~0!US 12
H2

Hc1
2 D S 12

H2

Hs f
2 D U . ~7!

Using Eq.~7!, we obtained qualitative agreement with the frequencies of the rest o
NMR branches without introducing new constants~dashed line in Fig. 1!.

Thus, it follows from our results that in CsMnI3 with HiC6 there exists an interme
diate magnetic structure between the two known low-temperature phases. In this
the normal to the spin plane is perpendicular to the hexagonal axis, while the spins
a close to 120-degree triangular structure, so that one-third of the spins are di
perpendicular toC6. This reorientational transition also exists when the vectorH tilts
substantially away fromC6 (w'7°). Thetransition from the new phase into the hig
field phase 2 exhibits the characteristic features of a spin-flop transition.

The nature of the phase transition atHc1 remains unclear~we do not rule out the
possibility of a double transition!. The phase which we have discovered does not co
spond to the magnetic structures calculated in Refs. 6–8. We believe that in ord
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explain it, it will be necessary to take into account the reduction of the Mn21 spins. There
also arises the question of a possible increase in the order of the multicritical point
H –T phase diagram of CsMnI3.

In closing, we sincerely thank N. M. Kre�nes, M. I. Kurkin, V. I. Marchenko, L. A.
Prozorova, A. I. Smirnov, I. A. Fomin, and V. G. Kaloshnikov for fruitful discussio
This work was supported in part by Russian Fund for Fundamental Research
98-02-16572 and by Grant RP1-207 from the U.S. Civilian Research & Develop
Foundation for the Independent States of the Former Soviet Union~CRDF!. A. M.
Tikhonov is grateful to Forschungszentrum Ju¨lich GmbH.

a!This will be referred to below as the unshifted frequency.
b!We were unable to describe the NMR spectrum under the condition that the low-field phase1 is preserved in

the regionHc1,H,Hs f .
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Incremental expansions for Hubbard–Peierls systems

J. Malek, K. Kladko, and S. Flach
Max-Planck-Institute for Physics of Complex Systems, D-01187 Dresden, Germany

~Submitted 19 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 994–999~25 June 1998!

The ground state energies of infinite half-filled Hubbard–Peierls chains
are investigated by combining an incremental expansion with exact
diagonalization of finite chain segments. The ground-state energy of
equidistant infinite Hubbard~Heisenberg! chains is calculated with a
relative error of less than 331023 for all values ofU using diagonal-
izations of 12-site (20-site! chain segments. For dimerized chains the
dimerization order parameterd as a function of the on-site repulsion
interactionU has a maximum at nonzero values ofU, if the electron–
phonon couplingg is lower than a critical valuegc . The critical value
gc is found with high accuracy to begc50.69. For smaller values ofg
the position of the maximum ofd(U) is approximately 3t, and rapidly
tends to zero asg approachesgc from below. We show how our
method can be applied to calculate breathers for the problem of phonon
dynamics in Hubbard–Peierls systems. ©1998 American Institute of
Physics.@S0021-3640~98!00812-3#

PACS numbers: 72.60.1g, 63.20.Kr

The effect of correlations on the Peierls transition has been one of challen
problems in the theory of quasi-one-dimensional compounds. One of the most imp
theoretical treatments of the Peierls transition goes back to the solution of the e
solvable model of noninteracting fermions proposed by Su, Schrieffer, and He
~SSH!.1 Although being successful in explaining a number of properties of real qu
one-dimensional systems, the SSH model is in a clear disagreement with such e
mental results as the emergence of negative spin magnetization densities for n
solitons.2 One is faced with the necessity of treating the Coulomb interaction in
electron subsystem. This interaction should be accounted for by including a po
Hubbard on-site interaction term in the SSH model. We refer to this extended mod
the Peierls–Hubbard~PH! model. Due to strong one-dimensional quantum fluctuation
mean field theory calculation of the PH model gives qualitatively wrong results, pre
ing a constant dimerization for smallU and the abrupt disappearance of a bond or
wave state asU increases above a certain threshold at half filling.3 Including many-body
effects it has been shown by many authors~see Ref. 4 and citations therein! that the
dimerizationd first increases up to a maximum and then decreases with further inc
of U.

It is very difficult to perform an accurate exact-diagonalization investigation of
Peierls transition in the correlated regime. In the framework of a standard e
10520021-3640/98/67(12)/7/$15.00 © 1998 American Institute of Physics
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diagonalization approach the required cluster sizes are found to be far outreachi
capabilities of modern computer systems. Calculations which have been performed
available cluster sizes are drastically dependent on the boundary conditions~see Ref. 5,
for instance!, and the final conclusions have had to be based on extrapolations. The
questions about the value ofgc , the behavior of the system near the critical point, and
position and value of the dimerization maximumUmax as a function of the electron
phonon coupling have remained unanswered. The lack of accurate numerical resu
made it hard to identify the values of model parameters for real systems. We will
that by combining an incremental expansion technique~IET! with numerically exact
diagonalizations, one can overcome the above-mentioned difficulties and perform
able numerical calculation of correlated one-dimensional Peierls systems in bot
strong and weak correlation regimes.

The quantum chemical method of increments has recently found a wide ran
application in condensed matter~see Ref. 6 and references therein!. The IET starts with
the splitting of a given Hamiltonian operatorH into an unperturbed partH0 and a number
of perturbationsH11H21 . . . , so that H5H01(Hi . The hierarchy of increments i
defined in the following way. The first order incrementI k

(1) is found by taking the
ground-state energyEk of the HamiltonianH01Hk and subtracting from it the ground
state energyE0 of H0, I k

(1)5Ek2E0. Phenomenologically this increment represents
action of the perturbationHk separately from all other perturbationsHi . The total change
of the unperturbed ground-state energy in first incremental order is then given by( i I i

(1) .
The second order incrementI k,l

(2) is found by taking the ground-state energyEk,l of the
HamiltonianH01Hk1Hl and subtracting from itE0 and the first order incrementsI k

(1)

andI l
(1) , I k,l

(2)5Ek,l2I k
(1)2I l

(1)2E0. The incrementsI k,l
(2) represent the difference betwee

the combined action of a pairHi , Hk and the sum of the uncorrelated actions of bo
perturbations. In a similar manner higher-order increments are found. The change
unperturbed ground-state energy of the full system is given exactly by the sum ov
increments~all orders!!. Since the increments are usually calculated numerically,
incremental expansion can be performed up to some given order. This expans
nonperturbative since the increments are not related to some small parameter of
turbation theory. The idea of the incremental expansion is similar to Faddeev’s trea
of the 3-body problem wherein the unknown 3-body scattering matrix is express
terms of the exactly known 2-body scattering matrices. The discussion of the interre
of increments and Faddeev equations and also the derivation of the incremental e
sion by a resummation of the perturbation theory is given in Ref. 7.

Now we apply the outlined ideas to the PH Hamiltonian. This Hamiltonian is gi
by a sum of electronic and lattice partsH5Hel1H lat . The electronic part in fermionic
second quantization form is given by

Hel5(
i ,s

t i~ci ,s
† ci 11,s1h.c.!1U(

i
~ni ,↑ni ,↓!. ~1!

Here U is an on-site Hubbard repulsion matrix element andt i is the hopping matrix
element between thei th and (i 11)th sites. We consider the case of one electron per
~half filling!. In the harmonic approximation the lattice part is given asH lat

51/2K( iv i
2 . Here v i is a bond-length change~see, e.g., Ref. 4! and K is the spring

constant. The electron–lattice interaction is assumed to be of the formt i52(t2gv i).
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The strength of the electron–phonon interaction is measured by the dimensionles
pling g5g/AKt. Solving the PH model amounts to finding a minimum of the to
energy of the system considered as a functional of the bond length changesv i . A
remarkable proof of Lieb and Nachtergaele8 tells us that the minimum configuration ha
to be a dimerized state with alternating bond lengthsv i5(21)iv0. In the following we
will use the dimensionless dimerizationd5v0AK/t ~see Refs. 5 and 4!.

Let us now formulate the incremental expansion of the PH model. A dimerized
represents a sequence of alternating weak and strong bonds formed by a modula
the transfer integralt i . It is natural to cut all the weak bonds and to consider
remaining set of noninteracting 2-site dimers as an unperturbed HamiltonianH0. The
weak bonds are considered as a perturbation. The unperturbed HamiltonianH0 is written
as

H05 (
k52`

`

t2k~c2k,s
1 c2k11,s1h. c.!1U (

i 52`,s

`

ni ,↑ni ,↓ . ~2!

The ground state of the Hamiltonian operatorH0 is known exactly and is a nondegenera
spin-singlet stateS50 formed by a set of noninteracting dimers having two electrons
dimer. The PH HamiltonianH is a sum ofH0 and a number of perturbations, formed b
the ~weak! bonds linking neighboring dimers,

H5H01(
k

Vk , Vk5(
s

t2k21~c2k21,s
1 c2k,s1h. c.!.

The incremental expansion is generated in the following way. The first order incre
corresponds to a bond inserted between two neighboring dimers. By virtue of the g
principles outlined above, it has the formI (1)5E422E2, whereE2n , n51,2, . . . denotes
the ground-state energy of a 2n-site segment cut out of the infinite chain. The secon
order increment is defined for a triple of neighboring dimers and follows from inser
two bonds intoH0. To find it one needs to subtract from the energy of three linked dim
the increments corresponding to 2 pairs of dimers and 3 single dimers in it, and hen
expression readsI (2)5E622I (1)23E25E622E41E2. Note that in the incremental ex
pansion only connected clusters of dimers yield nonzero increments, since the ene
a disconnected cluster is just the sum of the energies of its parts. The expressio
higher-order increments are found in similar fashion. Due to the choice ofH0 ~see Eq.
~2!! the increments do not depend on the site indices. One proves by induction th
expression for thenth order increment,n.2, is

I ~n!5E2n1222E2n1E2n22 . ~3!

In order to find the ground-state energy of the infinite system one needs to cou
number of increments of each order per dimer. In the infinite 12d lattice which we are
considering, there exists exactly one increment of each order per dimer~we makes a
one-to-one correspondence between dimers and increments of each order, assigni
increment to its left-most dimer!. Therefore, taking into account that there are two si
per each dimer, we write the value of the ground-state energy of the infinite lattic
site asE51/2(E21(n51

N I (n)). HereN is the number of increments taken into accoun
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The feature that the number of increments of any given order per site is const
an exclusive property of one-dimensional lattices. In higher dimensions the numb
increments of a given order per site grows rapidly with the order of the increment.
special property of one dimension leads to the following result:

E~N!5
1

2
~E2N122E2N!. ~4!

Formula ~4! is quite remarkable, since the calculation of the ground-state prope
amounts to the exact diagonalization of two open chains whose length differs by
Note that expressions of the type~4! have previously been used intuitively in quantu
chemical calculations~see, for instance, Ref. 9!.

To check our method we first performed a calculation of the ground-state ener
an equidistant Hubbard infinite chain at half filling, where the solution is kno
exactly.10 The equidistant case is the worst case for the method described above, si
the bonds have the same strength. The per site value of the ground-state energyE was
calculated using formula~4! with the incremental orderN51, 2, 3, 4, 5. The calculation
was performed using a Lanczos algorithm. The results forN55 are shown in Fig. 1,
where the exactE(U) dependence fort51 ~solid line! is plotted against the results of Eq
~4! ~open circles!. The relative errorRE decays algebraically with increasing order of t
incrementsRE5A(U)@2N12#2n(U). The exponentn(U) and the prefactorA(U) are
plotted in the inset of Fig. 1. We findn(U)>2 for all values of U. Note that
A(0)/A(`)'2, which implies that our results converge faster for largeU. Note also that
the errors are very small — typically below 0.1% forN56. This has to be compare
with a recent density matrix renormalization group~DMRG! calculation of the same
system,11 where system sizes up to 122 and extrapolations had to be used to ac
comparable precision.

Next we show the results of calculations of the dimensionless dimerization in th
model as a function ofU andg ~Fig. 2!. For U50 the value ofd(g) is known exactly1

~see the filled symbols forU50 in Fig. 2!. An analysis of the relative errorRd of
determiningd with the help of~4! yields exponential convergenceRd'e2l(g)(2N12). The

FIG. 1. Ground-state energy of the equidistant Hubbard model at half filling. Solid line — exact result,10 open
circles — IET result forN55 ~see text!. Inset:U dependence of prefactorA and exponentn of the obtained
functional dependence of the relative error on (2N12) ~see text!.
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dependence ofl(g) is shown in the inset of Fig. 2. A crossover is detected aro
g50.4, with l being suppressed to rather small values forg<0.4. That implies that for
small values ofU the IET method using exact diagonalizations is confined to value
the coupling constantg.0.4 if high precision is required. In Fig. 2 we present t
dependence ofd(U) for g50.5, 0.6, and 0.7~open symbols!. For g50.5, 0.6 the dimer-
ization d first increases withU, and then decreases after reaching a maximum.
g50.7 is a monotonically decreasing function ofU. Therefore the system has a qualit
tively different behavior for weak and strong couplingsg, as predicted by the GA theory
On the other hand, our results agree well with the extrapolated values ofd obtained
within the solitonic approach.4

We performed more calculations ofd(U) to obtain the dependence of the positio
of the maximumUmax on the couplingg ~see Fig. 3!. In particular, we findUmax(g) to be
a monotonically decreasing function withUmax50 at a critical couplinggc . Since our
method yields very small errors forg>0.6 we can estimate the critical couplingg where

FIG. 2. Dimerization versusU for different values ofg. Open symbols — IET results forN55, filled symbols
for U50 — exact results, filled symbols forU.5 — results for Heisenberg chains with IET andN58. The
solid lines are guides to the eye. Inset:g dependence of the exponentl of the obtained functional dependenc
of the relative error on (2N12) for U50 ~see text!.

FIG. 3. Dependence ofUmax on the couplingg for the Hubbard–Peierls chains with IET andN55. Circles —
numerical results; line — best fit~see text!.
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Umax50 with high accuracyRd,1023. It is found gc50.69. The GA prediction
gc.0.74 overestimates this result slightly. The GA gives the position of the dimeriza
maximum asUmax54t for g far belowgc . Our numerical calculation givesUmax.3t.
The small-U behavior ofd is found to bed;U2, which is consistent with the GA
approach. Furthermore the GA approach predicts thatd is an analytic function ofU2.
Then it follows thatUmax(g) close togc varies ask(gc2g)1/2, which is what we find in
Fig. 3 (k'8.25).

For large values ofU the system is equivalent to the Heisenberg spin-excha
model, withJi given byJi54t i

2/U. We have calculated the spin-Peierls transition in t
system separately, using the formula~4! andN58. The results for the dimerization ar
plotted in Fig. 2~filled symbols!. Note that the dimerizationd(U) for the Hubbard and
Heisenberg chains converge for largeU, which supports the correctness of our calcu
tions. For the spin-Peierls transition Inagaki and Fukuyama12 found an asymptotic for-
mula

32g2

pA11D
S t

U D 3/2

, ~5!

whereD is a constant which was assumed to be of the order of 1/2. Our results co
this choice.

The above results show that the IET can be a key method for numerical study
static properties of one-dimensional Peierls systems. Our recent calculations show
can be equally well applied to spin-Peierls systems with frustration.13 We believe also
that this method could be applied to higher dimensional systems, namely to the P
transition in the two-dimensional Hubbard model. Since cancellation of the lower-o
energies does not take place in the two-dimensional Hubbard model, the analog o
mula ~4! contains the energies of clusters of all sizes.

To further underline the applicability of the IET, we consider thedynamicalprop-
erties of finite Hubbard—Peierls systems. The dynamics of classical degrees of fre
~phonons! Qi interacting on a lattice generically allows for time-periodic and spatia
localized solutions, namely, discrete breathers, if the equations of motion include
linear terms~see Ref. 14 and citations therein!. These discrete breather solutions can
localized on as few as three neighboring sites. If the electron–phonon coupling is
into account and the Born–Oppenheimer approximation is used, the electronic subs
generates an additional potential for the classical phonon degrees of freedom. T
once again the discrete breather solutions numerically, one needs the electronic
E($Qi%) as a function of the phonon degrees of freedom. For a lattice withL sites this
amounts to calculating the ground-state energy of the electronic systemL times on each
time step in order to find the gradient ofHel . Precalculating the functionHel on a grid is
also impossible since it is a function of prohibitively many variables. In the static dim
ization case, where it is known that the target state is a bond conjugate state, this pr
is avoided, since there is only one variabled.

Again the IET helps to overcome this problem. Consider a finite chain with peri
boundary conditions. The first-order incrementI (1)(x), which does not depend on the si
index, is obtained by fixing all theQi50 except one withQl5x, and calculating the
change of the electronic energy as a function ofx, I (1)(x)5E(x)2E(0). The second
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order increment is obtained by fixing all phonon variablesQi50 exceptQl5x and
Qm5y. Then the energy of the electronic system will depend onk5 l 2m, x andy. The
second order increment isI k

(2)(x,y)5E(x,y)2I (1)(x)2I (1)(y)2E(0). Thehigher-order
increments are found in the same manner. Our calculations~see Ref. 15 for a detailed
discussion! show that taking into account increments of first and second order is en
to calculate the ground-state energy of a 14-site Hubbard chain with periodic bou
conditions for an arbitrary configuration of$Qi%. The relative error is less than 1023. The
increments are calculated on a two-dimensional grid to generate smooth functions
the help of these functions the lattice dynamics can be calculated using ordinary m
lar dynamics techniques.

In this paper we combined the IET with an exact-diagonalization method.
known that the DMRG is especially accurate when applied to large but finite open ch
where one can achieve higher and higher accuracy by iteratively repeating the D
procedure.16 Taking this into account, we think that the combination of the IET with
DMRG technique can significantly improve calculations.

We thank Prof. Peter Fulde for fruitful discussions and continuous support.
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Critical behavior of electron spin resonance in
La0.8Sr0.2MnO3 — a material with colossal
magnetoresistance
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Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 1000–1004~25 June 1998!

High-frequency absorption in the colossal magnetoresistance material
La0.8Sr0.2MnO3 is investigated near the critical temperature in a mag-
netic field. The temperature dependences of the width, position, and
intensity of the ESR line are studied in the near-critical region.
© 1998 American Institute of Physics.@S0021-3640~98!00912-8#

PACS numbers: 75.70.Pa, 76.30.Kg, 76.50.1g, 75.40.Gb

In recent years there has been a great deal of interest in materials of the
AxB12xMnO3, which exhibit colossal magnetoresistance~CMR!.1–3 The CMR in these
materials is due to the magnetization process in the magnetically ordered state4,5 To
understand better the physics of the processes occurring in these materials it is imp
to study their magnetic properties. One of the most effective methods for studying
properties is to investigate the absorption of a high-frequency field in the sample.
tron spin resonance~ESR! is studied in the paramagnetic phase, ferro- or antiferrom
netic resonance is studied in the magnetically ordered phase, and the surface imp
is studied in the case of electrically conducting samples. This method makes it poss
study the dynamical properties of the electronic system without special preparation
sample~in any case, in the paramagnetic phase!. However, surprisingly, at present the
are few works devoted to such investigations of these materials,6–8 despite the very grea
interest in CMR materials and the many unclear aspects of both their magnetism a
behavior of the magnetoresistance.

In the present work we investigated the high-frequency~885 MHz! properties of
La0.8Sr0.2MnO3 in a magnetic field at temperatures near the critical temperatureTc

'300 K) in an effort to determine the temperature dependence of the dynamic su
tibility ~the area under the absorption curve in ESR! and of the width and position of the
ESR line as fluctuation-sensitive quantities. ESR measurements in La0.8Sr0.2MnO3 at 9
GHz were made in Ref. 9, but only one or two experimental points were reported i
temperature interval investigated in the present study. Here we shall show
fluctuation-induced variations of the quantities listed above are observed in a smal
perature interval~10 degrees! above the Curie temperature.
10590021-3640/98/67(12)/5/$15.00 © 1998 American Institute of Physics
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A La0.8Sr0.2MnO3 single crystal was grown by the floating-zone method with rad
tional heating.10 Plates with dimensions 23130.1 mm were cut from the ingot. Th
plane of the sample was perpendicular to the external magnetic field. A high-frequ
field was directed along the surface of the sample. The measurements were perfor
885 MHz. We employed a method described earlier,11 observing the power passin
through a helical resonator as the external magnetic field is varied. The helical res
was constructed from a piece of copper wire with a diameter of 1 mm and a lengthl/2,
where l is the wavelength of the electromagnetic radiation employed. This wire
wound into a helix;1 cm in diameter and about 2 cm long. The change in the sig
which passed through the resonator is proportional to the change in the absorption
crystal as a function of the external conditions~temperature and magnetic field!. The
temperature was measured with a copper–Constantan thermocouple. The base
was located in a thermally insulated vessel with a mixture of ice and water. The mag
field was produced by an external electromagnet and measured with a Hall gaug
temperature was varied slowly in the course of the measurements~approximately by 0.5
K over one period of variation of the magnetic field!. This made it possible to obtain
simultaneously the temperature and magnetic-field dependences of the absorption~mag-
netoabsorption!. All three measured quantities — temperature, magnetic field, and
plitude of the hf signal passed through the resonator containing the sample —
entered into a personal computer through the data acquisition system. In such a
the measurement cycle is about 10 h long. As a result, a nearly exhaustive data
obtained and can then be systematically processed.

Figure 1 displays the central fragment of the temperature dependence of t
magnetoabsorption for frequency 885 MHz and external magnetic field perpendicu
the plane of the sample. The ESR absorption line in La0.8Sr0.2MnO3 at high temperatures
is shown in the inset. In our measurements the magnetic field turned in only one
tion. The absorption line was obtained from an individual fragment, corresponding
single scan of the magnetic field, of the curve in Fig. 1. Using the symmetry of ESR
respect to the direction of the magnetic field, the data were mirror-reflected with re
to theY axis ~preserving the data for the positive values of the magnetic field! and then
relative to theX axis ~after which the change in the signal is proportional to the abso

FIG. 1. Central fragment of the temperature dependence of the hf magnetoabsorption for a frequency
MHz in an external magnetic field perpendicular to the plane of the sample. Inset: ESR absorption li
La0.8Sr0.2MnO3 at high temperatures.
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tion in the sample!. Finally, a constant signal was subtracted out so that the signal
would be zero in high fields. As an approximation, a function corresponding to a Lo
zian ESR line with two values of the resonance field1Hmax and2Hmax was used on the
section from21500 Oe to11500 Oe:

Y5a1b* S 1

~H2Hmax!
21d2

1
1

~H1Hmax!
21d2D . ~1!

Since the high-frequency susceptibilityxhf;b/d — the area under the absorption curv
we constructed the function 1/xhf(t) ~see the inset in Fig. 2!. To better determine the
Curie temperature, we constructed the curve log(1/xhf) versus log(T/Tc21), whereTc

varied from 298 to 303 K~Fig. 2!. Figure 2 shows a plot of such a function for the val
Tc5302.7 K. This temperature was chosen so that the low-temperature part of th
pendence would be linear in double-logarithmic coordinates. In this case, near the
transition the behavior of the dynamic susceptibility is described by a power-law fun
1/(T2Tc)

g with exponentg51.33 andTc5302.760.5 K.

Figure 3 shows the behavior of the ESR linewidth in La0.8Sr0.2MnO3. The contri-
bution of fluctuations is substantial near the transition. As a result of this, an apprec
broadening of the line is observed as the temperature of the transition to the ordere
is approached. Moreover, above 315 K the linewidth increases with temperature.
temperature range fromTc up to 315 K the behavior of the ESR linewidth can
described by a power-law function of the type 1/(T2Tc)

h, whereh'0.7260.05 with
Tc5302.7 K. For the high-temperature part of the temperature range which we stu
the linewidth varies according to a linear law. One circumstance~possibly accidental! in
the behavior of the ESR linewidth should be noted. Its high-temperature part ca
described on a temperature scale referenced toTc , i.e., DH58.9(T2Tc) Oe, with Tc

5302.765 K. Qualitatively and quantitatively the high-temperature part of the result
our measurements of the linewidth closely follows the ESR data at 9 GHz.9

For us, the strong temperature dependence of the position of the ESR li
La0.8Sr0.2MnO3 nearTc was somewhat unexpected. Figure 4 shows the behavior o

FIG. 2. Reciprocal of the hf susceptibility (1/xhf) versus (T/Tc21) in double-logarithmic coordinates, wher
Tc5302.7 K. Inset: Temperature dependence of 1/x.
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resonance absorption field in the paramagnetic region as a function of temperatur
magnetic resonance in the plate in a magnetic field perpendicular to the plane of the
the frequency is given by the expression

n5gmB~H24pMNz!, ~2!

whereg is the Lande´ factor,mB is the Bohr magneton,H is the external magnetic field
M is the magnetization of the material, andNz is a demagnetizing factor in a directio
perpendicular to the plane of the plate (Nz'1). The magnetization in the paramagne
region can be expressed in terms of the static susceptibility

M5E
0

H0
x~T,H !dH. ~3!

We attempted to describe the data in Fig. 4, using a linear approximation of the beh
of the magnetization as a function of the magnetic field, as is ordinarily done in inv
gations of the critical behavior near the Curie point for low values of the magnetic fi
i.e., x(T);(T2Tc)

2b. This attempt did not give reasonable results, possibly becaus
the nonlinear character of the behavior of the magnetization, i.e.,x(T,H), and because o

FIG. 3. Temperature dependence of the ESR linewidth. Inset: Same dependence in double-logarithmic
nates withTc5302.7 K.

FIG. 4. Temperature dependence of the position of the ESR absorption line. The solid line shows the fi
data by the functionH5H01A* e(T2Tc)/T1.
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the comparatively large values of the magnetic field~of the order of hundreds of oer
steds!. In this case it is better to talk about the magnetization rather than the suscept
~possibly even about the ferromagnetic moment induced by the magnetic field!.

The form of the results in Fig. 4 is closer to an exponential dependence. Th
proximation of the effective field by a decreasing exponential

H5H01A* e~T2Tc!/T1 ~4!

with Tc5302.7 K describes well the experimental results with the constantsH0

5hn/gmB5352.4 Oe,A* 5728.8 Oe, andT1 is a constant with the dimension of tem
perature, equal to 3.7°;A* 54pM* Nz is the demagnetizing field atTc , andM* is the
magnetization atTc in the corresponding magnetic field. FromA* we obtain M*
'58 cgs emu forNz'1, while the temperature behavior of the magnetization is de
mined by an expression of a type such as the second term in Eq.~4!. From the value of
H0 we find the gyromagnetic ratio 2.51 GHz/kOe, whence we obtain the Lande´ factor
g'1.8.

In summary, in the present work we have studied the behavior of the ESR lin
La0.8Sr0.2MnO3 in the temperature range of the transition to the ferromagnetic state
have determined the critical exponents for the temperature dependences of the in
and width of the ESR line. We have estimated the specific magnetic moment o
material from the change in the position of the ESR line, and an exponential tempe
dependence of the magnetization above the critical temperature in a magnetic field
scale of 400 Oe was obtained.

This work was performed as part of Project Y-7 of the ‘‘Statistical Physics’’ are
the program ‘‘Physics of Quantum and Wave Processes.’’

a!e-mail: tulin@ipmt-hpm.ac.ru
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The problem of core hole localization in symmetrical systems is a
fundamental problem of x-ray spectroscopy and concerns some basic
aspects of quantum theory. Recent theoretical as well as experimental
investigations of resonant x-ray Raman scattering indicate that the so-
lution to this problem depends on the measurement. In the present work
we propose an experimental scheme which allows a direct measure-
ment of the atom to which the core hole is localized. The idea behind
the proposal is based on the electron Doppler effect and the
photoelectron–photoion coincidence technique. ©1998 American In-
stitute of Physics.@S0021-3640~98!01012-3#

PACS numbers: 32.30.Rj, 32.80.Hd

Despite the success of recent studies of the resonant x-ray Raman scattering~RXS!
process,1–3 one of its fundamental problems remains elusive when related to the wor
our experience, namely the problem of the core hole localization~CHL! of x-ray excited
symmetrical systems. Theory and recent synchrotron radiation experiments have d
strated a close link between the CHL problem and the problem of quantum mea
ments. One can argue that a simple answer to the question of whether or not the co
is localized does not exist by virtue of the fact that it depends strongly on the sche
measurement. For example, RXS in the soft x-ray region demonstrates strict pari
lection rules which has motivated a conclusion of delocalized core holes.4–6 Due to the
strong orientational dephasing these parity selection rules break down in the hard
region.4,7 A dephasing takes the quantum superposition into a statistical mixture o
localized core excited states, which is classically meaningful and interpretable. In
case a more adequate physical picture is based on the representation of localize
holes.8,4 The results of these two experiments give an example, not uncommon in q
tum physics, of a case where the measurements select the appropriate p
representation.9

The aim of this letter is to suggest alternative experiments that allow a direct
10640021-3640/98/67(12)/5/$15.00 © 1998 American Institute of Physics
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surement of localization of the core hole to one of the core excited state atoms
diatomic molecule. The idea is based on the Doppler effect; while the ordinary ph
Doppler effect in the x-ray region is negligibly small in comparison with the lifeti
broadeningG of the core excited state, the Doppler shift of an Auger electronk•v is
important if the molecule is core excited above the dissociation threshold.10 Herek andv
are the momentum of the Auger electron and speed of a core excited atom in the
ciative region of the molecular system of reference, respectively. This Doppler shif
exceedG by several times when a molecule is core excited above the dissociation th
old.

It is, by now, well established10–13 that when core excitation takes place above
dissociation threshold, the RXS spectral profile consists of a narrow atomic-like
nance and red and blue ‘‘molecular’’ wings~see Fig. 1!. We consider the atomic-like
resonance which is caused by the decay transitions in the dissociative region whe
potentials of the core excited and final states (Uc(R) and U f(R)) are constant. The
molecule is core excited by a soft x-ray photon from ageradeground state to anun-
geradecore excited state. The wave function of the core excited state in the dissoc
region is given by a superposition

Cu5
1

A2
~C~A* A!2PC~AA* !! ~1!

of the configurationsC(A* A) and C(AA* ) with the core hole on the left and righ
atoms, respectively. The sign of the factorP561 depends on the parities of the atom
orbitals involved in the photoabsorption transition. For more clarity we consider
realistic case when the electron Doppler shift is larger thanG. In this case the interfer-
ence of the scattering channelsA* A andAA* is suppressed, and the cross section of
inelastic RXS event with emission of an Auger electron is simply the sum of the
contributions~Fig. 1!10

sk~v,E!5sk
L~v,E!1sk

R~v,E!, sk
L,R~v,E!}

1

~DE6k•v!21G2
, ~2!

FIG. 1. Scheme of the formation of the RXS profile.
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where DE5E2v0 , E is the energy of an Auger electron,k5A2E, v.(@U(R0)
2Uc(`)#/2m)1/2, v05Uc(`)2U f(`) is the resonant frequency of the atomic-like res
nance caused by decay transitions in the dissociative region. The partial cross se
sk

L(v,E) and sk
R(v,E) ~2! correspond to the configurationsC(A* A) and C(AA* ),

respectively~atomic units are used throughout the paper!. Due to the Doppler shiftk•v
the directions of propagation of the Auger electron and the ions are strongly corre
whenkv@G. This means that if the direction of the Auger electron propagation is fix
the ions propagate in the vicinity of the dissociation cone,u56arccos(DE/kv), whereu
is the angle betweenk andv.

We can show how the scattering channel corresponding to the core excited
localized on a certain atom can be selected experimentally. This is possible by me
the PEPICO~photoelectron–photoion coincidence! technique, as used in a scheme14

shown in Fig. 2. A permanent electric field is applied for electron extraction. The d
tion of an electron triggers an ion extraction pulse. The impact of an ion on a pos
sensitive multichannel plate~MCP! starts a fast decoder system that reads the position
the same time, the signal goes through a fast multiplexer enabling the detection o
ions in coincidence with an electron. The signals from up and down ions are mea
separately due to the delay time of the up ions~Fig. 2!.

The atom must be light to have a large Doppler shift, so low-Z homonuclear di-
atomic molecules, like N2 , O2 , and F2 , which can be core excited above dissociati
threshold are good candidates. Estimations show that one can expect Doppler sh
kv&0.5 eV whileG;0.1 eV for these molecules. Such Doppler shifts would be of
same order of magnitude as the the spectral resolution for current PEPICO measur
(;0.5 eV).

The position of the Auger electron detector at one side of the region of ioniza
violates the symmetry of the composite system; measurement apparatus1 molecule.
Such an asymmetric measurement projects the quantum state~1! with an uncertain posi-
tion of the core hole~Schrödinger-cat-like state:CCAT5CALIVE1CDEAD) into a mea-
surement eigenstateC(AA* ) ~or C(A* A)) with a well-defined position of the core hol

FIG. 2. Scheme of PEPICO experiment. The difference of the times of flight of up and down ions is de
asDt.
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due to the different Doppler labels for the two atoms. To see this directly it is convenie
to use PEPICO to measure the difference of the partial cross sections~2!

Dsk~v,E!5sk
R~v,E!2sk

L~v,E!. ~3!

This function depends antisymmetrically on both the Auger electron energyE and its
momentumk. Figures 1 and 3 show that core excited states with the core hole on t
right atom (AA* ) give the main contribution to the signal~3! if the Auger electron
energy is equal toDE5k•v and vice versa ifDE52k•v. It is important to note that the
averaging ofDsk(v,E) over E or over directions of the Auger electron propagation
leads to zero,Ds̄k(v,E)50. The difference~3! is equal to zero also when the velocity
selectivity is absent~small Doppler effect!, kv!G. This means that only the PEPICO
measurements in the systems with the large electron Doppler shift,kv*G, allow one to
select contributions to the RXS cross section from the core excited state with the c
hole localized at a certain atom.

Thus one can conclude that asymmetric PEPICO measurements with the photoe
tron detector at a certain side relative to the ionization region violate the symmetry of t
A* A1AA* system and select only one configuration,A* A or AA* , depending on the
Auger electron energy and the direction ofk. Such an appearance of classicality and of
a change from the entangled~1! to disentangled states is caused by the asymmetrica
macroscopic measuring apparatus and the electron Doppler effect, which thus dest
the quantum correlation between the localized statesA* A andAA* .

Equation~2! and Fig. 3b show that the Auger electron preferentially is emitted in th
same (u,90o) or opposite (u.90o) directions as theA1 ion if DE.0 or DE,0,
respectively. This asymmetry is another evidence of the core hole localization on
particular atom.

This work was supported by the Swedish National Research council~NFR! and by
the Russian Fund for Fundamental Research~Grant 96-02-19826!. We greatly benefited
from discussions of the experimental aspects with Drs. O. Bjo¨rneholm, M. Simon, and
Prof. S. Svensson.

FIG. 3. a — The asymmetry of the ion yield~3!. The propagation of the Auger electron along the photodis-
sociation axis:u50°. G50.1 eV. b — The asymmetry of the Auger electron emission.kv50.4 eV,
G50.1 eV.
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Transition between non-Fermi-liquid and Fermi-liquid
states as a result of tunneling

L. A. Manakova
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

~Submitted 9 April 1998; resubmitted 21 May 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 12, 1009–1014~25 June 1998!

It is shown that additional scattering due to tunneling induces a transi-
tion of the system from a non-Fermi-liquid into a Fermi-liquid state as
the distance between the Fermi level in the walls and the 2D-band edge
is varied in a double-barrier quantum well, doped with transition-metal
impurities and having an intrinsic two-dimensional continuum.
© 1998 American Institute of Physics.@S0021-3640~98!01112-8#

PACS numbers: 71.10.Hf, 71.27.1a, 73.20.Dx

1. The multichannel spin Kondo model with a non-Fermi-liquid~NFL! elementary
excitation spectrum at the Fermi level was proposed almost two decades ago in R
Great interest in NFL states arose after physical realizations of the two-channel o
Kondo model in heavy-fermion systems and high-temperature supercondu
appeared.2 However, the mechanisms of tunneling in quantum structures with a N
continuum in the walls are at present poorly understood. In Ref. 3 the temper
dependence of the conductance was estimated in a model of resonance tunneling t
a quasilocalized state. These calculations were carried out in order to explain the e
mental results obtained in Ref. 4, where, apparently, crossover was observed be
NFL and Fermi-liquid~FL! states in an external magnetic field. Tunneling mechanism
which a two-dimensional continuum in a double-barrier quantum well~DBQW! plays a
fundamental role were studied in Ref. 5 for the case of orbitally nondegenerate imp
states. In the present letter new physical realizations of a two-channel orbital K
model in a quantum well are proposed, and the mechanism of a tunneling-induced
sition between NFL and FL states is described.

2. A transition-metal impurity engenders a deep levelEd in the band gap of the inne
layer of the DBQW. This layer also possesses a two-dimensional continuum w
dispersion lawek'

. In the present problem we shall be interested in the case wher

Fermi level in the walls lies near the conduction-band bottom of the inner layer. Sin
the crystalline field a fivefold degenerated level splits into a twofold degenerateeg level
and a threefold degeneratet2g level, the eigenfunctions and quantum numbers of
electron in ad level are, respectively, the cubicd functions and the numberm of the row
of the irreducible representation of the point group:meg

561, m t2g
50,61, and Ed

5Eeg ,t2g
. As was shown in Ref. 6, because the symmetry of the states of the condu

band in the well is lowered~as compared with a bulk semiconductor!, both thet2g andeg

levels can hybridize with them. The Hamiltonian of the tunneling system with anEd level
10690021-3640/98/67(12)/7/$15.00 © 1998 American Institute of Physics
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in a quantum well has the formH5H001Ht1H int , whereH005H00
n 1H00

d 1H00
c is the

Hamiltonian of the independent walls and the well, andHt is the tunneling Hamiltonian

Ht5Htd1Htc5 (
knsm

~Tkd
nmakns

1 dsm1h.c.!1(
kns

(
k'8

~Tkk
'8

n
akns

1 ck
'8s1h.c.!. ~1!

The operatorsakns describe electronic states in the left-hand~L! and right-hand~R! walls
of the tunneling contact. The operatorsdsm andck'

in the well correspond to the wav
functions of the hybridized localizedcdm(r ) and itinerantC(k' ,r ) states. The tunneling
matrix elements in Eq.~1! equal5

Tkd
nm5Bm~k'!Td

n~kl !, Tk,k
'8

n
5S T0

n~kl !dk'k
'8

1 (
mm8

Tc
n~kl !Bm~k'!Bm8~k'8 !D . ~2!

HereBm(k')5Vk'd
m /(Edm2«k'

) andVk'd
m is the matrix element of hybridization in th

well

Vk'd
m 5E drwdm~r !U~r !C~k' ,r !5E drwdm~r !U~r !c~k' ,r!w~z!. ~3!

In Eq. ~2! k5k' , kl and it was assumed that the longitudinal and transverse motio
electrons in the walls are separate. In Ref. 5 it was shown that the restructuring
band spectrum in the well on account of tunneling between the walls and the
corresponding to the term withT0

n(kl) in Tk,k
'8

n
, can be described by means of a tran

formed density of states near the 2D-band edge:rc(«)5(r0c /p)(tan21@(«2«c)/g0#
2tan21@(«2Wc)/g0#). Herer0c is the threshold density of states of the undisturbed
band, «c ,Wc;r0c

21 are, respectively, the edge and width of the 2D band,g0

;(nuT0
n(«c)u2r0n , r0n;Wa

21 is the corresponding tunneling width, andWa is the width
of the conduction band in the walls.

In an interacting system it is convenient to transform the tunneling HamiltonianHt

to a ‘‘one-band’’ form by means of a linear transformation:aks5ukakLs1vkakRs ,bks

5ukakRs2vkakLs , anduk5Tkd
Lm/@(Tkd

Lm)21(Tkd
Rm)2#1/2, whereuk

21vk
251. It can be veri-

fied directly that in the new representation only one kind of quasiparticles, with
operatorsaks , hybridize with both the localized state and the two-dimensional c
tinuum. The HamiltonianHt

(a) can be obtained fromHt in Eq. ~1! by means of the
substitutions akns

1 →aks ,Tkd
nm→Tkd

am5@(Tkd
Lm)21(Tkd

Rm)2#1/2, and Tkk
'8

n →Tkk
'8

a
5Tkk

'8
L

uk

1Tkk
'8

R vk . The termHtc
a in the tunneling Hamiltonian gives rise to new resonance st

near the 2D-band edge.5 Another source of features in this region are the interaction
H int . Since only the statesaks appear in the tunneling Hamiltonian, the interacti
HamiltonianH int is also determined for them.

3. The interactions between the metallic electrons in the walls and an orb
degenerate impurity state in the well are due to the Hubbard repulsion between ele
at a deep level: HU5(m,m8;s,s8Umm8ndmsndm8s8(12 dmm8dss8). Applying the
Schrieffer–Wolff transformation to the generalized Anderson HamiltonianHA5H00

a

1Htd
a 1H00

d 1HU , H00
d 5(msEddms

1 dms , and retaining the interaction which is an e
change interaction with respect to the orbital indices but a ‘‘non-Kondo’’ interaction w
respect to the spin variables, we obtain
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H int5(
kk8

(
mm8s

Vkk8
mm8aks

1 ak8sdm
† dm8 ,

Vkk8
mm852Tdk

amTk8d
am8S 1

Ed2«ka
2

1

Ed1Umm82«k8a
D . ~4!

This interaction is the main interaction when the spin degeneracy of a level is comp
lifted or when both spin-degenerate levels lie below the Fermi level. Both situations
be realized in a quantum well for ‘‘light’’ transition-metal impurities~of the typeV21).6

The interaction matrix elements withmÞm8 exist on account of the breaking of the axi
symmetry of the spatially quantized states in the well. Indeed, taking account o
dependence of the wave functions of the two-dimensional continuum on the trans
spatial coordinates in expression~3! for the matrix elementsVk'd

m results in the fact that

they have nonzero values for alld-state components withmeg
561, m t2g

50,61. Corre-

spondingly, the matrix elementsTkd
am for all m are also different from zero. As follows

from the definition~2!, a direct consequence of the breaking of axial symmetry is sp
nonlocality of the tunneling matrix elementsTkd

am . The Hamiltonian in Eq.~4! reduces to
the Hamiltonian of the multichannel orbital Kondo model if the operatorsaks and matrix

elementsVkk8
mm8 in Eq. ~4! are expanded in cubic harmonicsKGg(Vk), G5eg ,t2g , andg

is the number of the row of the irreducible representation of the point group, and u

made of the fact that the interaction matrix elementsVgg8
mm8(kk8) with g,g8 are different

from zero on account of the dependence of the tunneling matrix elements on the dir
of the momentumk. In the simplest case, where the 2D-continuum states can be
scribed by plane waves, one hasg5m andg85m8. We shall employ the fact that theeg

and t2g states are separated by a quite large energy interval~compared with the energy
scales of interest to us in this problem!, so that their mixing in the interaction matri
elements can be neglected. Let us assume, bearing in mind the results of Ref. 6, t
deep level closest to the 2D-band edge is aneg doublet. On this basis we obtain from E
~4! the two-channel orbital exchange scattering:

Hex
~m!5 (

kk8s
(

i 5x,y,z
(

g,g8561

Vgg8
i

~kk8!akgs
1 ak8g8st̂d

i , t̂d
i 5 (

mm8561

dm
† tmm8

i dm8 ,

~5!

(
m561

dm
† dm51.

It is convenient to describe the twofold degenerateeg level with one electron~or
hole! by a pseudospin variablet̂d , whose projection on thez axis has two values:t̂d

z

5(1/12)@3Lz
22L(L11)#56(1/2), corresponding to occupieddz2 (Lz52) anddx22y2

(uLzu50) orbitals,L̂ is the angular momentum operator. The operatort̂d
x;Lx

22Ly
2 flips

the pseudospin. The operatorst̂d
z and t̂d

x are components of the quadrupole mome
tensor. Therefore the two values of the quantum numberm561 correspond to two
projections of the quadrupole moment on thez axis, i.e., the interaction~5! represents
quadrupole exchange scattering. The model~5! with quadrupole exchange differs from
the models proposed in Ref. 2 with a physical mechanism for the appearance
change.
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It is convenient to solve first the problem of the interaction of the electrons in
walls with a localized state in the well by one of the methods developed for the
channel Kondo scattering problem7,8 and then to use this solution as a basis for
tunneling problem. In other words, the solution of the problem with the Hamilton
H05H001Hex

(m) will give NFL states at the Fermi level in the walls and the correspo
ing state at an impurity level. Then taking account of the tunneling termHtc

a gives
additional scattering of the 2D electrons of the defective layer by states of the wall
the impurity level, which were obtained with the interaction taken into account.

4. In the case of a level which is twofold degenerate with respect to the orbit
spin variables of the level, so that the main effect of the interaction reduces to
existence of a multiparticle resonance at the Fermi level, the approximate expressio
the Green’s functions of the conduction electrons can be obtained by the equatio
motion method7

G0b
a ~kk 8;z!5dkk8G00b

a ~k;z!1G00b
a ~k;z!Tkd

ab* Gdb~z!Tk8d
ab G00b

a ~k8;z!. ~6!

Here b5@s,m# for spin or orbital exchange scattering, respectively;G00b
a (k;z) is the

Green’s function of noninteracting electrons. To determine the form ofGdg(z) in the case
of a two-channel exchange interaction, we shall employ a resonance-level model
was obtained in Ref. 8 for the Hamiltonian~5! by the bosonization method. The colle
tive variables which are described by the Fourier components of the Bose fields
spond to charge, spin~color!, pseudospin, and mixed~pseudospin–color! density opera-
tors. In these variables the HamiltonianH05H00

a 1Hex
(m) can be represented as a sum

four terms corresponding to four spinless fermion collective channels. Two of t
channels~charge and color! are not coupled with the impurity pseudospin. A remarka
property of the model of Ref. 8 is that the hybridization and interaction between
electronic variables and the impurity pseudospint̂ are ‘‘spread’’ over different channels
Hybridization occurs in the mixed channel. Correspondingly, the NFL peak at the F
level is formed by the pseudospin–color mode. The interaction in the pseudospin ch
is of a screening character and leads to effective broadening of the resonance lev~see
Eq. ~7!!. In Refs. 8 and 9 a solution was obtained neglecting the interaction in
pseudospin channel:lz[Vz2pvF50 or forlz!1, in which case the interaction is take
into account in second-order perturbation theory. However, for the tunneling pro
under study here the form ofGd(z) with a finite interactionlz is important. As will be
shown below, there exists a critical value of the interaction constant for which the
acter of the scattering of electrons from the vicinity of the 2D-band edge by excita
from the Fermi level changes qualitatively. ForlzÞ0 the Hamiltonian can be diagona
ized by a method which in its time was applied in the famous problem of x-ray absor
in metals.10 The expression obtained at long times«Ft@1 for the Green’s function of the
resonance level in the energy representation has the form

Ĝd~z!5AF t̂02 t̂x

z2E2K
S z2E2K

«F
D ad

1
t̂01 t̂x

z S z

«F
D adG , A5eip~1/22ad!G~12ad!, ~7!

ad5(d/p)2, d is the phase shift,E2K5«F1 iGK , GK;Vx
2/«F is the width of the reso-

nance level, andG(x) is the gamma function. Using expressions~7! and~6!, the density
of states can be calculated in the standard manner:
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ra~«!5r0a1Ar~gdr0a! (
i 51,2

sin@~12ad!tan21~G i /«!#

«F
ad~«21G i

2!~12ad!/2
, gd;g0uBu2, «.0.

~8!

The widthsG1[d→0 and G2[GK correspond to two terms in the Green’s functio
Ĝd(z), Ar;1.

5. We shall now take into account the additional scattering of quasi-two-dimens
electrons inside the well by excitations from the Fermi level of the walls as a result o
tunneling termHtc

a . The states of the electrons at the Fermi level and at the impurity l
are described by the Green’s functions~6! and ~7!, respectively. The scattering matri
T s

cc(k' ,k'8 ;z) for an electron inside the well is determined from t
Green’s function Gs

cc(k' ,k'8 ;z)5^ck'
u Î (z2Ĥ)21uck

'8
&5dk' ,k

'8
G0k'

(z)1G0k'
(z)

3T s
cc(k' ,k'8 ;z)G0k

'8
(z), G0k'

(z)5@z2 «̃k'
#21,

T s
cc~k' ,k'8 ;z!5

T0~z!B~k'!B* ~k'8 !

12T0~z!Jc~z!
; T0~z!5uSdc~z!u2Gds~z!1Scc~z!. ~9!

For a deep levelB(k')'B(«c)[(mBm(«c).

In the important energy range it is convenient to write(cc(z) and (dc(z) in the
form of a spectral representation of the Green’s functionG0k

a (z)5^aksu Î (z
2Ĥ0)21uaks&5@z2«ka#21 of the interacting electrons:

Scc~z!5(
kgs

uTkcg
a u2f ~«ka!

~z2«c!2~«ka2«c!
5(

g
uTkFcg

a u2E
2`

0

d«
ra~«!

~z2«c!2«
. ~10!

The expression for(dc(z) is similar to Eq. ~10! with the substitution uTkcm
a u2

→Tkcm
a* Tkdm

a , f («) is the Fermi function, andra(«) is determined by expression~8!. The
energies are measured from«F→«c . The single-particle and multiparticle resonanc
strongly influence one another in this region. The self-energy functions(cc(z) and
(dc(z) have singularities at the Fermi level which correspond to NFL peaks in
density of statesra(«) ~8!. Substituting expression~8! into Eq. ~10!, we obtain the
contribution of the resonance levelE2K to the self-energy functions(cc,dc(z):

Scc,dc~z!5A1,2gd
2 ~z1 iGK!12ad2~z2 iGK!12ad

«F
ad~z21GK

2 !~12ad!
, uA1,2u;1. ~11!

The integralJc(z) is the Hilbert transform of the quasi-two-dimensional sing
particle density of statesrc(«). For uz2«cu/g0!1 this integral has a logarithmic singu
larity

Jc~z!5E d«
rc~«!uB~«!u2

z2«
52

1

2
r̃0c LnS z2«c

g0
D ; r̃0c5r0c~«c!uB~«c!u2. ~12!

The logarithmic behavior of the self-energy partJc(z) signifies that it engenders single
particle resonances in the same energy region where a multiparticle resonance
Since the multiparticle resonance at the Fermi level determines the singularities ofT0(z),
the low-energy poles of the scattering matrix are determined by the self-consistent
tion



f

s

r the

nce it
ue to

in
tter

tran-
sition

nce

L tun-
dge is

bare
o the
sition
her

ian

1074 JETP Lett., Vol. 67, No. 12, 25 June 1998 L. A. Manakova
12T0~z!Jc~z!50. ~13!

Using expressions~11! and~12! it is easily verified that Eq.~13! possesses a solution o
the edge-resonance type with energyzr5«c1 ig r . The resonance component ofT0(z)
makes the main contribution to the formation of the edge resonance. The widthg r of the
resonance is determined by the expressions

g r5Ar1«FuBu2/~12ad!S r0c

r0a
D 1/~12ad!S gd

«F
D 4/~12ad!

, ug r u!GK ; ~14!

g r'GK2Ar2«FuBu2/3~12ad!S r0c

r0a
D 1/3~12ad!S gd

«F
D 4/3~12ad!

, uGK2g r u!GK , ~15!

Ar1 , Ar2;1.

The edge resonance exists foruBu2(6ad21),(Wc /Wa)(g0 /«F)2(123ad), ad.1/6,
i.e., only for finite values of the interaction constantlz and a sufficiently deepd level.
For all other values of the parameters, including the pointlz50, the scattering matrix ha
no poles.

We can see that the additional scattering of electrons from the region nea
2D-band edge by NFL excitations from the Fermi level on account of the tunnelingHt

a

engenders a Fermi-liquid resonance at the edge of the 2D band in the well, si
corresponds to a simple pole in the Green’s function. If scattering processes d
tunneling are neglected, the power-law singularity in the Green’s functionG0k

a (z) and
accordingly in the density of statesra(«) corresponds to a NFL state of the electrons
the walls~see, specifically, Ref. 10 as well as the solution obtained in the present le!.

In summary, as the Fermi level of the walls approaches the 2D-band edge, a
sition between NFL and FL tunneling regimes can occur. The conditions for the tran
are identical to the conditions for the existence of solutions of Eq.~13!.

6. Using for the elastic tunneling probability the formulaW(k,«k
L ;k8,«k8

R )
52puT(k,«k

L ;k8,«k8
R )u2d(«k

L2«k8
R ) with tunneling-transition amplitudeT(k,«k

L ;k8,«k8
R )

5 (pp8s ^akLsuHtucps& ^cpsuGucp8s&^cp8suHtuak8Rs& 5 ukvk8 (pp8s^aksuHtucps&^cpsuGu
3cp8s&^cp8suHtuak8s&, we find that the maximum contribution of the edge resona
~14! to the transmission equals

s r
max~«F!5

e2

4p
S~«F!; S~«F!;S g0

g r
D 2S «F

g0
D 2~122ad!

uBu4~112ad!@1.

Edge resonances make the main contribution to the transmission and dictate a F
neling regime so long as the distance between the Fermi level and the 2D-band e
less than the width of the bare NFL resonance at the Fermi level:u«F2«cu,GK . If the
Fermi level lies at a distance from the 2D-band edge greater than the width of the
NFL resonance at the Fermi level, then the latter makes the main contribution t
tunneling transmission and thereby dictates a NFL tunneling regime. For a fixed po
of the Fermi levelu«F2«cu.GK , a transition between FL and NFL states occurs eit
with the impurity level becoming ‘‘shallower’’ or with a decrease of the interactionlz .

I thank L. A. Maksimov for critical remarks. This work is supported by the Russ
Fund for Fundamental Research.
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Hamiltonian dynamics of vortex lines in hydrodynamic-
type systems

E. A. Kuznetsov and V. P. Ruban
L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences, 117334
Moscow, Russia

~Submitted 25 March 1998; resubmitted 30 April 1998!
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It is shown that the degeneracy of the noncanonical Poisson bracket
operating on the space of solenoidal vector fields that arises due to the
freezing-in of the curl of the velocity@E. A. Kuznetsov and A. V.
Mikhailov, Phys. Lett. A77, 37 ~1980!# is lifted when the vorticityV
is represented in terms of vortex lines. This representation makes it
possible to integrate the equation of motion of the vorticity for a system
with the HamiltonianH5* uVudr . © 1998 American Institute of
Physics.@S0021-3640~98!01212-2#

PACS numbers: 47.32.2y

1. There are a large number of works on the Hamiltonian description of i
hydrodynamics~see, for example, the review in Ref. 1 and the references cited ther!.
This question was first studied by Clebsch~a citation can be found in Ref. 2!, who
introduced the pair of variablesl and m ~later called Clebsch variables! to describe
nonpotential flows of an incompressible liquid. In these variables the dynamics o
liquid is such that the vortex lines consist of the intersection of the surfacesl5 const and
m5 const, while the variables themselves, being canonically conjugate quantitie
transported together with the liquid. However, as is well known~see, for example, Ref
3!, these variables describe only flows of a special type. Ifl and m are single-valued
functions of the coordinates, then the degree of linkage of the vortex lines, whi
characterized by the Hopf invariant,4 is identically equal to zero. The Hamiltonian fo
mulation of the equations of incompressible ideal hydrodynamics for arbitrary flows
given by Arnol’d.5 The Euler equation for the curl of the velocityV5curl v

]V/]t5curl @v3V#[2~v•¹!V1~V•¹!v, ¹•v50 ~1!

can be written in the Hamiltonian form

]V/]t5$V,H% ~2!

by means of the noncanonical Poisson bracket3

$F,G%5E ~V@curl~dF/dV!3curl~dGdV!# !dr ~3!

and the HamiltonianHh5(1/2)*V•D21Vd3r , which equals the energy of the liquid.

Despite the fact that the bracket~3! makes it possible to describe flows with arbitra
topology, its main drawback is degeneracy. As a result of this, it is impossible to fo
10760021-3640/98/67(12)/6/$15.00 © 1998 American Institute of Physics
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late a variational principle over the entire spaceS of solenoidal vector fields.

The reason for the degeneracy — the presence of Casimirs, which make the b
vanish — is related to the existence of a special symmetry which forms an entire g
— the group of transformations of Lagrangian labels~see Refs. 7 and 1 for a detaile
discussion of this!. This symmetry engenders all known vorticity conservation laws. T
main one is the law of freezing-in of vortex lines in a liquid. A local Lagrangian invar
— the Cauchy invariant — is responsible for this. The present letter examines a m
for lifting the degeneracy of noncanonical Poisson brackets by introducing new vari
— Lagrangian labels which enumerate each vortex line. This approach is based
integral representation of the condition of freezing-in of the curl of the velocity, ma
it possible to switch to new objects — vortex lines. This approach, which emplo
mixed Lagrangian–Eulerian description, makes it possible to write down a variat
principle and study quite simply the limit of thin vortex filaments. The Hamilton
structure introduced makes it possible to integrate the three-dimensional Euler eq
~2! with HamiltonianH5* uVudr . In terms of vortex lines this Hamiltonian decompos
into a set of Hamiltonians of noninteracting vortex lines. The dynamics of each lin
described by an equation of vortex induction, which can be reduced by a Has
transformation7 to an integrable one-dimensional nonlinear Schro¨dinger equation.

2. Let us consider the Hamiltonian dynamics of a solenoidal vector fieldV(r ,t)
given by the Poisson bracket~3! with HamiltonianH:

]V/]t5curl @curl ~dH/dV!3V#. ~4!

As we have said, the bracket~3! is degenerate, as a result of which it is impossib
to formulate a variational principle on the entire spaceS of solenoidal vector fields. It is
known1 that Casimirsf , which make the bracket vanish, distinguish inS invariant mani-
foldsMf ~simplectic sheets! on each of which it is possible to introduce the stand
Hamiltonian mechanics and accordingly to write down a variational principle. We s
show that for Eqs.~4! all linkages due to Casimirs can be resolved with the aid of
freezing-in property of the fieldV(r ,t).

To each HamiltonianH — a functional ofV(r ,t) — we associate the generalize
velocity

v~r !5curl~dH/dV!. ~5!

A comparison of Eq.~1! with the equation for the tangent vectorRs0
to a vortex line,

@]/]t1~v–¹!#Rs0
5~Rs0

•“ !v, ~6!

wheres0 is a Lagrangian variable labeling a particle along a vortex line, shows tha
field lines of the fieldV are frozen into a substance whose transport velocity isv(r ).
However, the generalized velocityv(r ) itself is determined to within a component whic
is longitudinal with respect toV: In Eq. ~4! the substitution

curl~dH/dV!→curl~dH/dV!1aV,

can be made without changing the equation in any way. Under the condition (V–¹a)
50 the new generalized velocity will possess zero divergence, while the freezi
equation~4! and Eq.~6! can now be rewritten for the new velocityv(r ). It is obvious that
the previous parameters0 will no longer label a particle along a line — a new variables
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is required. Adding a Casimir to the HamiltonianH→H1 f ; $ f ,.%50, corresponds to
changing the gauge of the generalized velocity. On this basis it becomes obvious th
transformationr5R(a,t) of the initial arrangement of the ‘‘liquid’’ particlesR(a,0)
5a by the generalized velocity fieldv(r ) is not determined uniquely because Eq.~5! does
not determinev„r ) uniquely.

This assertion agrees with the possibility of gauge transformations in the follo
general expression forV(r ), fixing all topological properties of the system that a
determined by the initial fieldV0(a):

V~r ,t !5E d~r2R~a,t !!~V0~a!•¹a!R~a,t !d3a. ~7!

As can be easily checked, it follows from the condition¹a•V0(a)50 that the divergence
of expression~7! vanishes identically; the JacobianJ5deti]R/]ai of the transformation
is not assumed to equal 1.

The gauge transformationR(a)→R(ãV0
(a)) leaves this integral unchanged ifãV0

is
obtained froma by an arbitrary nonuniform displacement along the field lines of the fi
V0(a). Therefore the invariant manifoldMV0

of the spaceS, on which the variational
principle holds, is obtained from the spaceR:a→R of arbitrary continuous one-to-on
three-dimensional mappings by identifying inR elements that are obtained from on
another by means of a gauge transformation with a fixed solenoidal fieldV0(a).

The integral representation forV ~7! is a different formulation of the freezing-in
condition — from the integral relation~7! over the areas transverse to the lines ofV
follows that the flux of this vector remains constant in time:*s(t)V•dSr5*s(0)V0

•dSa .

It is also important thatV0(a) can be expressed explicitly in terms of the instan
neous value of the vorticity and the inverse mappinga5a(r ,t). By integrating over the
variablesa in the relation~7! ~compare with Ref. 1!,

V~R!5J21~V0~a!•¹a!R~a!, ~8!

V0(a) can be represented in the formV0(a)5J(V(r )•¹)a. This formula is an expres
sion for the Cauchy Lagrangian invariant~see, for example, Ref. 2!. We note that ac-
cording to Eq.~8! the vectorb5(V0(a)•¹a)R(a) is tangent toV(R). It is natural to
introduce a parameters as an element of arc of the initial vortex lineV0(a) so thatb
5V0(n)]R/]s. In this expressionV0 depends on the transverse parametern labeling
each vortex line. Accordingly, the representation~7! can be written in the form

V~r ,t !5E V0~n!d2nE d~r2R~s,n,t !!]R/]sds, ~9!

whence the meaning of the new variables becomes clearer: To each vortex linen there is
associated a closed liner5R(s,n,t), and the integral~9! itself is a sum over vortex lines
We note that the parametrization by introduction ofs andn is local. Therefore, just like
the global representation, the representation~9! is suited only for distributions with
closed vortex lines.

To obtain the equation of motion forR(n,s,t) the representation~9! ~in the general
case~7!! must be substituted into the Euler equation~1! and a Fourier transform with
respect to the coordinates performed. A simple integration gives
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Fk3E V0~n!d2nE dse2 ik•R@Rs3$Rt~n,s,t !2v~R,t !%#G50.

This equation can be solved by assuming that the integrand is identically equal to

@Rs3Rt~n,s,t !#5@Rs3v„R,t !]. ~10!

With this choice there remains freedom in changing the parameters and relabelingn of
the transverse coordinates. In the general case of arbitrary topology of the fieldV0(a) the
vectorRs in Eq. ~10! must be replaced by the vectorb5(V0(a)•¹a)R(a,t).

The description of vortex lines by means of Eqs.~9! and ~10! is a mixed
Lagrangian–Eulerian description: The parametern has a transparent Lagrangian origi
while the coordinates remains Eulerian.

3. The key observation for formulating a variational principle is that the follow
general equality is holds for functionals that depend only onV:

@b3curl~dF/dV~R!!#5dF/dR~a!uV0
. ~11!

For this reason, the right-hand side of Eq.~10! equals the variational derivativedH/dR:

@~V0~a!•¹a!R~a!3Rt~a!#5dH$V$R%%/dR~a!uV0
. ~12!

It is easy to verify that the equation obtained is equivalent to the requirement tha
action with the Lagrangian

L5~1/3!E d3a~@Rt~a!3R~a!#•~V0~a!•¹a!R~a!!2H~$V$R%%!, ~13!

assumes an extremal value (dS50).

Therefore we have introduced a variational principle for the Hamiltonian dynam
of a solenoidal vector field topologically equivalent toV0(a).

Let us discuss some properties of the equation of motion~12! which are associated
with the excess parametrization of elements ofMV0

by objects fromR. From Eq.~11!

follows the property that the vectorb and dF/dR„a) are orthogonal for all functionals
defined onMV0

. In other words the variational derivative of the gauge-invariant fu

tionals should be understood~specifically, in Eq.~11!! as P̂(dF/dR(a)), where P̂i j

5d i j 2t it j is a projector, andt5b/ubu is a unit vector tangent to a vortex line. Using th
property as well as the transformation formula~11!, it is possible to obtain by a direc
calculation of the bracket~3! a Poisson bracket~between two gauge-invariant function
als! expressed in terms of vortex lines:

$F,G%5E d3a

ubu2
S b•F P̂

dF

dR~a!
3 P̂

dG

dR~a!G D . ~14!

The new bracket~14! does not contain variational derivatives with respect toV0(a).
Therefore, with respect to the initial bracket the Cauchy invariantV0(a) is a Casimir,
fixing the invariant manifoldsMV0

on which it is possible to introduce the variation
principle ~13!.
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In the case of the hydrodynamics of a superfluid liquid a Lagrangian of the f
~13! was apparently first used by Rasetti and Regge8 to derive an equation of motion
identical to Eq.~10!, for a separate vortex filament. Later, on the basis of the resul
Ref. 8, Volovik and Dotsenko Jr.9 obtained the Poisson bracket between the coordin
of the vortices and the components of the velocity for a continuous distribution of
ticities. The expressions for these brackets can be extracted without difficulty from
general form for the Poisson brackets~14!. However, the noncanonical Poisson brack
obtained in Refs. 8 and 9 must be used with care. Their direct application gives fo
equation of motion of the coordinate of a vortex filament an answer that is not ga
invariant. For a general variation of the ‘‘longitudinal’’ parameter, which depends
time, additional terms describing transport along a vortex line appear in the equat
motion. For this reason, the dynamics of curves~including vortex lines! is in principle
‘‘transverse’’ with respect to the curve itself.

We note that for two-dimensional flows~in the x–y plane! the variational principle
for the action with the Lagrangian~13! leads to the well-known fact that the coordinat
X(n,t) andY(n,t) of each vortex are canonically conjugate quantities~see Ref. 2!.

4. We shall now give an example of hydrodynamic-type equations whose inte
bility ~4! can be established by switching to the vortex-line representation.

Let us consider the Hamiltonian

H$V„r …%5E uVudr ~15!

and the freezing-in equation~4!, following from it, with the generalized velocityv5curl
(V/V). Let us assume that the vortex lines are closed, and let us use the represe
~9!. Then, by virtue of Eq.~8!, the Hamiltonian in terms of vortex lines decomposes in
a sum of the Hamiltonians of the vortex lines:

H$R%5E uV0~n!ud2nE u]R/]suds. ~16!

The integral overs appearing here is the length of a vortex filament with indexn.
According to Eq.~12!, the equation of motion for the vectorR(n,s) is local with respect
to these variables~it does not contain an interaction with other vortices!

h@Rs3Rt~n,s,t !#5@t3@t3ts##. ~17!

Hereh5 sign (V0) andt5Rs/uRsu is a unit vector tangent to a vortex line.

This equation is invariant under the substitutions→ s̃(s,t). Therefore Eq.~17! can
be solved forRt to within a displacement along the vortex filament — a transformation
leaving the vorticityV unchanged. This means that to findV it is sufficient to find any
solution of the equationhuRsuRt5@t3ts#1bRs , which follows from Eq.~17!, for some
value ofb. The equation arising hence fort as a function of the filament lengthl (dl
5uRsuds) and timet ~with the choice of the new valueb50) reduces to an integrabl
one-dimensional Landau–Lifshitz equation for a Heisenberg ferromagnet:

h
]t

]t
5F t3

]2t

] l 2 G .
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This equation is gauge equivalent to the nonlinear Schro¨dinger equation~NSE!10 and, for
example, it can be reduced to it by a Hasimoto transformation:7 c( l ,t)5k( l ,t)
•exp(i*lx(l,t)dl), wherek( l ,t) is the curvature andx( l ,t) the torsion of a line.

The system under study with Hamiltonian~15! has a direct relation to hydrodynam
ics. As is well known~see Ref. 7 and the references cited therein!, the local approxima-
tion for a thin vortex filament~with a small ratio of the filament thickness to a chara
teristic longitudinal length! leads to a Hamiltonian of the form~16! for only one filament.
Accordingly, the equations~4! with the Hamiltonian~15! can be used to describe th
motion of several vortex filaments whose thicknesses are small compared with th
tance between them. The~nonlinear! dynamics of each filament is independent of wh
happens with its neighbors. In this model the appearance of singularities~crossing of
vortices! is of an inertial character, very similar to breaking of waves in gasdynamics
course, this approximation does not work over distances comparable to the dis
between filaments. It is important that for the present approximation the Hamiltonia
a vortex filament is proportional to the length of the filament, whence follows its con
vation. This, however, in no way corresponds to the behavior of vortex lines in turb
flows, where intense stretching of the lines occurs. Therefore it is desirable to h
more refined model that is free of this drawback, which would necessarily take n
cality effects into account.

We wish to add to what we have said above that Eq.~15! does not exhaust the lis
of equations~4! that can be integrated by means of the representation~9!. Thus, a system
with HamiltonianH5* uVuxdr likewise reduces to an integrable system in terms
vortex lines. It turns out to be gauge-equivalent to a modified KdV equationc t1c l l l

1(3/2)ucu2c l50 — the second equation, after the NSE, in the hierarchy engendere
the Zakharov–Shabat operator. In contrast to Eq.~15!, a physical application of this
model has not yet been found.

5. We thank A. B. Shabat for helpful discussions of the relation between the
and Eqs.~4!. We also thank the referee for calling our attention to Refs. 8 and 9.
work was supported by the Russian Fund for Fundamental Research under Grant
00093. E. K. was supported in part by INTAS Grant 96-0413 and V. R. was supporte
a Landau Scholarship grant.
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U„N… monopoles on Kerr black holes
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We describeU(N) monopoles (N.1) on Kerr black holes by the
parameters of the moduli space of holomorphic vectorU(N) bundles
over S2 with the help of the Grothendieck splitting theorem. ForN
52, 3 we estimate the corresponding monopole masses.
© 1998 American Institute of Physics.@S0021-3640~98!01312-7#

PACS numbers: 04.70.Dy

1. The present paper is a natural continuation of our previous work.1 One of the
motivations for writing that paper1 was to implement in the Kerr black hole case t
program performed in Refs. 2 and 3 for the Schwarzschild and Reissner–Nord¨m
black holes, namely, to try to find the additional quantum numbers~nonclassical hair!
characterizing Kerr black holes that might help in building a statistical ensemble n
sary to generate the Kerr black hole entropy.

A description ofU(1) ~Dirac! monopoles on Kerr black holes was obtained in R
1. The present paper is devoted to the extension of the constructions of Ref. 1 toU(N)
monopoles (N.1) on Kerr black holes. In the present paper, however, we shall u
gauge somewhat different from the gauge employed in Ref. 1 to avoid unnece
complications.

In the Kerr black hole case we use the ordinary set of the local Boyer–Lindq
coordinatest, r , q, w covering the standard topologyR23S2 of the 4D black hole
space–times except for a set of the zero measure. At this the surfacet5 const,r 5 const
is an oblate ellipsoid with topologyS2 and focal distancea, while 0<q,p, 0<w
,2p. Under the circumstances, we write down the Kerr metric in the form

ds25gmndxm
^ dxn[~122Mr /S!dt22

S

D
dr22Sdq22@~r 21a2!2

2Da2sin2q#
sin2 q

S
dw21

4Mra sin2q

S
dtdw, ~1!

with S5r 21a2 cos2q, D5r 222Mr 1a2, a5J/M , where J,M are, respectively, the
black hole mass and angular momentum. The components of metricgmn in the cotangent
bundle of the manifoldR23S2 with the metric~1! ~in the tangent bundle! needed in the
calculations below can be found in Ref. 1. In addition, we haved5udet(gmn)u
5(S sinq)2, r 65M6AM22a2, and sor 1<r ,`, 0<q,p, 0<w,2p.
10820021-3640/98/67(12)/8/$15.00 © 1998 American Institute of Physics
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Throughout the paper we employ the system of units with\5c5G51, unless
explicitly stated. Finally, we shall denote byL2(F) the set of the modulo square inte
grable complex functions on any manifoldF furnished with an integration measure.

2. In order to obtain the infinite families ofU(N) monopoles forN.1, we should
use the Grothendieck splitting theorem,4,5 which asserts that any complex vector bund
overS2 ~and, as a consequence, overR23S2) of rankN.1 is a direct sum ofN suitable
complex line bundles overS2. It is known6 that there exists a countable number
nontrivial complex vector bundles of any rankN.1 overR23S2. The sections of such
bundles can be qualified as topologically inequivalent configurations~TICs! of an
N-dimensional~massless! complex scalar field. The standard classification associ
somenPZ with eachU(N) bundle overR23S2 topology. In what follows we shall cal
it the Chern number of the corresponding bundle. The TIC withn50 can be called
untwisted, while the rest of the TICs withnÞ0 should be referred to astwisted.

So far we have tacitly assumed that theU(N) bundles are differentiable. In realit
they admit holomorphic structures, and since each differentiable complex line b
over S2 admits only one holomorphic structure, the Grothendieck splitting theorem
fact gives a description of the moduli spaceMN of N-dimensional holomorphic comple
vector bundles overS2. Namely, eachN-dimensional holomorphic complex vecto
bundle overS2 is specified by only anN-plet of integers (k1 ,k2 , . . . ,kN)PZN, k1>k2

> . . . >kN . Two of such N-plets (ki) and (ki8) specify the same differentiabl
N-dimensional bundle if and only if( iki5( iki8 .

As was shown in Ref. 1 each complex line bundle~with the Chern numberki , i
51,2,. . . ,N) over R23S2 with the metric~1! has a complete set of sections inL2(R2

3S2), so that by using the fact that all theU(N) bundles overR23S2 can be trivialized
over the bundle chart of local coordinates (t,r ,q,w) covering almost the whole manifold
R23S2, the aforementioned set can be written on the given chart in the form

f ki l imi

av i 5
1

Ar 21a2
eiv i tRki l imi

av i ~r !Yki l imi
~av i ,q,w!, l i5uki u,uki u11, . . . ,umi u< l i ,

~2!

where some properties of both themonopole oblate spheroidal harmonic
Yki l imi

(av i ,q,w) and the conforming eigenvaluesl i5lki l imi
(av i) can be found in Ref.

1, but we shall not need them further. As to the functionsRki l imi

av i (r )5R then, in the gauge

under discussion, they obey the equation

d

dr
D

d

drS R

Ar 21a2D 1
~r 21a2!2v i

224Mmirav i1mi
2a2

D

R

Ar 21a2

52~l i1ki
2!

R

Ar 21a2
, with l i5uki u,uki u11, . . . ,umi u< l i . ~3!

Now, in accordance with the Grothendieck splitting theorem, any section
N-dimensional complex bundlejn over R23S2 with the Chern numbernPZ can be
represented by anN-plet (f1 , . . . ,fN) of complex scalar fieldsf i , where eachf i is a
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section of a complex line bundle overR23S2. According to the above, we can consid
f i the section of complex line bundle with the Chern numberkiPZ, where the numbers
ki are subject to the conditions

k1>k2> . . . >kN, k11k21•••1kN5n. ~4!

As a consequence, we can require theN-plets (f k1l 1m1

av1 , . . . ,f kNl NmN

avN ) to form a basis in

@L2(R23S2)#N for the sections ofjn , l i5uki u,uki u11, . . . , umi u< l i , and this will define
the wave equation for a sectionf5(f1 , . . . ,fN) of jn with respect to the metric~1!:

F I Nh2
1

S2 sin2qS 2ik1 cosq~a sin2q] t1]w!2k1
2 cos2q 0 . . .

0 2ik2 cosq~a sin2q] t1]w!2k2
2 cos2q . . .

. . . . . . . . .

0 0 . . .

. . . 0

. . . 0

. . . . . .

. . . 2ikN cosq~a sin2 q] t1]w!2kN
2 cos2 q

D G S f1

f2

A

fN

D 50, ~5!

where I N is the N3N unit matrix, andh5(d)21/2]m(gmn(d)1/2]n) is the conventional
wave operator conforming to metric~1!.

Equation~5! will, in turn, correspond to the Lagrangian

L5d1/2gmnDmfDnf, ~6!

with f5(f i) and a covariant derivativeDm5]m2 igAm
a Ta on sections of the bundlejn ,

while the overbar in~6! signifies Hermitian conjugation, and the matricesTa will form a
basis of the Lie algebra ofU(N) in N-dimensional space~as is accepted in physics, w
consider the matricesTa to be Hermitian!, a51, . . . ,N2, g is a gauge coupling constan
i.e., we come to a theory describing the interaction of anN-dimensional twisted complex
scalar field with the gravitational field described by metric~1!. The coefficientsAm

a will
represent a connection in the given bundlejn and will describe some non-AbelianU(N)
monopole.

As can be seen, Eq.~5! has the formD mDmf50, whereD m is a formal adjoint to
Dm with regards to the scalar product induced by metric~1! in @L2(R23S2)#N. That is,
the operatorD m acts on the differential formsamdxm with coefficients in the bundlejn in
accordance with the rule

D m~andxn!52
1

Ad
]m~gmnAdan!1 igAmgmnan , ~7!

with Am5Am
a Ta .

As a result, the equationD mDmf50 takes the form
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I Nhf2
ig

Ad
]m~gmnAdAnf!2~ igAmgmn]n1g2gmnAmAn!f50. ~8!

Comparing~5! with ~8! gives

Ar
aTa5Aq

a Ta50 , ~9!

At
aTa5

a cosq

gS S k1 0 . . . 0

0 k2 . . . 0

. . . . . . . . . . . .

0 0 . . . kN

D , ~10!

Aw
aTa52

~r 21a2!cosq

gS S k1 0 . . . 0

0 k2 . . . 0

. . . . . . . . . . . .

0 0 . . . kN

D . ~11!

Under the circumstances the connection in the bundlejn is A5Am
a Tadxm

5At
a(r ,q)Tadt1Aw

a(r ,q)Tadw which yields the curvature matrixF5dA1A`A for jn

bundle in the form

F5Fmn
a Tadxm`dxn52] r~At

aTa!dt`dr2]q~At
aTa!dt`dq

1] r~Aw
aTa!dr`dw1]q~Aw

aTa!dq`dw, ~12!

because the exterior differentiald5] tdt1] rdr1]qdq1]wdw in the coordinates
t,r ,q,w. From here it follows that the first Chern classc1(jn) of the bundlejn can be
chosen in the form

c1~jn!5
g

4p
Tr~F !, ~13!

so that, when integratingc1(jn) over any surfacet5const, r 5const, we shall have
using ~4! and ~11!:

E
S2

c1~jn!5
g

4p E
S2

Tr @]q~Aw
aTa!#dq`dw

52
n

4p E
S2

~r 21a2!~a2 cos2q2r 2!

S2
sin qdq`dw5n, ~14!

which is equivalent to the conventional Dirac charge quantization condition

qg54pn, ~15!

with ~non-Abelian! magnetic charge

q5E
S2

Tr~F !. ~16!
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Introducing the Hodge star operator* conforming metric ~1! on 2-forms F
5Fmn

a Tadxm`dxn with the values in the Lie algebra ofU(N) by the relation~see, e. g.,
Refs. 7!

~Fmn
a dxm`dxn!`~* Fab

a dxa`dxb!5~gmagnb2gmbgna!Fmn
a Fab

a Ad dx0`•••`dx3,
~17!

written in local coordinatesxm @there is no summation overa in ~17!#, in coordinates
t,r ,q,w we have forF of ~12!

* F5* Fmn
a Tadxm`dxn5S gtwgqq

]At

]q
1gqqgww

]Aw

]q DAugudt`dr2S gwtgrr
]At

]r

1grr gww
]Aw

]r DAugudt`dq1S gttgqq
]At

]q
1gqqgtw

]Aw

]q DAugudr`dw

2S gttgrr
]At

]r
1grr gtw

]Aw

]r DAugudq`dw, ~18!

with At5At
aTa and Aw5Aw

aTa of ~10!–~11!. We can now consider the Yang–Mill
equations

dF5F`A2A`F, ~19!

d* F5* F`A2A`* F. ~20!

It is clear that~19! is identically satisfied by the aboveA, F — this is just the Bianchi
identity holding true for any connection.7

As to Eq. ~20!, then, it is easy to check with the help of~10!, ~11!, and ~18! that

* F`A5A`* F. In this situation, it follows from~18! that the conditiond* F50 is
equivalent to the equations

]

]r FAuguS grr gwt
]At

]r
1grr gww

]Aw

]r D G1
]

]qFAuguS gtwgqq
]At

]q
1gqqgww

]Aw

]q D G50,

~21!

]

]r FAuguS gttgrr
]At

]r
1grr gtw

]Aw

]r D G1
]

]qFAuguS gttgqq
]At

]q
1gqqgtw

]Aw

]q D G50.

~22!

The direct evaluation with the aid of~10!, ~11! shows that~21!, ~22! are satisfied. As a
consequence, Eq.~20! is fulfilled.

One can notice, moreover, that

Qe5E
S2

Tr~* F !52E
S2

grr Tr S gtt
]At

]r
1gtw

]Aw

]r DAugudq`dw

52
4panr

e E
21

1 x dx

S2
50, ~23!

wherex5cosq. As a result, an external observer does not see any~internal! non-Abelian
electric chargeQe of the Kerr black hole for any givenN. Besides, it should be empha
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sized that the total~internal! non-Abelian magnetic chargeQm of a black hole, which
should be considered as the one summed up over all theU(N) monopoles for any given
N, remains equal to zero because

Qm5
4p

g (
nPZ

n50, ~24!

so the external observer does not see any non-Abelian magnetic charge of the Ker
hole either, even thoughU(N) monopoles are present on the black hole in the se
described above.

To estimate the monopole masses we should use theT00 component of the energy–
momentum tensor

Tmn5
1

4pS 2Fma
a Fnb

a gab1
1

4
Fbg

a Fad
a gabggdgmnD . ~25!

Since we are in an asymptotically flat space–time, we can calculate the m
sought according to

mmon~k1 , . . . ,kN!5E
t5const

T00Ag dr`dq`dw, ~26!

where

Ag5Adet~g i j !5AS/D sin qA~r 21a2!22Da2 sin2 q ~27!

for the metricds25g i j dxi
^ dxj on the hypersurfacet5 const, whileT00 is computed at

the givenU(N) monopole. Under the circumstances it is not complicated to check
the leading term in asymptotic ofT00Ag at r→` will be defined by the addend
gqqgww(Fqw

a )2 of ~25!, so one should solve the equation

Fqw
a Ta5]q~Aw

aTa!&, ~28!

with Aw
aTa of ~11!. Let us concretize it forN52,3.

3. At N52 we can takeT15I 2, Ta5sa21 at a52,3,4, wheresa21 are the ordinary
Pauli matrices. Then the Eq.~28! givesFqw

2 5Fqw
3 50, while

Fqw
1 5

1

2
~k11k2! f ~r ,q!, Fqw

4 5
1

2
~k12k2! f ~r ,q! ~29!

with

f ~r ,q!52]qF ~r 21a2!cosq

gS G . ~30!

This yields atr→`

T00Ag;
sinq

64pg2r 2
@~k11k2!21~k12k2!2#. ~31!

As a result, we can estimate~in usual units! according to~26!
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mmon~k1 ,k2!;S \2c2

G D ~k11k2!21~k12k2!2

16g2 E
r 1

` dr

r 2

5
~k11k2!21~k12k2!2

16g2r 1

S \2c2

G D . ~32!

At N53 we can takeT15I 3, Ta5la21 at a52, . . . ,9,wherela21 are the Gell-
Mann matrices. From~28! this yieldsFqw

2 5Fqw
3 5Fqw

5 5Fqw
6 5Fqw

7 5Fqw
8 50, while

Fqw
1 5

1

3
~k11k21k3! f ~r ,q!, Fqw

4 5
1

2
~k12k2! f ~r ,q!,

Fqw
9 5

A3

6
~k11k222k3! f ~r ,q! ~33!

with f (r ,q) of ~30!. This gives

mmon~k1 ,k2 ,k3!;F ~k11k21k3!21
9

4
~k12k2!21

3

4
~k11k2

22k3!2G 1

36g2r 1

S \2c2

G D . ~34!

It is clear that the case of arbitraryN can be treated analogously, but we shall not dw
upon this here. We only note that the important case is the one ofU(4) monopoles,
because 4-dimensional complex vector bundles could describe TICs of both spino
vector charged fields, i.e., these TICs physically could arise due to interaction withU(4)
monopoles. But this task requires a separate consideration.

Under the circumstances, evaluating the corresponding Compton wavel
lmon(ki)5\/mmon(ki)c, we can see that at anynÞ0, N>1, lmon(ki)!r g , where r g

5r 1G/c2 is a gravitational radius of Kerr black hole, ifg2/\c!1. As a consequence, w
come to the conclusion that under certain conditionsU(N) monopoles might reside in
Kerr black holes as quantum objects and, e.g., to markedly modify the Haw
radiation8,9 or to generate the black hole entropy.3

Thus we can see that the masses ofU(N) monopoles really depend on the param
eters of the moduli spaceMN of holomorphic vector bundles overS2.

4. The results of both the present paper and Refs. 1–3, 8, 9 show that the 4D
hole physics can have a rich fine structure connected with the topologyR23S2 underly-
ing the 4D black hole space–time manifolds. It seems to be quite probable that thi
structure is tied with the moduli spacesMN of N-dimensional holomorphic vecto
bundles overS2 and could manifest itself in solving a number of problems within the
black hole physics, so it seems that one should study thoroughly the possibilitie
arise, and, in particular, the Kerr–Newman metric case, as a natural charged gene
tion of Kerr metric. We hope to pursue this study elsewhere.
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