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A comparison is made of the probability of the process of two-neutrino
double 8 decay for®?Se and®®Zr in direct (countey and geochemical
experiments. The experimental data ¥8tTe are analyzed. It is shown
that this probability is systematically lower in geochemical experi-
ments, which characterize the probability g8@v) decay 18 yr ago.

It is proposed that this could be due to a change in the weak-interaction
constant with time. It is proposed that a series of new, precise measure-
ments be performed with the aid of counters and geochemical experi-
ments. ©1998 American Institute of Physics.
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The question of the dependence of the fundamental constants on time was formu-
lated by Dirac in 1937 — this is the so-called hypothesis of large nuntbehis question
was later discussed in Refs. 2—7. Although Dirac’s hypothesis was not confirmed in its
initial form, interest in this problem gathered new strength in the 1980s, since a time
dependence of the coupling constants appears in multidimensional Kaluza—Klein
model§® and in superstring theoris(see also Refs. 11 and J12These theories are
formulated for a multidimensional space, which must then be compactified to the four
observable dimensions of space—time. In these theories the fundamental coupling con-
stants are associated with the radii of additional dimensions and these additional dimen-
sions can manifest themselves through a time dependence of the coupling constants. The
radii can shrink, increase, or even oscillate. It has not been ruled out that the compacti-
fication process is continuing at present. A time dependence of the fundamental constants
also arises in models with a massless dilaton, the scalar partner of the grdviton.

On the other hand, a clear regularity was recently discovered in the distribution of
galaxies in the direction of the Galactic north and south poles, with a characteristic scale
of 128~ ! Mpc (whereh~0.5—-1;h is a constant characterizing the uncertainty in the
value of the Hubble constant® This periodicity can be explained by oscillations of the
gravitational constan®y, in time >~ For example, in Ref. 18 a model with an oscillat-
ing massive scalar field, which is cosmological “dark matter” and can be observed
according to oscillations of the gravitational constant, is studied. This model explains
well the periodicity in the distribution of galaxies which was observed in Ref. 14. Varia-
tions of the solar year, which were discovered in the deposits of corals and sea mollusks,
can also serve as indirect evidence of a chang®jmwith time 1° The value of the period
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of these variations400-600 million yearsis close to the values required to explain
the periodicity in the distribution of the galaxies.

Modern limits on the possible temporal variations of different fundamental constants
can be found in Refs. 20—29. For example, the strictest limits for the weak-interaction
constant were obtained from an analysis of the operation of the natural nuclear reactor in
Ocld”: |AGE|/GE<0.02 (where AGg=G2%°— G or |Gr/Gg|<10*yr 1. This
value exceeds the limits obtained earlier from an analysis of nucleosynthesis processes
(|AGE|/GE<0.06f% and analysis of the3 decay of*° K (|Gg/Gg|<10 0 yr 1).2°
However, it should be kept in mind that these limits were obtained under the assumption
that all the other constants are constant, which makes estimates of this kind less reliable.
It has not been ruled out that variations of the constants are interrelated and that the effect
due to a change in one constant can be compensated by a change in another constant.

Double 8 decay is of interest in itself in the problem of the change in the funda-
mental constants with time. The probability of ordina#ydecay is proportional t&2,
while the probability of 23 decay goes as G,‘i (since 28 decay is of second order in the
weak interactiojy G is the Fermi constant. For this reason, if, for example, in ordinary
B decay the effect due to a changeG@n in time is compensated by the a change in other
fundamental constants, then this effect could still come throughgimd@cay. Therefore
the study of the time dependence of the rate @f @ecay can give additiongland
possibly also unigueinformation about the possible changeGp with time. We recall
in this connection that the age of minerals and meteorites is determined by radioisotopic
methods B and « decay. For this reason, when attempts are made to observe a time
dependence of the rate @f decay of*K, for example, then the change ®¢ can be
masked by “incorrect” dating of the sample under study.

Let us compare the rate ofR2decay obtained in modern counter experiments to the
rate of the same process obtained in geochemical experiments, which carry information
about the rate of B decay in the past. Geochemical experiments are based on the
separation of the products ofg2decay from ancient minerals followed by isotopic
analysis of the products. The observation of an excess quantity of a daughter isotope
attests to the presence oB2lecay of the initial isotope and makes it possible to deter-
mine its half-life. Minerals containing tellurium, selenium, and zirconium have been
investigated and the half-lives 6i°Te, 128Te, 82Se, and®Zr have been measured. Since
the age of the samples investigated ranged fre®8 million years up to 4.5 billion years,
it is possible in principle to extract from geochemical experiments information about the
values ofGg in the past — right back to the time when the solar system forfAesl
billion years ago. If the value of G oscillates with time, then these oscillations can be
observed.

Let us examine systematically all the existing experimental data.

182Se The most accurate “present-day” value of the half-life®&e with respect
to the 28(2v) channel was obtained in the NEMO-2 track detedfoff;,=[0.83
+0.09(stat)- 0.07(syst) X 10?° yr (the statistical error is given at the 68% reliability
level). The following values were obtained in geochemical experimenig=(1.30
+0.05)x 10?° yr*! (the average value for 17 independent measurements; the age of the
samples ranged from 80 million years up to 4.5 billion ygasd T,,=(1.2+0.1)
X 10?°yr*? (the age of the sample1 billion years. Comparing these results shows that
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the present-day value of the half-liféSe is different from the half-life in the paghis
effect is at the level3¢). If this is due to a change in the value of the weak-interaction
constant, theh G /G~ — 0.1, and with the errors taken into account the possible range
of values is approximately- (0.02—0.2) 9 It is interesting to note that the only experi-
ment with a meteoritéage~ 4.5 billion year$ gave the following value of the half-life:
Tuo=(1.03"933) x 10?°yr.3® This value is identical, to within the error limits, to the
present-day value of,,(3%Se), but it does not preclude a possible difference from the
present-day value by 50%. If Gr does not change in time linearly but rather oscillates,
then for a fortuitous value of the period of the oscillations, the valueGoht present
could coincide exactly with the value 4.5 billion years ago, for example.

The accuracy of the present-day values of the half-lifé?6f can be increased to
several percent, and such measurements will be performed on the NEMO-3 track
detector’* The basic problem is to increase the accuracy of the results of geochemical
measurements. Modern mass spectrometry makes it possible to perform such measure-
ments with an accuracy of several percége, for example, Ref. 35The age of the
samples is also determined, as a rule, with an accuracy of several percent. The main
uncertainty in geochemical experiments witfSe is due to the determination of the
effective “retention” age of daughte??Kr in minerals. To solve this problem it is
necessary to pick samples which have a well-known geological history and for which the
retention age of?Kr can be accurately determined.

2. %7r. The present-day value of the half-life &fZr with respect to the B(2v)
channel was recently measured with the NEMO-2 detector and eqUals
=[2.1733%a0 0.2(syst] X 10"°yr.3® A geochemical experimerithe age of the sample
was 1.7 billion yearsgave the valuel ;,=(3.9+0.9)x 10'°yr.%® One can see that the
present-day value of the half-life is approximately half the value in the past. However, the
errors in both experiments are quite large and it cannot be concluded unequivocally that
the half-lives are different. New measurements Wh#r, in which the half-life will be
determined with an accuracy of 10% using the NEMO-3 deteéétand new geochemical
measurements with good accurd@p—20% could clarify this situation. We note that in
the present case ofRdecay of°®Zr it is a metal f®Mo) that forms and not a gas, as in
the 28 decay of'*Te, 1?8Te, and®Se (3%e, *?8Xe, and®Kr, respectively. This gives
hope that the problems involved in determining the retention age of the decay products
will be considerably smaller in this case.

3. 13%Te, 128Te, Only data from geochemical measurements are available for these
isotopes. Although the ratio of the half-lives of these isotopes has been determined to a
high degree of accuracy~3%)° the absolute values oFy, differ substantially in
different experiments. One group of authBr¥®% presents the value§,,~0.8
X 10 yr for ¥¥Te and T;,~2x10%yr for ?®Te, while another group>° gives
~(2.5-2.7x10? and = 2.7x 10?*yr, respectively. In addition, as a rule, experiments
with “young” samples (~100 million year$ give ~(0.7—0.9xX 107 yr for 3°Te,
whereas experiments on “old(>>1 billion years samples give~ (2.5—2.7)x 10?* yr.9

Evidetnly, this is mainly due to an incorrect estimate of the retention age of xenon
in old samplegsee the discussion in Ref. B&ut it cannot be ruled out that, to some
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extent, this could be also due to a chang&in. In this connection it is very important

to perform precise measurements of the present-day value of the hdif%fe. Such
measurements will be performed in the near future in an experiment with low-
temperature TeQdetectors' and with the NEMO-3 track detectdt.It is also obvious

that new geochemical measurements with samples of different age and aceur@ey

are required. This problem can be solved only by careful selection of the experimental
samples(with well-known history and with a possibility of determining accurately the
xenon retention ageand by using highly sensitive mass spectrometry. Unfortunately, a
direct measurement of the half-life,,(}?®Te) is virtually impossible because it is too
long.

In summary, analysis has shown the following:

1. A discrepancy exists between the values of the half-lifé?8k which were
obtained in modern counter experiments and in geochemical measurements.

2. The®Zr data show the same tendency as ¥&e data — the present-day value
of Ty is less than the values obtained in geochemical measurements. However, the
measurement errors make it impossible to conclude unequivocally that the half-lives are
unequal.

3. Geochemical measurements on young samples give lower valligg(¢f°Te) as
compared to measurements on old samples.

These discrepancies can all be explaif@deast partiallyby a change irGg with
time. If this is indeed the case, then this will have the most serious consequences for
modern physics and astrophysics. But, this is why it is nhecessary to cofdfirnefute
reliably the reality of these discrepancies. This can be done only by performing new and
more accurate measurements. We propose the following:

@ precise laboratory measurements of the present-day values of3({#&a'p-decay
half-lives of8Se, ®6Zr, and**Te should be performed;

@ new, precise measurements of the half-live&%8k, °zr, and**°Te in geochemi-
cal experiments should be performed; for each isotope it is desirable to perform measure-
ments with samples of different age in order to follow the character of the dependence of
Gg on the time;

@ the possibility of performing geochemical experiments wittMo, 116Cd, 12%Sn,
11%d, and’®Ge should be investigated, and if possible such measurements should be
performed; this will make it possible to enlarge the range of isotopes investigated, since
the half-lives of'°Mo, '%Cd, and’®Ge have already been measured in difeountey
experiment§2=#* while the half-lives of'?Sn and*'%d can be measured in the near
future.

For all isotopes listed above, the products ¢ 8ecay are not gases, so that the
problems related to their being retained in the minerals studied can be expected to be
much smaller.

In conclusion, | wish to express my appreciation to L. B. Okun’ for reading the
manuscript and for a number of helpful remarks.

This work was supported by the Russian Fund for Fundamental Reg&aufit No.
97-02-17344 and INTAS (Grant No. 96-058p
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bThe first analysi€ of the Oclo data for a possible change in the fundamental constants with time was made in
Ref. 27.
These values were obtained using the depend@age G-*. However, if the dependence Gy is used,

which takes into account the possible “incorrect” dating of the sample, then the corresponding values will be
approximately—(0.04—0.4). We note, however, that in the case of oscillations the interpretation of the
experimental data becomes much more complicated and depends on the value of the period of the oscillations.
dit is interesting to note that even in the very carefully performed study in Ref. 35 a hat-0féx 10?* yr was
obtained for samples with an age of 28 million yeésse Table VI in Ref. 36 though the final result (2.7

X 107! yr) was obtained by studying samples whose age wasbillion years.
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Cross-singular dips at the center of the spectra of polycrystals of Pake
systems, i.e., systems containing well-isolated pair groupings, are ob-
tained by numerical calculations of the NMR absorption line for a
10-spin ( =1/2) model. The physical reason for such dips is the be-
havior of the flip-flop component of the interpair dipole—dipole inter-
actions(“6/5 factor”). Cases of experimental manifestation of cross-
singular dips are noted. @998 American Institute of Physics.
[S0021-364(18)01713-1

PACS numbers: 76.60.Es

Cross-singular dips are the most intriguing of the so-called cross-singular effects
observed under certain conditions in well-resolved NMR spectra of polycrystalline
samples:? These dips are due to the presence of a singularity in the distribution of
frequencies corresponding to crossing spectral lines of individual crystallites over the
spectrum of a polycrystal.

Thus far only cross-singular dips in tH& NMR spectra of octahedral molecules
and ions with quite high anisotropy of the chemical shift of the fluorine nuclei have been
studied conclusively both theoretically and experimentilfyRecently, cross-singular
dips have been observed experimentally in the spectra of fluorine systems of a more
general type, specifically, systems that do not contain isolated groupigfrtunately,
there are still no experimental data on cross-singular dips predicted theoretically for
isolated two-spin systems with an anisotropic chemical shift of the resonating fficlei.

The existence of a similar cross-singular dip can be easily verified by an analytical
calculation of the NMR line shape for a polycrystal containing isolated pairs of quadru-
polar nuclei withl =1. As in the case of nuclei with an anisotropic chemical shift, the
flip-flop component of the dipole—dipole interaction between the spins is responsible for
the dip. The difference lies only in the fact that instead of the “9/4 factor,” describing the
increase in the second moment of the crossing spectral components, in the second case a
“6/5 factor” appears’ For this reason, it is quite obvious that there is a possibility of
observing cross-singular dips in polycrystalline spectra of quadrupolar nuclei, despite the
absence of experimental dataith the apparent exception of tf® NMR spectrum of
polytetramethylene oxid®.

It is much more difficult to substantiate the cross-singular nature of the dips that are

0021-3640/98/68(1)/6/$15.00 101 © 1998 American Institute of Physics



102 JETP Lett., Vol. 68, No. 1, 10 July 1998 O. V. Falaleev and L. G. Falaleeva

FIG. 1. Model of a 10-spin groupin@) used for the calculations, including a variant with “quasicyclic”
boundary conditiongb).

sometimes recorded in purely dipole—dipole systems. For example, for several years now
it has been impossible to arrive at a consensus concerning the origin of the unusual dip
positively recorded in théH NMR spectrum of dellaite (G&OH),(Si,0;)), which
contains well-isolated proton pait$. The main reason is that in contrast to the cases
considered above, where the fine structure of the spectrum of a polycrystal can be de-
scribed by chemical shifts or quadrupole effects, while the dipole—dipole interaction
between spins of an isolated pair participates in the formation of the cross-singular dip, in
the purely dipole—dipole ca¥ewith a Pake structure of the spectrtfirone must deal

with interpair dipole—dipole interactions, encompassing all the surrounding spins and
taken into account in the Gaussian broadening model, which, as is well known, cannot
give any anomalie$’ Another important circumstance is that the “6/5 factor,” long
drawing attention in connection with Pake systéfhd® has still not been convincingly
demonstrated experimentally even fos®molecules undergoing 180° flippir{groton
exchangg!’ where the analogy with quadrupoldr={1) nuclei is most obvious. Unfor-
tunately, our attempt to obtain a cross-singular dip on the basis of the four-spin (
=1/2) model, which is conventionally employed to analyze the interpair dipole—dipole
interaction, was also unconvincing.

Nonetheless, active searches for alternative reasons explaining the anomaly under
discussion have inevitably returned to the cross-singular mechanism as the only possible
one. For this reason, we decided to perform numerical calculations of the NMR line
shape using a sufficiently large number of spins so that it was possible to form quasicon-
tinuous components of the Pake doublet. Using the standard procedure of Ref. 19 and the
computer resources available to us, we decided on a 10-spin system. The present work is
essentially a computater simulation with five identical, rigié., no 180° flipping spin
pairs. Despite the fact that such a system has no direct relation to any particular com-
pound, it does make it possible to obtain a general idea about the character of the
collective manifestation of interpair dipole—dipole interactions in Pake objects.

The first results justified our expectations. They were obtained for an equidistant
arrangement of spin pairs of unit length, oriented alongzthais, in thexy plane. As is
shown in Fig. 1a, where the numbers in the circles enumerate the spins, the central pair
at the origin (0, 0+0.5) is surrounded on four sidest¢, *£r, £0.5) by equivalent
pairs. The distance makes it possible to vary the degree of isolation of the Pake pairs,



JETP Lett., Vol. 68, No. 1, 10 July 1998 O. V. Falaleev and L. G. Falaleeva 103

@)

()

L A l 2 A n 1 " '

-4 -2

0 2
sweep (arb. un.)

FIG. 2. Computed spectra of a polycrystal for variaf@sand (b), respectively.

i.e., the degree to which the Pake spectrum, determined by intrapair interactions, can be
resolved. It is convenient to divide the set of 40 dipole—dipole constants between spins
belonging to different pairs, of which in the general case only 18 are different, into
groups in accordance with the interpair distancgshown by the double and heavy lines

in Fig. 13, ry/2 (dashed and dotted linesind 2 (not shown. As a rule, the interactions

in the first group are strongest, though on account of anisotropy they often fade into the
background.

Figure 2a shows the NMR spectrum obtained for a “polycrystal” with the optimum
valuer=2.5. As one can see, a central dip, whose depth concedes essentially nothing to
the depth observed experimentally in dellaite, comes through here distinctly.iks
creases, the dip vanishes;radecreases, the dip broadens and the structure of the entire
spectrum becomes more complicatedirs become nonisolatedsuch behavior is char-
acteristic for cross-singular dip$.Besides, the depth of a dip depends on the orienta-
tion of the spin pairs and on the geometry of their relative arrangement, which often
causes the dip to vanish.

As noted above, in real crystaleven, for example, in zeolitg# is difficult to find
isolated clusters which in turn have several well-isolated pairs of nuclei. Ordinarily, the
environments of all pairs are approximately the same, whereas in the model employed
(Fig. 1a for each central pair there are four peripheral pairs; this fundamentally differs
from the typical experimental situation. The way out of the situation could be the use of
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FIG. 3. Typical examples of spectra of a single crystariant(b)) for certain orientations of the magnetic field
vector.

cyclic boundary condition® but the limited number of spins makes it possible to use
them more or less rigorously only for a one-dimensional arrangement of pairs, which we
propose to study in detalil.

Nonetheless, sacrificing the possibility of taking into account all of the interactions,
except those marked by the double and thick lines, we used unique “quasicyclic” bound-
ary conditions that made it possible to place each of five spin pairs into an identical
environment. Topologically, such a model can be represented by any five-vertex object
(star, triangular bipyramid, and so Jpout we prefer the two-dimensional representation
shown in Fig. 1b. Of course, because of the small number of pairs, even such a model
cannot claim to analyze real situations, but nonetheless it does expand the possibilities of
studying the spectral manifestations of interpair dipole—dipole interactions. Compared
with the previous model, here the contribution of interpair interactions is artificially
increased. The number of different dipole—dipole constants decreases from 18 to 6, but
for the components of Pake doublets quasicontinuity can be preserved in a “single
crystal,” as one can see in Fig. 3. Only the first spectiion Hy|/z) is an exception.

Here, because of the high symmetry, only two interpair interaction constants are differ-
ent. (When only one interpair constant remains, the components become line-like.

The central dip for such a model with=2.5 came through much more distinctly in
the spectrum presented in Fig. 2b for a “polycrystal.” It is interesting that despite the
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inherent broadening of the Pake structure of the spectrum, the width of the dip remained
constant(which is why its depth increasgdOn the whole, the “quasicyclized” model
gives a cross-singular dip that is more stable against a change in orientation and relative
arrangement of the spin pairs.

We note here that all of the spectra in Figs. 2 and 3 are represented by histograms
with a step size of 0.01 arbitrary units on the horizontal sweep Ssaleep of the
frequency, magnetic field, and so)oiNo measures were taken to smooth the computed
curves. The spectra of the polycrystals were obtained by the usual summation of the
single-crystal spectra with the spherical angles changing by atépsA ¢ =1° and with
weighting factors si. The obvious noisiness of the computed spectra is due not to
computational errorgsay, because of diagonalization of large matnidrs rather to the
actual discrete nature of the spectra because of the small number of spins. The doublet
structure sometimes seen on the components is also due to the small number of pairs.

The cross-singular nature of the dips, obtained computationally, in the Pake spectra
follows from the fact that the values of the second moments of the individual components
in the resolved doublets actually equal 5/6 of the Van Vleck values, and they strictly
equal the Van Vleck values only fat=55°. For this reason, at the central point of the
spectrum, which is the only location where the spectral lines cross, the width of the lines
suddenly increases by a small amount, which results in a “shortfall” of the integrated
intensity when averaging ovet and ¢.

The most surprising circumstance, making it difficult to perceive the cross-singular
mechanism, is that the much stronger change in the width of the components as a result
of the anisotropy of the interpair Van Vleck second monietgarly illustrated in Fig. B
is essentially not manifested in the spectrum of a polycrystal, since it is “smeared” over
the entire spectrum.

It follows from the results presented above that the cross-singular dip is an integral
property of the Pake NMR spectra. However, it is very sensitive to the relative arrange-
ment of Pake pairs, which often causes the dip to vanish. The experimental observation of
a cross-singular dip apparently requires spectra which are better resolved than the spectra
ordinarily observed in rigid crystal hydrates. Thus, besides the aforementioned dellaite,
we call attention to the distinct cross-singular dip in theNMR spectrum of trichloro-
acetic acid®* although the authors did not point it out. More demonstrative cases exist
also. See, for example, Ref. 22, where a strongly expressed dip HHtN&R spectrum
of partially dehydrated magnesium perchlorate hexahydrate, which was recorded on the
derivative as the “line of reverse phase,” was interpreted as an additional narrow peak
with the corresponding physical conclusions.

To accumulate statistics on the dependence of the depth of a cross-singular dip on
the characteristic features of the relative arrangement of pairs it will be necessary to
improve the computational method employed, a task for which adequate resources are
available. Specifically, the deep analogy with quadrupole systems makes it possible to
increase substantially the number of Pake pairs in humerical models, where a nucleus
with I=1/2 will play the role of a pair and the Pake splitting will be replaced by
guadrupole splitting.
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The hypothesis of leptonic charge raises the problem of its neutraliza-
tion, which is crucial for the stability of material bodies. The screening
of the leptonic charge by a charged bosonic condensate is considered.
The screening length and the structure of the skin layer are investigated
in both the nonrelativistic and relativistic regimes. 198 American
Institute of Physicg.S0021-364(18)00313-3

PACS numbers: 12.60.Cn, 03.75.Fi

1. Introduction

The possible existence of leptonic charge coupled to leptonic photons has been
discussed for a long timeThe stability of bodies with respect to this additional interac-
tion requires neutralization of the leptonic charge unless the leptonic interaction is ex-
tremely smalt The neutralization by antineutrinos does not ensure the stability of a
body? the pressure of degenerate gas of antineutrinos occurs to be disruptive for the
bodies. Another possibility is neutralization by a condensate of leptonic bgsoakr
superpartners of antineutrinos, for example this case the neutralization is complete
everywhere except for a skin layemnd the stability of the skin layer requires the
constant of leptonic interaction, to be smaller than approximately 1(a°) (Ref. 3.

In Ref. 3 the thickness of the skin layer was obtained from a dimensional analysis of the
coupled Klein—Gordon and Poisson equations for scalar #edohd leptostatic potential

Ay. The existence of the solutions for these equations was not considered. Here we
present numerical solutions of the Klein—Gordon—Poisson equations in some specific
cases. We will consider small pieces of matter, balls with radius equal to several screen-
ing lengths, uniformly charged by electronic charge. Two limiting cases will be analyzed:
the nonrelativistic and relativistic regimes for the Klein—Gordon equation for the boson
field ¢. In the nonrelativistic case there exists a continuous set of solutions corresponding
to different degrees of neutralizatiéftom 0 to 100%). In the relativistic cagenassless
boson$ only the totally screened solution (100% neutralizatierists. The latter state-
ment is in agreement with the analysis of Ref. 4, where the problem of scre@iing
though in another context and for a different distribution of screened chame also
considered.

In Sec. 2 we derive the system of equations to be solved. In Sec. 3 we present
numerical solutions of this system in the nonrelativistic case. In Sec. 4 we consider the
relativistic case. In the Conclusion we outline the prospects for future investigations.

0021-3640/98/68(1)/8/$15.00 14 © 1998 American Institute of Physics
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2. The set of equations

Let A, be a leptonic gauge field coupled to a massive boson detd massm that
has leptonic charge= —g and electrons that have leptonic chaggelhe Lagrangian of
the system is

1 . . .
L=—ZFt(0,—ieA,)D* (3, +ieA,) D —m’O* O —jiXA (1)
whereF ,,=d,A,—d,A,, j'fLX‘zgéMOn&(R—r) is the current of leptonic charge of the

electrons, anah is the density of electrons inside a body of radRisThe equations of
motion for fieldsA,, and® are

H 2 2 —
—(d,+ieA,) P -—mP=0,

2h _ ext .7
A=+ e®*(id,—2eA,)D. @)
In the static limit for the leptonic gauge field,
A=0, Ay=0,

and for the bosonic ground statt=e '®'¢. We derive from Eqs(2) the coupled
Klein—Gordon and Poisson equations for the scalar ffetohd leptostatic potentid, (A
is used for the Laplacian operator

(E+gAp)’p+Ap=m?g,
—AA,=gné(R—r)—g2(E+gA,) ¢°. )

These equations describe the screening of leptonic charge of the body by a condensate (
is the ground-state energy of the bosoakoppositely charged bosons. In what follows
we will solve these equations numerically for nonrelativistic and ultrarelativistic bosons.

3. Nonrelativistic regime

Consider first the heavy bosogAy<m, E=m+ SE, SE<m (nonrelativistic limi).

Then from Egs(3) one gets
1
5E¢*( - ﬁA—ng> ¢, —AA;=gng(R—r)—g2mg?. @

To cast these equations into scale-invariant form, we make the following substitu-
tions:

r—r(g?nm)~ Y4 SE=e—e(g>n/m)t?
—gA=V—V(g’n/m)*%  $— p(n/2m)*, 5
Then Eqgs(4) become

¢, AV=0(R—r)— ¢ (6)

6(,25:( - lA +V
2

We solve Egs(6) with the following boundary conditions at the origin:

V(0)=0, V'(0)=0, ¢(0)=1+6, ¢'(0)=0.
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FIG. 1. The curve in the—5 parameter plane for which there are solutions of Egs.The arrow on the curve
corresponds to strengthening of the screening.

For a givens we are looking for the lowest eigenvaledor which ¢— 0 at infinity. The
resulting curve in thee—§ plane is shown in Fig. 1IR=5). This curve starts from the
point e=0.85, 6= — 1, for which

$=0 V(r)=1r2(r<R) V(r)=ER2—ER3/r(r>R)
’ 6 ' 2" 3 '

The eigenvaluge=0.85 is close to the lowest energy eigenvalue of the harmonic oscil-
lator:

1 3
V(r)= grz, w=1N3, €= Sw= J3r2.

The solution corresponding te=0.85, §=—1 is the totally unscreened solutiom (

=0), and its charge is equal Q= 4m/3R3 (in units of n(g>nm) ~*4. As one goes

from the starting point along the curve of Fig. 1 the solution become more and more
screened. There are two qualitatively different regimes in this process of strengthening of
the screening effect. The first one corresponds to hadngrow from —1 t0 &pax
=0.21, for which¢ is growing everywhere and(r) is declining everywherésee Figs.

2 and 3. The second regime corresponds to havifiglecrease fromd,ay t0 Smin
=0.02, for which¢ decreases and flattens at the origin and has a slight bump near the
surface of the body, whil&(r) grows and flattens at the origin and decreases slightly
near the surface of the bodgee Figs. 4 and)5The end point on the curveS€ ;)
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FIG. 2. The growing of the boson field for the first regime of strengthening of the screening. The numbers
near the curves are the values@f4r.
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FIG. 3. The lowering of the potential energy of bosovi§g) for the first regime of strengthening of the
screening. The numbers near the curves are the valu@¢4ai.
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FIG. 4. The flattening of the boson fieltl near the origin and bumping @f near the surface from inside for
the second regime of strengthening of the screening. The numbers near the curves are the @Mmes of
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FIG. 5. The flattening of the potential energy of bosdffs) near the origin and the falling off of(r) near the
surface from inside for the second regime of strengthening of the screening. The numbers near the curves are
the values ofQ/41r.



JETP Lett., Vol. 68, No. 1, 10 July 1998 B. V. Martemyanov 19

1.5

|
|
f
|
10|

°
>i>

05 : ]

0.0 : ‘ :
0 2 4 6 8 10

FIG. 6. The negative of the charge density of the boson figlV/g) #2 for the case of complete screening of
the leptonic charge of a body by a massless boson field.

corresponds to a total charge which is 60 times smaller than the initial unscreened charge
of the body Qmin=37:Qma)- From physical arguments it is clear that a completely
screened solution with zero charg®;,—0) is possible.

4. Relativistic regime

To consider the relativistic limit we pun=0 in Egs.(3). We set alscE=0 by
shifting the potential\,, and for the boson potential energy= —gA, and boson fieldp
we arrive at the equations

V2p+Ap=0, AV=g?ng(R—r)+g22Ve¢2. (7)
As in the nonrelativistic case, to cast these equations into scale-invariant form we make
the following substitutions:

r—r(g?n) ¥ vov(g?n)B  ¢— ¢(n/2V(0)])Y2 8

The substitution$8) reduce Eqs(7) to the scale-invariant form
\Y

V2p+Ap=0, AV=0(R-r)—

We solve Egs(9) with the following boundary conditions at the origin:

V(0)=—€, V'(0)=0, ¢(0)=1+6, ¢'(0)=0.
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FIG. 7. The potential energy of massless bosons for the case of complete screening of the leptonic charge of a
body by a massless boson field.

There is only one point fob and € at whichV and ¢ go to zero at infinity. This is the
point

0=0.021, €=0.265.

Figures 6 and 7 present the corresponding solutiongsffandV (R=5). The charge of

the body is completely screened. This follows from both the asymptotic foivh wfhich

has no Coulomb tail, and from the uniqueness of the solufibare aren't different
degrees of neutralizatipnand it is in agreement with the analysis of Ref. 4. Physically it

is obvious that for massless bosons any electric field associated with the growth of the
potential near the surface produces boson—antiboson pairs. The bosons neutralize the
body and the antibosons go away to infinity.

5. Conclusion

We have presented numerical solutions of the Klein—Gordon—Poisson equations for
the screening of hypothetical leptorelectroni¢ charge of small balls of matter, with
radius equal to severdive in our casgscreening lengths, by a condensed boson field.
We considered both the nonrelativistic and relativistic regimes for the Klein—Gordon
equation for the boson field. In the nonrelativistic case we found a continuous set of
solutions corresponding to different degrees of neutralizafimm 0% to 100%. In the
relativistic casgmassless bosonthe Eqs.(7) have only a completely screened solution
(corresponding to 100% neutralizatjon

There is an interesting problem of considering lar@ecomparison to the screening
length balls of matter. From the numerical point of view, computationsRer10 (in
units of the screening lengtlor larger are difficult. From the physical point of view it is
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clear that the structure of the skin layer is the same for all bodies of sufficiently large size
if all they are completely screened by bosons. This problem is now under investigation.
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It is shown that in the presence of diffusion of electromagnetic waves
in random media containing large discrete scatterers, circular polariza-
tion can persist even after the radiation flux is isotropized. For scatter-
ing exactly in the backward direction, this effect is manifested as an
increase in the interference contribution to the cross-polarized compo-
nent of the intensity as the size of the scatterers increasesl 998
American Institute of Physic§S0021-364(18)00413-7

PACS numbers: 42.25.Fx, 42.25.Ja

1. Explaining the nature of polarization phenomena in the presence of multiple
scattering of light in disordered media containing inhomogeneities of different size is still
a topical problem. In recent years this problem has been attracting great interest in
connection with various applications in the diffusion spectroscopy of biological tissues
and of scattering media with a complicated strucfure.

In the present letter the phenomenon of slow decay of circular polarization during
the diffusion of light in random media with largérger than the wavelengtiscatterers
is explained. It is shown that circular polarization can persist even after the radiation flux
is isotropized. This effect was discovered comparatively recently in experiments and in
Monte Carlo calculations How the persistence of circular polarization is manifested in
the presence of coherent backscattering of polarized light is also discussed. It has been
shown that this effect is directly related with the increase, observed back in the first
experiment$;® in the coherent contribution to the cross-polarized component of the in-
tensity on reflection of light from disordered samples with large particles. This behavior
was confirmed by direct numerical calculatidhbut heretofore its physical reason re-
mained unclear.

The calculations were performed for a disordered system of transparent latex par-
ticles in water. This is the system that is most often used in experiméfits.

2. As analysis shows, in a scattering medium there is a fundamental difference
between the behavior of the electric field vector in linearly and circularly polarized
waves. In the case of the propagation of a linearly polarized wave, the direction of the
electric field vector follows the light beam — the beam remains linearly polarized along
the entire propagation trajectofyThe depolarization observed in the presence of mul-
tiple scattering in thick layers is a result of the chaotic variations that arise in the direc-
tions of polarization of waves moving along different random trajectories. It arises si-

0021-3640/98/68(1)/7/$15.00 22 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 1, 10 July 1998 Gorodnichev et al. 23

multaneously with isotropization of the radiation with respect to directfdnshis sense

a measurement of the degree of polarization of linearly polarized light in a random
medium does not give anything new as compared with a measurement of the angular
distribution of the scattered wavdbhere we are not concerned with the polarization
characteristics of the interference of waves in the exactly backward dirgction

The situation is different in the case of the propagation of circularly polarized light.
Although circular polarization is not preserved along the propagation trajectory, in media
with large-scale inhomogeneities it decays over distances much greater than the isotro-
pization length(transport length,,). Depolarization starts as the variations arising in the
phases of two linearly cross-polarized fiel@isto a superposition of which the incident
circularly polarized wave can be decompagsidtrease and is of a coherent nature. The
depolarization rate depends only on how smooth the propagation trajectories of the waves
are and, as will be shown below, in the case of scattering by large-scale inhomogeneities
it is proportional to the average of the fourth power of the single-scattering dimgle
contrast to the isotropization ratd 1/ which is proportional to the square of the angle
In this connection, a study of the circular polarization should yield new information about
the medium, different from the information contained in the angular distribution of the
scattered light.

3. Let a clockwise-polarized light beam be incident on a layex¢&cL) of a
medium consisting of large spherical scatterers in a direction normal to the surface. We
assume that the refractive indexof an individual center is real and differs little from 1
(n—1<1). In this situation single scattering occurs predominantly in the forward
directiof and the mean free path is much shorter than the transport lendth
(Iy=1/(1—{cosy)), (cosy) is the average cosine of the single-scattering angle

We shall characterize the polarization state of the light by the Stokes parateters
Q, U, andV, which satisfy a vector transfer equatidin the present problem the vector
equation decomposes into a system of equation$ &mdQ and a separate equation for
V; the third Stokes parameter=0 because of the azimuthal symmetry of the problem,

The system of equations fdr and Q has the same form as in the case of an
unpolarized beam® According to Refs. 9 and 10, for multiply scattered radiation the
ratio Q/I is small, and to a first approximation the influence of polarization effects on the
value of the intensity can be neglected. In this approximation the equationl fis
identical to the scalar transfer equation:

J
(“E+”°"}'(Z'M>:”of dn’ay(n-n")l(z,u), “

wheren is the number of scattering particles per unit volumés the total scattering
cross sectioriwe assume the medium to be nonabsorhing

1
ay(cosy) = 5 (|Ay(cosy)|*+|A, (cosy)|?)

is the differential cross sectio#y and A, are the amplitudes for single scattering of
waves polarized parallel and perpendicular to the scattering plane, apdmras’. The
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unit vectorsn={sinfdcosp,sindsing,codd} and n’ ={sind’'cosp’,sind’sing’,cod’} deter-
mine the direction of motion of a photon before and after a scattering euentoss,
p' =cod.

The equation for the fourth Stokes paraméater the difference of the intensities of
the waves polarized clockwise and counterclockwise - is

J
(MEﬂLnoU}V(Z,M)IHOJ dn’ay(n-n)V(z,u'), )

where

a,(cosy) =ReAf (cosy)A, (cosy).

The boundary condition for Eg¢l) and(2) is 1(z=0,u>0)=V(z=0,u>0)=1.
Since

f dn’a,(n-n)<o,

the equation(2) for V can be regarded as a scalar equation describing transfer in a certain
“absorbing” medium. The effective absorption is characterized by the cross section

G'dep:f dn’(az(n-n)—ay(n-n’)) ©)

and describes the damping of circular polarization as a result of scattering by inhomoge-
neities of the medium. The quantity,= (noadep)*l plays the role of the mean free path
with respect to depolarizing collisions.

In the case of Born scattererkga(n—1)<<1, wherea is the radius of a scatterer,
ko=2m/\ is the wave number, ankl is the wavelength of the lighthe amplitudes are
related aSQ\”(COSy):AJ_(COS'y)COSy,S and the depolarization cross section equals

G'dep:’ﬂfo sinydy|A, (cosy)|?(1—cosy)?. 4)

According to Eq.(4), under conditions such that single scattering is predominantly by
small angles, circular polarization should decay over distances greater than the isotro-
pization lengthl,, of the light flux: | g5~ 1/{y*)<ly~1/{¥?).

For weakly refractingif—1<1) spherical particles the form factph, |?> averaged
over an angular rangky>\/a decreases at small angles ag*l(Refs. 8 and § and the
ratio I 4ep/ I is proportional to the logarithm of the characteristic single-scattering angle:

21In(2kqa), kpa(n—1)<1

laep/l6=1 3 1Un—-1), kea(n—1)>1" ©

The large value of the ratibyey/l is due to the sharply anisotropic character of single
scattering. If the differential cross section decreases more slowly thér(fdt example,
1/y® according to the Guinier—Greenstein |&Ref. 9), the ratiol dep! | is Of the order of

1, and depolarization sets in simultaneously with isotropization of the beam.
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Equations(1) and (2) in the limit |, <L <l 4, describe radiation diffusion in the
medium and they can be solved in the transport approxintatiorwhen analyzing the
passage of radiation through thick layers of matter, in the simplest approximation — the
equation of spatial diffusion?

4. We shall employ the spatial-diffusion approximation to calculate the polarization
of photons which have passed through a thitk>(,) layer of matter. In this approxi-
mation the angular distribution of the radiation is assumed to be close to isotropic, and
the solution of Eqs(1) and(2) can be represented in the form

1 | dl(2) 1 | dV(z)
Hzpw)=7 1D+ ple——] V(Zpu)= V@ +ule— —|. (6)
The quantitied (z) andV(z) appearing in Eq(6) satisfy the diffusion equations
#?l(z 9°V(z
( )=0, (2) V(z)=0. (7)

972 072 | el dep

The boundary conditions for Eq7) are conditions at the effective boundaries of the
medium?®?®

I(z=—25)=V(z=—25)=1, I(z=L+2zy)=V(z=L+25)=0, (8)
wherez, is the extrapolated length. The exact valuggfiepends on the characteristics
of single scattering, but,=0.71,, to within an error of 196.

The solution of the problert6)—(8) is well known(see, for example, Refs. 5 angl 9
For the ratiovV/l — the helicity of the radiation which has passed through the layer — we
find®

Vo (L+2z79)]l, 1, L<l¢

| sinf{(L+2z0)/1c] | 2[(L+2zp)/1 Jexp(— (L+22zp)/1,), L>1.’
wherelc=(ltrlde,]3)1’2 is the characteristic decay length of circular polarization in the
case of passage through a thick layer of a nonabsorbing medium. Therefore for thick-

nesses in the rangk <L<I. the light flux remains circularly polarized despite the
almost isotropic angular distribution.

©)

It is of interest to compare the expression obtained for the decay length of circular
polarization with the experimental data and the results of numerical simul&tiohe.
decay lengths of linear and circular polarizations in a disordered medium consisting of a
suspension of latex particles in watéhe relative index of refraction of the particles
n=1.19) were determined in Ref. 2. In a medium with large inhomogeneities the linear
polarization decays over distandgswhich are essentially identical tg.? The results of
calculations of /I ;= (3l /1 gep Y2 on the basis of Eq3) according to the Mie formulds
are presented in Fig. 1 along with the valuesl ofl , obtained from experiments and
Monte Carlo calculations. An analysis shows that the small difference in the results could
be due to the procedure used in Ref. 2 to determine the lehgtdusd| . .

5. The slow decay of circular polarization, studied above, should always appear
when the discussion concerns the correlation of cross-polarized fields. The point is that
the correlation function of the cross-polarized fields can be represented as a sum of the
Stokes parameters and V: (EET)=4m(U—iV)/c (Ref. 8. The quantityU, as a
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FIG. 1. Ratio of the linear and circular polarization decay lengths in a disordered medium. Solid curve — result
of the present workD — experiment of Ref. 2:- — result of statistical simulatioh.

component of the linear polarization, decays as the light flux is isotropized. For this
reason, the large-scale behavior of the correlation function of cross-polarized fields in a
medium with large scattering particles is determinedvby

We shall show that the persistence of circular polarization explains the increase,
observed even in the first experiments on coherent backscatfeéringhe backscattering
factor for cross-polarized waves as the the inhomogeneities of the medium increase in
size. This mechanism was confirmed in Ref. 6 by direct nhumerical integration of the
transfer equation, but heretofore its physical reason has remained unclear.

From the relations derived in Ref. 1(3ee also Ref. 6between the interference
corrections to the matrix elements of the Green'’s function of the vector transfer equation
and the value of the matrix elements themselves it follows that the coherent contribution
to the intensity of the reflected light polarized perpendicular to the incident light can be
represented as

1
I(f"h)=§(l||—ll+V), (10)

wherel | andl, are the intensities of the incoherently scattered waves polarized parallel
and perpendicular to the incident waves. This formula is valid for scattering precisely in
the backward direction for close-to-normal angles of incidence of the radiation.

For a disordered medium with large particlgs=1, %% i.e., in the presence of
incoherent backscattering of linearly polarized light the reflected flux is essentially com-
pletely depolarized. In this connection the backscattering gain for the cross-polarized
component of the reflected light equals
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FIG. 2. Gain for backscattering of cross-polarized light. Solid curve — calculation using1#g.O —
experiment of Ref. 4+ — result of numerical integration of the vector transfer equation.

(coh)
gy Y (1D
I, I
and in accordance with the foregoing considerations it should increase as the scattering
particles increase in size. The validity of this is illustrated in Fig. 2, which presents the
experimental results of Ref. 4, the results of numerical integration of the transfer
equatior® and the calculations performed on the basis of #d). All data are presented
for latex particles in water. The values ¥fand| appearing in Eq(11) were calculated
in the transport approximatiofthe differential cross section was replaced by an isotropic
cross section with the total cross section equal to the transport cross sédtw cross
sections themselves were calculated according to the Mie tfeory.
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and the degree of polarizatidh= WZ+ Q2 always equals the helicity.
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Diffusion-broadened line shape near a turning point
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The absorption spectrum of a gas with a large Doppler width and soft
collisions between particles is studied. The particles are assumed to
have a nonlinear dependence of the resonance frequency on velocity.
The shape of the narrow peak in the spectrum resulting from an extre-
mum of this dependence is calculated analytically for the first time. In
the absence of collisions it has a characteristic asymmetric shape. Col-
lisions are shown to broaden the line and change its shape. The profile
of the probe-field spectrum is obtained for a three-level system with the
strong field at an adjacent transition. The components of the Autler—
Townes doublet are found to spread and repel each other because of
collisions. © 1998 American Institute of Physics.
[S0021-364(©8)00513-1]

PACS numbers: 33.70.Jg, 34.5G;, 33.20--t

An investigation of the resonant interaction of a gas of particles and an electromag-
netic wave is a promising way of studying collision processes in gasest particular
interest is the case when collisions can be described as diffusion in velocity space; for
example, when the particles are ions in a plasma or heavy atoms in a buffer gas of light
atoms. The Landau collision term describes well the spectroscopic effects of ion—ion
Coulomb scattering.For some reason the frequency of exact resonance between a wave
and a particle can depend on the velocity. If this dependence results from the Doppler
shift then it is linear; the spectral line shape within the linear approximation in the field
intensity has been calculated previousfThe first nonlinear corrections to the absorp-
tion spectrum due to saturation have been obtafred,

Besides the effects of saturation and nonlinear interference, the field of a monochro-
matic wave splits the energy levels of a partiti€onsider the interaction of a gas with
strong and probe waves resonant to adjacent transitions between intrinsic states of the
particle. Without the strong field the dependence of the resonance frequency for the probe
wave on the velocity is linear due to the Doppler shift. If one turns on the field, then for
each particle there are two resonances between it and the probe wave. Their positions
coincide with the Rabi frequencies, which are nonlinear functions of the velocity. How-
ever, the computation of the splitting in a system with large Doppler width has been done
for the collisionless case onfy.

Nowadays a challenging task is to get tunable cw UV coherent radiation. Using

0021-3640/98/68(1)/7/$15.00 29 © 1998 American Institute of Physics
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stimulated Raman scattering, tunable radiation has been obtained, jiN¥a The ions

have higher energy levels, so there is hope of reaching short-wavelength radiation by
Raman up-conversion in Ar(Refs. 10 and 1)1 Thus strong-field effects are of interest

for experiment along with soft collisions.

In the present letter we study the absorption spectra of a gas of particles with both
soft collisions and a nonlinear resonance frequefdgyv), the frequency of the field at
which the exact resonance between it and a particle with velocitgcurs. In Refs. 5-7
the linear dependend@g=kv was considered. Here we examine a nonlinear function
Qr(v) arising from the interaction with a strong monochromatic wave. The extremum of
Qr(v) is of special interest in our consideration. The simplest nonlinearity is quadratic.
If particles are concentrated near a velogity then one can interpret this dependence as
a Taylor expansion of)g aboutv, to order ¢ —vo)?. If for someuv, the linear term in
the expansion is equal to zero, then it would appear reasonable that the leading term in it
is quadratic or tha€) is constant. In brief, the quadratic nonlinearity seems sufficient to
describe all the new effects associated with nonlinearity.

Let us calculate the spectrum of light absorliedemitted by a monokinetic beam
of particles with a given initial velocity, throughout its whole time evolution, the
so-called beam spectrum with velocity. After that it is possible to find the absorption
spectra for an arbitrary velocity distribution. The spectrum is given by the expression

1 » ) t
1(Q)= - Refo dtd(t)e ', @(t):<exr{iJ0dTQR(v(T))) > (1)

where®(t) is the correlation function. The width of the beam spectrum is the inverse
dephasing timet,;l. When the dependence of the resonance frequéhgyis linear,
Qg(v)=kv, the correlation function is given by

CD(vo,t)=eik”0t_Dk2t3/3. (2)

Roughly, the deviation of the velocity from its initial value is of the orderAaf(t)
~ Dt. Then the phase deviation is

t
A(,0=Af drQg(7)~t-kAv~DK?t3,
0

The dephasing happens when the latter reashesnd thus the spectrum width or the
inverse dephasing time is of the ordertgf’~ (Dk?)2. If the particles decay in time,
then one should add” to Q. or multiply ®(t) by e ', wherel is the inverse lifetime
of the particles.

When only the integral ofb(t)e '*' over time is of interest, one can reduce the

problem to simpler one: there is a source of particles with velagityand there is a
steady-state distribution for the polarization of the partici€s,), which is governed by
the equation

p=6(v—uy), ()

d2
(I(Q—QR)—DE

and the beam spectrum given by the expressigf),v,) =(1/7)Refdvp(v).
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FIG. 1. Beam spectra with velocity,=n, n=0,1,2 (curven) at Qg(v)=0v%2,D=2.

Let us now consider the case when the dependence of resonance frequency is qua-
dratic, Qr(v) = w+ kv +av?/2, at least nea,. If vo=—k/a, then the linear shift of the
resonance frequency with change in velocity vanishes, and so the diffusion of phase
arises from the quadratic shift

Ag~t-a(Av)?~Dat?,

and the spectrum width is of the order gf*~(D|a|)¥2 These simple estimates are
confirmed below by detailed calculations. The paint —k/a, or generally the point

wheredQr/dv=0, can be called a turning point? because if you pull the velocity

through it the sign ofiQ)z/dv (or the direction ofQ0i variation changes.

We introduce a new variable= a(v +k/a), a=(a/2iD)Y4, z,= 2|,~,, and decom-
posep, 8(v—uvg) in a series over functiong,(z)

—Z/2H (Z) * * 2/
h(D=a——n = p=2 pathn(2),  S(v—v0)= 2 ()6 DPH,(20),
2n! n=0 n=0

whereH,(2) is the nth Hermite polynomial. The quantitigs, are found immediately
since ally,, are eigenvectors of the operator on the left-hand sid8)ofAfter integration
overv one gets

\/— * ZO/ZH2 ZO) e(ﬁ/Z X)7 1 ) )

Q = d - = .
1g(Q,v0)= Z nl(2,8n+x) TW 5 Zotanhg

4

B=(2Dali)*?  x=plR2+i(Q—w—k%?2a).

Thus the spectrum is given by expressidn with correlation function
e/ Irvolt h D(k+avg)?
L

whereh=1-i signa, 7=hI',t, I';=+/DJal|. Examples of the beam spectrum are plotted
in Fig. 1. WhenI"',<I'; one can expand tantio order> and replace coshby 1. The

D(vg,t)= (T—tanhr)), (5)
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resultant expression coincides wi). If Qg(v) is a second-degree polynomial, thén
is the exact solution for the correlation functi¢h), otherwise it is valid if the charac-
teristic velocity scale of)g is much greater than)/|a|)*4

Let us consider the spectrum of particles that are uniformly distributed over velocity.
For Qg(v)=av?/2 we havel';=(Da%v?)*3, I',=(D|a|)*? and the spectrum is given
by

r 1

1 0 ) 1 L Z+Z
|(Q):—Ref dvf dtd(v,t)e M=~ Ree* ¥ , ®

" i (2D r z+§

4

wherez=e*™'4T +iQ)/\/8D[a[, I'(z) is the gamma function, and the upper/lower sign
corresponds to positive/negative valueaofl (2) is an asymmetric peak, which has two
characteristic widths: a width due to decay, and a diffusion widt®(a|) 2. If Q is far
from Qg(v,.), wherev, is the turning point, then the number of particg resonantly
interacting with the field is proportional tp(vg)/(dQg/dv)(vg), Wherevy is the reso-
nance frequency) =Qg(vR); andy(v) is the width of the beam spectrum with velocity
v. Near a turning pointg=v,, we haveNgx (y(v,)/(d?Qg/dv?)(v,))? i.e., the field
resonantly interacts with a maximal number of particles wheaQg(v, ). The spec-
trum wings are asymmetric:

\/i a0 >0,
aQ’

1 (T +D|a|
20\ 1Q] 402

When the diffusion is unimportank;>(D|a|)'?, we have
12 \J|a]yO2+T?+a0

2
1(Q)=R -
) e[am_,r) a7 12

To calculate the spectrui()) one can replace the beam spectrlg(Q,v,) by
8(Q—QRg(vy)) if the linear shift)’(v)=(dQr/dv)(v) does not change substantially
within the domainu —vy~ y(v)/Q'(vg). In a more general problem one should also
require that the integrated intensity of the beam spectrum change insignificantly with
velocity v inside this domain. Here we ha¥®’ (v)=av, y(v)~TI4, so the condition of
invariance ofQ)’ looks likeT';/Q’'<v, i.e.,v>(D/|a|)¥% The widths of this domain
and functionp(v) atvy=0 are of the same order. The shift of the resonance frequency
in this domain is of the order df,.

1(Q)=

), a()<0.

Now we will calculate the probe-wave spectrum in the presence of strong field at the
adjacent transition. The strong and probe fields are resonant to transitions between states
|2) and|1), |3), respectively. We assume that the two waves are copropagating and
denote the projection of the velocity hy=kv/k, wherek is the wave vector of the
strong field. Denoting the detunings from the resonance of the strong and the probe
waves ad) and () ,, we write kinetic equations for off-diagonal elements of density
matrix as

Mmoo
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pidr V1) = ps(V)expli(k,—K)-r=i(Q,~ Q)1),

p2i(T,V,1) = pag(V)exp(ik , - r =i t),

d?
(Q/A_QlB—"_ID d_v2> p31=Gpao— G}, pa1,

d?
(QM_QZB'HD d_vz> p32=G*p31— G}, (p2— pa),

Q=0+ (k,—Kv+il'13, Qp=Kk,v+iTs, @

whereT'13, T'»3 are the relaxation constants of coherence betwegnand |1), |3);
G=E-dn/2h, G,=E,-d,y2h, d; is the matrix element of the dipole moment, aad
andE, are the amplitudes of the strong and the probe waves, respectively. Tpsfind
and p3, one must knowp,, p3, andp,;.

The beam spectrum with velocity has two resonances at the Rabi frequeficies

QL2 () =k, v+ n+il £\ (n+iT)2+[G[%, (8)

where 2p=Q —kv, 2I' . =T"13T»3. One may think of this as there being two types of
particles with different dependence of their resonance frequency on velocity. Strictly
speaking, the diffusion causes transitions between these types. RBisi{(Dk?9)Y3,

then one can treat these two branches of hyper®landependently and apply the
theory developed above. Only two elements of the density matrix are mixed by the strong
field. Then there are no cubic and higher shifts in the equatiopfor One can get this
equation by operating with(¥ ,— Q,5+iDd%dv?) on (7).

If k,<k, then there is one turning point in each of these two frequency branches,
located at

Q _(2k,—Kk)|G| Q 2G|
Vigm T Fee——, OR?(v1)=k,— VK, (k—K,),
1,2 K +k k#(k—kM) R ( 1,2) K k p,( ,u)
dag? d20g? 2(K,(k—k,))%?
% (01920, a= i (p = T ©)
dv Ot dw2 " KIG]

Here for simplicity we have neglected the dedBys;, I',3. The expressions for the
coordinates of the turning point8) coincide with the result for the collisionless cdse.
The curvature of the frequency branah 1//G|, Ngx|G|*2, and so the absorption grows
with |G]|.

By analogy with(5) the spectrum is given by
exp(i(Q —Q)t)
ycost;

X(Qg)_ﬂls)(Pz_Ps)“‘ G*p
od-0?

2
IM(Q#)ocJZl (—1)] Ref dv JO dt

2 expth; (T3 /T )% r—tanhr))),  (10)
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FIG. 2. Absorption spectrh, () in arbitrary units. Dk?)"*=6.3x 10" kv : numerical calculationgcurve

1) and approximation formula10) (curve 2); and D=0 (curve 3). I';=10"%kvy, Q=0.3%vy, |G|
=0.%vr, k,=0.8. The population of leveld and2 coincide. The dashed curve in the inset corresponds to
G=0.
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The probe-wave spectrum is illustrated in Fig. 2. In the inset there are two narrow
peaks that come from the turning points. Cufivis derived from numerical solution of
coupled diffusion equations for the wholex3 density matrix with the friction force and
collisional mixing of the frequency branches taken into account.

The diffusion widthI', of each narrow peak in the spectrum is found to be much
less than the width™; =(Dk2)*? resulting from the linear shift. Their ratio #,/I';
= (2I'1/|G|)"2 where k= (k/k,—1)*%, /k. Such peaks in a plasma (Ar 488 and
514.5 nm, V-scheme with common short-lived level'2;= 250 MHz) was observed in
Ref. 12. If we take the diffusion coefficient measured under similar conditibtigen
I'1=170 MHz andl’,=20 MHz. However, the width of the peaks was about 200 MHz.
The diffusion width of the peak arises from the nonlinear shift near a turning point;
otherwise, the peak would be appreciably wider.

Thus, the absorption spectrum of the gas of particles whose velocity evolves in a
diffusional way is obtained. The dependence of the resonance frequency on the velocity
of the particle can deviate from linear. The universal shape of the narrow peak in the
spectrum(6), which comes from the extremum of the velocity dependence of the reso-
nance frequency, is found. The collisional width of the peak is proportional to the square
root of the diffusion coefficient.
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A relativistic electromagnetic soliton solution in the model of a one-
dimensional, unbounded, cold, collisionless plasma is obtained without
using the envelope approximation. The breaking of solitons with over-
critical amplitudes is observed. The stability of undercritical solitons
and the breaking of overcritical solitons are demonstrated by a particle-
in-cell computer simulation. €1998 American Institute of Physics.
[S0021-364(P8)00613-9

PACS numbers: 52.40.Nk

1. The technique of ultrashort, ultraintense laser pulses has been developing rapidly
in recent years.It has called into being a vast area of nonlinear physics describing the
dynamics of matter in ultraintense electromagnetic fields. Among the enormous variety of
nonlinear effects induced by a relativistically strong laser pulse propagating through a
plasma, we will select out as our topic the formation and evolution of relativistic solitary
waves.

Electromagnetic solitons with relativistic amplitudes were first investigated by V. A.
Kozlov, A. G. Litvak and E. V. Suvoro%.Their study was continued in Refs. 3—10. For
the most part these studies used the envelope approximation, i.e., they assumed that the
solitary solution to be found is a wave packet whose length and frequency are much
greater than those of an electron plasma wave.

Electromagnetic relativistic solitons in collisionless plasmas were observed in a
PIC-code simulation of the interaction of ultraintense laser radiation with underfdense
and overdengé plasmas. It was shown that the soliton formation is a significant channel
of laser-pulse energy transformatibh.

The solitons obtained in computer simulations, in contrast to theoretical models
using the envelope approximation, have lengths and frequencies of the order of the length
and frequency of an electron plasma wave and move at nonrelativistic Speed.

As is shown in Ref. 11 and 14, the growth of instability induced by Raman scatter-
ing plays the key role in the mechanism of decay of a long, relativistically strong laser
pulse. If the length of a high-frequency laser pulse is sufficiently greater than the electron
plasma wavelength .., the propagation of the pulse through a plasma is inevitably

0021-3640/98/68(1)/6/$15.00 36 © 1998 American Institute of Physics
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accompanied by envelope modulation on a scale of the order of the electron plasma
wavelength. This modulation is induced by Raman scattering and leads to decay of the
pulse.

On the other hand, an intense laser pulse with length sufficiently smaller than the
electron plasma wavelength excites wake-field plasma waves and quickly loses energy.

On the basis of this discussion one can suggest that the expected size of a relativistic
electromagnetic soliton must be comparable with the electron plasma wavelgngth

The main task of this paper is to investigate such a “short” relativistic soliton.

2. Let us consider a model of unbounded, cold, collisionless plasma, described by

Maxwell's equations and the hydrodynamic equations of an electron fluid on a fixed ion
background:

n
AA_Att_V(Pt_ ;(P"’A):O,
(1)

1
n=1+A¢, divA=0, P=V(p—1y)+ ;(P+A)><curl P.

Heren=n./n; is the ratio of the electron and ion densitiess= const; P is the general-
ized momentum of an electroR=p—A; y*=1+ (P+A)?. The equations are written in
dimensionless form with the help of the substitutions {/C)Xx—X, wpt—t,
(e/mC?)A—A, (e/meC?) o— @, (/MewpC)E—E, (6/Mewpe)B—B, (1/imec)p—p,
wherem, ande are the electron mass and charge, apg= Jamne?/m, is the electron
plasma-wave frequency for the undisturbed densjty n; at infinity.

Let us consider the case when all the variables that characterize fields and plasma
are independent of and z, so thatd,=d,=0. Denoting P=(P*,P?P% and A
=(AY,A%2 A%, we can rewrite Eqg(1) in terms of the vector components:

n
A= A~ @xi— ;(P1+A1)=o,

n n
AZ—AZ— ;(P2+A2)=O, A —A3- ;(P3+A3)=0,

n=1+¢., Al=0,

X

1
Pi=gy— ¥t ;(A2P§+A3P§+ P2P3+ P3P3),

1 1
Pt2+;P1P)2(=0, Pt3+;P1P;°(’=O. @)

We want to find a spatially localized solution corresponding to perturbations of the
fields and of the electron density and momentum which move with a constant valocity
Localization in the spatial coordinate entails the relatidn=0.

Let us assume that the solution to be found is induced by an ultraintense, circularly
polarized, finite laser pulse propagating through an underdense plésmie one-
dimensional model the direction of laser pulse propagation coincides with &x&).
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Let us imagine that before the interaction the laser pulse was outside the plasma, in
vacuum. Then the momentum of the laser pulse had only one nonzero comfartaet
direction of propagation According to generalized momentum conservation, it is natural
to expect that the transverse generalized momeffturfaveraged over a sufficiently long
period in the region of the solution that we seek should be zero after the interaction.
Therefore, the conditio®?=P3=0, which simplifies Eqs(2) significantly, can be re-
garded as a strengthened form of the momentum conservation law.

We can also suppose the solution to be circularly polarized as a result of polarization
of the initial laser pulse. This condition can be regarded as a strengthened form of the
angular momentum conservation law and is a result of the symmetry of(Bqwith
respect to rotation in the plang ).

Thus we are looking for a solution of the forfm terms of the new coordinates

&,7):

E=x—-Vt, 7=t

Al=0, A2+iAsza(g)eiw((l—v%r—vg),

Pl=Vb(¢), P?=P3=0. ®)
Note that the component8?, P can be proved to be zero by making use of the
requirement that the solution is localized in space.

After substituting expressio(8) into (2) we obtain

VZb)"— b a’ 1 1 ) 4

(7 )_,y_b! a_l—Vz)’_b -, ()
wherey=(1+a?+V?b?) Y2 This system of equations with the boundary conditions

a()=b(*)=0, a(£)<x,b(§)<w» (5)

describes a one-dimensional relativistic electromagnetic soliton propagating through a
cold collisionless plasma. The velocity of the soliton is less than speed of Yght..
The frequency of the soliton is less than the electron plasma frequenrcy,

In the case&/=0 the componen®! vanishes, and the system of equati¢fiscan be
reduced to

77// a// B 1+ yll

b — 2. (6)

_1+y", a Y

These equations are easily integrated with the help of the substitatiesinhu,
y=coshu, and we obtain:

A 2J1-w? cosh(g\/l—wz)
" cosR(&V1— wd) + wi—1

One can see that the relationship between the maximum soliton amphiided the
angular velocity of rotatiorw of the plane of polarization of the soliton is given by

explioT). (7)
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21— w?
Apg=—F—. 8
w

The values of the fields, electron momentum, vector potential, electron density, and
gamma factor in the soliton can be written as

2w1—w? cosh({)

cost({)— 1+ w?

_ .2 H
g 2dze)  sinhd) sin(tw),—cos(ta)))

o cosR({)—1+w?

2(1- w?)
costf({)— 1+ w?

- B 2(1- w?)sinh({)
B=(0sintw), - cogtw)) cosif({)— 1+ w?

21— w? cosh({)

cos(¢)— 1+ w? '

p=A=(0,co%tw),siNtw))

. (1— w?)?(cosh4¢)—2(2w?—1)cosh2{) — 3)
(costt({)— 1+ w?)3

1. 2(1- ?) )
Y cos({)— 1+ w?’
Here (= \1— w?(x—X). Fig. 1 shows a corresponding graph for the cAge 3,
=42/3.

Let us consider the series expansion of the solusipP! in powers of the soliton
velocity V about zero:
PL(£)=Vbo(£)+V3by(£)+O(V®), a(£)=ag(§)+V?ay(§)+0(V?). (10)

The functionby(¢) defined in the first equation i(6) can be singular when 1
+9"=0. It is obvious that the electron density=1+v" reaches its minimum value
when the amplitudey(£) is maximum. Thus the minimum envelope amplitudlg for
which the functionby(§) is singular is determined by the condition

pL b

JL
-1 - . : —

-10 0 T 10 -10 0 T 10

FIG. 1. Electromagnetic fields and the momentum and density of electron fluid in the saliterFieldsE, ,
B, , E,. b — Transverse momentum_and densityn of the electron fluid and the transverse currgnt
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FIG. 2. Stability of a soliton of amplitudé,=1.5, given by(7), (9). The transverse and longitudinal electric

fields are shown as functions of time along with the transverse and longitudinal momentum of the electrons. The
steady-state electron temperaturd js- (2—4)X 10 3mc2.

leop=1- ———" =0 (1D

FIG. 3. Breaking of a soliton with overcritical amplitudg =3 and acceleration of the electror@s— Evolu-
tion of the electron transverse momentum averaged over thepcellb — Phase planex(p,) in time.
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and is equal to/3.

We see that there is a critical value of the soliton vector potential at which the
longitudinal momentuniP! of the electron fluid becomes singular and the “breaking” of
the soliton can take place. One can assume that this process is accompanied by heating
and acceleration of some electrons falling at the field maximum.

The possibility of breaking points out an instability of solitons with overcritical
amplitudes.

3. To test the solution and to observe possible breaking we carried out nhumerical
simulations using a one-dimensional PIC code. In simulations whose results are presented
below, the typical number of particles per cell was 50 and the cell siz&W827 w ).

Figure 2 demonstrates the excellent stability of the soliton giveri7iby(9). The
insignificant damped oscillation in the vicinity of the soliton is a result of the error in the
initial electron distribution. This error can be abated by increasing the number of particles
per cell and increasing the grid resolution.

In the present calculation the maximum soliton amplitudéjs=1.5 and its fre-

quencyw= \/2\/1+A§—2/A0w0.8447. The soliton preserves its shape and amplitude
forever (for longer than the code precision permits following ithe error in the initial
electron distribution results in plasma heating to temperatures of the order of (2—4)
X 107 3myc2.

In the simulation of a soliton with amplitud®,= 3, which is greater than the critical
value, one can observe heating and acceleration of electrons falling at the maximum field
region up to energies (3—&).c2. This is a demonstration of soliton breakifigig. 3.

This work is supported by grants from the Ministry of Science of the Russian
Federation and the Russian Fund for Fundamental Res€28eb2-16298.
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Magnetization measurements were performed on a lanthanum manga-
nite La, 9SrpsMnO; single crystal in the temperature interval 4.2—300

K and magnetic field interval 50 Oe—-55 kOe in two sample cooling
regimes: 1 cooling down to 4.2 K in a higl{55 kO magnetic field,

and 2 cooling in a “zero” field. It is shown that the temperature
dependences of the magnetizatigh{T) are substantially different in
these regimes. Pronounced anomalied/dfT) were observed at tem-
peraturesT* =103 K andT.=145 K. The first anomaly is attributed

to a structural transition, while the second one corresponds to a
ferromagnet—paramagnet phase transition. The magnetization of a
Lag oSrp4MNnO; single crystal in the cooling regimes studied shows
typical “spin-glass” behavior. ©1998 American Institute of Physics.
[S0021-364(©8)00713-7

PACS numbers: 75.60.Ch, 75.50.Lk, 75.30.Kz

In a number of works published in recent years the magnetic state of lanthanum
manganites La ,Sr,MnO; with low strontium concentrations~0.1 at low tempera-
tures is classified as antiferromagnetic with a canted magnetic strdéttengside this
point of view is a different one, viz., that a spin-glass state is realized in calcium and
strontium manganites doped with rare-earth mefgissseodymium, neodymium, or
terbium.>* Finally, it is asserted in Ref. 5, contrary to Refs. 1 and 2, that lanthanum

0021-3640/98/68(1)/5/$15.00 42 © 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the magnetization of §8kaMnO; single crystal, measured in a field
H=50 Oe, in the FC and ZFC regimes.

manganite with a strontium contert-0.1 is not an insulator with a canted antiferro-
magnetic structure but rather a polaron-ordered phase whose magnetic structure has not
been established. In this connection it is of interest to investigate in greater detail the
behavior of the magnetization of a single crystal of this compound, in contrast to most
studies, which have been performed on cerafpaycrystalling samples.

To determine the possibility of a spin-glass state being realized in the
La; _,Sr,MnO; system without doping with rare-earth metals, we investigated the tem-
perature dependences of the magnetizaNofT) of a La, ¢Sty sMnO; single crystal in
two cooling regimes:

1) cooling in a zero magnetic field from temperatures above the magnetic ordering
point down to 4.2 K(ZFO);

2) cooling in a high magnetic fielth =55 kOe(FC).

The single crystal was grown by the floating-zone method zone with radiation heat-
ing of the zone(xenon lamp. The Laue diffraction patterns and diffraction patterns
obtained atT=293 K showed the experimental sample to be an orthorhombic single
crystal with crystallographic domaifparquet structure. It had the form of a parallelepi-
ped with transverse dimensions of the order of 1 mm and mass 38.0 mg. During the
measurements, the magnetic field was directed to withf along a crystallographic
axis of the(112) type.

The magnetization was measured on a Quantum Design SQUID magnetometer in
the temperature interval 4.2—300 K and magnetic fields from 50 Oe up to 55 kOe. Before
each measurement of the temperature dependévi¢&3 and field dependenced (H)
of the magnetization, in both the ZFC and FC regimes, the sample was precooled to 4.2
K from a temperature not less than 300 K.

Figure 1 displays the temperature dependence of the magnetization of the experi-
mental single crystal, measured in a weak magnetic fietd50 Oe in the ZFC regim®.



44 JETP Lett., Vol. 68, No. 1, 10 July 1998 Arkhipov et al.

80 _m638863660eo.,
vavvvvvvvvv"v%' La; 451, MnO;
: A 5770,
.mmabcéﬁ‘bAnAA A%‘\v ° ZFC
vv°° B o -1kOe
6o e s -5kOe
o ", v -10kOe
= e, o -25kOe
E 40 |- s, +  -55kOe
@ .
E cccoo X .
609 ° -
P 0000°° ° o t.
20 |- °e ©00° °°° %ﬂx °°° T
o ° ‘.
o 4. v o, -
3, cAAv » %0, -
) v oo
4, %9 000,
sa09%Y 000000000
otk 9000088500005 553388EEBEETIV
. L " 8 " 1 n $ N 3 N
0 50 100 150 200 250 300
T(X)

FIG. 2. Evolution of the curved/(T) of a L& ¢S :MnO; single crystal, measured in the ZFC regime, in
magnetic fields from 1 to 55 kOe.

Two features stand out clearly: a minimumNyT) at T* =103 K and a sharp drop of

the magnetization af ;=145 K. We note that such a “double-hump” temperature de-
pendence of the ac magnetic susceptibility of a single crystal with the same composition,
measured at 135 Hz with amplitude modulation of a 10 Oe magnetic field, was recently
observed in Ref. 6. MeasurementsM{T) in the same ZFC regime but at higher fields
1-55 kOe(Fig. 2) show that a high magnetic field changes the temperature dependence
M(T) considerably, leaving only the anomaly nddr sharply expressed.

The form of the curveM (T) (Fig. 1, top curvgé measured in a 50 Oe field in the FC
regime (cooling atH=>55 kOe) also differs strongly from the temperature dependence
M(T) in the ZFC regime: Instead of the stroffgctor of 4 increase in the magnetization
as the temperature increases from 4.2 to 100 K, in the FC regimé=d&0 Oe, the
magnetization does not increase but decreases. The valMeafT=4.2 K in the FC
regime is six times greater than in the ZFC regime. In sufficiently high fields the form of
the dependenck®I (T) in both the ZFC and FC regimédEig. 3) is similar, i.e., only the
anomaly neail* remains pronounced. We note that at liquid-helium temperatures hys-
teresis is observed iN (H) (Fig. 4).

Thus the experimental data presented attest to a complicated magnetic structure of
the compound LSty sMnO5; and a magnetic state that is very labile with respect to the
magnetic field.

The sharp drop in magnetization Bt=145 K can be quite reliably attributed to a
phase transition from the ferro- to the paramagnetic state and agrees with the results of
Refs. 2, 6, and 7, whereas the anomaly observed cleal§(ifi) at T* =103 K in both
the ZFC and FC regimes can hardly be unequivocally interpreted as a simple transition to
an antiferromagnetic state with a canted magnetic structufe<dt*, as is done in Refs.

1, 2, and 7. The results of our measurements show that the anomialy=at03 K can be
interpreted differently: It can be supposed thatTer T* a cluster-glass state is realized
in the compound LgsSKp1MnO; in weak magnetic fields, since the magnetization of
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FIG. 3. Temperature dependences of the magnetization of the same single crystal, mess&&®e field, in
the FC and ZFC regimes.

single-crystal Lg ¢Sty ;MNnO; in weak magnetic fields exhibits typical spin-glass behavior
at temperature¥<T*.

What is more, neutron diffraction studfesf the crystal structure show that &t
=103 K we are dealing not only with a magnetic transition but simultaneously with a
structural transition also. As follows from this work, a transition occurs figafrom an
orthorhombic pseudocubic phasé<T*) to an orthorhombic phase with Jahn—Teller
distortions {T>T*).? Nonetheless, the experimental facts which we present do not rule
out the possibility of coexistence of two magnetically ordered struct(foesexample,
ferro- and antiferromagnediat T<T*.

In conclusion, the main result of the present work is an experimental proof of the

60 |- /
/ Lag ¢Srg 4MnO,
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FIG. 4. Hysteresis of the magnetization of agk@r, ;MnO; single crystal cooled in the ZFC regim#;
=12 K. A — independent control measurements, showing the reproducibility of the results.
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fact that the magnetic properties of the;LaSr,MnO; system with low strontium con-

tent depend not only the chemical composition of the compound but also, to a consider-
able degree, on the cooling regime of the sample, and that the magnetic state of a
La; _,Sr,MnO; crystal is very sensitive to the magnetic field. It is very likely that the
results of measurements of other properties of this sygspercifically, the magnetostric-

tion) will also differ, depending on whether the sample is cooled in the presence or
absence of a magnetic field. To establish unequivocally the magnetic state of a
La; ,Sr,MnO; single crystal below 100 K it is nhecessary to perform direct experiments
with small-angle magnetic scattering of neutrons in the ZFC and FC cooling regimes.

After the measurements were performed and the manuscript of this letter was pre-
pared for publication, Ref. 8 appeared in print, reporting the observation of spin-glass
behavior of the magnetization in polycrystalling, X°a ;MnO3 without doping with
rare-earth metals. It is entirely possible that a different behavior of magnetic properties in
the ZFC and FC regimes is a characteristic feature of the magnetic state of lanthanum
manganite$* and manganat@sn a definite range of strontium and calcium concentra-
tions.

We are grateful to A. Korolev, N. Kourov, V. NizhankovskiT. Palevski, V.
Sazonova, V. Sussk, and Yu. Tsiovkin for helpful discussions and assistance.

de-mail: star@fmm.e-burg.su

BThe uncompensated patH of the residual field of the solenoid in the magnetometer was equal to 6 Oe. For
this reason, the lowest field in which measurements were performed was equal to 50 Oe, which is an order of
magnitude greater thaiH.
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A mechanism is described which leads to the formation of a nonequi-
librium distribution of two-dimensional electrons on account of the
effect of the electric field of radiation on the interaction of the electrons
with a phonon thermostat in the absence of absorption. An analysis is
made of the case of a nonresonant, transversely polarized pump, where
the intersubband transitions and Drude absorption of the radiation are
very weak but the probabilities of transitions involving the participation
of phonons do not satisfy the principle of detailed balance. The char-
acter of the nonequilibrium distribution of highly degenerate electrons
is discussed and their effective temperature is found.1998 Ameri-

can Institute of Physic§S0021-364(108)00813-5

PACS numbers: 71.10.Ca, 63.20.Kr

An external electric field applied to an electron gas not only leads to absorption of
energy on account of the current in phase with this field, but it also changes the transition
probabilities describing the interaction of electrons with a thermostat. This fact was
already noted in early works on the quantum theory of electron transport in strong
high-frequencyor statié fields and was discussed in detail in subsequent wee Ref.

3). Aresult of such a change in the transition probabilities is that the principle of detailed
balance for transitions between the states with energesde, (T is the temperature of
the phonon thermostat

W(e,e1)=W(ey,e)exd(e;—¢&)/T] (1)

is violated. If Eq.(1) does not hold, then the equilibrium Fermi distribution will not be
imposed on the electrons in their interaction with the phonon thermostat, even in the
absence of radiation absorption due to the presence of a current. Such a mechanism of
formation of a nonequilibrium distribution is inefficient compared with the ordinary
heating in the case of a static field, since the characteristic collisionztimde is the
average energy of the electrons; the field changes the transition probability in such a time
interva) is short compared with the transit time under the standard condition

>f/r. For the quantum frequency randges>¢ the nondissipative mechanism under
study makes an appreciable contribution to the formation of a nonequilibrium electron

0021-3640/98/68(1)/6/$15.00 a7 © 1998 American Institute of Physics
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distribution?° but it has turned out to be quite difficult to distinguish such contributions
experimentally for 3D electrons against the background of Drude absorption, and this has
not yet been done with pumping by a €@ser.

The situation changes qualitatively in the case of nonresonance terahertz pumping of
2D systemgsuch experiments were recently begun using free-electron-laser rafjiation
The problem is that there will be no absorption of terahertz radiation under conditions of
excitation by a nonresonance transverse electric {@itte the current across the QW is
due to intersubband transitions oplput this field will effectively influence the electron—
phonon interaction on account of a change in the mechanism by which the transverse
wave vector of 3D phonons is transferred in the scattering of 2D electrons on them. For
this reason, the transition probabilities will be different from the standard expressions in
the absence of pumpirfgand the principle of detailed baland®) is violated. The
objective of the present letter is to describe such a mechanism of nondissipative deviation
from thermodynamic equilibrium for 2D electrons in an external field of terahertz radia-
tion and to discuss the possibilities of observing it.

The electron distribution functiofi,; over the canonical 2D momenta in a high-
frequency electric fieldE coswt is determined from the kinetic equation

ol at=3(f|pt), Fpts2m0="Tpt 2

where a periodicity condition (2/w is the period of the oscillations of the distributjon
is used instead of an initial condition. The collision integdéf|pt) for the case of
scattering with emission of acoustic phonons has the form

» d d
o [ P ICqfNg+ 1)

1
(0 - =
3 pn(flpt) h2)-x 27 ] (2mh)2

XJi dt’e“’{e_i“’Q(t_t’)(O|e_iin|0)[Sp,o(t,t')Sply,ql(t,t’)*
X(L=fp)fp =Sy, g, (LE)Syo(tt)* (1=fy ) f]+cct. (3

Here wg=sQ s the dispersion law of acoustic phonons with sound vel&iynd wave
vector Q=(p—p1)/AiXq,, Ng is the Planck distributionCq is the volume matrix
element of the electron—phonon interaction, the form factde (8- 0) is calculated
with respect to the wave functions of the ground st@de and\ — + 0. The dynamics of
a 2D electron in a collision process is described by the factor

Sp.a, (t,t')=(pO|e'7§(t,t")|0p), (4)

where S — the operatoré(t,t’) — satisfies the Schdinger equation with the initial

condition S(t,t’) = 1. If the intersubband energy excedds and the average energy of
the 2D electrons, we write the equation of motion dy taking into account only the
ground statg0) with energye:
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0S5, (L) e_ eE fiq, _
|ﬁT= s(p+ ZEHS'n“’t +eg— sinwt
(eE,)? ,
+ o sirfwt Spq, (Bt (5)

Here e(p) = p?/2m is the kinetic energy of longitudinal motion with effective mass
while the initial condition has the forrﬁpyql(t,t)z(0|expaqlz)|0). Solving Eq.(5), we
transform the products of the factq® appearing in the collision integrés) to the form

Sp,o<t,t'>8p1,—m(t,t'>*=exr{,i(sp—spl>(t—t'>+i<vw-Q)f:'dtlsinwtl (0]e"+70)

(6)

with characteristic velocity ,=eE/(mw), determining the amplitude of the electron
oscillations in the field of the wave. Using the periodicity iof and expanding the
product(6) in a series in Bessel functions it is possible to calculate the time integrals in
Jgfi)ph(ﬂpt). The contribution to the collision integral from processes involving phonon
absorption is obtained from E@3) after making the substitutiondNG+1)—Ng, wq
——wg, andQ——Q.

When the inequalityu7>1 holds (7is the characteristic relaxation time, an estimate
of the collision integral f,; can be written ad,+ &f,, where the period-averaged
distributionf , is found from the equation

) 7w _

27 ) dtJ(f|pt)=0, (7)

and the oscillating correctioﬁfIDt is small. Carrying out here the integration ovesnd

t’, we write the equation fof , as the balance of the incoming and outgoing contribu-
tions:

d rEva —_— J—
f (z:g)z[W(D,pl)(l—fp)fpl—W(pl,p)(l—fpl)fp]:o_ ®)

The probabilities of transitions between the states of 2D electrons with momeunizp,
have the form

2 * qu 2
Wipp0= 7 [ G ICq NG DA A (e e, + )

+[(NQ+1)*>NQ,(UQ*>_(,UQ,Q—>—Q]. (9

Here the form factoy(q, d)=|(0|€'9:70)|? appearsd is the width of the QW; see Ref.
7 for the explicit form ofy(x)), and instead of the law of conservation of energy with a
delta function there arises the sum

©

A(E)=|:2_m [V, Q) w]25(E+hw), (10)
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describing the contribution of multiphoton transitiohsJ,(x) is a Bessel function. We

note that even for transverse pumping, in which case there is no absorption of radiation,
the contribution of multiphoton transitions in E¢LO) will be substantial forv,/dw

~1 (d is the width of the QW,; here the transverse-wave-vector transfer is estimated as
d™1). The condition(1) for the probabilitiesW(p,p,) breaks down, and the solution of

Eq. (8) will be the nonequilibrium solution.

Equation(8) is studied below for highly degenerate 2D electrons in the quasielastic
scattering approximation

Spe,sAld<T,T,. 1y

Here pg is the Fermi momentum, so that the left-hand side of @d) estimates the
energy transferred by acoustic phonons propagating along and across tAh& Q¥vthe
characteristic temperature of the electrons. The zero-photon contrilitrémsformed in

the standard mann®ris of the order of ﬁwQ/Te)2 for the spherically symmetric part of

the distributionf ., (the contributions td , which are asymmetric in the plane are small,

just as for the standard theory of hot electiorend the contribution of multiphoton
processes can be described in the elastic approximation. The result is the differential—
difference equation

o

d
2 @) (o= 1)=0, (12

de

df,
ES[T—-FfS(l—fs)
de

where the characteristic enerfy and the dimensionless coefficiertg ) are given for
the deformational electron—phonon interaction by the integrals

* 27 d 2( Q)2
E.=d| dqlx(md) o[(v Qo)/ w] : (13)

27 d
a)(e)= 9(8+|ﬁw)df qu_X(qJ_d)J 5= I[(Ve- Q) @]?,

wheregp= E,Tal, and the longitudinal wave-vector transfers in the arguments of the delta
functions take into account the conservation of energy in multiphoton transitions:

(v

|
_ Yo [\/ e Ccosp—\2M(e+ A w) ]+— (19

For the 2D casepF<ﬁ/d and the contribution of the longitudinal field component,
which described by/w and determines the Drude absorption, is small, so that the non-
equilibrium distribution is formed solely by the field component perpendicular to the 2D
layer, which is not absorbed in the absence of intersubband transitions. Confining our
attention to this case, we shall not discuss the polarization dependence of the response
arising in heavily doped QWs or wher‘i}vj, (for almost normal propagation of the
radiation; the case of pumping with,=0 was studied in Refs. 6, 10, and)1S8ince the
zero-photon contribution in Eq12) is small by the parameteﬁ@Q/Te)z, strong elec-

tron redistribution occurs even for,/dw<1, when only single-photon transitions need

be taken into account. This case is described by the equation
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+n[fs+ﬁw+6(8_ﬁw)f£—hw_2fs]:0! (15)

d Tdf8+f 1-f
el T de o e)

where the characteristic inverse energy: T(V5/shw)?/2 arises. Equatioil12) or (15)
must be solved with the normalization conditiffjdef,=cr, whereer is the Fermi
energy for zero temperature.

The simplest solution of Eq(15 is obtained for classical frequencies
<Te/h(Tex is the effective temperature; see bejovor which the difference operator
on the right-hand side can be replaced b§f w)?d?f,/de?. For the energy range
>fiw we obtain a Fermi distribution with temperature

1/vi\?

Ter=T| 1+ = ?) .

5 (16)

For the quantum frequency rangi@ > T the solution of Eq(15) can be written down
by iterations on the difference operator, which is proportionahtand the distribution

f, has kinks at energiesr*#w, e+ 2%iw, .... Such anomalies in the distribution
have been discussed for the 3D casad they can be appear at low carrier densities, for
which electron—electron collisions are negligible.

In heavily doped QWs electron—electron collisions impose a Fermi distribfifion
with an effective temperatur&, that is determined from the balance equation:

(Te_T)?a=O: 77J dss[?aJrﬁw_l— 0(8_hw)’f87ﬁw_2?s]
0

ho ho -
=7 hw def, — deef,|, a7
0 0

which describes energy redistribution between the 2D electrons and the ther(aostat

not the balance of energy transfer from the field to the thermostat via the 2D electrons, as
in the case of ordinary heatipngSince here the contribution of scattering by optical
phonons is neglected, is less than the typical Fermi energies, and the right-hand side
of Eq. (17) can be calculated in the zero-temperature approximation everywhere except in
a narrow interval wher¢fhw—eg|<T.. The result is a correction to the electron tem-
perature

B (Vi)z 1, hw<8|:
TemT=T} 55 (eplfiw)[2—(epltiw)], hw>ep (18

Since the expressions féiw<ep and#% w>ee match up, we shall not solve E(L7) in
the transitional region. We note that E4.8) for small z » differs from Eq.(16) by a
factor of 1/2 on account of the contribution éfs — % w) in Eq. (17), while the expansion
of the difference operator in E¢L5) is applicable only for high energies. The increase in
electron temperature is determined here and in(E@). by the dimensionless parameter
(vi/s)?; for GaAs-based QWs this parameter is close to 1 with A60pump intensity
2.9 kW/cnt (as the frequency decreases, this characteristic intensity decreas®s as

The character of the nonequilibrium distribution is determined, just as for ordinary
heating with absorption of energy, by the competition between the important scattering
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mechanisms, so that a complete description requires taking into account the scattering on
LO phonons(for a longitudinal terahertz pumping such scattering is substantial for in-
tensities exceeding 10 kW/@n'®*! In the present letter it is not so much that the
electron distribution is described quantitativélyhich requires solving Eq8) numeri-

cally with all of the important types of scattering taken into acchusd a qualitatively

new mechanism is considered for the formation of a nonequilibrium distribution under
nonresonant transverse terahertz pumping, for which there is no heating of electrons on
account of absorption of radiation, but energy redistribution occurs between the 2D
electrons and the phonon thermostat. Transverse terahertz pumping of wide QWs leads to
an optical Stark effect on intersubband transiti&h¥he results presented demonstrate
the appearance of a highly nonequilibrium electron distribution in narrow QMigch

can be observed in the photoconductivity or interband photoluminest¥hcehich is
associated not with a change in intersubband transitions in the field of the wave but rather
with the breakdown of the principle of detailed balance in the interactions of electrons in
the lowest subband with the phonon thermostat.
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Experiments on Raman scattering in the “forward” geometry, permit-
ting observation of anisotropy of the optical phonons, are performed on
specially prepared short-period GaAs/AlAs superlattice structures with
the substrates removed and the surfaces covered with an antireflective
layer. The experimental data agree well with the computational results
obtained for the angular dispersion of optical phonons in superlattices
on the basis of a modified continuum model. 198 American Insti-

tute of Physics[S0021-364(18)00913-X

PACS numbers: 78.66.Fd, 78.30.Fs

The phonon spectrum of semiconductor superlatti@ss) has been a subject of
intense experimental and theoretical investigation for the last few yearsas been
establishet that optical phonons propagating along an axis of a(tBe angle® be-
tween the phonon wave vectgrand the direction of growth of the SL equals &e
localized within a single layer of the SL. As has been shown in a number of theoretical
papers:-® when the phonon wave vector tilts away from the axis of the SL, localized
optical phonons show strong angular dispersion. The frequencies of the odd-order local-
ized modes depend strongly on the an@leeven at the center of the Brillouin zone, i.e.,
when the absolute value a@f approaches zero. This so-called anisotropy of optical-
phonon frequencies is due to the macroscopic electric field produced by optical phonons.
The dipole moment produced by even-order localized modes equals zero on account of
the symsrrgetry of the modes, and for this reason they do not show angular dispersion for
smallg.>

One of the main methods of experimental investigation of the phonon properties of
SLs is Raman scatterinRS spectroscopy.Many papers on RS by optical phonons
localized in GaAs? and AIAS layers have now been published. However, in most
studies the experiments are performed in the conventional geometry of backscattering
from a(001) surface. As a result of the large index of refraction of semiconductors, such
a geometry makes it possible to observe in the spectra only phonons whose wave vector
is close to the normal to the SL. Raman scattering experiments investigating phonons

0021-3640/98/68(1)/6/$15.00 53 © 1998 American Institute of Physics
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which propagate along the layers of the SL are still rare. They include investigations by
the method of RS microspectroscopy with excitation in the plane of the SL I&y@rs.

The optimal variant for investigating the anisotropy of optical phonons in SLs is the
study of RS in the forward geometry, where the exciting radiation is directed along the
axis of the SL while the scattered radiation makes a small angle with this axis. Such an
experimental geometry makes it possible to analyze the frequencies of phonons with
small vectors and to obtain information about their angular dispersion. The fundamental
difficulties in performing such experiments are due to the need to remove the thick
(400-5001m) opaque GaAs substrate without damaging the @@ih—0.5.m) SL layer
as well as the need to eliminate the reflection of light from the SL—vacuum boundary,
which results in the appearance of backscattering.

In the present work we investigated samples of short-period SLs (G&AR)S) .,
wherem=5 and 7 monolayers, grown o{®01) GaAs substrates by molecular-beam
epitaxy, at the Institute of Semiconductor Physics of the Siberian Branch of the Russian
Academy of Sciences, and specially prepared for performing the experiment. The GaAs
substrates were removed by highly selective etching, and a quarter-wave antireflective
ZrO, layer, which efficiently suppressed reflection of both the exciting and scattered
light, was deposited on the SL surface. Light scattering was studi€e-80 K and was
excited in the transmission region of these SLs by 647.1 ni-lgser light. The RS
spectra were recorded on a Jobin Yvon U1000 spectrometer.

Figure 1 shows the RS spectra in the range of GaAs optical phonons of a sample SL
(GaAs),(AlAs);: a in the geometry of backscattering from tli@01) surface under
normal incidence® =0); b) incidence at the Brewster angle- 5°) with respect to the
surface of the samplé&he angle® inside the SL is 16°); and,)ander conditions of
forward scattering® =90°). The backscattering spectra are typical for SLs grown in the

(001) direction. They contain lines of odd-order localize® phonons in thez(x,y)?
geometry, while even-order localized phonoh€),) dominate in the parallel polariza-

tion configurationz(x,x)z . However, when the phonon wave vector deviates from the
normal direction(spectrum Iy, a shift of theLO;-phonon line in the low-frequency
direction is noticed, while the O,-phonon frequency remains unchanged. LTI, line

is absent in the forward scattering spectra, andLltf® line is strongest and has the
highest frequency in both polarization configurations. Similar behavior was also observed
in the RS spectra of the sample $GaA95(AlAS)s.

The experimental results obtained can be explained on the basis of a calculation of
the angular dispersion of GaAs optical phonons, which we performed using a modified
continuum modef. The computational results for the $GaAs,(AlAs), are presented in
Fig. 2. In the calculation, the effective thickness of the localization 1aGxA9 was
assumed to be 8 monolayers in order to take account of the nonzero displacements of the
As atoms at the boundaries. The continuum model of Ref. 6 gives results which are in
good agreement with a microscopic calculation in Ref. 9. We performed the calculation
for the absolute value of the phonon wave veaer6.6x 10° cm™ 2, corresponding to
backscattering, and=1.4x10* cm~! (forward scattering at an angle ef2.5°). The
computational results for the angular dispersion for these valugsaoé virtually iden-
tical. A dependence on the absolute magnitude of the wave vector first appears for much
larger values ofg (of the order of 10 cm™1).° For this reason, when comparing the
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FIG. 1. Raman scattering spectra of the @aA9,(AlAs), in three different geometries, shown schematically
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(GaA9s(AlAs), (dotted line; the first fout O modes are shownThe calculation was performed with a fixed
value of the modulus of the phonon wave veater 6.6x 10° cm™1. Symbols — Raman scattering data.
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experimental data on backward and forward scattering, the difference in the absolute
magnitude of the phonon wave vector can be neglected.

As one can see from Fig. 2, as the an@leincreases, thé. O,-phonon frequency
decreases and crosses the zero-dispersiorLide and as it approaches the line of the
LO; phonon, which possesses the same symmetry relative to the central plane of the
GaAs layer, mode mixinganticrossingappears. It should be noted that the designations
of the vibrational modes according to polarization and orde®{, LO,, and so oh
make sense only fo® =0, but we use them to identify the lines. &=90° aLO,
phonon evolves into a vibration with a frequency close toltk frequency a® =0.

This explains the fact that peaks at such a frequency are observed in both the backward
and forward scattering spectra. The experimental values of the phonon frequencies in the
SL (GaA9,(AlAs), are indicated in Fig. 2 by symbols. As one can see from the figure,
the LO4- andLO,- phonon frequencies agree well with the computational results. The
deviation of the frequencies of higher-order phonons from the computed values is prob-
ably due to the nonideality of the heterointerfaces. The roughness of the interfaces results
in a decrease of the thickness of the phonon localization layer and, correspondingly, a
decrease in the phonon frequertéy? the shift being greater for higher-order phonons.

For comparison, the angular dispersion of the first four Ga&% modes, which is
calculated for the smallest thickne&mne monolayerof the localization layer, is also
presented in Fig. 2.

It should be noted that the above-described angular dispersion of optical phonons
was observed only with excitation of RS in the transmission region of the SL. For the SLs
(GaAgg(AlAs)g and (GaAgy(AlAs)s investigated in the present work, which have
thicker GaAs layers, the RS excitation conditions=647.1 nm,T=80 K) are reso-
nance conditions. In this case the spectra in both the forward and backward scattering
geometries in both polarization configuratiorigig. 3b contain the same GaAs
LO,-phonon lines and the lind§ ;andlF, in the GaAs and AlAs regions, respectively.

The absence of large differences in the resonance RS spectra accompanying a change in
the scattering geometry is explained by the fact that under resonance excitation condi-
tions the wave vector conservation law in its simplest fokgk; = q, wherek; andk

are the wave vectors of the incident and scattered)lighhot satisfied. As has been
shown in a number of workS:'4the process of resonance RS by phonons in quantum
wells is governed by a higher-order scattering mechanism, which includes elastic scat-
tering of electrongholeg by defects(nonideality of the heterointerfaces, impurifies

addition to the electron—phonon interaction. For this reason, the phonon wave vector in
the RS process can possess a compoggepéarallel to the SL layers, in both forward and
backward scattering geometries.

The lines in the RS resonance spectra of superlattices below@3ephonon fre-
quency were compared earlier with even-order localized higher-drd@®rphonons
(LO4, LOg).2 However, a new interpretation of these liffeas wide features of so-
called interface phonondK) was recently formulated. Interface phonons are simply
vibrations obtained as a result of the evolution of localiz€, andT O, phonons as the
wave vector deviates from the normal to the SL layers, i.e., the appearance of a nonzero
component, .>%1°Since phonons with different componentscan participate in reso-
nance RS with participation of defects, a wide feature appears in the spectra between the
LO;- and TO;-phonon frequencies. Near GaAs frequencies this feature has minima at



JETP Lett., Vol. 68, No. 1, 10 July 1998 Ténné et al. 57

N W &~ O
T

q,(10°cm™")

-
T
/{'

o
=

Intensity (arb. units)

A

1 LT

260 280 300 360 380 400
Frequency (cm™")

FIG. 3. a Dependence of the frequencies of optical phonons in thé@iA94(AlAs), on the wave vector
componenty, in the plane of the layers, as calculated in a modified continuum fodkél a fixed value of the
component in a direction along the SL axig € 6.6X 10° cm™1). b) Resonance Raman scattering spectra in the
SL (GaA9(AlAs)y in the forward scattering geometiz(x,x)z (solid line) and backscattering geometry

z(x,x)?(dotted ling. The spectra are normalized to the intensity of @, peak.

the locations of anticrossings with the dispersion lines of vibrations with the same sym-
metry (odd-orderLO modes, see Fig. 3alnterface phonons are not observed near the
AlAs minima in the wide line because the AIAD phonons exhibit very weak disper-
sion in the(001) direction”** All anticrossings(Fig. 33 fall in a narrow spectral region
(395-403 cm?), and the corresponding minima are not resolved in the experiment.

We observed that in the case of forward scattering the ratio of the intensity ¥ the
lines to the intensity of th& O,-phonon line is highetby a factor of 1.6—1.pthan in the
backscattering spectrdrig. 3b. This can be explained by the fact that lines due to
interface phonons having a nonzero compongptare present in the backscattering
spectra on account of the above-mentioned higher-order scattering mechanism with par-
ticipation of defects. This mechanism also occurs in the case of forward scattering, but
phonons with wave vector parallel to the SL layers also participate in a simple scattering
process. For this reason, an additional increase in the intensity dfFtHmes in the
spectra occurs.

In summary, the investigation of Raman scattering in GaAs/AlAs superlattices in
different geometrie¢forward scattering, backward scattering in a direction normal to the
surface and at an angle to the norjnadade it possible to observe anisotropy of the
frequencies of optical phonons in SLs. The experimental results are described well by the
angular dispersion of the optical phonons calculated in the continuum model. Comparing
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the spectra of resonance RS in the forward and backward directions confirms the new
interpretation of the lines in the region of GaAs optical vibrations as features due to
interface phonons.
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Field emission in diamond and graphite-like polycrystalline films is
investigated experimentally. It is shown that the emission efficiency
increases as the nondiamond carbon phase increases; for graphite-like
films the threshold electric field is less than 1.5.¥1, and at 4 Vim

the emission current reaches 1 mAfgnwhile the density of emission
centers exceeds 4@m 2. A general mechanism explaining the phe-
nomenon of electron field emission from materials containing graphite-
like carbon is proposed. €998 American Institute of Physics.
[S0021-364(98)01013-3

PACS numbers: 79.76.q, 81.05.Tp

Despite the considerable interest in the problem of field emission from polycrystal-
line diamond films, the mechanism of this phenomenon remains unexplained. On the one
hand, it is generally acknowledged that negative electron affiMgA) on the diamond
surface has a determining influericeOn the other hand the emission efficiency in-
creases considerably as the fraction of nondiamond carbon, present on the intercrystallite
boundaries in polycrystalline films, increasés.

In the present letter a comparative investigation is made of field emission from
carbon films with different structure and phase composition. The films were obtained by
gas-phase chemical deposition in the apparatus described in Ref. 5. Depending on the
chosen parameters of the deposition process, the composition of the films varied over
wide limits from polycrystalline diamond to graphite-like material. As an illustration, Fig.

1 displays Raman scatteriiRS spectra obtained for a typical polycrystalline diamond
film consisting of micron-size faceted diamond crystallité€s for a diamond film con-
sisting of crystallites several nanometers in 2 and for a film which can be classified
as graphite-like, since its spectruf® does not contain any lines belonging to carbon
with diamond structure, while the strongest limear 1575 cm?) coincides with the RS
line of graphite®

The electron emission efficiency increased as the diamond crystallites decreased in
size and, correspondingly, the fraction of nhondiamond carbon increased, just as in the
investigations mentioned earligf. Unexpected, however, was the observation that the
best field emission parameters were for films consisting of graphite-like carbon, where
according to RS spectroscopy and reflection electron diffraction data the diamond phase
is completely absent.

Figure 2 shows the current—voltage characteristics, plotted in Fowler—Nordheim

0021-3640/98/68(1)/5/$15.00 59 © 1998 American Institute of Physics
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FIG. 1. Raman scattering spectrg{v) for typical polycrystalline(1) and nanocrystallin¢2) diamond films
and for a graphite-like3) film.
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FIG. 2. Current—voltage characteristics of field emission for polycrystallinand nanocrystallin€) diamond
films and for a graphite-like filng3).
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coordinates, for the same typical films whose spectra are shown in Fig. 1. It follows from
this figure that the threshold valis,, of the electric field giving rise to electron emission
equals about 4 \/m for polycrystalline diamond, 2 \Wm for nanocrystalline films, and
less than 1.5 WWm for graphite-like films. At the same time &8, decreases,
the emission current increases appreciably, reaching for graphite-like films 1 rhA/cm
in a 4 Vium field. The density of emission centers also increases considerably —
from 10°—10° cm™2 for diamond films up to 19-10' cm™? for graphite-like films.

Each curve presented in Fig. 1 has a linear section corresponding to the dependence
expressed by the well-known Fowler—Nordheim formula

| =A(BE)2%exp( —B¢*?% BE), 1)

whereA=1.4x10"2 andB=6.8x 10° for the current in A/m?, the electric fieldE in

V/m, and the effective electron work functianin eV; the paramete8 characterizes the
intensification of the electric field as a function of the surface morphology of the emitter.
Formula(1) makes it possible to estimate from the experimental current—voltage char-
acteristics(Fig. 2) the effective work function, which, assuming an ideally flat cathode
surface B=1), varies from 0.08 for polycrystalline diamond films to 0.02 eV for
graphite-like material. Such a low value offor polycrystalline films is ordinarily ex-
plained by the fact that electron emission occurs from the region of intercrystallite bound-
aries, which have a high conductivity compared with the main portion of the film mate-
rial, which results in a local change in the electric field and a corresponding increase of
the coefficientB in Eq. (1) occur. However, in contrast to polycrystalline diamond,
graphite-like films consist of a material which is quite uniform with respect to the elec-
trical conductivity, and according to scanning electron microscopy data their surface does
not have any large protrusions.

At the same time, high-resolution transmission electron microscopy and reflection
electron diffraction have established that these films consist of close-packed graphite
crystals in the form of thif1-10 nm plates with transverse dimensions up tqufn,
oriented predominantly in a manner so that the graphite basal crystallogregitic
planes are perpendicular to the substrate suffddrs, the surface of the film is formed
by parallel(within the boundaries of each crystallitews of carbon atoms located on the
borders of the layers of atoms with a typically graphitic structure. The distance between
the rows equals the interplanar distance in grapfat®ut 0.34 nm

It is well known that graphite is a semimetdfree electron density about
10* cm™2). The conductivity of graphite is due to partial overlapping of preelectron
orbitals (one orbital from each carbon atgnoriented perpendicular to the basal plane
and forming weaks bonds between neighboring atoms. The other three of the four
valence electrons of carbon form stromgoonds, lying in a plane which coincides with
the basal plane. The weak bonds are responsible for the formation of the electronic
levels lying near the Fermi level, while the levels due to the stohgpnds are displaced
from the Fermi level, forming an energy gap of several electron-volts between the filled
and vacantr states. This situation is shown schematically in Fig. 3a in the form of the
electron density of states.

Such arguments are evidently valid only for carbon atoms surrounded on all sides by
the same atoms. If an atom is located at the edge of the basal plane, then some of its
valence bonds will be dangling. This changes the electronic configuration of such atoms,
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FIG. 3. Schematic representation of the electronic density of Si¥tE$ for graphite-like materia(a) and for

a layer of atoms with a modified electronic configuratitm. Energy diagram for an emitter, consisting of
graphite-like material, in the absence of an external electric fwdtid lineg and in the presence of a field
giving rise to field emission into vacuufdotted line$.

which, specifically, should be accompanied by the absence of overlap @fthelec-
tronic orbitals, vanishing of states located next to the Fermi level from the energy spec-
trum of the electrons, and formation of an energy gap similar to the band gap in diamond.
The corresponding electronic density of states is shown schematically in Fig. 3b.

On account of the close packing of the graphite crystals comprising the film, carbon
atoms with a modified electronic configuration form a virtually continuous monatomic
layer on its surface. This layer can be characterized by a corresponding energy band
structure(see Fig. 3. The validity of these considerations is confirmed indirectly by the
fact that lines corresponding to photons with energies of about 4 and 2.5 eV are found in
the cathodoluminescen¢€L) spectra of the graphite-like films under discussidrhese
lines could be due to radiative recombination accompanying the transition of electrons
from the excited upper levét; into the ground stat& or the Fermi level Eg) in the
unmodified graphite part of the filfsee Fig. 3.

On the basis of the general pattern for wide-gap matetfiscan be assumed that
the surface of such graphite-like films has negative electron affinity, which is why the
work function decreases. The electrical conductivity of the main part of the film is close
to metallic, which allows the flow of a high current density. Under the influence of an
electric field the electrons tunnel through the thin energy barrier at the interface of the
two carbon phases and leave the surface of the emitter.

The proposed mechanism can, evidently, also occur in polycrystalline diamond
films, which virtually always contain graphite-like carbon at the interface of the diamond
crystallites. Moreover, this mechanism can explain the recently published results of in-
vestigations of field emission in carbon nanotubes, which consist of atoms with a typi-
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cally graphite bond type. As was shown in Ref. 8, emission is observed only from the
so-called “open” tubes, which contain carbon atoms located on the edge of the cylin-
drical surface. In Ref. 9 it is shown that electrons are emitted, forming a conical beam
with a ring-shaped section, by atoms which are located on the edge of the graphite-like
layer forming the tube.

In summary, field emission from graphite-like carbon films deposited by vaor-phase
chemical deposition was obtained in our work. The mechanism proposed on the basis of
the experimental facts makes it possible to explain the field emission observed for emit-
ters consisting of different carbon materials, including polycrystalline and amorphous
diamond films as well as carbon nanotubes.

This work was supported in part by the Federal Target Program “Integratsiya” —
Project K1129.
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The residual polarization of negative muons in crystal silicon samples
with phosphorus(P : 1.6<10* cm %) and antimony(Sb : 2x 10'®
cm ) impurities is investigated. The measurements are made in a
1000 G magnetic field oriented in a direction transverse to the muon
spin in the temperature range 4—300 K. The relaxation rate and shift of
the precession frequency in the silicon sample with the phosphorus
impurity are measured more accurately than previously. It is found that
in antimony-doped silicon the acceptor cenféd at temperatures be-
low 30 K can be in both ionized and neutral states. The experimental
data are interpreted on the basis of spin—Ilattice relaxation of the mag-
netic moment of an acceptor center, formation of acceptor—donor pairs,
and recombination of charge carriers at the acceptor. Preliminary mea-
surements showed a nonzero residual polarization of negative muons in
germanium. ©1998 American Institute of Physics.
[S0021-364(®8)01113-X]

PACS numbers: 76.75%i, 61.72.Ss

The relaxatioh™ and shift of the precession frequefoyf the spin of negative
muons was observed earlier in samples-odndp-type silicon at temperatures below 30
K. The observation of the muon spin relaxation in silicon, which is a diamagnetic mate-
rial, was explained by the paramagnetism of the intrinsic electronic shell of a silicon atom
that has captured a negative muon. The radius of the muon orbit inShetate is 207
times smaller than the radius of thé-electron orbit, and the muon screens a unit of
nuclear charge. A muonic atom has an electronic shell similar to that of an atom with
nuclear chargeZ— 1, and in the medium it imitates an impurity atom. In the case of
semiconductors a muonic atom is an acceptor impurity. Therefore investigation of the

0021-3640/98/68(1)/7/$15.00 64 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 1, 10 July 1998 Mamedov et al. 65

behavior of the polarization of negative muons in semiconductors yields information
about the interaction of an isolated acceptor center with the medium.

The application of the conventional methodsSR, DESR, and so ¢ror investi-
gating shallow acceptor centers in semiconductors with the diamond crystal structure are
substantially limited because of the high spin—lattice relaxation rate and broadening of
the resonance line by random deformations of the crystal.

The ESR signal corresponding to a boron atom in silicon was first ob$drvaé@60
with uniaxial compression of the crystal by a force of 300 kgfand larger(see also
Refs. 5 and At present there is only one known wdnieporting the observation of the
ESR spectrum of a boron atom in silicon in an undeformed sample.

The present letter reports the results of an investigation of the temperature depen-
dence of the residual polarization of negative muons in silicon with phosphorus and
antimony impurities. Measurements were also made in graphite, germ&rinchcop-
per.

The measurements were performed on the Stuttgart LFQ spectrdileized in the
channel of theuE4 accelerator at the Paul Scherrer Instit(Bavitzerland. The trans-
verse(with respect to the spjrexternal magnetic field produced at the sample by Helm-
holtz coils was equal to 1000 G. The impurity density in the silicon samples was (P)
=—-1.6x10" cm 2 and (Sb)=2x10® cm™3, respectively. The temperature of the
sample was stabilized to within 0.1 K. The width of the time channel of the spectrometer
was equal to 0.625 ns, and there were a total of 16000 channels in the spectrum.

Besides the target, some muons stop in the cryostat materials and in the scintillation
counters and contribute to the observed spectrum. Since the lifetime of negative muons in
the 1S state depends on the charge of the atomic nucleus, the instrumental spectrum of
the temporal distribution ofc” —e~ decay electrons can be represented in the form

f(t>=§ Nye VX[ 1+ apx(t)]+B(t), (1)

whereNy, 7, andpy are, respectively, the pre-exponential factor, the muon lifetime,
the projection of the polarization vector of a muon in tigstate of the elemerX on the
observation directiong is the experimentally observed asymmetry factor of the spatial
distribution of the decay electrons, with allowance for the electron detection solid angle,
andB is the background of random coincidences.

The scintillation counters consist of hydrocarbons, while the cryostat is made of
brass. Correspondingly, the components corresponding to muon capture by carbon and
copper are always present in the spectra.

The experimental data were processed by the least-squares method. The lifgtimes
of negative muons in theS state of the atoms were fixed according to the average value
of the experimental datd(2030, 760, 167, and 163 ns for carbon, silicon, germanium,
and copper, respectively

Independent measurements in graphite and copper established) tttet:cantribu-
tions from the counters can be described by a polarization function of the gg(i)
= Ppg COSwt+ ¢) with apy=0.002+0.002; K muons which have stopped in the cryostat
walls (coppel become completely depolarized in a time shorter than®18, i.e.,
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TABLE I. Amplitude and frequency of muon spin precession in graphite.

T, K o (fwd.), radjus o (bkwd.), radjus a (fwd.), % a (bkwd), %
4 85.112-0.017 85.1020.020 3.76:0.09 4.14-0.10
20 85.135-0.018 85.12%0.022 3.750.10 4.20:0.11
300 85.0830.017 85.1280.021 3.55-0.09 4.14-0.11
average 85.1180.008 3.65-0.06 4.16-0.07

pc(t)=0; and, ¢ the background of random coincidences has the f@&¢h)=Db,
+2§:1bn coshwpt+ ¢,), where wn=2mvy; is due to the temporal structure of the
proton beam.

Table | gives the values of the amplitude= ap, and of the frequency of the
precession of the muon spin in graphite, which were determined at different temperatures
from the spectra from muon decay in the forwdfeid.) and backwardbkwd.) direc-
tions.

As one can seejw/w for separate measurements equals approximatelg® 4.
The scatter in the data relative to the average value does not exceed the error of separate
measurements. Therefore the long-time stability of the external magnetic field at the
target is not less than>210™ 4.

The lifetimes of negative muons in germanium and copper are close. For this reason,
in processing the data for germanium the contributions of the target and copper(it) Eq.
were taken into account by a single exponential term, the lifetime being treated as a freely
adjustable parameter. After a correction for the copper contribution, the following values
were obtained foa= apy in germanium: (2.20.2), (2.4£0.2), (2.3:0.2), and (2.7
+0.2)% at 4.5, 30, 100, and 290 K, respectively.

The possible systematic errors arising in the calculation of the copper contribution
were not taken into account. It follows from the data that the polarization of a muon in
the 1S state of germanium is only 30—40% less than in carbon. To within the accuracy of
the present measurements, relaxation of muon spin was not observed in germanium. The
average value of the precession frequency of the muon spin, according to the data for 4.5,
30, 100, and 300 K, was equal to 84.0.4 radjs.

Taking into consideration the relaxation of the muon spin at low temperatures, the
polarization function for silicon was represented in the form

p(t)=poe Mcogwt+ ¢), 2
where\ is the relaxation rate of the muon spin.

Figure 1 shows the temperature dependence of the relaxation iate frequency
shift dw/ wg, Wherew, is the precession frequency at room temperature. The temperature
dependence of the relaxation rate is described well by a power-law functiaht ~ 9,
where d=(4.0-0.7)x10° us !, q=2.73-0.06, and temperature is expressed in
kelvins. In the present work the value of the parametevas determined to approxi-
mately four times better accuracy than in Refs. 2 and 3. The data presented in Fig. 1
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FIG. 1. Temperature dependences of the relaxation (eatand shift of the precession frequengy for a
silicon sample doped with phosphorus = 84.8%+0.04 rad/s) .

confirm the results of Ref. 3 that in phosphorus-doped silicon at temperatsr8 K
there is a shift of the precession frequency of the muon spin. The accuracy of the
measurements dfw/ wg is approximately two times better than in Ref. 3.

In the case of antimony-doped silicon, preliminary analysis of the experimental data
showed that the polarization functi¢®) presented above cannot be used to describe the
experimental data at low temperatures. It was established that in the present case the
polarization function is a sum of relaxing and nonrelaxing components. Therefore, for
further analysis of the experimental data, the polarization fungiidgh was represented
in the form:

ap(t)=a;e” Mcog wit+ ;) +a, CoO wot+ ¢hy). 3

As a result of an analysis of the experimental data for antimony-doped silicon using
the polarization functiori3), it was found that the total amplitudg + a, of the compo-
nents is constant and equals the amplitude of the muon spin precession observed at the
frequency of the free spin at room temperature. The amplitydef the relaxing com-
ponent at 4.1 K equals approximately 85% of the total amplitude. The ampléiyde
decreases as the temperature increases, and at 17 K oag=has (see Fig. 2a along
with the decrease ia;, a decrease is observed in the relaxation rate of this component as
the temperature increases. For this reason, the errors in deterrainamgia, increase as
temperature increases, and at 27 K and higher it is impossible to separate the components.
Analysis of the data for 40 K with the functio(®) shows that at this temperature a
component decaying at a rate higher than ®* s ! is absent in the spectrum. The
temperature dependence of the relaxation patef the relaxing component is much
weaker in the present sample than in previously studied santipées Fig. 2h It is
described better by an exponential function than a power-law function, though the exist-
ing data do not rule out a power-law dependence. Describing the data presented in Fig. 2b
by a temperature dependence: 7-e #T, we obtained the following parameter values:
7=16+2 us tandB=0.167+0.014 K 1. The precession frequencies of the muon spin
for the relaxing and nonrelaxing components are different from one another. For the
nonrelaxing component, it corresponds to the precession frequency of a free muon spin,
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FIG. 2. Silicon sample doped with antimony: temperature dependences of the relative amplitudes of the
relaxing (@1) and nonrelaxingd2) polarization componeni®) and of the relaxation ratéb).

while for the relaxing component at temperatures bel@®w2a shift of the precession
frequency is observed. The average frequency shiftw in the temperature interval
8-20 K equalg8.0+2.2)x 10 3,

The observation of relaxing and nonrelaxing components of the residual polarization
of negative muons attests to the fact that during the observations the muonigaatom
ceptor centercan be found both in ionizetdiamagnetit ,Al~ and un-ionizedpara-
magneti¢ ,LAIO states. Therefore it must be assumed that either the muonic atom initially
forms(in a time shorter than @) in both the ionized and un-ionized states or it forms
initially in one of these states and then makes a transition into the other state at a rate
comparable to ;.

Let us assume that a muonic atom is formed initially in the state 1, in which the
muon spin relaxes at the rale and passes at the raieinto the state 2, the reverse
transition being absent. In an external magnetic fiéldl) transverse to the muon spin,
the time dependence of the complex polarizatipp,+ipy,) in the states 1 and 2
obeys the following system of differential equations:
dt\ p, P2

The solution of this system with the initial conditiopg(0)=1 andp,(0)=0 gives
the following dependence fqr,=pix+ Pox:

Px(t)=Cie” " Micog wst+ 1)+ Cy COY Wyt + by), (5)

whereC,= A%+ 8%/\/(v+\)%+ 8% andC,= v/\/(v+\)%+ &%
As one can see, the functigny(t) (5) is identical to the functiori3) describing the
experimental data for the antimony-doped silicon sample.

As was noted in the introductory remarks, the relaxation of muon spin in semicon-
ductors is due to the relaxation of the magnetic moment of the electronic shell of a

: (4)

v iy
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muonic atom, which in the present case is an acceptor impurity. In the hydrogenlike atom
approximation, often employed for describing the system acceptor centasle, the
relaxation raté\ of the muon spin can be expres$ti terms of the relaxation rate. of

the magnetic moment of the electronic shell of the acceptor center and the frequgncy

of the hyperfine interaction of the magnetic moments of the muon and the electronic shell
of an acceptor center:

A=Q% /4y, . (6)

Using the valud};/(27)~650 MHz from Ref. 11 and our value af, we find for
phosphorus-doped silicon that=1.6x10?s™ ! at T=15 K. ForT=4 K, finding \ by
extrapolating the function=dT 9, we obtainy,=5x 10 s 1.

In the theoretical work€'*3it was shown that one of the following processes makes
the main contribution to the temperature dependence of the spin—lattice relaxation of
shallow acceptor centers in silicon: a direct one-phonon process, Raman scattering of
phonons(Raman procegsand the Orbach process. The one-phonon process predomi-
nates at temperatures below 1 K, the Raman process predominates at intermediate tem-
peratures, and the Orbach process predominates at high temperatures. However, the tem-
perature at which the contribution of the Orbach process starts to exceed that of the
Raman process is different according to data obtained by different atfthitasd lies in
the interval 10—100 K. The spin—lattice relaxation rate is proportional tfor the
one-phonon process, © (T’) for Raman scattering, and to expf/T) for the Orbach
process A is the energy splitting of the levels of the acceptor cenfihe expected value
of the relaxation ratetad K equals approximately 26~ and in order of magnitude is
consisgent with the ESR measurements in silicon under uniaxial compression of the
crystal:

Our data do not permit drawing the conclusion that one of the above mechanisms of
the relaxation of the magnetic moment of the electronic shell of an acceptor center
predominates. Apparently, in the temperature range 4—40 K the one-phonon process
makes a negligible contribution to the relaxation of the magnetic moment of an acceptor
center. Our preliminary estimates show that in antimony-doped silicon the observation of
a nonrelaxing component of the polarization of the muon spin could be due to the
formation of acceptor—donor pairs and recombination of charge carriers and excitons on
acceptor—donor pairs. In the event that the role of the acceptor—donor pair formation
mechanism in the process of formation of an acceptor center in an ionized state is
confirmed, thex™ SR method can be used to study the kinetics of recombination of
charge carriers on isolated acceptor centers.

We thank V. G. Firsov for providing the silicon samples.
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The advanced adiabatic approa@®?A ) previously proposed for the
description of collision problems in atomic physics is extended to the
specific case of mesic atom collisions in excited state®. Calcula-
tions of the muon transfer and Coulomb deexcitation rates in collisions
of (pu)n,(dw),, and ¢uw), muonic atoms in excited states=3,4,5

with hydrogen isotopep,d,t are presented. €1998 American Insti-
tute of Physics[S0021-364(98)00213-9

PACS numbers: 36.10.Gv, 34.3X

1. There are several problems in muonic physics, weak interaction physics, and
especially in the physics of muon-catalyzed fusi@ee, e.g., Ref. )lwhich require
knowledge of the cross sections of different collisional processes of hydrogen isotope
mesic atoms in the excited states<6 at collision energies 0.08d¢<100 eV, (@,b)
=(p,d,t), in particular, muon transfer:

N

(bM)n+a_)(a/~L)n+ba (1)
and Coulomb deexcitation:
Npn?
(au)p+b— (aw),+b, n'<n. 2

The main and only difference of processés—(2) from the analogous atomic pro-
cesses is the muon massg,=206.769n,, which leads, nevertheless, to a substantial
modification of the code based on the advanced adiabatic app(éach) which was
previously proposed* for the description of the analogous collisional processes in
atomic physics.

In the collision energy rang&=<100 eV processetl)—(2) are deeply adiabatic
(v/ac=0.1) and the relative motion of the nuclei takes place in the almost static poten-
tial formed by the averaged muon and electron motion. In contrast to atomic collisions,
where the classical description of the nuclear motion is well justified, low-energy mesic
atom collisions(1)—(2) atn=2 must be treated semiclassically.

In what follows we will present a self-consistent method of calculation of the rates
of processegl) and(2) which takes into account their peculiarities mentioned. It is based

0021-3640/98/68(1)/7/$15.00 7 © 1998 American Institute of Physics
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on the advanced adiabatic approaémodified to the specific case of mesic atom col-
lisions. The first applications of this method were presented in Refs. 7 and 8, where the
ratesi,, of the muon transfefl) and the ratex ,,, of the Coulomb deexcitation irp@) ,
atoms,

(Pm)p+p—(pm)n +p ©)
were calculated.

2. The HamiltonianH of the Coulomb three-body probleftwo nuclei + a muon
in Jacobi coordinatesR, r) has the form

1 1 Za Zo ZuZp

H:_WAR

2m™ r, r, R

4

Here A is the Laplacian operatoR is the vector of the internuclear distanceis the
muon coordinate,M=(1/M,+1/M,) ! is the reduced mass of the two nuclei
(Ma=My), Z, and Z,, are the charges of the nucléd,,=—1 is the muon chargen
=(14+1/(M,4+M,)) ! is the reduced mass of the muon moving around the nuclei, and
mesic atomic unit¢m.a.u) are usedg=e=m,=1).

The wave functionsP(r,R) describing reaction§l)—(2) can be decomposed over
the solutionsp;(r;R) of the Coulomb two-center problém
1 J
V(R=2 ¢RI ZFIR)Y(O.2). (5

HereJ is the total angular momentum of the three-body problenr;R) is the com-
plete set of solutions of the Coulomb two-center problem

Ror (1 R)=E (R (1R), A= — —A — 22 _2b

(6)

describing the muon motion around fixed nuclei separated by a dist&)ce
j=[nn;n,mp] is the set of parabolic quantum numbers specifying the quantum state of
the muon motion g is the state parityg stands foigerade u for ungerade, E;(R) is the
energy of a muon in the stafeas a function ofR.

After averaging over the muon motion, the nuclear motion is described by the set of
equations

1 d’F)(R)
2M  dRZ

JA+1) 1
+ S—Ui(R)—W]Ff(R):m; U (RIF(R), )

whereU;;(R) are the nonadiabatic coupling potentidls,is the collision energy in the
entrance channel, and;(R) is the effective potential including the teri (R), the
Coulomb repulsion of the nuclei, and the electron screening effed®s-at'®

In the limit R— « the adiabatic termg;(R) converge to the energies of the isolated
atoms (a); and (ub); with a relative accuracy of only-M ~1. To incorporate isotopic
effects, which play an important role in proces$&s—(2), the standard adiabatic ap-
proach should be modified, using the additional transformation suggested by Sdfbv’ev.
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FIG. 1. The scheme of transitioris=[nn;n,m]—j=[n'nin;m] in the systempdu via P and T hidden
crossings for the Coulomb deexcitation reacti@h

It improves the accuracy d&;(«) to a level~M ~2 and splits the degenerate peig(R)
andE;,(R) into a pairE;,;(R) andE;,(R), which represent the atomag), and buw),,
respectively, aR—c (see Fig. L

3. To leading order the solutiorFsiJ(R) of equation(7) can be written in the semi-
classical form

F9<R>=ci[p?<R>]l’2exp[i f pﬂ(R)dR}, 8)
Cij

JR)=|2M| e—U,(R _J0+1) "

pi(R)= e—Ui(R) OMR?

According to the AAA, the nonadiabatic transitions from the adiabatic stete¢he state
j are determined by the hidden crossings of teEy{®) andE;(R) in the complex plane
RatR=R.=ReR:+i Im R;, whereE;(R;)=E;(R.).

The cross sections of the transitions j are calculated with the formulag
77 2

aij(e)=— 2 (23+1)[S}[?,
pi J=0

|Sji|?=2P;;(1-Pyj), Pjj=e" 2. C)

F'eC
Aij:‘lmf p(R)dR‘=’Imj [Pi(R)—p;(R)]dR,
Cij ReR;
cjj is the contour in the compleR plane in the domain (&), including the branch point
R..
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There are four types of hidden crossings:T, P, andQ series’™* For processes
(1)—(2) only the P and T series are essential. Thé series connects the states
i=[nnn,mp] andj=[n"nin;mp] with n;=n;,n;=n,+1, and the same parity at
Z,=Z,. TheP series connects statés,(R) andE;,(R) with the same set of parabolic
quantum numbergnn;n,m] at slightly different chargeZ, and Z,,. The lower term
Eja(R) belongs to the heavier atorag) and corresponds & ,= M, to the symmetric

g state {=2n,), while the upper ternc;,(R) corresponds tal state (=2n,+1).

4. The numerical code for the calculation of the cross sections of proc€gs€g)
is based on the automated program package ARSENIY.includes subprograms for
calculation of the termg&;(R) for statesj =[nn;n,mp], n<5 (220 adiabatic statgsa
search for all branch poinR.;=Re R;+i Im R, of the hidden crossings in the complex
R plane connecting pairwise ternts(R;) andE;(R), calculation of the Stueckelberg
parameterg\; (R.), theSj]i matrix elements, and the cross sectionge), the averaged
Cross sectior%’é o (€)

2— Som
Taw(e)= X n—fa”(w (10)

! !
ny,Nz,Ny Ny, M
and transition rates
Nnn' =0 nn U Po, (13)

wherew is the relative velocity ango=4.25x 10?%cm 3=0.73x 10 3m.a.u. is the liquid
hydrogen density.

In Fig. 1, where only the termE;(R) for the pdu system withm=0, A= —(n
—1) atn=4 andn=3 are plotted as an example, the hidden crosdihgs of the P and
T types are marked by arrows. The muon transfer readtior{pu),— (du), is gov-
erned by theP-type series, while th&-type series are solely responsible for the Coulomb
deexcitation(2)

(du)ntp—(dp)n-1+p, (12)

and a combination of th® andT types is essential for the reactions

(pu)n+d—(pu)n—_1+d. (13

Relations(9)—(11) give the complete algorithm for the calculation of all cross sec-
tions gjj(e) andoyy (&) at a given collision energy.

5. The calculated rates of process&s-(2) are presented in Figs. 2, 3, and 4. We do
not compare our results with the results of numerous publicatiRets. 12—17 and many
others because all of them contain a fundamental misfakiee origin of which lies in
the following. For the description of mesic atomic collisions they all use the version of
the AAA developed by Solov’ev and co-workers for atomic collisions. In the atomic case
the typical collision energy 10 keV/nucl) is much higher than the potential energy of
the terms(~1 eV), and expression®) and(9) for p;(R) andA;; can be simplified using
a small parameter(2;(R)/Mv?(R)~U;(R)/e~10* in the following way:
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FIG. 2. The rates of the muon transfer reacti@p (bu),+a—(aw),+b, from the statesn=3,4,5

JAa+1)\ Y
2MR?

=[M%?%(R)—2MU;(R)]¥*>~Muv(R)—U;(R)/v(R),

PI(R)=|2M| &=~ Ui(R)—

where

1012 ——r T
du(n) + p > dp(n-1) + p
----- tu(n)+d —> tu(n-1)+d
tum+p —> tu(n-1)+p
10M
=100 |
O ..
Q
2
o
< R
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©
o
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FIG. 3. The rates of the Coulomb deexcitatiau() ,+b— (au),_,+b from the states=3,4,5.
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FIG. 4. The rates of the Coulomb deexcitati@u() ,+a— (au),_,+a from the states=3,4,5 in symmetri-
cal systems.

1/2

2 JJI+1)
A I YT
Hence,
| R URIZU(R)
Aij_‘lmfReRc TdR‘ . (14)

In mesic atomic physics the typical collision energiess1 eV and U;(R)
~100 eV, and the ratitJ;(R)/e=10? is no longer a small parameter, so that relations
(14) are entirely invalid. But just these relations, with the additional dubious assertion

1
v(R)= 537 (PRI +Ri(R)], (15

were used in Refs. 12—-17 for the calculations of the cross sedtiorand (2).

6. The method presented in this paper is illustrated for the processes of muonic
physics, but after simple scaling the results obtained also describe collision processes
involving aw~ -, aK™, and ap hydrogen-isotope exotic atoma+€p,d,t). The rates
\nn Of the Coulomb deexcitatio®) of muonic atoms are calculated self-consistently for
the first time in this paper. This opens the way for #feinitio theoretical description of
the kinetics cascade of exotic atoms in the hydrogen isotope mixtures.

One of us(L. I. P.) is grateful to Macedonian Academy of Art and Science for

hospitality. This work was partially supported by Grant #096-02-17279 from the Russian
Fund for Fundamental Research.
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YThe numerical results presented in Ref. 8 are calculated with this formula. Eq@@ionRef. 8 contains a
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9The comparison which was made in our previous phpas shown a disagreement of the results with Ref. 17
by an order of magnitude at low collision energies.
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It is shown that the direct exchange interaction of ions possessing elec-
trons (hole9 with orbital angular momenta and/ always contains a
contributionVyL -/ +V;(L-B)(B- /), whereB is a unit vector along

the bond connecting the ions. As a result, taking the spin—orbit inter-
action into account gives rise to a pseudodipole interaction of the spins
(total angular momenjaof the ions under study and to uniaxial anisot-
ropy. The possibility of using this pseudodipole interaction to explain
the magnetic properties of cuprates is discussed.1998 American
Institute of Physicg.S0021-364(18)01213-4

PACS numbers: 75.30.Et, 71.70.Ej, 71.70.Gm

In recent years it has become clear that the noncollinear magnetic structure of a
number of antiferromagnets can be explained only by assuming the existence of a
pseudodipole interactiofPDI) between the spingotal angular momenjaof the ions!~>
This PDI depends on the relative orientation of the ion spins and the direction of the bond
connecting them. In the simplest case it has the same structure as the ordinary magnetic
dipole interaction:

1 ~ ~
VPDZEE/ Qnn(Sh Rarn) (S Rarn)s 1

where R, are unit vectors connecting the spiSs and S,,. However, for nearest
neighborsQ,,,» can be considerably greater than the magnetic dipole interaction and can
have any sign depending on the particular physical situation. Moreover, at large distances
the PDI decreases more rapidly th&1 3. Examples of systems with a PDI are the
cuprates RCuQ,, where R=Pr, Nd, Sm, and El? the weak ferromagnet 82u;0,Cl,

with a tetragonal lattic the compound PrB&€u;0q_, (Ref. 5, and the intermetallides
U,Pd,X, where X=In, Sn® Thus far the cuprates,RuQ,, where the PDI acts between
CWw" ions in CuQ planes and between neighboring planes as well as betweehatl

R3* ions, have been investigated in greatest détdiln Ref. 4 the PDI parameters for
CW" ions in CuQ planes and between neighboring planes were determined from the
spin-wave spectrum measured by the neutron-scattering method.

The PDI was postulated by Van Vleck in 1937. Apparently, the first microscopic
derivation of this interaction was given in the famous paper by Mdtifar rare-earth

0021-3640/98/68(1)/7/$15.00 71 © 1998 American Institute of Physics



72 JETP Lett., Vol. 68, No. 1, 10 July 1998 S. V. Maleev

metals it was analyzed in Refs. 7-9. Recently, a large number of works have been
devoted to the theoretical analysis of the magnetism of Cplanes in cuprates and,
specifically, to the calculation of the PDI. We shall indicate only some of tfefriThe

most detailed results are contained in Refs. 12 and 13, where, specifically, the magnitude
of the PDI in the Cu@ plane was calculated to H@=41 ueV. However, an order of
magnitude higher valuB=0.45+0.04 meV follows for PsCuQ, from the experimental

data of Ref. 4. Such a large value of the PDI in@uQ, is also confirmed by ESR ddfa

and by analysis of datdon elastic neutron scattering in@uQ, for samples placed in

a magnetic field. The PDI also has a close value in XBg80Og (Ref. 16. Thus there is

a discrepancy between the theoretical calculation and the experimental data. The reason
for this discrepancy is not clear at present.

In the present letter | propose a new mechanism giving rise to a PDI that thus far has
not been discussed in the literature. | shall show that for ions possessing eléhtlags
with nonzero orbital angular momenta, the direct exchange between the ions, with the
spin—orbit coupling taken into account, leads to a pseudodipole interaction as well as to
uniaxial anisotropy.

Consider two ions 1 and 2 possessing electfbotes with angular momenta and
/" and lying at the pointsta/2, respectively, on th& axis. Their exchange interaction
energy has the form

= X VM’,M,m’,mdr\-;f,apr;f,BdM,Bpm,a! (2

M’ ,M,m’",m

wheredy ; andpp, , are operators annihilating electrofi®les in orbital statesM and
m and with spin projectiona andg for the first and second ions, respectively, while the
exchange integral has the form

Vmr Mm'm= f dradroy (1) @ m(r2) V() gim(r) e (ra), 3

whereV(r,) is the Coulomb interaction potential of two electrons, whiig, and ¢,
are the wave functions of the first and second ions.

Evidently, Vy» m m'.m IS @ matrix in the space of the quantum numbers of the ions
1 and 2 that can be decomposed in terms of the corresponding irreducible operators.
Retaining the first two terms of such a decomposition, we have

VM’,M,m’,m:JogM’,Mém’,m_" LlM'MVij/Jm’m+ ey (4)

whereL and/ are the angular momentum operators of the ions. The first term if4Eq.
leads to the standard exchange interact®nd exchangg while the second term, as we
shall see below, leads to crystallographic anisotropy and a PDI. It might also be men-
tioned that if one of the ions is replaced by conduction electrons, then the second term in
Eq. (4) describes the skew scattering of conduction electrons by a localized orbital
momentt’

For two isolated ions, it is obvious from symmetry considerations that

VIJ:V06I]+VIBIB]1 (5)
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whereB is a unit vector along the bond connecting the ions. It follows from E3)sand
(4) that

Vij=[(2L+1)(2/+1)L(L+1)/(/+1)] " Tr(L,Vs)). (6)

Following convention, | shall represent the wave functions of the ions in the form
(D) =Y (M) g (r) and e, m(H) =Y, m(r)e(r), whereY, , are the standard spheri-
cal harmonics and=r/r. However, it should be kept in mind that the centers of the ions

1 and 2 lie at the points-a/2 anda/2, respectively. As a result, we obtain from E(®.
and(6) that the integrand in expression fgf; contains the factor

RL(T1,T2)=[(2L+DL(L+1)]17 1 > Yim(T)Llywm Yy (F2) (7)
M,M’

and an expression that is obtained from Ef).by making the substitutions—/ and
F1,2—>F2,1- The quantityR, is, evidently, a-odd axial vector, which depends on the unit
vectorsr; andr,. For this reason, we have in the most general form

RU(T1,r2)=i[12X11000, 9 =0u(T2 T1). (8)
A simple calculation employing specific expressions for the spherical harmi®gives

0:=(87) 7L, g,=(ry-r,)(87) " and gz=[5(r;-r,)?—1](32)" L. As a result, taking
account of Eq(5), we find

1 o o e
VOZEfdrldrz{([rzxrl],-[r2><r1]”)—([r2><r,],-B)([r2><r1]-B)}
XL (r) i (ri) e (ra) e (rV(ry), ©)
1 R A A A
Vlzzfdrldr2{3(B-[r2><f1])|(B'[rzxrl])u

—([r2XT 1] [FaXT 11 ugm L (F2) ¥ (r) @ (1) @ (r)V(ry),

where the subscripts | and Il indicate that the centers of the first and second ions are the
coordinate origin.

Formulas(2), (4), (5), and(9) together with the expression for the energy levels of
ions in a crystal field with allowance for the spin—orbit interaction make it possible, in
principle, to determine completely the direct bilinear exchange interaction of the spins
(total angular momenjeof two ions with nonzero orbital angular momenta. However,
this cannot be done in a general form. For this reason, | shall examine below two specific
examples of the appearance of the PDI for weak spin—orbit coupling, and then | shall
present some qualitative considerations about the PDI for the case of a k®adnter-
action.

I. The PDI arising as a result of direct exchange between ionslwith’=2 in a
tetragonal environment. This example could be pertinent $€8%0,Cl, (Ref. 2. This
substance contains planes which are arranged as follows: AdditioRal i6as (Cu Il)
are located at the centers of each second plaquette of the I&tii©e (Cu | ions. Below
Tn=380 K weak ferromagnetism is observed in this tetragonal material; this ferromag-
netism was explained in Ref. 2 by the presence of a pseudodipole interaction between
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pairs of ions Cu | and Cu Il. Since there are no other ions along the bond connecting
these ions, the appearance of a PDI between them as a result of direct exchange seems
natural. Here it should be noted that the environment surrounding Cu | ions is different
from that surrounding Cu Il ions, and for this reason the crystal fields acting on these ions
are not the same. What's more, generally speaking, the field acting on a Cu | ion does not
possess tetragonal symmetry. However, for simplicity, in what follows | shall neglect
these circumstances, taking which into account can only lower the symmetry of the final
expression and change the specific form of the coefficients appearing in it. So, choosing
the direction of the bond connecting the Cu | and Cu Il ions asRtexis and taking
account of Egs(2), (4), and(5), we obtain

Vin==[Volm: m,-Lmg i, +Va(B-Luz m)(B Ly m,)]
+ +
X(dMiadMlﬁ)l(dMéﬁsza)ll ' (10)

whered,j, describe the creation of @ hole on the ions | and I, respectively, aiid

=(a+b)272 wherea andb are unit vectors along theandy axes, directed along the
Cu—O-Cubonds in the Cu@planes.

I shall employ the following system of wave functions of the copper ions in the
tetragonal crystal field? yo~x?—y?, ;~322—r2, yy~yz, py~2z% and g,~Xxy,
where z is the direction along the axis, perpendicular to the Cy(planes. These
functions are arranged in order of increasing energy. | shall assume belo gthdt
and, in addition, that the statels, and ¢y are degenerate and correspond to ené&gy
The spin—orbit interactionS-L mixes the states of the ions, and in first order of the
perturbation theory the following substitution must be made in(E@):

d&aqdl\*/—la_)\MEl dl\-'/—IlM(S;La'LMl,M)EI\_/Ith,M' (11)

As a result, since both ions are in the ground state, standard calculations yield

2

(B) A ) A
V1,2:_2V0E(51'Sz)_2V07\ -
2

2
5(B-S)(B-S). (12
E2

16 1 )s s, 2v
o 2| Plzo2z 4V
Ez E3
Here the first term is a correction to the isotropic exchange, the second term is the
uniaxial anisotropy energy, and the third term is the PDI along the bond connecting the
ions Cu | and Cu Il

| shall now examine direct exchange between neighboring* Gans in a CuQ

plane for a bond along the axis. For this, in Eq(12) B must be replaced bg. It is
convenient to represent the corresponding expression in the form

V8= 0838, S+ AS1,Ss,+ P(SiSax— S1ySay). (13)

where 8J=—\?(2Vy+V,)E, 2, A=—[2Vy(16E,°—E,?)—V;E,%]\?, and P
= —Vl)\ZEz_z. Interchanging« andy changes the sign of the last term in Ef3). The
PDI in this form was used in Refs. 4 and 12 to study the spin-wave spectrum.

II. We have been examining direct exchange between copper ions. In fact, appar-
ently, the main interaction between €uions in a CuQ plane is superexchange via an
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intermediate @ ion.}? In this case hole transfers from copper ions to oxygen must be
taken into account. Once again, for definiteness, | shall assume a bond alongxise
and | shall characterize the hole states on the oxygen ion as fotfopgir) = ®2p, (1)

~X, <pz(r)=<p2py(r)~y, and ¢y(r)=(p2pz(r)~2. Here and below the states of oxygen,
in contrast to the states of the copper ion, are characterized by small letters.

I shall describe the transfer of a hole from copper to oxygen in the standard manner,
introducing the interaction

T:igztM,m(diT\/Iapma_*—prT]adiMa)! (14)

wherep, , is an operator creating a hole on ad Oion, tmm=tmm. and the index
enumerates the two neighboringCuons. According to Ref. 12, for a bond along the
axis the following transition integrals are different from zetgy, t;, ty,, andtz,.
The interaction(14) mixesp andd states, and as a result the substitution

pr;a_) pr;a_%: d&atM,mEKA}m (15)

occurs. Now taking into account Eg®), (4), and(5) and the expression for the spin—
orbit interaction on the copper ion, | obtain the following expression for the superex-
change interaction of copper ions for a bond alongxteis:

V(SX) = V(ZS)SlZSZZ+ VE)S)SlySZy ' (16)

where  V¥=—32\%ods (EZEqEz )t and V= —4Vo\2tody,y
x(EgEOVOEY,y)*l. It is obvious that for a bond along thyeaxis S,,S,, in Eq. (16) must

be replaced bys,,S,,. This does not change the coefﬁciefff), since by virtue of the
tetragonal symmetryy =ty , andEy y=Ey . | note also that the produ&;, S,y is not
present in Eq(16). This is because’,¢,=0. Therefore the PDI has appeared as a result

of spin—orbit interaction and is not due to the nonisotropic part of expregsjofiow-

ever, in contrast to the results of Refs. 12 and 13, in the case a hand a PDI is present even
in second order with respect to the hopping integtgjsand does not contain a small
factor U1, whereU is the Coulomb repulsion energy of the holes on a copper ion.

It is convenient to rewrite expressigh6) in a form similar to Eq(13):

V) = 51581+ Sy AsS1zSoat PSS SuySay). 4

where 6Js=— Ps=V{Y/2 and Ag=V{¥—V{¥/2. However, this expression cannot be
used directly to describe anisotropy and the PDI in the Cpl@nes. Actually, according
to Refs. 12 and 13T, ,=ty, E;=E,, E; ,~Ey, and Ag=8V, (the factor 8 in this
expression is due to the values of the matrix elemdrfs=2 and|/}|=[Lj|=1). As a
result, it turns out thafg= — (15/2)P5. At the same timeAg andPg determine the gaps
Ay @and Ay, in the spectrum of spin waves polarized along thaxis and in the X,y)
plane, respectivel§!? It follows from the experimental data on neutron scattering in
Pr,CuQ, that A>0 and |P|=A/4. Approximately the same relation holds in
YBa,Cw,Og, , also® Therefore|P|>A in both cases, which contradicts the result ob-
tained forPg andAg. Here it should be noted that the constantalculated in Refs. 12
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and 13 is close to the experimental value. However, the PDI turned out to be an order of
magnitude weakefsee above For this reason, the results of Refs. 12 and 13 also must
be refined. In principle, the following variants are possibleDirect exchange, studied
above, between neighboring €uions plays the main role;)2he parameter data pre-
sented in Refs. 12 and 13 do not correspond to reality; anfr3a microscopic calcu-
lation of A andP it is insufficient to study an isolated triplet of ions €u-O?"—Cl#™.

For us, however, only one thing is important: The proposed simple model of direct
exchange between ions with electrons possessing nonzero orbital angular momenta leads
in a natural manner to both uniaxial anisotropy and a PDI, i.e., a dependence of the
interaction of the spins on the direction of the bond connecting them. In other words, the
symmetry breaking necessary for this is already present in this model.

Il . I have examined the mechanism whereby a PDI appears between ions with weak
LS coupling. Uniaxial anisotropy also arises at the same time. It is obvious that similar
phenomena also occur in the case where one or both ions in a pair possess strong LS
coupling. As a result, formulas of the tyg&2), (13), and(17), where one or both spins
are replaced by the total angular momenta of the corresponding ions, should arise. Such
a situation occurs in the compounds@IQ,, where R=Pr, Nd, Sm, and Eu. Actually,
noncollinear ordering of the angular momenta of rare-earth ions is explained by the PDI
between the ions Gii and R" (Refs. 1 and B Further, the two transitions, associated
with the relative reorientation of copper spins in neighboring €pfanes, that occur in
Nd,CuOQ, were explained by the PDI arising between?Cuons as a result of superex-
change along two competing paths, including one and two intermediate Kram&fs Nd
ions34 Here it is inevitably necessary to consider the PDI between two rare-earth ions
with strong LS coupling. In this case the superexchange paths Cu—-Nd-Cu and
Cu—Nd—Nd-Cu are shortest, and for this reason the mechanism studied in the present
letter whereby a PDI appears as a result of direct exchange between neighboring ions
should play the main role.

In summary, | have examined a new mechanism leading to the appearance of a
pseudodipole interaction and to uniaxial anisotropy as a result of direct exchange between
ions with electrons(holeg possessing nonzero orbital angular momenta. | have also
discussed the possibility of using this mechanism to describe the magnetic properties of
cuprates.

This work was supported by the Russian Fund for Fundamental Research under
Grants 96-2-18037a and 96-15-96775.
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The heating of electrons in an &a _,As/GaAs k>0.42) hetero-
structure in a lateraldirected along the heterointerfagedectric field

is studied. Population inversion on the size-quantization subbands of
the I' valley of GaAs and a giant population inversion between the
X-valley states of AlGa _,As andI'-valley states of GaAs are pre-
dicted. The possibility of using these inversions for achieving stimu-
lated IR emission is discussed. €998 American Institute of Physics.
[S0021-364(98)01313-9

PACS numbers: 42.55.Px, 78.66.Fd, 78:#45.

Semiconductor heterostructures with quantum wells provide excellent possibilities
for creating a new generation of lasers operating on intraband transitions in the mid- and
far-IR range. “Cascade"and “fountain”? lasers have already been made. In the present
letter we discuss a new scheme for the formation of a population inversion of electrons
and stimulated IR emission in a GaAs/AlAs semiconductor heterostructure grown on the
(001) plane. In such heterostructures the GaAs |Ayers are potential wellE-falley
electrons, while the AlAs layers are wells for X-valley electrésmse Fig. 1.2 In addition,
the conduction-band bottom in the GaAs layers is formed byalley states, while in
AlAs layers it is formed by X-valley states. The method that we propose for producing a
population inversion is based on three features of electron transport: First, the probability
of electron transitions between GaAs and AlAs layers increases rapidly with increasing
electron energy; second, thevalley electron temperature is substantially higher than the
X-valley temperature in high electric fields; and, third, the return of electrons from an
AlAs X valley into the bottom subband of a GaAsvalley is suppressed. These features
lead to giant accumulation of hot electrons in AlAs X-valleys, exceeding by more than an
order of magnitude the similar accumulation occurring in bulk GaAs under Gunn effect
conditions at similar values of the electric ficld At sufficiently high electric fields this
accumulation leads both to a population inversion between subbands of IGadlfeys
and to a giant population inversion between khand X valleys. Strong accumulation of
hot electrons in X valleys of similar heterostructures was noted earlier in connection with
an analysis of the spatial transport of hot electfdisee also Ref.)5

In the heterostructures considered, mixifigteractior) of I'- and X-valley states
occurs at the heterointerfadsee, for example, Refs. 6 and. This mixing gives an

0021-3640/98/68(1)/6/$15.00 78 © 1998 American Institute of Physics
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GaAs  AlAs

~leV

048 eV

FIG. 1. Position of the edges &f and X valleys in a GaAs/AlAs heterostructure.

additional channel for electron transitions between X HEnéhlleys, and it also removes

the forbiddenness on radiative transitions between the valley states. For this reason, a
population inversion of electrons between X dndralleys, just as, of course, between
I'-valley subbands, can be used to amplify IR radiation.

As an example, Let us consider anypdGa, 1sAs/GaAs heterostructure with layers
of the solid solution 35 A thick and GaAs layers 75 A thick. As a result of size quanti-
zation and deformation of the M:Ga, 1sAS layers, the X valleys separate into two
groups: X valleys and X y valleys. The X% valleys are bulk-material X valleys whose
minimum is displaced from the center of the Brillouin zone in the direction of growth,
and the minima of the Xy valleys are displaced in directions lying in the growth plane.
Only X,-valley states mix witH -valley states at the heterointerface.

Strictly speaking, the structure under study is a superlattice. However, the subbarrier
states can be regarded as discrete, since the widths of the corresponding allowed bands of
the superlattice do not exceed several meV. We shall treat the above-barrier states ap-
proximately as three-dimensional.

For electron exchange between the GaAs angl{8a, 15As layers, above-barrier
X-valley states and all size-quantization subbands possessing states with energies less
than the bottom of the X valleys in GaAs are important. The positions of the edges of
such size-quantization subbanddgfL, and X valleys calculated for the heterostructure
under study in the Kane model are shown in Fig. 2. One can see from Fig. 2 that in GaAs
layers there are five subbands below the X valley: tHfesubbands and two fourfold
degenerate L subbands. TheyAGa, 15As layers have six subbands: four, Xubbands
and two twofold degenerateyX, subbands. To increase the probability of a radiative
Xz—T" transition and to obtain an inversion betwdésubbands in GaAs, the parameters
of the structure were chosen as follows: First, thesbband was the bottom subband in
Alg g:Ga, 15As and, second, not far from the bottom this subband crossed a sécond
subband.

The mobility of the electrons in X valleys is much lower tharivalleys, since the
electron effective mass in X valleys is larger thanlinvalleys; in addition, in the X
valleys there is an additional strong mechanism of electron scattering — intervalley
scattering. For this reason, in high fields the average kinetic energyvailey electrons
(effective electron temperatyris much higher than that of X-valley electrohs.

Let us now examine electron transitions from states localized in the GaAs into states
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X - valley XA -475 meV

3 -438 meV Xyy2-439 meV

L2 - 406 meV
X,3 -374 meV
L} -321 meV
X,2 -284 meV
Xyyl - 261 meV
r2-218 mev X, 1 -228 meV

GaAs Al ,.Ga, As

0.85 0,15

Il -59meV

FIG. 2. Position of the edges of the size-quantization subbands in the heterostructure GaAs — 76 A,
Alg o Ga, 15As — 35 A. Energy is measured from tRevalley bottom in GaAs. The wave number dependences

of the electron energy in thél, "2, and X1 subbands and an optical transition are presented on the right-hand
side of the figure. A direct transition from a,X subband into &2 subband is indicated schematicaltiotted

arrow).

localized in the A}g:Ga,1As. There are four main mechanisms for such transitions.
First, an electron with sufficient energy can undergo a direct transition fréhvalley

into one of the % subbands through the heterointerfiten account of the mixing of the
states of these valleys. Second, an electron can pass fiosuaband into one of the X
subbands, having emitted an intervalley phonon. Third, an electron can scatter ffrom a
subband into one of the L subbarftlsand then scatter from it inta X subband. In this
case, all scatterings occur with emission of intervalley phonons. Finally, fourth, an elec-
tron, having emitted an intervalley phonon, can end up in above-barrier states of the X
valleyg (three-dimensionaland from there scatter into X-valley states localized in the

Alp g5Gay 1AS.

The probabilities of transitions between the states of subbiaaidj with emission
of intervalley phonons can be written in the forthhe nonparabolicity of the bands is
neglectegt

2
h 2pﬁ2(l)0

whereD; j is the intervalley coupling constant of the valleyandj, m; is the effective
mass of the density of states in thh valley, p is the density of GaAsw, is the
intervalley phonon frequency; ; are wave functiond? is the overlap integral, and the
z axis is aligned along the direction of growth. If the stateand ] are localized in
different layers, then the overlap integrals are smifH(10"2) and increase as the
number of the subband increases.

2 |2:f a2 2w, 1
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Direct transitions occur at locations where the size-quantization subbands Bf the
and X; valleys cross in momentum spa@ee Fig. 2 The probability of these transitions
is strongly affected by the magnitude of the electric field, which works to “drag” elec-
trons through the crossing point with no change of subband. If the probability of a direct
transition from thel’ subband into the X, subband is low, then it can be found by
perturbation theory:

27V mi—mp
h2eElk(k,) MMmp

D j(ky) . V=a|¥(0)¥4(0)], 2

wherek; is the magnitude of the wave vector component along the electric field, corre-
sponding to the crossing point of the subbarids;is the wave vector component per-
pendicular to the electric fieldn, is the transverse electron massai X valley;my is the
electron mass in & valley; V is the effective interaction energy of the subbands;
«=0.155 eV A is the interaction constant between the X ahdvalleys at the
heterointerfacé;and, ¥ ;(0) and W¥,;(0) are the values of the wave functions of the
subbands at the heterointerface. In fields of several kilovolts per centimeter the probabil-
ity of a direct transition is of the order of 18. If the distribution function of electrons in

the subband on the line of intersection is assumed to be constant and eqéaltten the

corresponding flux from the subbanihto subband does not depend on the magnitude
of the electric field:

_2VZ (my—mp)f
_? mmp

()

d

Electrons return from the pkGa, 15As to the GaAs mainly into thé&'2 subband
(emission of an intervalley phonon and direct transitiand into thel'1 subbandemis-
sion of an intervalley phongnOn account of the smaller overlap integral, transitions into
theI'1 subband with emission of an intervalley phonon are suppressed compared with
transitions into thd 2 subband, while direct transitions into thé& subband are unlikely,
since the location of the crossing of the fifseind X; subbands lies quite high above the
bottom of the first X subband, and there are simply no electrons there. As a result,
electrons return mainly into thE2 subband.

For high electron temperatures in thevalley the probability of an electron leaving
the GaAs is higher than the probability of an electron entering it. Indeed, electrons with
high kinetic energy have a high probability of being scattered both into above-barrier
states of the X valleys and into the upper X subbands on account of the large overlap
integrals. The probability of direct transitions into the uppersxibbands is also higher
because of the increase in the effective interaction energy of XIandlleys. Con-
versely, it is actually impossible for electrons to return to the GaAs via above-barrier
states of X valleys because of the low electron temperature in thg®d, ;-As. This is
what results in the accumulation of electrons in the firstsxibband in Ad gsGay 1AS.

We underscore that the probability of electrons enteringliBesubband is higher than
that of their entering th&'1 subband. This is the reason for the inversion of the popula-
tions of thel'l andI"2 subbands.

Figure 3 shows the computed ratios of the electron densities il thandI'1
subbands as a function of the electron temperature i thelley for three values of the
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FIG. 3. Ratio of the densities in the second and first size-quantization subbands versus the electron temperature
in thel valley (solid lineg. The broken lines show the ratio of the occupation probabilities of the bottom of the
first X, andI” subbands.

electron temperature in the,Xsalley. The figure also shows the ratio of the occupation
probabilities of the bottom states in the firsi AndI'1 subbands. In the calculation, the
distribution functions in thd” and X subbands were assumed to be Maxwellian with
corresponding temperatures, and the material parameters were taken from Refs. 3 and 8.
One can see from Fig. 3 that a population inversion is realized in a wide interval of
electron temperatures. The lar¢&giant” ) values of the ratio of the occupation prob-
abilities of the edges of the first XandI'1 subbands signify that in sufficiently high
fields almost all of the electrons are located in thg fXBa, ;5As layers?

We note the following about the electric field dependence of the electron tempera-
tures. In GaAs at fields-3 kV/cm a sharp increase of the electron temperature, due to
electron runawayis observed in & valley, andT;~0.1 eV in a 4 kV/cm field We feel
that there are no grounds for believing that the runaway condition in the heterostructure
under study should differ much from that for bulk GaAs. Therefore a population inver-
sion should arise in fields exceeding 3—4 kV/cm. Since the overwhelming majority of the
electrons in this case are in X valleys of BAlGa&, 1sAS, there should be no domain
(Gunn instability.

As we have said, electronic transitions betwéghandI'2 subbands and between
I'l and the bottom XL subbands contribute to the amplification of IR radiation.
Estimates of the gain for a structure with doping level0' cm? per period give
~10% cm™ ! for a wavelength of §um. This indicates that there is a realistic possibility
of realizing a new family of lasers operating in the mid- and far-IR ranges on intraband
transitions in heterostructures. The wavelength of the radiation in such lasers can be
changed by using AGa,  As/Al,Ga ,As (y<0.45,x>0.45) heterostructures.
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mation. This work was supported by the Russian Fund for Fundamental Re¢Baach
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A microscopic theory of the Efetov supermatrix sigma-model type is
constructed for the low-lying electron states in a mixed
superconductive—normal system with disorder. This technique is used
for the study of the localized states in the core of a vortex in a moder-
ately clean superconductor with > w,~A2/Eg. At low energiese
<~ (wo/7)Y? the energy level statistics is described by the “zero-
dimensional” limit of this supermatrix theory, and the result for the
density of states is equivalent to that obtained within Altland—
Zirnbauer random matrix model. Nonzero modes of the sigma model
increase the mean interlevel distance by the relative amount
[2 In (Liwg7)] L. © 1998 American Institute of Physics.
[S0021-364(98)01413-3

PACS numbers: 74.60.Ec, 74.25.Jb, 74.80.Fp

There is a great deal of activity directed to the study of electron energy levels and
wave functions in disordered normal methlghere they govern the low-temperature
transport properties. Its-wave superconductors, disorder is usually of less importance,
since the excitation spectrum has a nonzero gap and single-electron states are almost
empty atT<<A. The situation is quite different in mixed superconductive—normal sys-
tems(for a recent review see Ref) here the gap in the excitation spectrum can pe: i
very low compared to the bulk valug, or ii) exactly zero. An example of the first case
is presented by as—N-Ssandwich with the thickness of the N regidnp>¢&,1. At
generic values of the phase differengedetween superconductors the gap in the electron
spectrum in the N region is of the order of the Thouless end&rgy= D/L,%‘<A. To
calculate the density of staté@80S) fluctuations ak>E+y,, and other mesoscopic effects
in such systems, a field theory was developetich is an extended version of Efetov’s
supermatrixc model. A qualitatively different situation arises in case which is real-
ized, e.g., in the sam8-N-Ssandwich atp= 7 (Ref. 4 or in a variety of situations
where an external magnetic field is present. Now the DoS is nonzero at arbitrary low
energies, and quantum interference due to Andreev scattering strongly affects even the
average DoSp(e)). General approach to this kind of systems was initiated by Altland

0021-3640/98/68(1)/7/$15.00 84 © 1998 American Institute of Physics
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and Zirnbaue(AZ),> who employed a generalized random-matii&M) approach. The
particle—hole symmetry of the Bogolyubov—de Gen(@dG) Hamiltonian leads to the
constraints to be imposed on the RM Hamiltonians. The precise form of the constraint
depends on the presence or absence of time inversion and spin rotation symmetries. Thus
AZ identified 4 new classes of RM ensembles appropriate for the description of this kind
of S—N—-Ssystems. Crossover between such classes has been considered in Ref. 6 using
the space-independent supermatrix sigma model. While the AZ approach is highly sug-
gestive, it has the same limitation as aaxy hocRM theory, i.e., the limits of its appli-
cability to some real physical system are left undetermined.

In the present letter we develop a microscopic field-theory approach to an example
of a system of type )i namely, to the core of a superconductive vortex. It has been
known since the paper by Caroli, de Gennes, and Matri@u#GM)’ that the BdG
equations near the vortex possess localized solutions with energies well below the bulk
valueA. The spacings, between these localized levels is of the ordeAdfk:¢) and
disappears in the quasiclassical linkigé—c. Thus it was tempting to consider the
vortex core as a kind of a “normal tube” inside a superconductor, and in many cases
such a simplified picture was fouhdo be at least qualitatively correct. Later it was
demonstratetithat the presence of a quasi-continuum spectrum branch localized on the
vortex follows from general topological arguments. However, it is not always possible to
consider the chiral branch as a continuous one. It was shown reedtiat the dis-
creteness of the localized energy levels becomes of real importance in layered supercon-
ductors at sufficiently low temperatures. In the previous pdpee employed the AZ
approach to find low-current nonlinearities in the current—voltage relation in a mixed
state of a moderately clean superconduc¢toe mean free path> ¢, butl <<¢(ke€)). In
such a case the inverse elastic scattering timeislmuch larger than interlevel spacing
wg, and therefore the applicability of an appropriate RM magddich is, in fact, class C
of the AZ classificationseems natural. Another, qualitatively different, limiting case of
an ultraclean superconductor with extremely low concentration of impuritiegg£?)
was considered recently by Larkin and co-workeri the present letter we again con-
sider a moderately clean limibg<<1/7<<A, now within a microscopic approach starting
from the BdG equations in the presence of a Gaussian random potential. We derive the
conditions under which the AZ class C statistics is indeed realized in the vortex core, and
estimate the scale of nonuniversal corrections to it. We consider here a purely 2D super-
conductor, which is a good approximation for the case of a strong layered anisGtezpy
Ref. 10 for more detai)s

Below we briefly present our method and resiukee Ref. 12 for detailsIn the
present problem even the calculation of the average single-particle quantities is not trivial
and cannot be done within the quasiclassical theory, as long as low energies are
considered. Thus our goal is to derive a field-theory technique for the calculation of the
average DoS. To average the Green function over disorder, we use a standardftrick
representing it as the functional integral over both the Grassm@nar(d usual complex
(S) fields which combine into the superfiefl. The most direct way would be to work
with a real-space-dependent superfi@l(r); in this way we would obtain a field theory
in terms of a supermatriQ(r). On the other hand, low-lying states of the chiral branch
depend upon a single quantum number only, as well as for a generic 1D problem.
Therefore, in the basis of such states the BAG Hamiltonian can be represented as a
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randomN X N Hermitian matrix(whereN~A/w is the total number of localized states

in the core of a certain structure and symmetry which we will discuss below. In the clean
limit, 1/7<<A, the admixture of delocalizede>A) states to the low-lying ones can be
neglected. Thus it is convenient first to reduce the full 2D problem to a sort of RM
problem that can be further reduced to a 1D field theory explicitly containing the chiral
spectrum branch only.

In the basis of the CAGM statel ,(r) =A(J,,_1/x(Ker),J, 1 12(ker)) Te'# e KO
determined in Ref. There A~ kg /¢ is the normalization constang, is the azimuthal
angle in the real spacg, e[ —N/2,N/2] is the angular momentum that takes half-integer
values, and K(r)=(1/fvg)[pA(r')dr’)), the full Hamiltonian takes the form

(ulAp")=woud,, . +{u|V|u'), where the second term is due to the random white-
noise impurity potential(r) with the variancg/U(r)U(r’))=8(r—r")/(2mv7); cor-
respondingly, in the functional integral one should usg-dependent supervectdr,,
instead of the superfiel®(r). This Hamiltonian has the symmetry

H=—9ATy"  (ulyluy=(-1#+s, . ., (1)

which follows from an identityW _,(r)=(—1)**%7,W*(r) that reflects the basic
symmetry property of the Hamiltonian;, is the Pauli matrix in the Nambu space.

The standard way to solve a complicated random matrix problem is to represent it in
a form of the effective field theory. In order to reduce the RM problem given by Hq.
to the 1D field theory we make a continuous Fourier transf@ansideringN as very
large from the momentum variablg to the “angle” ¢ €[0,27), so our superfield will
be defined ad(¢) =3, P e '*~12¢=p ;. Now we can write down an expression for
the “partition function” (e, =€e+i9):

ZR(e)zf expi J'g—i(cbfb

_Jd;#q)*v(d, L ]DZ(I) 2
27 @ ' ¢’ ¢

. J o
e+—lw0%—? CI)¢

The matrix element¥ (¢, ¢’) of the random potential in thé space obey the symmetry
relationship that follows from Eq(1) and are given bW(¢,¢')=—e(®~¢)Vv* (4
+a,¢ +m) =A% drw,, (r,0)U(r)e” 2. The functionw,, can be written, using
the Bessel function summation formulas, as

Wy (1,0)=(1— €@ ¢))exp{ —iker[(sin ¢—sin ¢')

X €0s 0+ (cos ¢p—cos ¢’ )sin 6]}. 3

All features of the theory are encoded in the pair correlat®¢p,,d,, b3, da)
=(V(¢1,0,)V(d3,04)) where the averaging is performed over the Gaussian distribu-
tion of the random potentidl (r). Since the typical value dfrr ~kg£> 1, the correlator

W( 1,02, d3,¢4) IS appreciably nonzero only when the oscillating exponents in3g.
nearly cancel each other, i.e., when its argumentare pairwise coinciding?
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2

gwg 2
W1, b2, b3, P4) = TT(¢1Z+ ) (27) [ 5 P14) 6(P23)

—€'9125( gt m) 8 poat m)], (4)
where ¢ = dy— ¢, 9=2AY Trrwiki~1lwer>1 and the kerneT is given by
a6 1 1
T = —|cotz|, Iif >—: T(¢p)=+N, Iif <—. 5
(¢)=7 2‘ 41> T WN, it ¢l N 5

The §-function approximatiori4) for the correlatodV is valid as long as the scale of the
angular variations of the field(¢) (below it will be seen to be”=[gIn(N/g)]™}) is
longer than the actul width w(¢1,)~|Nsin(¢;,)| * of those § functions. Thus the
following derivation is strictly valid under the condition(/) </, which is equivalent to

TVweA>In AT, (6)
Below we will assume that the inequali§) is fulfilled.

The next step of the- model derivation is to average the partition functi@pusing
Egs.(4) and(5). Before doing that we need to take explicitly into account the symmetry
(1), which amounts to a doubling of the number of components of the supendetiby.
Thus we introducécf. with a similar procedure in Ref.)@&n additional 22 “particle—
hole” (PH) space and define a 4-dimensional superfig{@) =2V D (), e *d* (¢
+))T. Next we define the bar-conjugate superfield @sp) =y o,=[C(¢) y(d
+)]7, with C(¢)=—e " '%¢,C,, Wherea, is the Pauli matrix in the PH space, and the
4X 4 matrix C, consists of the block€BP=Cl"=0, CB"=1, and ClP=k, wherek
=diag(1-1) acting in the Fermi—Bose space. After an averaging over the disorder, the
effective  action A{y} for the retarded Green function GR(e)=
—if® (D" Texd A{4} 1D ¢* Dy (Wwhered’ means the fermionic component®f can
be written agwe denotey;= ¢( ¢;)):

[ A1 L 9w
A=i 2—7711//1(6+Uz—|wo(9751—% l//r%
deprdeb o
ij (2;)221—(¢12+7T)¢1¢2‘/12$1- ()

The second term in the actidi) is similar to that of the 1D tight-binding model with
off-diagonal random matrix elements with variance decaying jag, Hs long as we are
interested in scalelx|=|¢,— ¢,+ 7| <m. Thus the usual 1D localization is absent in
our problem because of the long-range nature of the off-diagonal dis@fddRef. 13.

There is also another way of considering this term, which helps to gain some intu-
ition about its effect. Namely, one can think of the variatlas an angle associated with
the 2D quasiparticle momentupy k:{cosp,sing}. Then the last term in Eq7) corre-
sponds to a 2D particle—hole scattering strongly enhanced in the forward direction. For
such a singular scattering one has to define two scattering lengtnsd /', >/ (cf.
with a similar situation discussed in Ref. )141//«gfd¢ o(¢)=g In(N/g), and
1/ cgfde o(¢)(1—cosp)=g>1, whereo(¢) is the differential cross section and
b= ¢,— ¢p,+ . For careful evaluation of the logarithmically divergent scattering rate
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1//, one should use the self-consistent Born approximat®@BA), which takes into
account both terms in Ed@4). It is equivalent to taking into account the “noncrossing”
diagrams that can be generated by a perturbative expansion[of{fexp in powers ofg.

For e/ wy<1//, the “crossing diagrams” of the same orderdrturn out to be small by
the parameter///,,=1/In(N/g). It stands for the usual quasiclassical parameter
(ke )* ™% in this effectively 1D problem.

The existence of the small parameter MMfy)=1/In A7 that allows one to neglect
the “crossing diagrams” implies that one can derive an effective field théwoplinear
sigma model which describes the low-energy behavior of the averaged Green function
GR(e) for e/ wg<1//=g In(N/g). This can be done in a standard Wiy the Hubbard—
Stratonovich decoupling of the quartic term in E@). and a further saddle point approxi-
mation controlled by the parameter 1Mi¢). Because of the symmetry relatigh) and

the corresponding relation betwegrand ¢, one has to perform both a local decoupling
containing P(¢)¥(p)® () and a nonlocal one containindR(¢q,d,) (1)

@ ¢ (,). Under the condition’s>1/\/N given by Eq.(6), both decouplings are impor-
tant in order to obtain the correct form for the imaginary part of the Green function in the
saddle-point approximatioR(¢) = Pq, R(¢1, ¢,) =Ro(¢1— ¢»), which is equivalent to

the SCBA:

2i i i i
G )=y ob—oup)e e it Po=Co,, Ry(#)= _T(A)GL— ),
(8

whereTy= ng(¢) d¢/27 ~% In N. In general, thenth Fourier harmonic of the kernel
T(¢) is given byT,~In (VN/|m|) for 1<m<N.

Mesoscopic fluctuations are knowto be described by the slow rotations of the
saddle-point  solution, which are represented in our case B§gp)

=U Y ¢)PoU(), R(¢p,¢")=U 1 p)Ro(d—d')U(¢'). The corresponding action
that describes the low-energy spectral properties of the CdGM levels, reads:

de¢.d
agoui=-2213[ | %T-lwl— $ot TSI QS QUb2)

i (de € , U~ (¢)

5 ﬁStf(w—OUzQ(@—lffo(d))T ; 9
where Q(¢)=U"(p)o,U(¢), and U(¢) is a m-periodic, pseudo-unitaryl ()
=U(¢>)) matrix. The action(9) is valid for energies<wqy//=7"1In Ar.

The supermatrixQ can be represented in the foI@(¢) = o[ 1+W(¢) + 3W?( )
+0O(W?3)], with the supermatrixV being purely off-diagonal in the PH space. Then the

symmetryQ=Q and convergence arguments lead to the following form foMhg and
W, blocks:

iz(¢)  ai(e)

iz* () az(¢)) 10
ai() 0 fb

W =
>fb hp(¢) (_a2(¢) 0

th( )= (



JETP Lett., Vol. 68, No. 1, 10 July 1998 Skvortsov et al. 89

Herez is a complex number and;, are the Grassmann numbers. Expanding Wé#),
we obtain in the quadratic approximation
[m|—1

o .
Az[Wm]:ZStr% [Zg( kgo m +1

€
mo,— ‘U_O> ] WorW_om, (11

where theW,,, are themth harmonics of the fiel#V(¢). Note that in Eq(11) only even
harmonics enter; odd harmonics, as well as the “longitudinal” modes, have a larger gap
of the order ofwy// and are excluded from the sigma-model action.

Equation(11) sets a characteristic scale=(g In g) ! for the angular variations of
the matricedJ(¢). This scale should be larger than the scattering lergt®nly in that
case can one neglect higher terms of the gradient expansion in pow#isap, as was
done in deriving Eq(9). Comparing to’=[g In(N/g)]* we see that the parameter of the
gradient expansion;/L =1In g/In(N/g), is small if the conditior(6) is fulfilled. The length
L determines the angular size of the elementary propagator corresponding to the sigma
model(9). In this respect it is analogous to the system size in the usual weak-localization
problem. The fact that’/L<1 in our problem tells us that the problem is essentially not
ballistic, though it is not diffusional either, sineg, /L=In g>1.

An important property of the actiof®) is that it takes a universal form i is
independent of. At low energies the main contribution comes from the zeroth harmon-
ics of Q(¢), i.e., the problem reduces to the zero-dimensianahodel. The uniform
supermatrixQ is parametrized by 2 real variabléme of which appears to be cydliand
2 Grassmann variables, so the final expression for the average DoS is

1 m sin 6
<p(6)>—4TER o dﬁf dndgm[(l+cosﬂ)

o

77'; 1- [
+27n{(1—cos@)Je™ 7, (1 cosh)

1 ( 1 Sin(2776/:uo)) . 12

g 2mel wg

The functional form of this result coincides with the result of the AZ phenomenological

approacit. However, it is expressed via the renormalized mean level spaeing
=wo(1+ (1/2Ing)). The renormalization is due to the contributions of highéy.-.,
modes, which ledd to the decrease of the DoS ferx wy/L=gw,ln g by the relative
amount of dwg/we=1/(2 Ing)<<1l. At higher energies this correction decreases as
dwol wex (gwelng)?/€. This correction can be found using a general apprdadh,
which the perturbative treatment of the nonzero modes leads to the “induced” terms in
the OD action. It is given by the single-cooperon diagram, which is absent in the usual
normal-metal problem?® from the formal point of view, the difference stems from the
absence of the BB block in the parametrizatid6). The usudf two-cooperon diagram
leads to the “induced” term« (e/ wo)?(g In g)~* (cf. Ref. 3. The possibility of neglect-

ing this term determines the upper limit of energies where a purely OD description is
valid: e<wt,=wpVg In g.

To conclude, we have derived microscopically the supersymmetric field theory for
the statistics of the localized electron levels inside the vortex in a moderately clean
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superconductor. Our supermatix model, Eq.(9) was derived in leading order in the
quasiclassical parameter 1. The approach proposed previously in Ref. 5 is shown to
be valid in the low-energy range< w,=[(wo/7)In(1/wy7)]*? where the 0o model

is applicable. Mixing between zero- and higher modes leads to a decrease of the DoS by
a relative amounf2In(l/wg7)] ! at energies<r7"In(Lwq7).
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A new method of obtaining quantum-size GaAgSh, (x=<0.45) lay-

ers is proposed. The method consists in laser vaporization of solid
metallic antimony near the substrate directly in the reactor. The anti-
mony concentration is set by the antimony sputtering time with the
arsine flux shut off. The polarization of the photoluminescence of the
obtained layers indicates the formation of quantum wires. The hetero-
structures obtained are used to fabricate laser diodes19@8 Ameri-

can Institute of Physic§S0021-364(08)01513-9

PACS numbers: 81.15.Gh, 81.15.Kk, 85.40.Sz

Heterolasers based on InGaAs/GaAs quantum wWeél/s) have achieved record
values of such very important parameters as the threshold current density and output
power at high reliability- However, the spectral range of these lasers is limited on the
long-wavelength side by1 xm. To advance in the direction of long wavelengths the
indium concentration must be increased, and this gives rise to of misfit dislocations and
lower radiation efficiency. In Ref. 2 it was shown that using GaAsSb as a quantum layer
instead of InGaAs makes it possible to advance into the wavelength range 12m1.3
Ordinarily, GaAsSb is grown by molecular-beam epitaxy. Since the antimony distribution
factor is small, in MOCVD hydride epitaxy a relatively large quantity of toxic gases is
required in order to introduce it. In the present work GaAsSh/GaAs QWSs were obtained
by MOCVD hydride epitaxy with a solid antimony source. The results of an investigation
of the growth and properties of these QWSs are presented.

The samples consisted of@01) i-GaAs substrate and a GaAsSh, quantum layer
(=~9 nm thick, sandwiched between GaAs buffer and cover layers (2rh%. The sur-
face of the substrates was inclined by 3° in the directiddi®] or [-110]. The compo-
sition of the quantum-size layer obtained was determined by comparing the positions of
the photoluminescendé’L) peak observed at 77 K with the computed spectrum of the
quantum well. The calculation was performed on the basis of the model described in Ref.
3. It was assumed that the offset of the conduction band at the heterointerface equals
zero? However, it is possible that the GaAsSh, quantum layer is a barrier for elec-

0021-3640/98/68(1)/6/$15.00 91 © 1998 American Institute of Physics
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trons in the conduction band. In this case the calculation gives valuesvbfch are too
high.

The quantum wells were grown in a horizontal quartz reactor at atmospheric pres-
sure. Trimethyl gallium(TMG), 100% arsine, and metallic antimony were used as
sources. The antimony source was placed approximately 12 cm from the substrate in the
cold zone of the reactor. The antimony was sputtered by focused 0.3 J pulses with a
repetition frequency of 12.5 Hz from &-switched YAG:Nd laser during GaAsSb
growth. A similar method was used earlier for doping epitaxial GaAs with electrically
active impurities. Here it was used to introduce the main material in the process of
MOCVD hydride epitaxy. The sputtering rate, determined according to the decrease in
the target mass, was equal to (3—%3)0 8 moles/sec. Some sputtered antimony settled
on the reactor walls without reaching the substrate holder.

The buffer and cover GaAs layers were grown at 600 °C with a growth rate of
~0.5nm/s. The arsine and TMG fluxes were equal toxd6 ' and 8.6
X 10~ 8 moles/sec, respectively. The GaAsSb QW growth temperature was chosen in the
range 490-580°C. During the sputtering of antimony the growth rate of the layer did not
change appreciably and once again was proportional to the TMG flux. As expected, very
little antimony enters the epitaxial layer in the presence of arsenic. Even with a large
decrease in the arsine and TMG fluxXby a factor of 6—10) sputtering of antimony did
not appreciably change the composition of the grown layer from GaAs. For this reason,
periodic delivery of arsine and TMG in the presence of a continuous antimony flux was
used.

The flux switching regime consisted of the following. Before commencement of
growth of the solid solution, arsine delivery was stopped and sputtering of antimony was
commenced. At the same time the TMG valve was opened. After this, during a period of
time t; (from 2 to 6 9 a quantity of gallium that was necessary for depositing approxi-
mately one monolaydd ML = 0.3 nm) of GaAs or GaSb on the substrate surface, which
was stabilized with group-V elements, entered the reactor. Next, the TMG valve was
closed, and for a tims, (from 0 to 60 $ only the sputtered antimony was delivered to the
substrate. In the process, the surface was built up with antimony atoms. Finally, arsine
was delivered for a timg;=1 s, which made it possible to finish the incomplete layer of
group-V atoms. With the process repeated 30 tirae® nmthick quantum-size layer was
obtained. Holding the surface depleted of the group-V element in the antimony flux for a
time t, facilitated the incorporation of antimony, which is difficult under conditions of
excess arsenic, which are standard for MOCVD hydride epitaxy. In this growth regime it
was found that the composition of the quantum-size layer could be controlled by speci-
fying the timet,.

Figure 1a shows the dependence of the composition of the grown quantum-size layer
on the holding time of the surface in the antimony flux with the arsine flux shut off. One
can see that the antimony concentration in the QW layer is proportional to thé,tene
decreases substantially as the amount of arsenic delivered in théstimzeases(The
values ofx on the straight lind. were obtained with an arsine flux three times lower than
for the points2.)

As the amount of gallium delivered in the time intertalincreasedFig. 1b), the
antimony concentration in the layer increased substantially. Thus, Ga3lg, layers
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FIG. 1. Composition of a GaAs,Sh, quantum-size layer versus growth conditionsversus the duration of
the holding period of the gallium-enriched growth surface without arsinejebsus the amount of gallium
delivered during the antimony sputtering time. The arsine flux delivered to finish building the surface with a

group-V elemeniduring the period of times) for the straight linel is three times lower than for the data
points on the straight ling.

with x=<0.45 were grown. Further increasingresulted in degradation of the surface
morphology of the structure, apparently as a result of the impossibility of coherent
growth.

The requirement that low arsine fluxes be usEw of the total scale of the gas flow
regulatoy gave rise to scatter in the values obtainedxoin some cases, because of the
drift of the zero point of the gas flow regulator controlling the arsine flux, growth evi-
dently occurred under conditions of a shortage of group-V elements. The surface of the
samples became dull, probably because of the appearance of gallium droplets on the
surface and subsequent crystallization of the droplets under conditions of excess arsenic
during growth of the top GaAs layer. The optical characteristics of such samples were
identical to the characteristics of structures with a shiny surface, confirming the relation
between the roughness of the surface and excess gallium and not antimony. The results of
the measurements obtained on these samples are not presented in the plots.

No effect of growth temperature on the composition of the layers obtained was
observedFig. 2, curvel). The decrease in the PL efficiency as the growth temperature
decreases from 55°CFig. 2, curve2) is apparently due to the usual decrease of the
nonradiative lifetime in GaAs grown by MOCVD hydride epitaxy at low temperatures.
The PL efficiency likewise decreases for growth temperatures above 550°C, since an
increase in the desorption rate of group-V atoms accelerates degragiati@ase in the
defect density of the growth surface during the holding period without arsine.

Figure 3 shows the PL spectra of GaAsSb/GaAs QWs 9—-10 nm wide, grown by the
method described. The curvés6 correspond to layers obtained withranging from 0
to 35 s. One can see that the PL band of the GaAsSb QW shifts strongly in the direction
of long wavelengths as the holding time in the antimony flux increases. However, it is
much wider than in the case of InGaAs QWSs. Shown for comparison is gyfvem a
sample with two InGa, _ ,As/GaAs QWs wittk=0.1 andx=0.2. The large width of the
PL band was also noted in Ref. 2 for a GaAsSb QW. The increase in the width of the
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FIG. 2. Energy of the maximurl) and intensity of PL(2) of a GaAs_,Sh, quantum-size layer versus the
growth temperature.

spectrum could be due to the presence of a type-Il heterojunction, since indireeal
space recombination occurs in it, specifically, recombination of holes trapped in the QW
with electrons in the GaAs.

On the other hand, comparing curviés6 shows that the width of the spectrum
increases as the antimony concentration increases, and this attests to the presence of
ordered inclusions or stratification in the solid solution GaAsSb.

Figure 4 (curve 1) shows the dependence of the width of the PL spectrum of a

GaAsSb quantum well on the photon energy at the maxirtmmthe composition of the
guantum layex. Irrespective of the variation of the growth conditidtesmperature and/or
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FIG. 3. PL spectra of a GaAs,Sh,/GaAs QW(1-6). The curves are numbered in order of increasingThe
spectrum of a structure with two J8a, _,As/GaAs QWSs(7) is presented for comparison.
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FIG. 4. Spectrum widtl{1) and degree of polarizatiof?) of the PL of a GaAs ,Sh /GaAs QW versus the
energy of the maximum of the PL intensifgomposition of the quantum layer

TMG and arsine fluxes the experimental data fall on the same curve. The linewidth
increases from 10 to 60 meV as photon energy decreasdscfeases reaches its
maximum value at-1.2 eV (x=0.3), and then decreases.

To determine the nature of this phenomenon, the linear polarization of the PL was
investigated. The degree of polarization was calculated according to the fofnula
= (I max— Imin) (I maxT I min), Wherel ,ax andl i, are, respectively, the maximum and mini-
mum PL intensities as a function of the rotation angle of the polarizer. It was observed
that the PL is strongly polarized. The direction of polarizatielectric field vector of the
PL) in the plane of the substrate was always the same as the dirgetidi®)], determined
by chemical etching, and did not depend on the direction of inclination of the surface of
the sample away from th@01) plane. The degree of polarization of the PL reached 50%.
Its dependence on the energy of the maximum p@#ig. 4, curve2) is identical to the
shape of the curve of the width of the spectriourve 1), attesting to their common
cause.

Such a cause could be stratification of the solid solution GaRd8ading to the
formation of inclusions, which extend alorig-110], with a smaller band gap. This
hypothesis is confirmed by the results of measurements of the polarization of PL emitted
along the layers of the structure from the cleaved end: The PL emitted from the end in the
direction[—110] is weakly polarized €10%), while the PL in thd110] direction is
strongly polarized in the plane of the QW.

It was found that the PL parametdenergy, linewidth, and intensitglo not change
even after the structure is annealed at 650°C for 30 min, and the above-described growth
procedure can be used to grow laser heterostructures. Laser structures wix&8As
quantum layers, a GaAs active region, and InGaP layers as confining solid solutions were
obtained on GaAs substrates. Laser diodes with gdfd0vide active region atha 1 mm
long resonator were prepared from them. They emitted- 4tum and their threshold
current density was equal to 3 kA/érwith excitation by 200 ns current pulses at room
temperature.
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In a study of the infrared optical absorption spectra of polycrystalline
La; ,CaMnO; (0.1=x=<0.8), a contribution from free charge carriers
is observed below the Curie temperature for compositions with
x=<0.4. The existence of this contribution for samples with a high
resistivity is a direct proof of the existence of “metallic” drops in an
insulating matrix. The relative volume of the “metallic” phase is esti-
mated. © 1998 American Institute of Physics.
[S0021-364(98)01613-3

PACS numbers: 75.50.Pp, 78.30.Hv, 644§.

Lanthanum manganites, like other degenerate magnetic semiconductors afig high-
superconductoréHTSC9, belong to the class of materials exhibiting thermodynamically
equilibrium phase separatidi. The formation of regions of charge and magnetic non-
uniformity is invoked to explain many physical properties of these materials, but there is
no direct experimental proof of the existence of such regions. In the present work optical
methods are used to observe phase separation directly and to estimate the volume of the
metallic (ferromagnetit regions in an antiferromagnetic matrix. In contrast to magnetic
and electrical methods, optical methods do not require the application of magnetic fields,
and hence they do not distort the regions formed and they make it possible to distinguish
small inclusions of a “metallic” phase against the background of an insulating matrix.

La; _,CaMnO; (0.1=x=0.8) single crystals were prepared from,0g, CaCQ,
and MnQ, powders(all powders consisted of ultrapure materjidlg ceramic technology.
The samples were synthesized in two stages: annealing at 1300°C in air for 30 h, fol-
lowed by grinding and then repeated annealing at 1300°C for 50 h in air. X-ray crystal-
lographic and x-ray phase analyses were performed on an x-ray DRON-2.0 diffractome-
ter in CrKa radiation. The samples obtained were single-phase. For the composition
with x=0.8 the unit-cell structure is orthorhombic, while for all other compositions the
unit cell is cubic with weak orthorhombic distortions.

The Curie temperaturet, were determined by the kink method according to the
temperature dependence of the magnetization in weak magnetic @8¢50 Og¢. The
dc resistivityp was measured by the standard four-contact method.

To measure the infraredR) absorption spectra, samples were prepared by the
standard procedure: pressing of the powder to be studied in a transparent Csl matrix. A

0021-3640/98/68(1)/4/$15.00 97 © 1998 American Institute of Physics
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FIG. 1. Spectral dependences of the absorpt@rand the difference of absorption at temperatures 80 K and

293 K (b) of polycrystalline La_,CaMnO;: & 1,2 — x=0.2; 34 — x=0.8; 1,3 — T=293K; 2,4 —
T=80K; b1—x=0.1,2—x=0.3,3— x=0.6,4— x=0.8.

mixture of the lanthanum manganite solid solution and dehydrated Csl powder in the
ratio 3:400 was pressed under a pressure of 0.9 GPa. The spectra of the mixtures relative
to pure Csl were investigated in the spectral range 0.75«+8%nd in the temperature
interval 80—293 K on an automated IKS-21 spectrometer.

Figure la shows the absorption spedi@\) for compositions withx=0.2 and
x=0.8 at two temperatures. The spectra presented for the samplewi? are char-
acteristic for all compositions witlt=0.4, while the spectrum presented fo= 0.8 is
similar to the spectrum for the composition wik+=0.6. For all compositions, the in-
crease in the absorption on the short-wavelength side is due to the onset of interband
transitions, while at wavelengths above d# it is due to the phonon spectrum. The two
groups of bands in the “transmission windowMIR bands — bands in the mid-IR
range at 3um (0.4 eV) and 8—12um (0.14-0.10 eV are due to localized states. We
have observed them in other lanthanum manganitesalso.

As is well known, when a semiconductor is cooled, the absorption in the “transmis-
sion window” decreases. Such a situation is also observed in,[GaMnO; for com-
positions withx=0.8 (Fig. 18 and x=0.6. For compositions witkx<0.4 absorption
increases, despite the fact thgfT) for compositions withk=0.1 andx= 0.4 exhibits a
semiconductor variation over the entire temperature range. The difference of the spectra
obtained at 80 KferromagnetidFM) region) and room temperatur@aramagneti¢PM)
region AK=Kgyk— K93k Shows(Fig. 1b that the strongest changes in absorption with
decreasing temperature for compositions with0.6 occur near the minimum in front of
the phonon spectrum at Jdm. The additional absorptioAK arising at a transition into
the FM state for compositions witk<0.4 increases as the wavelength incredség.
1b); this is characteristic for the contribution of free charge carriers. The curiefor
compositions withx=0.2 andx=0.4 (not shown in Fig. 1plie somewhat below the
curve2 for x=0.3. With the high resistivity of samples witt=0.1 andx=0.4 at 80 K
(Fig. 2a, assuming charge uniformity, it is impossible to explain the appearance of free
carriers. Hence, the observed increase in the absorption by free carriers occurs in separate
regions, i.e., drops. This allows us to conclude that optical methods detect “metallic”
drops in an insulating matrix.

We showed earliéf* that the conduction mechanism changes at a PM—FM transi-
tion. Conduction in the PM state occurs by polaron hopping and activation at the mobility
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FIG. 2. Temperature dependences of the resistifatyand transmitted light intensitb) of polycrystalline
La;_,CaMnOz: 1 —x=0.1,2— x=0.2,3— x=0.3,4 — x=0.4,5— x=0.8. The arrows mark the Curie
temperature. Inset: Relative volume of the metallic phase.

edge. The motion of the mobility edge with decreasing temperature leads to a insulator—
metal transition neaf ., and the conductivity in the FM region is produced by the more
mobile itinerant carriers. The change in the mechanisms occurs sharply. As shown in Ref.
5, a kink at a temperature beloW is observed in the temperature dependence of the
reflectance of a LgSr, gMNnO; single crystal, measured at wavelengtk 14 um. For
lanthanum manganites a wavelength oful# is a convenient point for investigating the
temperature behavior of the contribution of charge carriers. It corresponds to the mini-
mum in front of the phonon spectrum, and its position does not depend on temperature.
In semiconductors, in the absence of carriers the minimum is deep, and as the carrier
density increases, the reflection at the minimum increases. In the present work, the
temperature dependence of the absorption due to the contribution of charge carriers was
studied at the wavelength Xdm. The use of this wavelength is made possible by the
weak temperature dependence of the intensity of neighboring absorption bands.

The temperature dependence of the resistipitis presented in Fig. 2a, while the
temperature dependence of the intensitgf the 14um light transmitted through the
sample is presented in Fig. 2b. For all compositions with0.4, a decrease, due to the
appearance of a “metallic” contribution, of the transmitted light intensity is observed at
temperature§ <T.. For the composition witbk=0.8, only a deviation from a mono-
tonic dependence is present ndar. It should be noted that an absolute correlation
between the resistivity and transmittance of the samples is observed only for composi-
tions withx=0.2 andx=0.3. The fact that the variations of the temperature dependences
p(T) and I(T) are different for compositions witk=0.1 andx=0.4 is due to the
insensitivity of the resistivity to isolated metallic drops in a nonconducting matrix. The
temperature behavior ¢{ T) below T, apparently reflects an increase in the volume of
the metallic drops. There is no domain scattering for the samples investigated. This
follows from the fact that the temperature dependeri¢dd are the samenia 1 T
magnetic field and without a field.

The drop off in the intensity of the transmitted light as temperature decreases is
sharpest for the composition with=0.3. For other compositions the drop off is pro-
tracted, which is apparently due to an assortment of “metallic” regions with different
sizes. At low temperatures the intensity essentially does not change. The relative volume
of the “metallic” phase is estimated as the ratio of the magnitude of the step in the
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temperature dependenté€Tl) to the intensity in front of the dropoff, i.eAl/l = (I nax
—Imin/Imax, @nd is shown in the inset in Fig. 2. We note that the metallic conduction for
the composition withx=0.3 atT<T, is apparently due to touching of the “metallic”
drops and formation of a “through” conducting channel, but islands of the insulating
phase remain.

The regularities noted above for the optical properties are not associated with the
polycrystallinity of the samples. Investigations of the absorption spectra of a
Lag oSt 1MnO; single crystal T.=150 K)> and of this single crystal pulverized and
pressed with Csl likewise show an increase in absorption at 80 K as compared with room
temperature. The resistivity of the 4451, ;MnO; single crystal exhibits semiconductor
behavior in the entire temperature interval, except in the region 120-160 K, where a
metal—insulator transition is observed in the drops. The ferromagnetic state is also asso-
ciated with the “metallic” phasé:? One proof of this is the “red” shift of the absorption
edge in a LgoSrp4MnO; single crystal in the ferromagnetic regions, a phenomenon
which we observed earliér.

A detailed analysis of the phase separation mechanism is possible on the basis of the
model developed for HTSCs and copper oXidehich is based on a charge dispropor-
tionation reaction. Recently, the existence of complexes based & Mnd Mrf+,
which arise as a result of a disproportionation reaction 2MaMn?* +Mn*", was
proposed for explaining the thermopower and resistivity of L&aMnO; single
crystals’ By analogy to copper oxidésthe observed MIR bands in the absorption spec-
tra of La, _,CaMnQO; (Fig. 18 at wavelengths 8—12m and 3um, respectively, can be
associated with hole (Mr) and electronic (Mf") clusters. For compositions with
x=0.6 and 0.8 the intensification of the absorption band a8 corresponding to
transitions in an electronic cluster, agrees with the previously obskivegase in the
electronic contribution ag increases.

In summary, the optical data attest to a direct observation of “metallic” regions in
an insulating matrix of lanthanum manganites and make it possible to estimate the rela-
tive volume of these regions.

We thank N. G. Bebenin for a helpful discussion and K. M. Demchuk for pressing
the samples.
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