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Abstract—The heating and thermal insulation of a hot plasma with the purpose of achieving a controlled ther-
monuclear reaction have been investigated for almost 50 years. Experiments in the T-10 tokamak, which have
been carried out for 25 years, have played an important role in such investigations. This paper presents a history
of the device, the physical and technological foundations underlying the project, and the results obtained in the
ohmic heating mode during the first years of the device operation. © 2001 MAIK “Nauka/Interperiodica”.
1 Investigations of the creation of a hot plasma and its
thermal insulation by a toroidal magnetic field were ini-
tiated at the Kurchatov Institute, where the first TMP
tokamak [1] was developed in 1954–1955. The TMP
device was based on the concept of a magnetic ther-
monuclear reactor proposed by I.E. Tamm and
A.D. Sakharov [2–4]. It had a porcelain toroidal dis-
charge vessel (R = 0.8 m, r = 0.13 m). Equilibrium
along the major radius was provided by the interaction
between the magnetic field of the plasma current and
the image currents induced in copper screens surround-
ing the discharge chamber. The plasma current attained
200 kA. The conditions of the discharge ignition and
the stability of the plasma column were studied. The
generation of runaway electrons in the toroidal dis-
charge was observed [5].

Over the next two decades, a series of tokamaks
were built at the Kurchatov Institute. These were the
T-1, T-2, T-3, and T-4 devices; TM-series devices; and
also T-5, T-6, and T-11 tokamaks. In the early 1970s,
the results of experiments in these tokamaks and their
theoretical interpretations led to a reorientation of sci-
entific programs in fusion centers all over the world.

The T-1 tokamak had a thin-walled all-metal
unbaked vessel (liner). In order to investigate the global
plasma stability, a diaphragm was inserted into one of
the ports. Initially, this diaphragm was intended to limit
the region where the current flowed in order to observe
the bending of the plasma column through the other
port. The diaphragm was a forefather of modern limit-
ers and divertor plates, which are now essential ele-
ments of any tokamak. Quantitative measurements of
radiative loss showed that, in a tokamak with an uncon-
ditioned wall, a considerable part of the deposited
power (80–90%) is lost due to the line radiation of
impurity atoms and ions [6, 7], as in electrode dis-
charges. To reduce the fraction of radiative loss in the

1 This paper and the paper by Yu.N. Dnestrovskij are devoted to the
25th anniversary of the T-10 tokamak.
1063-780X/01/2710- $21.00 © 0819
plasma energy balance, a higher level of vacuum purity
was required. This problem was solved in the T-2 toka-
mak, whose all-metal silphon liner could be baked up to
400°ë and whose high-vacuum pumps provided an ini-
tial pressure at a level of (2–3) × 10–8 torr [8]. As a
result, the fraction of radiative loss decreased to 30%
and the electric conductivity and plasma temperature
increased. However, a strange and initially unexplained
phenomenon was observed: the current pulse did not
repeat the waveform of the loop voltage, but had a two-
humped shape; i.e., the electric conductivity and the
electron temperature first decreased without visible rea-
son and then increased again [9]. Later, it was under-
stood that the two-humped current waveform was
caused by the shift of the equilibrium plasma position
in the equatorial plane under the action of stray mag-
netic fields. Issues concerning equilibrium were inves-
tigated in detail in the T-5 and T-6 experiments [10].
The accumulated data and experience allowed
researchers to obtain a plasma with an electron temper-
ature of about 1 keV and an ion temperature of a few
hundred electronvolts in the T-3 tokamak and its subse-
quent modifications. Stable thermonuclear neutron
emission was observed for the first time [11] in experi-
ments with deuterium plasma in the T-3A device. Inves-
tigations of plasma thermal insulation in the T-3 and
TM-2 tokamaks showed that the plasma energy con-
finement time in these devices was several times longer
than that predicted by the empirical Bohm formula
[12]. Recall that the investigations of the energy con-
finement time in stellarators performed at Princeton
(USA) agreed with the Bohm formula. If the plasma
confinement in toroidal devices were really described
by the Bohm formula, the prospects of creating a fusion
reactor would be doubtful because the energy confine-
ment time would be too short.

By the mid-1960s, a large number of tokamak inves-
tigations had been carried out at the Kurchatov Insti-
tute. The main results can be summarized as follows:
2001 MAIK “Nauka/Interperiodica”
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(i) Conditions for the macroscopic stability of the
current-carrying plasma column in the magnetic field
were investigated theoretically and experimentally
(Kruscal–Shafranov criterion).

(ii) The dominant role of the line radiation of impu-
rity atoms and ions in the heat loss from the plasma was
revealed.

(iii) Conditions for the toroidal plasma equilibrium
along the major radius and in the vertical direction were
demonstrated experimentally and validated theoreti-
cally.

(iv) Experiments showed that the plasma thermal
insulation in tokamaks was several times better than
that predicted by the Bohm formula, which, at that
time, was confirmed by American experiments in stel-
larators (toroidal systems where the rotational transfor-
mation is produced by currents in external coils).

Experimental and theoretical investigations of
plasma heating and cooling and progress in experimen-
tal techniques resulted in the improvement of plasma
thermal insulation and an increase in the plasma tem-
perature. The development of plasma diagnostics pro-
vided more information on the plasma parameters. Fig-
ure 1 presents the maximum electron and ion tempera-
tures that could be obtained under ohmic heating in
various tokamaks at that time.

In the late 1960s, the scientific community actively
discussed the prospects and directions of investigations
on controlled thermonuclear fusion [13, 14]. In 1967, a
special commission under the chairmanship of
E.P. Velikhov was organized by the joint resolution of
the USSR Academy of Sciences and the State Commit-
tee for Atomic Energy. The commission’s goal was to
recommend further directions in fusion research and
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Fig. 1. Maximum electron and ion temperatures measured
in the first tokamaks with ohmic heating.
development. The commission became acquainted with
the progress and activities in all fusion centers in the
USSR and unambiguously recommended as a first pri-
ority the development of the tokamak program.

Experiments in tokamaks at the Kurchatov Institute
were conducted in the department headed by Academi-
cian L.A. Artsimovitch. He was also a supervisor of the
overall fusion program in the USSR. The parameters of
a next-generation device were actively discussed in the
tokamak department at the end of 1966. According to
Artsimovitch, it would be “an ultimate device with
ohmic heating.” To achieve high temperatures, it was
necessary to increase the ohmic heating power, i.e., to
increase the plasma current, whose maximum value,
according to the Kruscal–Shafranov criterion, was
determined by the stabilizing toroidal magnetic field.
On the other hand, a comparison of the results of exper-
iments carried out in the T-3 tokamak with the results
obtained in the twice-as-small TM-2 tokamak showed
that the energy confinement times in plasmas with sim-
ilar parameters approximately differed by a factor of 4.
This pointed to the diffusion nature of losses; hence, an
increase in the device dimensions would result in a
higher plasma temperature.

Therefore, an analysis of experimental data and the-
oretical considerations showed that the limiting tem-
perature should increase with the toroidal magnetic
field and device dimensions, i.e., with the total energy
stored in the toroidal magnetic field and, consequently,
with the supplied power. Two main versions of the
power supply were discussed: several impact-excitation
generators (similar to those operating in T-3) in which
energy is stored in flywheels or power supplied directly
from the Moscow power grid through controlled thyris-
tor converters. The latter version was actively sup-
ported by the director of the Kurchatov Institute Acade-
mician A.P. Alexandrov, who saw in it not only a new
technical solution, but also the possibility of upgrading
the energy capabilities of the institute as a whole. The
coordination of this problem with the administration of
the Moscow power grid showed that a power of up to
200 MW could be extracted over 10 seconds.

The final decision on the device operation parame-
ters was made by L.A. Artsimovitch based on prelimi-
nary estimates performed at the Efremov Research
Institute of Electrophysical Apparatuses (ERIEA)
assuming the maximum available electric power con-
sumption to be 200 MW.

In 1968, the physical project of the T-10 tokamak
was formulated in detail. The project was based on the
popular ideas at that time about the mechanisms for
plasma heating and energy loss. The greatest uncer-
tainty was related to the extrapolation of empirical scal-
ings for the energy confinement time τE. Calculations
with various τE dependences on the plasma parameters
and tokamak dimensions were performed. It was shown
that the maximum achievable temperature should
increase with the energy stored in the power supply of
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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the toroidal field coils. A version with a high plasma
current density and a moderate increase in linear
dimensions (less than twice as large) in comparison
with the T-3 device was adopted. The maximum values
of the toroidal magnetic field and plasma current at the
axis of the discharge chamber were accepted to be 5 T
and 800 kA, respectively. The major radius of the torus
was 1.5 m, and the minor radius of the toroidal dis-
charge vessel was 0.39 m.

In November 1969, a meeting of the Fusion Section
of the Scientific and Technology Council of the State
Committee for Atomic Energy approved the prelimi-
nary design of the T-10 device developed at the ERIEA.

The design was based on the principles tested in pre-
vious devices: a magnetic transformer with an iron core
allowed one to induce the plasma current with minimal
stray fields, and an all-metal discharge vessel baked up
to 500°ë made it possible to attain an ultrahigh vac-
uum. The vessel consisted of silphons constituting a
torus. The silphons ensured the high mechanical
strength of a thin-walled vessel against both external
and internal stresses, as well as a high ohmic resistance
in the toroidal direction. In optimum modes of tokamak
operation, the current flowing along the vessel
amounted to a few percent or even less than one percent
of the total plasma current. The plasma equilibrium
against fast variations was provided by image currents
in the copper shell surrounding the vessel, and slow
variations were compensated by currents in a special
controlling coil. A multiturn toroidal field coil was
designed and manufactured with maximum accuracy in
order to minimize stray magnetic fields. The design of
the device provided its high reliability and allowed sci-
entists to carry out experiments for more than 25 years
without fundamental modernization of its main compo-
nents. A large role in the development and implementa-
tion of the project was played by the collective of the
ERIEA, headed by Academician V.A. Glukhikh.
Special recognition is given to the now-deceased
N.A. Monoszon for his contributions.

The implementation of the T-10 project required the
reconstruction of certain buildings. The corresponding
design was developed at the GIPRONII of the USSR
Academy of Sciences.

Besides the construction of a vacuum vessel, coils,
and power supply and the reconstruction of buildings,
the creation of a large-scale tokamak includes the
development of a research program. In parallel with the
construction of T-10, experiments in the T-3A, T-4,
TM-2, TM-3, and T-6 tokamaks were continued. Here,
new phenomena were discovered; research programs
were refined; new plasma diagnostics were developed;
and, most importantly, the research team grew quantita-
tively and qualitatively.

In cooperation with specialized organizations, new
diagnostics systems for measurements in T-10 were
developed and created. The decree of the Soviet gov-
ernment in 1971 about the T-10 construction stimulated
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
the intensification of fusion research in the USSR. An
important role in the organization of these studies, the
involvement of new institutes, and the development of
international cooperation was played by N.S. Cheverev,
the Deputy Head of the Accelerator and Thermonuclear
Research Department of the State Committee for
Atomic Energy.

As the deadline for putting the device into operation
(the second quarter of 1975) approached, the rate of
development increased. During the final stage, quali-
fied specialists from many organizations worked hard
and quickly on the creation of T-10. For example, the
assembly of the first of the four vessel sections was
started as late as March 1975; however, by June, the
tokamak was already assembled, supplied with diag-
nostics, vacuum-tested, and pumped (Fig. 2). The
mounting and adjustment of other systems in the auton-
omous mode was completed. At the end of June, the
first attempts to obtain plasma began. At first, we did
not succeed in achieving the simultaneous (without
failure) operation of all systems. Then, all of the sys-
tems apparently operated, but a discharge was not
ignited and, consequently, plasma was not produced.
Finally, on Sunday, June 29 (the deadline was June 30),
the first plasma current was observed in the 15th shot.
The current was 15 or 30 kA. The exact current value
was then unimportant; the main achievement was that
the current existed. Putting T-10 into operation looked
like an explosion of energy and enthusiasm. On July 1,
1975, a meeting devoted to this remarkable event was
held.

In the autumn of 1975, regular T-10 experiments
began. In the May issue of JETP Letters for 1976, the
first paper on T-10 results was published [15]. In the
summer of 1976, results of T-10 experiments were
reported at the 6th International Conference on Plasma
Physics and Controlled Fusion Research (Berhtes-
gaden, Germany) [16]. The tokamak was equipped with
numerous diagnostics (Fig. 3), and the measurements
pointed to high plasma parameters (Fig. 4). At the same
conference, results obtained in the American PLT toka-
mak, which was put into operation somewhat later than
T-10, were also reported [17].

Later, the ohmic heating of a pure plasma (Zeff ≤ 2)
was investigated in detail in T-10. In low-density
regimes, the electron temperature attained 3 keV. An
ion temperature of up to 1.1 keV was achieved in high-
density regimes with a plasma density of up to 1014 cm–3.
The maximum energy confinement time was 80 ms,
and the neutron yield from the d–d reaction was (4–6) ×
109 neutron/s. Stable discharges with a low safety factor
at the edge q = 1.7–2.5 were obtained. An analysis of
the plasma energy balance allowed one to determine the
effective electron heat conductivity, which was very
different in different plasma regions. The minimum
electron heat conductivity was in the intermediate
plasma region, whereas, at the axis, where q < 1, and at
the edge, where q > 2, it increased. The behavior of
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Fig. 2. General view of T-10 just after putting it into operation.
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Fig. 3. Diagnostics facility of the T-10 tokamak (1976).
impurities and the confinement of the main particles
were investigated. It was shown that, besides the intrinsic
outward diffusion due to the density gradient, particle
fluxes directed toward the plasma axis exist [18–21].

However, experiments in T-10 encountered a series
of difficulties and failures. The greatest failure was
related to the overheating of the toroidal field coils,
which led to the destruction of the coil insulation and
resulted in extensive repairs. The cause of this accident
was, so to speak, excessive vigilance and reassurance.
An energy sufficient for supplying a town with a popu-
lation of about 100 000 citizens with electrical power
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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was concentrated in a volume of about 10 m3. This rep-
resented a potential risk of failure; for this reason, all
the necessary means of protection and blocking were
envisaged in the design of the tokamak. However, the
originality of experiments, the high cost of the device,
and the great concentration of magnetic energy forced
scientists to be overcautious at first. During the first
years, the magnetic field was less than 3 T; therefore, it
was decided not to elevate the coil voltage to the nomi-
nal level and to operate at a certain intermediate volt-
age. Thus, even under a failure of the control system,
the current in the coils would be less than the limiting
value. However, it happened that prolonged operation
of the tokamak for one day led to a certain increase in
the ohmic resistance of the coils. At such a lowered
voltage, the coil current in this particular shot was less
than the prescribed value. The control system did not
receive the signal that the nominal value of the field was
reached and, correspondingly, did not give the com-
mand to terminate the current after the prescribed time
(1 s). The coil current flowed for a very long time (10–
20 s) and was switched off manually by the operator.
Overheating led to repairs and resulted in stopping the
experiments for several months.

The plasma ohmic resistance decreases with plasma
temperature, but the current density is limited. As time
elapsed, researchers began to feel that the program of
ohmic heating had run its course. Therefore, besides
ohmic heating, it was decided to use additional methods
of plasma heating and current drive in order to expand
the experimental capabilities of the device. Owing to
the structural features of the device, neutral beam injec-
tion was inappropriate; hence, it was necessary to
choose between RF heating at the ion cyclotron reso-
nance frequency and microwave heating at the electron
cyclotron resonance (ECR) frequency.

Initially, both methods were tested; then, a choice
was made in favor of ECR heating. There were many
years of successful joint experiments in the TM-3 toka-
mak together with scientists from the Institute of
Applied Physics (Nizhni Novgorod). Powerful micro-
wave generators (gyrotrons) developed at that institute
under the leadership of Academician A.V. Gaponov-
Grekhov allowed one to increase the plasma heating
power severalfold. The electron temperature reached
10 keV, which exceeded the expected limiting temper-
ature for ohmic heating by more than a factor of 3. The
profile of the deposited power and driven current over
the plasma cross section could be varied and the plasma
was able to be stabilized. These modern experiments
are the subject of a paper by Dnestrovskij [22].

In the T-10 experiments, a large number of investiga-
tions were performed by teams from the Kurchatov Insti-
tute, the Ioffe Physicotechnical Institute, St. Petersburg
State Technical University, the Institute of Applied
Physics, and the Kharkov Institute of Physics and Tech-
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
nology (Ukraine), as well as by physicists from Great
Britain, the Netherlands, Germany, Hungary, and other
countries.
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Abstract—The history of the T-10 tokamak and scientific results obtained over the last 15–20 years are
reviewed. The following issues are discussed in detail: electron cyclotron resonance heating (ECRH), the con-
sistency of the electron temperature profiles, the density limit, the electron cyclotron current drive, suppression
of sawtooth oscillations, experiments with reversed shear and the search for internal transport barriers, the
H-mode and the edge transport barrier, pellet injection into the ECRH plasma, suppression of the higher MHD
modes, and the investigation of turbulence. © 2001 MAIK “Nauka/Interperiodica”.
1. SHORT HISTORY OF T-10 
FROM 1982 TO 2000

The decision to create the T-15 tokamak in the build-
ing of the Plasma Physics Division at the Kurchatov
Institute of Atomic Energy was made in 1978. The first
step in creating the new machine—the reconstruction
of the building—began at the end of the 1970s. By
1982, five small tokamaks (TM-G, TM-4, T-8, T-9, and
T-11) were disassembled. The first superconducting
tokamak in the world, T-7, was also shut down. Scien-
tific investigations were continued only in T-10 and the
small T-13 tokamak.

However, in 1983–84, it became clear that creating
T-15 would be delayed for about four to five years.
Also, the plasma physics community suddenly realized
that the T-15 project did not provide for the continua-
tion of the T-10 operation, which would also be shut
down very soon. After several months of active discus-
sions, it was decided to change the T-15 project in order
to preserve T-10 and to develop investigations with it.

As the first step, the gyrotron array was radically
upgraded in collaboration with the Institute of Applied
Physics (Nizhni Novgorod). Over two years, eleven
gyrotrons with cryostats and systems for feeding power
to the plasma were installed and the power supply was
modified. The gyrotron array consisted of seven tubes
with a wavelength of λ = 3.69 mm (81.4 GHz) and four
tubes with λ = 4 mm (75 GHz). To heat the plasma at
the first electron cyclotron harmonics, an O-wave was
launched perpendicularly to the magnetic field. The
power of each tube was 0.2–0.3 MW; thus, the total
array power exceeded 2 MW at a pulse duration of
about 100 ms. By 1987, the array development was
completed and experiments began.

Approximately one year later, ideas about experi-
ments with the electron cyclotron current drive (ECCD)
emerged. For this purpose, the array was reconstructed
in 1990. In some ports, mirrors were mounted in order
to reflect microwave rays in the toroidal direction. A
1063-780X/01/2710- $21.00 © 0825
launching angle of 21° with respect to the major radius
was fixed. Such a system allowed us to perform effi-
cient ECCD experiments. Figure 1 shows a schematic
of the T-10 gyrotron array as it was in 1990 [1].

The operation of the array consisting of eleven
gyrotrons was hampered by large stray magnetic fields.
For this reason, in the early 1990s, when higher fre-
quency (140–160 GHz) and more powerful (up to
0.4 MW) gyrotrons with a longer pulse duration (up to
0.4 s) were developed, it was decided to reconstruct the
array again. At the end of 1992, the reconstruction was
completed. Instead of eleven old gyrotrons, four new
ones with a total power of up to 1.5 MW were installed.
The ray geometry remained unchanged, but now the
second harmonics of the X-mode was used [2].

Over the next decade, the gyrotron array remained
virtually unchanged. The disintegration of the USSR
and reductions in science funding did not allow any
upgrades to be performed in spite of significant
progress in gyrotron technology. By using the tradi-

Mirrors

Two gyrotrons,
λ = 3.69 mm,
ECCD

PHF ≤ 2.5 MW
ϕ = 21°

Three gyrotrons,
λ = 3.69 mm,
ECCD

Four gyrotrons,
λ = 3.69 mm,
ECCD

Two gyrotrons,
λ = 4.0 mm,
ECRH,
PHF = 0.65 MW

Fig. 1. Arrangement of the T-10 gyrotron array in 1990.
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tional cooperation with the Institute of Applied Physics,
we just managed to keep the array capable of operating.

During the 1990s, in spite of financial problems, the
T-10 diagnostics complex was developed considerably.
Even in the Soviet era, the device possessed a multi-
channel interferometry (up to 16 channels) for measur-
ing the plasma density profile. The number of channels
for measurements of the electron temperature profile
using the second harmonic of electron cyclotron emis-
sion was permanently upgraded. A multichannel soft
X-ray (SXR) tomographic system was developed. The
first measurements of the plasma potential were per-
formed using a unique heavy ion beam probing (HIBP)
diagnostics with an ion energy of up to 230 keV. Fre-
quency-scanning reflectometry allowed us to measure
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10 2 3 4 5
n–, 1019 m–3

20
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50
W, kJ

1

2

Fig. 2. Linear dependence of the stored plasma energy on
the plasma density. Curves 1 and 2 correspond to the total
power Ptot = (1) 2 and (2) 1.2 MW.
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Fig. 4. Profiles of the thermal conductivity in the ohmic
mode and under ECRH at the power PEC = 1 MW, Ip =

170 kA, and  = 3 × 1019 m–3.n
the plasma density gradients. Rapidly developing cor-
relation reflectometry made it possible to study the spa-
tial and spectral characteristics of plasma turbulence in
various regimes, including regimes with an internal
transport barrier (ITB).

2. SCIENTIFIC RESEARCH

2.1. Electron Cyclotron Resonance Heating

For several years after installing the new gyrotron
array in 1986–87, experiments were aimed at studying
the main characteristics of plasma heating [3, 4]. As early
as the beginning of the 1980s, it was shown that the total

energy stored in the plasma W = (Te + Ti)dV undern
V∫
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2

Fig. 3. Energy confinement time vs. the deposited power
(1) at the current Ip = 420 kA and density  = 4.4 × 1019 m–3

and (2) at Ip = 210 kA and  = 3 × 1019 m–3.

n

n

Fig. 5. Waveform of the central electron temperature in a
shot with a record value of Te (0) ~ 10 keV obtained in 1987.
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electron cyclotron resonance heating (ECRH) scales
linearly with the electron density. New experiments
confirmed this scaling. The linear growth of W is
observed up to densities of  ~ 3 × 1019 m–3, at which
the refraction of waves with a frequency of f ~ 80 GHz
becomes appreciable (Fig. 2). Investigations of the
energy confinement time τE as a function of the total
input power Ptot showed that confinement deteriorates

with power: τE ~ 1/  (Fig. 3). This result is in good
agreement with a more recent ITER scaling [5], based
on the data obtained in different devices operating in
the L-mode.

The measurements of the electron temperature pro-
files under ECRH allowed us to study heat transport in
more detail. It was shown that, under ECRH, the local
values of thermal conductivity Ke = nχe increase in
comparison with the ohmic heating phase (Fig. 4). At
an input power of ~1 MW, the value of Ke in the plasma
core increases by a factor of 4–5.

In one of the experiments carried out in 1987, a
record (for that time) electron temperature of Te =
10 keV was achieved (Fig. 5). Therefore, the wide-
spread opinion about the existence of a limiting elec-

tron temperature of  ~ 5–7 keV in tokamaks turned
out to be erroneous. Note that the record of T-10 was
then surpassed in larger tokamaks; however, even now
(i.e., 15 years later), the maximum values of the elec-
tron temperature do not exceed 15 keV.

2.2. Consistency of the Electron Temperature Profiles

A strange plasma behavior—the consistency of the
electron temperature profile under external action—
was first pointed out by Coppi [6]. He also formulated
the “profile consistency principle,” according to which,
in the ohmic regime and in the L-mode, the electron
temperature distributions tend to certain peculiar
(“canonical”) profiles. Later, Kadomtsev [7] and other
authors [8, 9] derived analytical expressions for canon-
ical profiles. Then, a relevant transport model was
developed [10].

The T-10 gyrotrons with different frequencies made
it possible to verify the canonical profile principle. Fig-
ure 6 shows the results of experiments with two groups
of gyrotrons with approximately the same total power
[1]. In the first series of experiments, three gyrotrons
with the same frequency were used. In this case, the
profile of the power deposition was very peaked on the
axis, the maximum specific power deposition being up
to 3 W/cm3. In the second series, one gyrotron provid-
ing on-axis power deposition and four gyrotrons pro-
viding off-axis power deposition (at a distance of 16 cm
from the axis) were used. In this case, the power depo-
sition profile was almost flat. The specific power on the
axis was lower than in the first series by a factor of 4
and did not exceed 0.7 W/cm3 (Fig. 6a). Figure 6b

n
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Fig. 6. Experiments with the peaked (ECRH1, PEC =
0.63 MW) and flat (ECRH2, PEC = 0.85 MW) profiles of
the deposited power (a). The corresponding electron tem-
perature profiles (b) are close to each other, but the thermal
conductivities (c) differ severalfold. Dashed lines corre-
spond to the ohmic mode.

5

3.13.0 3.2 3.3 3.4 3.5 3.6

10

15

0

Çí, í

0

5 10 15 20 25 30
∆R = R – R0, cm

1

2

3

∆W
, k

J

Fig. 7. Increment in the stored plasma energy vs. the toroidal
field (the position of the ECRH region) for (1) Ip = 170 kA,

 = 3 × 1019 m–3, and PEC = 820 kW; (2) Ip = 270 kA,  =

3 × 1019 m–3, and PEC = 640 kW; and (3) Ip = 270 kA,  =

4.5 × 1019 m–3, and PEC = 920 kW. The top scale shows the
distance between the center of the ECRH region and the
plasma axis.

n n

n



828 DNESTROVSKIJ
4.5

4.0

3.5

3.0

2.5

2.0
500 550 600 650

1 2
3

ECRH, gas puffing

n–, 1019 m–3

t, ms

Fig. 8. Time evolution of the average plasma density at a
fixed heating power PEC = 330 kW and different gas puffing
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gas puffing rate.
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shows the results of the experiments, which seem to be
quite exciting. The absolute values of the electron tem-
perature and its gradients differ by less than 10%. How-
ever, the corresponding values of the thermal conduc-
tivity Ke in the plasma core differ by a factor of more
than 5; i.e., heat fluxes in the plasma changed sharply to
maintain the electron temperature profile.

In other experiments, the behavior of the global
plasma parameters was studied as a function of the out-
ward radial shift of the power deposition profile. Figure 7
presents the dependences of the increment in the stored
plasma energy ∆W on the toroidal magnetic field BT for
different discharge currents and plasma densities. The
corresponding shift ∆R of the position of the power
deposition maximum from the plasma axis is shown at
the top of Fig. 7. It can be seen that, up to ∆R ~ 15–
20 cm, the value of ∆W changes only slightly. In this
case again, heat fluxes in the plasma are redistributed so
as to keep the temperature profile unchanged. A more
detailed analysis shows that, at high BT, ∆W starts to
decrease when the power deposition region approaches
the position of the resonant magnetic surface q(rS) = 2.

2.3. Density Limit

The existence of the density limit nlim in tokamaks
was discovered in the 1960s. As the average plasma
density  approaches nlim, MHD oscillations arise,
which is followed by discharge disruption.

The value of nlim depends on many factors. Particu-
larly, it can be increased by cleaning the plasma cham-
ber wall. For a sufficiently clean chamber, M. Green-
wald proposed the scaling [11]

(1)

which relates the density limit to the average current
density. T-10 experiments showed that nlim increases
with deposited power.

In experiments on the density limit [12–14], the
dependence of nlim on the T-10 discharge conditions
under ohmic heating and ECRH was studied in detail.
Figure 8 shows the time evolution of the plasma density
at different gas puffing rates and the fixed heating
power PEC = 0.33 MW. We can see that the increase in
the gas puffing rate leads to an increase in the density
growth rate dn/dt. However, the limiting density, at
which MHD oscillations arise and the density starts to
fall, is almost independent of the gas puffing rate. The
situation illustrated in Fig. 9 is opposite. Here, the gas
puffing rate is fixed and the total deposited power Ptot is
varied. It can be seen that the density limit increases
with Ptot. The results of these experiments are summa-
rized in Fig. 10, which shows the experimental values
of nlim for different shots with approximately the same

n

nlim nGr 10
20

 m
3–( )≈ I  MA[ ] / πa

2
 m2[ ]( ),=
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currents as functions of Ptot. We can see that nlim scales
with power approximately as

nlim ~ . (2)

Formula (2), first derived for T-10, does not contradict
experiments in other tokamaks.

Special attention was paid to a comparison of the
experimentally determined density limit nlim with the
Greenwald scaling nGr (1). It was shown (Fig. 11) that,
as the current decreases, the nlim value becomes consid-
erably higher than nGr . Therefore, instead of (1), a new
formula for nlim was proposed:

nlim ≈ (1020 m–3) = I [MA]/(π  [m2]), (3)

where aC is the current radius defined as the radius of
the magnetic surface enclosing 95% of the plasma cur-
rent [13].

An analysis of the plasma behavior at densities close
to the density limit shows that the particle confinement
at the edge strongly deteriorates. The particles that are
created at the edge cannot penetrate into the core, but
are rapidly expelled. As a result, the density profile is
peaked and energy confinement is not degraded up to
the densities  ~ 0.9nlim.

2.4. Electron Cyclotron Current Drive

The mounting of mirrors deflecting EC waves in the
toroidal direction at an angle of 21° to the major radius
allowed us to begin ECCD experiments in 1990. The
driven current ICD was measured by comparing the loop
voltages during co-current drive (co-CD) and counter-
current drive (counter-CD). Here, co-CD means the
current generation in the direction of the main (ohmic)
plasma current and counter-CD means the current gen-
eration in the oppose direction [15].

First, we note that the electron distribution function
is modified by obliquely propagating waves. Figure 12
shows SXR spectra (a) for microwave launching at an
angle of 21° and (b) for microwave launching perpen-
dicularly to the magnetic field (the first harmonic of the
O-mode). We can see that, at the perpendicular launch-
ing, the distribution function is Maxwellian up to ener-
gies of ~10Te . In this case, the driven current is absent.
At the oblique launching, the waves drive the current
and the electron distribution function deviates from
Maxwellian at energies of 4–5Te . Calculations show
that an appreciable fraction of the driven current ICD is
carried by electrons with energies of 5–6Te .

Recall that the onset of the driven current is charac-
terized by two time scales, τee and τS . Here, τee is the
time during which the electron distribution function is
modified after gyrotrons are switched on. It is deter-
mined by the rate of electron-electron collisions at
energies of ~5Te and is usually less than 0.1–0.2 ms.
The rapid growth of the driven current ICD over the time
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Fig. 11. (1) The ratio of the experimental density limit to the
Greenwald density nlim/nGr vs. the plasma current and

(2) the modified Greenwald density scaling nlim/  pro-

posed in [13].
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τee leads to the appearance of the induced ohmic cur-
rent, which has the same magnitude but flows in the
opposite direction, thus balancing the current ICD . The
induced current relaxes with the characteristic time τS ,
which depends on the ratio ICD/Ip, and, in T-10, is equal
to 100–200 ms (three orders of magnitude greater than
τee). Only after this time is a steady state established
and does the loop voltage at the edge correspond to the
driven current.

In experiments, the total plasma current Ip is kept
unchanged by feedback. Therefore, co-CD (counter-
CD) finally leads to a decrease (increase) in the loop
voltage to the value ∆UCo < 0 (∆UCounter > 0). At the heat-
ing power PEC ~ 1 MW and Te ~ 4 keV, the change in the
voltage is small, |∆UCo | ~ |∆UCounter | ~ 0.1–0.15 V.
Hence, the requirements of the discharge reproducibil-
ity are rather strict. Moreover, since the T-10 mirrors
are fixed, we have to compare discharges with oppo-
sitely directed currents Ip. When operating with eleven
gyrotrons, additional problems arise due to the short
pulse duration (~100 ms) of each tube. Therefore, the
array has to be divided into groups and these groups
need to be switched on sequentially, one after another.
As an example, Fig. 13 shows the waveforms of the
loop voltage in two shots with co- and counter-CD.

Theoretical calculations of the ECCD efficiency
were usually performed with the ray-tracing code
TORAY [16]. This code calculates the ray trajectories
in the quasi-classical approximation, and the wave
absorption is determined by the anti-Hermitian part of
the weakly relativistic plasma permittivity tensor.

The results of experiments performed in 1990 at the
first EC harmonic are summarized in Fig. 14, where the
experimental and calculated values of the current ICD
are compared. We can see that the maximum current
attained in experiments is ~110 kA and the ratio h =

/  is higher than 0.9. Here,  is the current
calculated by the TORAY code.

After gyrotrons with the frequency f = 140 GHz
were installed, ECCD experiments were continued, but
at the second EC harmonic. Preliminary estimates
showed that, in this case, the ECCD efficiency should
be half as much as that at the first harmonic and,
accordingly, the driven current should decrease. After
two years of hard work, researchers acquired skill in
reliable measurements of small driven currents. Results
of experiments with the second EC harmonic are sum-

marized in Fig. 15, where the ratio h = /  is
shown for a series of shots with different microwave
powers. We can see that h ~ 0.8. A subsequent detailed
analysis of these experiments showed that, in actuality,
h ~ 1, because only a fraction of the microwave power
was launched into the plasma as the X-mode. For the
electron temperature Te ~ 3–4 keV, the experimental CD
efficiencies at the first and second EC harmonics are

ICD
exp

ICD
TOR

ICD
TOR

ICD
exp

ICD
TOR
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Fig. 16. Sawtooth oscillation period τST vs. the toroidal magnetic field for (a) co- and (b) counter-CD. The top horizontal axis shows
the position of the resonant surface Rres.
γ = nICDR/PEC = 3 × 1018 and 1.3 × 1018 m–2 MA/MW,
respectively.

2.5. Suppression of Sawtooth Oscillations

Investigations of ECCD opened wide opportunities
to use this phenomenon to act on the plasma [17, 18].
For example, Fig. 16 demonstrates how ECCD modi-
fies sawtooth oscillations. The figure shows the depen-
dence of the sawtooth period on the toroidal magnetic
field BT under (a) co- and (b) counter-CD. In order to
correctly understand Fig. 16, we should bear in mind
that, at the oblique microwave launching, the center of
the absorption zone REC is shifted by 5–6 cm outward
with respect to the resonant surface Rres. In Fig. 16, the
top horizontal scale shows the position of the resonant
surface. Due to the shift, the value Rres = –6 cm approx-
imately corresponds to the on-axis power deposition,
REC ≈ 0.

We can see from Fig. 16 that, under on-axis co-CD,
the sawtooth period decreases. This corresponds to
intuitive ideas about the behavior of sawtooth oscilla-
tions when the current profile is peaked. Both decreas-
ing and increasing REC result in an increase in the saw-
tooth period. Finally, at |REC | > 6–7 cm, sawtooth oscil-
lations are suppressed. The effect of total suppression
of sawtooth oscillations was observed for the first time
in T-10.

For counter-CD, the situation is quite different.
Under on-axis ECRH, sawtooth oscillations are sup-
pressed. When the resonance is shifted by more than
3 cm, sawtooth oscillations with a period close to that
in the ohmic regime appear.
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
2.6. Experiments with Reversed Shear and the Search 
for the Internal Transport Barrier

Another example of applying ECCD is experiments
with the formation of a flat or hollow current profile in
the plasma core [19–21]. In this case, the profile of the
safety factor q(r) also becomes flat or nonmonotonic
and the quantity s = r/q dq/dr (the magnetic shear) at the
point where q is minimum changes its sign. The larger
the ratio ICD/Ip , the larger qmin value that can be
attained. The zone where s < 0 is usually called the
reversed shear zone.
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4
Safety factor q

qmin

Fig. 17. Typical calculated q(r) profiles for on-axis counter-CD
(dashed line) and off-axis co-CD (solid line).
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Fig. 18. Time evolution of the central electron temperature
during co- and counter-CD for the current Ip = 100 kA,
absorbed power Pab = 0.85 MW, and plasma density
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Fig. 19. Time evolution of the central electron temperature
during co- and counter-CD for the current Ip = 75 kA,
absorbed power Pab = 0.84 MW, and plasma density

 = 1019 m–3.n

Fig. 20. Time evolution of the central electron temperature
during off-axis co-CD (shot no. 20918). The increase in the
temperature at t ~ 620 ms corresponds to the formation of
an ITB.
Experiments performed in other tokamaks have
shown that, at a small or reversed shear, an internal
transport barrier (ITB) can form. A common opinion is
that, for an ITB to appear, two conditions should be sat-
isfied. First, the pressure gradient should exceed a cer-
tain critical value. Second, the value qmin (or qpl at the
plateau of the current profile) should be close to the
rational value q = m/n with sufficiently small m and n.
The main problem is that, if the q profile is nonmono-
tonic and q takes the resonant value q = m/n twice, then
MHD oscillations (typically, the double tearing mode)
arise. This MHD activity impedes the barrier formation
and leads to the deterioration of energy confinement in
the core.

A flat or non-monotonic current profile can form
under on-axis counter-CD or off-axis co-CD [19]. In
T-10 experiments, both of these cases were studied
(Fig. 17). Since the absolute value of the current ICD
driven by the second EC harmonic is small, we oper-
ated at low discharge currents. Even for Ip = 150 kA and
the high microwave power PEC ~ 1 MW, the value of
qmin was no higher than 1.5. Therefore, the main fea-
tures related to the q ~ 2 value manifested themselves
only at currents of Ip ≤ 100 kA.

Figure 18 shows the time evolution of the central
electron temperature for on-axis power deposition,
plasma current Ip = 100 kA, and two ECCD directions
[20]. We can see that, in the reversed shear regime
(counter-CD), 100 ms after the gyrotron is switched on,
a series of internal disruptions occurs, which sharply
deteriorates energy confinement. These disruptions
look like saturated sawtooth oscillations. A detailed
analysis of multichord SXR measurements shows that,
at this time, two resonant q = 2 surfaces exist, between
which the plasma is being mixed. As the current profile
evolves, the oscillations transform into “humps.” The
occurrence of the humps can be explained by the peri-
odical formation and destruction of ITBs. Sometimes,
the humps are accompanied by intermediate internal
disruptions; such humps are called “humpbacks.” This
phase is not clearly seen in Fig. 18. Apparently, at that
instant, qmin ≤ 2. Then, internal disruptions disappear
and the amplitude of humps increases (Fig. 18, t > 0.85 s).
Possibly, in this case, we have qmin ~ 2.

If the total plasma current is less than 100 kA, then the
driven current is sufficient for qmin to be higher than 2.
Figure 19 shows the same as in Fig. 18 but for the cur-
rent Ip = 75 kA. In this case, due to the current diffusion,
after the initial deterioration of energy confinement, the
temperature suddenly jumps to its previous value
before the onset of the MHD activity. Apparently, in
this regime, qmin > 2 at t > 0.55 s, which correlates with
variations in the SXR signals.

In experiments with off-axis co-CD, an ITB
occurred at the radius rITB ~ 8–9 cm [21]. Figure 20
shows the time evolution of the central electron temper-
ature in this case for Ip = 75 kA, BT = 2.3 T, and Pab =
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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power (PEC = 0.37 MW, counter-CD) is switched on at the very beginning of the discharge; arrows mark the appearance of various
MHD modes and sawtooth oscillations.

n

0.8 MW. One can see that, at t ~ 620 ms, the electron
temperature suddenly increases by more than 0.5 keV.
Calculations show (Fig. 17) that, in this case, the q pro-
file is flat and has no minimums. This confirms the
assumption that the existence of a reversed shear region
is not necessary for the ITB formation.

The experimental results presented in Figs. 18–20
show that it is not an easy matter to achieve the ITB for-
mation during the steady-state phase of the discharge
with the available ECRH power. Therefore, attempts
were made to obtain an ITB during the current ramp-
up. Figure 21 illustrates one of the first attempts [20].
Here, gyrotrons were switched on at the very beginning
of the current ramp-up, when the q value was large. At
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
first, Te(0) increased to a high value. Possibly, in this
stage, an electron ITB was formed. However, MHD
activity with the mode numbers m = 3 and 2 arose very
quickly, which probably destroyed the ITB. Then, the
onset of sawtooth oscillations and the transition to the
usual L-mode were observed.

The ITB formation was also observed under off-axis
heating with REC ~ 18 cm (Fig. 22), when the driven
current was small. In this case, the plasma potential
profile ∆ϕ was measured by the HIBP diagnostics. The
maximum energy of the probing ions attains 230 keV,
which, at a field of BT = 2.5 T, allows us to measure the
plasma potential at r/a > 0.35 [22]. The spatial and tem-
poral scanning of the sampling volume allows the evo-
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lution of the potential profile to be traced. The measure-
ments show that the ITB formation is followed by rapid
variations in the ∆ϕ profile. Figure 22 presents the pro-
files of (a) Te(r) and (b) ∆ϕ(r) during the barrier forma-
tion. We can see that, during the evolution, a narrow
potential well with a depth of ∆ϕ ~ 1 kV and width of
1.5–2 cm appears in the barrier zone. The electric field
here reaches 1 kV/cm, and the calculated speed of the
corresponding poloidal electric drift is vE ~ 3 ×
106 cm/s. Then, at the steady-state phase, the potential
well transforms into the potential jump ∆ϕ ~ 0.5 kV in
the layer with a width of about 3 cm.

2.7. H-mode and the Edge Transport Barrier

Regimes with improved confinement and an edge
transport barrier (H-mode) have been observed in most
tokamaks (both with separatrix and limiter configura-
tions). Therefore, it is surprising that the H-mode was
not observed in T-10 up to the end of the 1990s. Now,
this can be explained by many reasons: a small excess
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Fig. 22. Profiles of (a) the electron temperature and
(b) plasma potential before and after the ITB formation
under off-axis ECRH for Ip = 0.29 MA and PEC = 600 kW
(shot nos. 24264–24273). A deep potential well is seen dur-
ing the ITB formation.

the ITB formation

formation
of the ECRH power PEC over the threshold power for
the L–H transition Pthr, a narrow parameter range where
the H-mode exists in limiter devices, increased atten-
tion to ECCD problems, and so on. Systematic investi-
gations of the H-mode in T-10 have begun only
recently.

Let us consider the typical features of the observed
H-mode [23, 24]. Figure 23 shows the evolution of the
main plasma parameters during the L–H transition in a
shot with a low initial density of  ~ 1.5 × 1019 m–3, a
current of Ip = 330 kA (qa = 2.2), and an absorbed ECR
power of Pab = 750 kW. We can see that, approximately
100 ms after the gyrotron is switched on, the intensity
of the Dα line falls and the plasma density grows.
Simultaneously, the total energy stored in the plasma
increases and the temperature does not decrease in spite
of the density growth. The density profiles in the L and
H phases of the discharge are shown in Fig. 24. It is
seen that, in the H-mode, a narrow region with a width
of 2–3 cm and steep density gradient is formed near the
outermost plasma periphery. This is an attribute of the
density edge transport barrier. At the same time, the
profile and absolute values of the electron temperature
change only slightly and the temperature transport bar-
rier is not observed.

The formation of the edge transport barrier is
accompanied by the appearance of the radial electric
field inside the barrier. Figure 25 shows the plasma
potential profiles in the edge region for several instants
during the barrier formation measured by HIBP. We can
see the potential jump ∆ϕ ~ –400 V in a layer with a
width of about 2 cm; the electric field in the layer
reaches ~0.2 kV/cm. According to modern concepts,
this electric field results in a poloidal drift, which sup-
presses turbulent transport inside the barrier.

The proximity of the discharge parameters to the
power threshold is demonstrated in Fig. 26, where the

dependence of the ratio HL = /  ≈ /  on the

total heating power Ptot is shown. Here,  and  are

the values of βp ~ W/  at the end of the L and H phases
of the discharge, respectively. We can see that the devel-
oped H-mode is achieved only at Ptot ~ 1 MW; in this
case, HL ~ 1.6. As the initial density and/or safety factor
qa increase, the energy gain from the transition to the
H-mode decreases. For the density  ~ (3–4) × 1019 m–3

and/or qa ~ 4, the plasma energy increases only slightly
after the transition to the H-mode.

To correctly understand the consequences of the
transition to the H-mode, it is necessary to recall the
main features of energy confinement in the L-mode in
T-10 under ECRH:

(a) the energy confinement time τE is proportional to
the plasma density [3, 4]; and

n

βp
H βp

L τE
H τE

L

βp
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I p
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n

(b) at moderate densities of  ~ (3–4) × 1019 m–3, the
energy confinement time is equal to

(4)

where  is the energy confinement time determined
by the ITER L-mode scaling [5]. The dependence on
the plasma density in this scaling is very weak (~n0.4);
hence, for low densities in the L-mode, we have τE <

n

τE τE ITER-98P( ) τE
IT-L

,≡≈

τE
IT-L
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. In particular, for  ~ 1.5 × 1019 m–3, we obtain

τE ≈ 0.5 .

This explains why the energy stored in the plasma
increases only slightly after the transition to the
H-mode in T-10. The observed improvement of con-
finement manifests itself only in that τE approaches the
value that follows from the ITER L-mode scaling. We
did not observe any better confinement than that pre-
dicted by the ITER scaling.

τE
IT-L

n

τE
IT-L
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Fig. 25. Evolution of the plasma potential profiles in shot
no. 23724 (the limiter radius is 25 cm, and the width of the
edge transport barrier is ~1.5 cm) during the L–H transition:
(1) t = 735 ms (L-mode), (2) t = 854 ms, and t = (3) 874 ms
(H-mode).

Fig. 26. The ratio of the measured energy confinement time

in the H-mode  to the confinement time in the L-mode

 vs. the total deposited power Ptot .

τE
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τE
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2.8. Pellet Injection into the Plasma during ECRH

The injection of a deuterium pellet in T-10 led to
unexpected results [25]. Usually, the pellet noticeably
affects the discharge during a short time interval on the
order of two to three energy confinement times. Then,
the plasma returns to its previous state. However, in
T-10, pellet injection leads to a drastic improvement of
energy confinement; this new state lasts up to the end of
the gyrotron pulse (for five or six energy confinement
times). In this case, the absolute values of τE recover the
values typical of the ohmic phase.

Figure 27 shows the evolution of the energy stored
in the plasma and the line-averaged plasma density in a
shot with pellet injection at a current of Ip = 300 kA and
an absorbed ECRH power of Pab = 570 kW. For com-
parison, the behavior of the same parameters in a shot
without pellet injection is also shown. We can see that
the average density after pellet injection first ramps up
by 12–15% and, then, returns to the previous level. At
the same time, the stored energy increases by 60% just
after injection and stays at this level for 250 ms. This
new regime was called the pellet enhanced confinement
(PEC) mode. In this mode, the confinement factor HH =

/  reached a record value for T-10 on the order

of 1.3. Here,  is the energy confinement time in the

PEC mode and  is the energy confinement time
defined by the ITER H-mode scaling [5].

Figure 28 shows the n(r) and Zeff (r) profiles in differ-
ent phases of the discharge. In the PEC-mode, the den-
sity profile is more peaked and the Zeff (r) profile is hol-
low. The electron temperature profile changes only
slightly. The ion temperature profile broadens, and the
absolute value of the ion temperature increases. The
evolution of the total radiation power Prad and the inten-
sity of the carbon CIII line are shown in Fig. 29. We can
see that, after pellet injection, the radiation power
increases and reaches 40–45% of the input power;
simultaneously, the radiating region gradually shifts
toward the plasma periphery. These features indicate
that the PEC mode is similar to the so-called radiative
improved (RI) mode, obtained in the TEXTOR toka-
mak with Ne or Ar seeding [26]. We note that, due to
the long energy confinement time and the reemission of
a significant fraction of the deposited power, the PEC
mode is attractive for use in future tokamak reactors.

2.9. Suppression of the higher MHD modes

The local deposition of the ECRH power allows one
to use it to suppress magnetic islands. For “rough”
MHD perturbations (such as external modes), the cur-
rent drive effect is negligible. It is only sufficient to use
ECRH in the vicinity of the island [27, 28]. Figure 30
shows the dependence of the amplitude AMHD of mag-
netic perturbations for the m/n = 2/1 mode (measured
by magnetic probes at the plasma edge and proportional

τE
PEC τE

IT-H

τE
PEC

τE
IT-H
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Fig. 29. Waveforms of the total radiation power Prad and the CIII line emission intensity in a shot with pellet injection.
to the square of the island width) on the toroidal mag-
netic field BT , which determines the location of the
power deposition region. We can see that the effect is
resonant in nature. As the power deposition region is
shifted by 2 cm (the top scale in Fig. 30), the amplitude
AMHD changes by a factor of 2. After passing through
the resonance, the amplitude of perturbations is recov-
ered. However, the resonant character of the suppres-
sion of this mode was observed only at rather low
plasma densities. As the density increases, the mode is
suppressed at any location of the power deposition
region.
The suppression of the neoclassical tearing modes
(NTMs) with m/n = 3/2 and 2/1 in T-10 is a more com-
plicated process. The reason for this is that these modes
occur only at sufficiently large values of βN =

β(%)(aBT/Ip) and βp, where β = 8π〈n(Te + Ti)〉/ , βp =

8π〈n(Te + Ti )〉 / , a is in m, BT is in T, and Ip is in
MA. Due to the onset of NTMs, the plasma pressure
does not increase and even decreases. Under the condi-
tions in T-10, the deposited power is no higher than
1 MW and the excitation of NTMs is only possible at
small currents of Ip ~ 75–100 kA, when βN ~ 1 and βp > 1.

BT
2

Bpa
2
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This is a specific feature of T-10 as compared to toka-
maks with a large excess of heating power.

Figure 31 [29] shows the evolution of the parame-
ters of a low-current discharge. We can see the bursts of
the m/n = 3/2 mode at t ~ 640 ms and the m/n = 2/1
mode at t ~ 670 ms. Simultaneously, βp decreases by
10–15% (the so-called “soft β-limit”). In suppressing
these modes, the current drive effect plays an important
role. Experiments on the NTM suppression in T-10 are
now in progress.

2.10. Investigations of Turbulence

To investigate small-scale density fluctuations in
T-10, a correlation reflectometry diagnostics was
developed. It consists of an array of antennas shifted
with respect to each other in the toroidal and poloidal
directions [30, 31]. The broad frequency band of the
diagnostics allows us to vary the critical density ncr , at
which the incident wave is reflected, in the range ncr =
550500 600 650 700 τ, ms
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Fig. 32. Time evolution of (a) the amplitude of fluctuations in the frequency band 0–400 kHz, (b) the amplitude of fluctuations in
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length λ of low-frequency fluctuations in the band 1–20 kHz (shot no. 26058). The instant of the L-H transition is marked by the
vertical dashed line. The increase in the plasma density results in the outward shift of the reflection point (the radius of the reflection
point is shown on the top scale). After the L–H transition (t ~ 690 ms), the value of λ inside the barrier decreases by a factor of 5.
(0.8–8) × 1019 m–3. The amplitude and phase of the
reflected waves are recorded at a sampling rate of up to
1 MHz. The software developed allows us to process
the large amount of data to reveal the temporal and spa-
tial correlations.
For example, consider the evolution of fluctuations
during the L–H transition. Figure 32 shows the time
evolution of (a) the amplitude of fluctuations in the fre-
quency band 0–400 kHz, (b) the amplitude of fluctua-
tions in the band 250–400 kHz, (c) the amplitude of
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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quasi-coherent fluctuations in the band 50–250 kHz,
and (d) the poloidal correlation length λ of low-fre-
quency fluctuations in the band 1–20 kHz. The instant
of the L–H transition is marked by the vertical dashed
line. At that instant, the intensity of the Dα line falls
abruptly. The increase in the plasma density results in
an outward shift of the reflection point (the radius of the
reflection point is shown on the top scale). Within the
time interval t = 650–700 ms, the reflection point is sit-
uated inside the transport barrier. We can see that the
amplitude of random fluctuations varies only slightly in
a broad frequency band. At the same time, the ampli-
tude of coherent fluctuations in the region adjacent to
the transport barrier decreases to a great extent and the
correlation length inside the barrier decreases by a fac-
tor of 5. Correspondingly, the size of turbulent cells
decreases. Beyond the barrier, the correlation length
also decreases, but not to such an extent.

As a whole, we can conclude that the temporal and
spatial coherency of fluctuations (rather than their
amplitude) determine the plasma transport. The large
coherency length in the L-mode (λ ~ 5 cm) implies that
the plasma is highly self-organized. The heat and parti-
cle fluxes in this case are large. The destruction of spa-
tial coherency leads to the partial destruction of self-
organization and to the appearance of transport barri-
ers; in this case, transport is reduced.

3. CONCLUSION

Owing to its gyrotron array, the T-10 tokamak was
considered the top of the line in fusion research up to
the middle of the 1990s. However, during the last
5 years, such arrays have been installed in many toka-
maks and the T-10's preeminence has diminished. To
recover it (at least partially), we need to

(i) increase the power of the T-10 gyrotron array up
to 2–3 MW,

(ii) upgrade the diagnostics radically, and
(iii) involve talented young scientists.
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Abstract—The collision of the remnant of supernova 1987A with its circumstellar ring is laboratory-simulated
by using the Gekko XII laser fusion facility at the Institute of Laser Engineering, Osaka University. The pure
hydrodynamic approximation was applied using the invariance of the Euler equations. The basic properties of
the formation of a young supernova remnant and its collision with the ring are illustrated. Shock wave propa-
gation and plasma flow with triple wavy, vortex ringlike structures were observed using gated X-ray shadow-
graphy. The observed hydrodynamic behaviors compare favorably with one- and two-dimensional numerical
simulations and further illustrate important qualitative trends. Our experiments suggest the shock reverberation
between the ring and the contact discontinuity in the supernova remnant 1987A and resultant oscillation and
enhancement of X-ray emission, as well as the emergence of downstream vortex structures. © 2001 MAIK
“Nauka/Interperiodica”.
1 1. INTRODUCTION

Astrophysics has been immensely advanced with
the development of observational technology and
sophisticated numerical simulations. Our understand-
ing of astrophysical phenomena has been greatly deep-
ened, while a number of attempts have been made since
the early part of the 20th century [1] to simulate celes-
tial bodies in a terrestrial laboratory; this branch of
physics is called laboratory astrophysics. Despite huge
differences in time and space scales and other parame-
ters between astronomical phenomena and laboratory
environments, the idea of laboratory simulation is
based on the fact that both systems are described gener-
ally by pure hydrodynamic or magnetohydrodynamic
motions; thus, there exist similarities. For example, the
plasma universe concept, which suggests that general
laws of plasma physics hold from laboratory, magneto-
spheric, and heliospheric plasmas to interstellar and
intergalactic plasmas, gives insight into cosmic plasma
[2–4].

The linear dimensions of plasma in the universe
vary by a factor of 1027 in three jumps of 109: laboratory
plasmas (0.1 m), magnetospheric plasmas (108 m),
interstellar clouds (1017 m), and the Hubble distance
(1026 m). Inclusion of laser fusion experiments at
10−6 m (after implosion) brings the total up to 32 orders
of magnitude. This vast variety of differences in scale
under the same name plasma suggests that laboratory

1 This article was submitted by the authors in English.
1063-780X/01/2710- $21.00 © 20843
experiments contribute to the understanding of the uni-
verse and to the observation and theoretical approach.

The use of laser-produced plasma to model hydro-
dynamic phenomena in space was first suggested just
after the invention of the laser [5]. With the develop-
ment of sophisticated technology of laser fusion [6],
which includes high-power lasers, microtarget fabrica-
tion, and plasma diagnostics, it is possible to recreate
physical conditions in the laboratory that are a scaled
version of those in astronomical objects [7–9]. This
allows astrophysical theories, modeling, and codes to
be tested in the laboratory, where experimental param-
eters and conditions are well characterized. Model
experiments on the hydrodynamic instabilities of
supernova explosions were conducted [10], and the col-
lisionless deceleration of supernova remnants with
magnetic fields was investigated using laser produced
plasmas [11]. For recent astrophysics experiments
using high-power lasers and historical laboratory astro-
physics experiments, see [12, 13].

In the next section, we briefly explain the astrophys-
ical motivation of the present investigation and two
closely related previous experiments. We discuss the
scaling of SN 1987A to the laboratory system and the
experimental design in Section 3. In Section 4, we
describe the experimental measurements. Next, 2D
hydrodynamic simulation results will be described for
comparison with the experimental results. Finally, we
discuss the scope of our work and its relevance and
implications to SN 1987A.
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2. EJECTA–RING COLLISION OF SN 1987A

Observations of the supernova (SN) 1987A with its
circumstellar structures [14] and the origin of its
remarkable triple ring nebulae have been a source of
intense discussions [15]. Recently, Hubble Space Tele-
scope observations reported a rapidly brightening
“hotspot,” which is attributed to the collision of the
ejecta of SN 1987A with the inner circumstellar ring
structure [16]. More recently, new hotspots have been
observed in the inner ring around SN 1987A [17].
X-ray emission and evolution of the ejecta–ring colli-
sion were investigated in terms of hydrodynamic simu-
lations showing that the dynamics is greatly affected by
the structure of the circumstellar gas with the ring neb-
ula [18–21].

Laboratory simulations were performed to investi-
gate generic hydrodynamic properties of a young
supernova remnant (SNR) formation [22] and the inter-
action of the SN shock with an interstellar cloud [23].
Drake et al. [22] observed a forward shock and stag-
nated ejecta; this is achieved by the impact of an
exploded foil upon a low-density foam. In the experi-
ment of Klein et al. [23], a strong shock wave was
driven through a copper sphere embedded in a CH plas-
tic ambient medium. Both experiments were conducted
using the Nova laser [24] and a strong shock wave gen-
erated by irradiating a target with X rays. The former
experiment, however, did not consider the subsequent
collision with the ring, and the latter experiment dealt
only with a planar shock–sphere interaction, which did
not involve the supernova remnant formation. In this
paper, we report the first hydrodynamic model experi-
ment to more realistically simulate the ejecta–ring col-
lision of SN 1987A. Since a density structure of a
young SNR may play an important role in the interac-
tion of SN 1987A with its circumstellar ring, we con-
figured the experimental setup so as to observe down-
stream topographic effects of the subsequent collision
after the formation of a density structure that is analo-
gous to a young SNR.
3. SCALING AND EXPERIMENTAL DESIGN 
WITH 1D SIMULATION

Despite the huge differences in parameters between
SN 1987A and laser-produced plasma, it is assumed
that laboratory simulations correctly describe the astro-
physical situation as far as collisional processes are
concerned. Two different fluids having similar geome-
try and the same Reynolds numbers are said to be sim-
ilar. There are two main conditions that need to be sat-
isfied for the similarity to be achieved. First, dissipative
processes such as viscosity, thermal conductivity, and
radiative cooling should be negligible. Second, the
internal energy should be proportional to the pressure
[8].

The hydrodynamic equations are invariant under the
following transformation: t  tM, p  p/M2, v  
v /M, and E  E/M2, which is called the Mach num-

ber scaling, where M = v  is the Mach number, ρ
is the density, p is the pressure, γ is the adiabatic con-
stant, t is time, v  is the fluid velocity, and E is energy.

Alternatively, a scaling with an Euler number v
was presented and applied to compare the recent labo-
ratory experiments using a laser-produced plasma
under the conditions corresponding to SN 1987A [8].
The invariance of the Euler equations showed that the
Euler number is kept constant under the linear transfor-
mations of the fluid parameters, such as density, pres-
sure, and time. We adopted the latter to directly com-
pare our experimental parameters with those of the pre-
vious investigation.

For a purely hydrodynamic approximation, the
Péclet number (Pe ≡ hv /χ) and the Reynolds number
(Re ≡ hv /ν) of fluids in different systems must be much
larger than unity, so that conduction and viscous effects
are negligible. Here, h is the scale length, χ is the ther-
mal diffusivity, and ν is the kinematic viscosity. As is
seen in the table, very large values of the Péclet and
Reynolds numbers were achieved in the experiment.
The Euler numbers of LabSNR and SNR 1987A are com-
parable. Although the density jump across the foam–

ρ/γp

ρ/ p
Parameters of the present experiment and of SN 1987A; LabSNR and LabRing are calculated at 4 and 6 ns, respectively, based
on our 1D simulations. For SN 1987A, we filled in the values calculated by Ryutov et al. [8] for comparison

Parameters
Laboratory Supernova

 LabSNR LabRing SN 1987A SN 1987A Ring

Scale length (cm) 5.0 × 10–2 1.5 × 10–2 3.0 × 1016 1.0 × 1017

Velocity (cm/s) 7.0 × 106 7.0 × 106 9.5 × 108 1.0 × 109

Density (g/cm3) 0.7 20 1.0 × 10–22 2.2 × 10–19

Pressure (dyne/cm2) 2.5 × 1012 5.0 × 1012 1.0 × 10–5 3.5 × 10–5

3.7 14 3.0 79

Péclet number (Pe) 2.0 × 105 1.2 × 104 107 7.0 × 109

Reynolds number (Re) 1.3 × 108 1.8 × 109 6.0 × 108 3.0 × 1011

v ρ/ p
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Fig. 1. Results of the hydrodynamic simulation with the code ILESTA-1D: (a) space-time diagram and (b–d) the density profiles at
4.0 ns, 6.0 ns, and 8.9 ns, respectively.
ZrO2 interface is relatively small compared with that of
SN 1987A (which is responsible for the difference of
the Euler numbers of the LabRing and the SN 1987A
Ring), the hydrodynamic responses of both systems
may be similar because the shocks are in the strong
shock regime. Besides, Ryutov et al. [8] envisaged a
time scale that represents a similar temporal depen-

dence of each external drive as h , which is
denoted as the strong drive time scale. The experimen-
tal time scale is that of the laser pulse duration (one
nanosecond), and the supernova remnant time scale is
about a sidereal year.

In the Drake experiment [22], in which ejected
materials with steep gradients stagnated against the
contact discontinuity, the density profile was qualita-
tively similar to that of the early stage of supernova
remnant formation. This is in agreement with the den-
sity profile of the similarity solution of young SNRs
[25]. We performed one-dimensional simulations to
duplicate the density profile of the Drake experiment,
but our simulations incorporated the ejecta–ring colli-
sion by including a high-density material. The main
purpose of the 1D simulation is to define the parameter
range of our experiment.

We have used the 1D Lagrangian radiation hydrody-
namic code ILESTA-1D [26]. The code is based on the
one-fluid two-temperature model with a realistic equa-
tion of state. It includes laser absorption by inverse
bremsstrahlung with a ray tracing method. The flux-
limited Spitzer–Harm model is used for electron heat
conduction. The radiation transport is calculated with

ρ/ p
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the multigroup flux-limited diffusion model. The pho-
ton energy of 50 eV to 3 keV is divided into 100 groups.
The spectral opacity and emissivity are calculated by
the evaluation of the non-LTE (local thermodynamic
equilibrium) population of bound electrons based on
the average ion model.

In the 1D simulation, a laser beam with a wave-
length of 0.53 µm and an intensity of 2 × 1014 W/cm2

irradiated a target (the configuration is depicted in the
upper part of Fig. 1a). The pulse shape is quasi-Gauss-
ian with a duration of 1 ns and rise time of 300 ps. In
order to create in the incident material a density gradi-
ent similar to that of the SN ejecta, we have introduced
a CH ejecta. After a laser-driven shock passes through
a CH foil, the rear surface of the CH foil explodes and
a rarefaction wave (CH ejecta) propagates toward the
foam. This plasma motion is analogous to the hydro-
dynamic problem of a moving piston and can be
approximately described as an isothermal similarity
rarefaction wave with the velocity v  = cT /ρ0) =

(x/t) – cT , where cT =  =  is the isother-
mal sound velocity of the CH ejecta, R is the gas con-
stant, T is the temperature, µ is the molecular weight of
the gas, ρ1 is the density of the shocked CH ejecta, and
ρ0 is the density of the foam [27].

This expansion wave strikes a low-density foam and
launches a high-Mach-number (~20) shock wave inside
the foam. The result of the simulation is shown by the
space–time diagram in Fig. 1a. Upon impact of the
expanding CH ejecta on the low-density foam, the

(ρ1log

∂p/∂ρ RT /µ



846 KANG et al.
ejecta material is stagnated. This results in a shock front
in the foam, a contact discontinuity, and stagnated
ejecta denoted in Fig. 1b as S, CD, and b, respectively.
Figures 1c and 1d show that the strong shock wave
propagates into ZrO2. At 6 ns, the reflected shock com-
presses the CH ejecta and the transmitted shock com-
presses high-density ZrO2. At 8.9 ns, the transmitted
shock propagates inside ZrO2. Based on these results,
we selected target dimensions, laser irradiation condi-
tions, and the diagnostic timing.

From the 1D simulation, we designed the experi-
ment shown in Fig. 2. The circumstellar ring of

(‡)

(b)

SN

SN ejecta

Shocked CSM

Shocked 
çII region

Ring

Shocked CH ejecta

Shocked foamCD
ëç

Explosive Foam

ZrO2

laser
ejecta

SN ejecta

explosion

Fig. 2. Schematic structure of the shocked region: (a) the
circumstellar region and (b) the ring of SN 1987A with an
experimental design. The ejected material (SN ejecta and
CH ejecta) and the low density medium (CSM and foam)
are separated by a contact discontinuity (CD).

drive

SN

Reverse

Contact

Forward shock

Bumpy

H II region

ejecta

shock

discontinuity

 SN 1987 Ä

Fig. 3. Turbulent contact discontinuity of the circumstellar
region and the bumpy ring of SN 1987A. This complicated
environment is considered to be a more realistic situation.

 ring of
SN 1987A is considered to be swept-up wind material
of a red supergiant (RSG) and neutral prior to the explo-
sion. The ring was considered to be photoionized by the
blue supergiant (BSG) progenitor and a medium-den-
sity (102 cm–3) H II region is formed due to evaporation
from the ring. For simplicity, we ignored the H II region
[28, 29]. In the upper part of Fig. 2, the shocked ejecta
and circumstellar gas may be separated by a contact
discontinuity, where the velocity and pressure are con-
tinuous, but the density and temperature may be discon-
tinuous. The structure of this region is governed by the
mass conservation equation and equations for momen-
tum and energy together with the Rankine–Hugoniot
relations at both the forward and reverse shocks. In the
realistic situation of a young SNR like SN 1987A, it is
widely perceived that the Rayleigh–Taylor (RT) and
Richtmyer–Meshkov (RM) instabilities occur at the
contact discontinuity as the forward shock moves
[30, 31], which results in a turbulent contact disconti-
nuity (see Fig. 3). However, it should also be noted that
such a complicated feature is very sensitive to the struc-
ture of the progenitor.

The target is composed of a CH plastic foil and a
high-density ZrO2 sphere embedded in a low-density
ë10ç14é4 foam block. The foam block is a surrogate of
the circumstellar medium of SN 1987A, and the ring
nebula is modeled by the ZrO2 sphere. The densities
of   the CH foil, sphere, and foam are 1.06, 6, and
0.06 g/cm3, respectively. We used a sphere to model the
circumstellar ring because the small nonuniformity of
the laser drive will cause blurring of the image at the
edge if we use a cylinder. The thicknesses of the CH foil
are 30 or 50 µm, and the foam block is a cube with a
dimension of 500 µm. A thin 0.01-µm Al layer is
deposited onto the CH foil surface to prevent preheat-
ing of the target by shine-through from the laser light
[32].

4. EXPERIMENTAL RESULTS

A schematic diagram of the experimental configura-
tion is shown in Fig. 4. Three beams of the Gekko XII
laser [33], whose characteristics are described earlier in
the 1D simulation, irradiated the target. Random phase
plates were used to provide uniform laser irradiation
[34]. Another laser beam with the same condition irra-
diated an Al foil, and the resulting plasma provided an
X-ray source as backlighter. X-ray transmission images
through the foam block were taken at various times in
order to observe the hydrodynamic evolution. The
delay time of the backlight flash with respect to that of
the main drive pulse was varied from 4 to 8.9 ns. The
backlit images were recorded with an X-ray framing
camera [35] with a 100-ps temporal resolution and
30µm spatial resolution.

Since numerical simulations predict the temperature
of the shock compressed foam to be at most 20 eV, the
1.8-keV X-ray mass absorption coefficient µ averaged
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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over the warmed CHO foam does not significantly
change from that measured at room temperature. Thus,

X-ray transmission is simply given by exp(–µ0 ),

where ρ is the density of the foam, l is the length along
the line of sight of the observation, and µ0 is the mass
absorption coefficient at room temperature. Hence, the
X-ray transmission images provide us with information
about the product of the density and depth.

ρ ld∫

Laser beams
with random
phase plate

Backlighter

Al foil

CH

Foam block

ZrO2 sphere

Framing camera

laser beam

foil

Fig. 4. Schematic view of the experimental configuration
with a target, three drive beams, and gated X-ray shadow-
graphy.
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Figure 5 shows the X-ray shadowgraphs at various
times for the CH foils of 30 and 50 µm. Both the
shocked and unshocked foam are relatively transparent
to X-rays of the Al K-shell backlighter, while the CH
plastic and ZrO2 sphere are more opaque. The shock
front (denoted as S) followed by a dense plasma flow
(denoted as E) is clearly seen. The shock front had a
diverging configuration that inherently comes from the
intensity distribution of the drive pulse on the target.
For the 50-µm CH foil, the shock front is not seen at
6 ns because it has already passed the sphere. However,
for the 30-µm CH foil, the shock front is still observed
at 6 ns. This is because the sphere is not placed exactly
at the center, but on the left side of the center of the
foam.

The measured velocities of the shock front inside
the foam were (1.1 ± 0.15) × 107 cm/s for the 30-µm CH
foil and (7.5 ± 1.5) × 106 cm/s for the 50-µm CH foil,
respectively. Figure 6 shows the experimental data and
simulation results showing the position of the shocks
and ejecta. The measured velocities agree well with the
1D simulation results. After the first shock passage, the
sphere starts losing its sphericity. Complicated density
structures appear after the passage of the plasma flow
around the sphere. The horizontal line graphs of images
at 8.9 ns, which are shown in the fourth column of
Fig. 5, demonstrate triple wavy structures. The similar
shape of the triple dark striated structures (trough of the
VVEE

.............................

V

E VSESE

E V V

E V V

.............................

E S

Fig. 5. X-ray shadowgraphs showing the shock wave propagation and the plasma flows behind the sphere. The shock front is
denoted by S and the CH ejecta is denoted by E; V represents the downstream vortex ringlike structure. The first, second, and third
columns are for t = 4.0, 6.0, and 8.9 ns, respectively. The upper and bottom rows are for the 50- and 30-µm CH foils, respectively.
Triple wavy structures are shown in the third column, and the line graphs are shown in the fourth column.
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Fig. 6. Experimental data and 1D simulation results for two
different CH foils. The positions of the forward shock and
the peak of the stagnated ejecta are shown as functions of
time after the arrival of the drive laser pulse: (1) forward
shock (50 µm), (2) peak of the stagnated ejecta (50 µm),
(3) forward shock (30 µm), and (4) peak of the stagnated
ejecta (30 µm). The solid and dashed lines, which show the
forward shock velocity and ejecta peak velocity from 1D
simulations for a CH foil 50-µm thick, agree well with the
experimental data.
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Fig. 7. The numerical region of 2D hydrodynamic simula-
tions corresponds to the blast wave–sphere interaction (top)
and the initial conditions for the density, pressure, and
velocity. In the density condition, the region between b and
c is the shocked foam and that between a and b is the stag-
nated ejecta. The contact discontinuity is at b.
wavy structures) behind the sphere was observed for
both 30- and 50-µm foil thicknesses.

5. 2D AXISYMMETRIC HYDRODYNAMIC 
SIMULATION

In order to elucidate the experimental results, 2D
hydrodynamic simulations were performed. The code
uses a second-order Godunov scheme [36] with Van
Leer’s flux limiter [37]. We assumed an ideal, inviscid,
and one-temperature gas. When calculating the energy
transport processes, the different properties of each
material are identified by the surface tracking method
[38]. The calculated region corresponds to a rectangle
including a semicircle under the assumption of axial
symmetry in cylindrical coordinates r and z. The num-
ber of cells was 128 × 256. The initial values were set
based on the ILESTA-1D simulations (see Fig. 7).

Figure 8 shows the temporal evolution of the den-
sity. As is seen in Figs. 8a and 8e, the initial condition
corresponds to a shock wave accompanied by the
plasma flow behind it. The shock wave, the plasma flow
behind the shock around the sphere, and the propaga-
tion of an internal shock wave in the high density
sphere are seen. The front of the high-density sphere is
highly compressed by the strong shock wave. The shear
between the sphere and the surrounding plastic and
foam is also seen in Figs. 8c and 8g. The Kelvin–Helm-
holtz (KH) instability deforms the boundary of the
high-density sphere and forms vortices downstream of
the sphere (see Fig. 8c). Figure 9 shows the density and
vorticity evolution. The longer distance between the
shock front and the contact discontinuity is simulated in
Fig. 10.

It can be inferred from the 2D simulations that the
front side of the high-density sphere is highly com-
pressed by the passage of the strong shock and that the
turbulent mixing of the ZrO2, CH, and ë10ç14é4 foam
plasmas gives rise to the wavy structures with higher
opacity to the backlighter. However, in our 2D code, we
have not yet included ionization and the realistic equa-
tion of state. In the experiment, the surface of the ZrO2
sphere front can be evaporated and ionized, thus being
mixed with CH and foam plasmas, but this is now only
a conjecture based on the 1D radiation hydrodynamic
code. To understand this phenomenon, further improve-
ments of the 2D code are needed.

In Fig. 8b, the first reflected shock (R1) collides with
the incoming ejecta, and the re-reflected shock (R2)
propagates into the sphere again. R1 penetrates into the
ejecta (front surface of the ejecta) and punches through
the ejecta (the rear surface of the ejecta); thus, a rarefac-
tion wave is created upstream of the sphere (Fig. 8c). R2
is reflected again by the sphere and propagates to the
ejecta (let us call it R3). R3 also generates a secondary
rarefaction wave upstream of the sphere. Thus, the
upstream rarefaction waves, which are increasing in
diameter, represent the shock reverberation (Fig. 8c).
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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Fig. 8. The 2D simulation results obtained with the second-order Godunov scheme for t = (a, e) 4.0, (b, f) 6.0, (c, g) 8.9, and
(d, h) 12.5 ns. The distance between the forward shock and the contact discontinuity is 20 µm. The internal shock wave propagation
of the high-density sphere is shown in frames (e), (f), (g), and (h). The front of the high-density sphere is highly compressed by the
transmitted shock.

Fig. 9. Results of 2D simulations of the density and vorticity evolution. The first, second, third, and fourth columns are for t = 4.0,
6.0, 8.9, and 12.5 ns, respectively. Starting from the second column, the density and vorticity evolution are shown in the upper and
lower rows, respectively.
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Fig. 10. Results of 2D simulation of the density evolution. The upper row (from left to right) is for 4.1, 5, 6, and 7 ns; the lower row
is for 8, 9, 10, and 11 ns. The distance between the forward shock and the contact discontinuity is 100 µm. At t = 5 ns, the forward
shock encounters the sphere and a reflected shock is developed and collides with the incoming CH plasma at t = 7 ns. The reverber-
ating forward shocks are seen between 8 and 9 ns. At t = 10 ns, CH ejecta sweep the sphere, stripping the boundary layers at its top
and bottom sides.
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The longer distance (as compared to that in Fig. 8)
between the shock front and the contact discontinuity is
simulated in Fig. 10. Shock reverberation is also exhib-
ited.

6. DISCUSSION AND CONCLUSION

It can be said that our experiment deals with a blast
wave–sphere interaction, which involves the interac-
tions of a sphere with a shock wave [39] accompanied
by a contact discontinuity and plasma flow behind it. In
Fig. 1b, region a represents the density gradient of the
incoming CH plasma flow, region b is the stagnated CH
ejecta, and c is the shocked foam. The density gradient
region a contains a large continuous CH plasma flow.
The incident double-humped density structure consist-
ing of regions a, b, and c is considered to be a blast
wave. This blast wave collides with ZrO2. The momen-
tum transfer to the sphere by the blast wave is repetitive
due to the shock reverberation, which does not exist in
the shock–sphere interaction [23, 40–42]. We assume
that the CH ejecta at 6 ns (which is thicker as compared
to those at 4 and 8.9 ns in Fig. 5) results from these
oscillating shocks.

In numerical simulations of the shock–sphere inter-
action, the primary vortex ring appears as a result of the
roll-up of the vorticity deposited on the interface during
the incoming shock traversal of the interface [43]. Mul-
tiple vortex rings may result from the break-up of the
initial dominant ring or from the roll-up of shear layers
from triple points of the Mach reflection [44]. In the
blast wave–sphere interaction, the shock reverberation
may be another mechanism for multiple vortex ring for-
mation. We conjecture that the wavy structures of the
images of the third column in Fig. 5 correspond to the
formation of multiple vortex rings caused by the
repeated hydrodynamic impulses of the shock reverber-
ation. The dark striations indicating such structures are
seen in the direction perpendicular to its propagation.
These multiple vortex ringlike structures behind the
sphere were not observed in Klein’s experiment [23]
because there was no density gradient in the incident
material in that work.

The RM, RT, and KH instabilities are considered to
be important in the present experiment and also in the
ejecta–ring collision of SN 1987A. In our experiment,
the RM instability occurs when the shock front encoun-
ters the spherical perturbation. This instability also
plays an important role when the shock wave is rever-
berated. The KH instability deforms the boundary of
the high density sphere and forms vortices downstream
of the sphere [45]. The tangential flow at the top and
bottom of the sphere of the third column in Fig. 5 may
be due to the shock diffraction and deformation of the
sphere boundary, which is seen in Fig. 8c and the last
two images (at 10 and 11 ns) in Fig. 10. At the contact
discontinuity between the stagnated ejecta and the
shocked foam, the heavy plastic ejecta is decelerated by
the light foam; therefore, it becomes RT unstable. At
the contact discontinuity between ZrO2 and the shocked
foam, it also becomes RT unstable due to the shock
reverberation, which accelerates the ZrO2 sphere.

Although the magnetic field effect may be crucial to
the description of SNR evolution [46, 47], the hydrody-
namic approach with judicious scaling is considered to
be reasonable as described in Section 2. For MHD phe-
nomena, scaling issues including magnetic fields have
been investigated [48]. MacLow et al. [49] numerically
investigated the interaction of an SN shock with an
interstellar cloud in 2D geometry including the mag-
netic field effect. The magnetic field reduces the vortic-
ity generation at the cloud interface and, thus, reduces
the amount of fragmentation. They showed that signif-
icant cloud fragmentation still occurs, although the
magnetic field prevents the small cloud from being
totally destroyed. The MHD description is associated
with the region of synchrotron radiation where the local
amplification of the magnetic field occurs, while the
hydrodynamic approximation is related to the region
with high gas density, which yields high X-ray emis-
sion. For very young SNRs, the magnetic energy den-
sity is rarely higher than a few percent of the heat
energy of the shocked gas [21, 28]. Therefore, the
present experiment, a non-MHD approximation is vali-
dated to be relevant to the conditions in SN 1987A.

In conclusion, a model experiment has been per-
formed for the ejecta–ring collision with a density
profile similar to the astrophysical conditions in
SN 1987A. A shock front followed by the stagnated
ejecta and multiple vortex ringlike structures behind the
sphere were observed. The shock reverberation and
multiple vortex ringlike structures are unique features
of the blast wave–sphere/cylinder interactions. Future
numerical investigations may be concentrated on the
rigorous verification of the conjectured vortex ringlike
structures, which may clarify the interplay of reverber-
ating shocks and multiple vorticity generation.

Implications of the experimental results to the colli-
sion of SN 1987A with the ring include the following:

(i) Possibility of shock reverberation between the
ring and the contact discontinuity in the SNR. This pos-
sibility is indicated in the previous numerical investiga-
tions [18–21] and is exhibited in our experiment and 2D
simulations. Oscillating X-ray emission may be
observed, which may depend on the structure of the
blast wave (including the distance between the forward
shock and the contact discontinuity and the structure of
the contact discontinuity) and the density distribution
of the ring and the HII region.

(ii) Enhancement of X-ray emission due to the RM
instability. This is because, when the shock reverbera-
tion occurs, muliply-shoched material becomes denser
and hotter; this denser and hotter region will yield
enhanced X-ray emission.

(iii) Emergence of downstream multiple vortex
structures.
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One can easily further speculate that faster oscilla-
tions in X-ray emission from SNR 1987A may be
observed if the RT instability sufficiently enhances fin-
ger structures on the contact discontinuity (see Fig. 3),
because such structures will give rise to an earlier
encounter of the reflected shock with the contact dis-
continuity. Therefore, to predict the future X-ray obser-
vations, blast wave–sphere/cylinder interactions
deserve further detailed experimental and numerical
exploration. We anticipate that the primary application
of our work would be to validate numerical simulations
of the ejecta–ring collision of SN 1987A.
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Abstract—A study is made of the excitation of wake waves by a one-dimensional electron bunch in an electron
plasma in the presence of an intense monochromatic pump wave with circular polarization. In the main state
(in the absence of a bunch), the interaction between a pump wave and a plasma is described by Maxwell’s equa-
tions and the nonlinear relativistic hydrodynamic equations for a cold plasma. The excitation of linear waves
by a one-dimensional bunch is investigated against a cold plasma background. It is shown that, in a certain range
of parameter values of the bunch, pump wave, and plasma, the excitation is resonant in character and the ampli-
tude of the excited wake waves increases with distance from the bunch. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Plasma-based methods of charged particle accelera-
tion, which have been actively developed over the past
decade, occupy an important place among novel accel-
eration schemes (see, e.g., [1, 2] and the literature cited
therein). The excitation of wake waves by charged-par-
ticle bunches is one of the ways of generating strong
(up to E ~ 1 GV/m) electromagnetic fields in plasmas.
The induced wake fields can serve not only to acceler-
ate charged particles but also to focus electron
(positron) bunches [3] with the aim of generating high-
density beams and ensuring high luminosity in the next
generation of linear colliders.

Many papers have been devoted to the linear theory
of one-dimensional wake waves [3–10]. The nonlinear
theory of these waves was developed in [11–18].

This work is a continuation of paper [19], which was
aimed at studying the effect of the field of a circularly
polarized electromagnetic wave of arbitrary intensity
A ≡ eE0/mcω0 (where E0 and ω0 are the amplitude and
frequency of the electromagnetic field) on the excita-
tion of electromagnetic wake waves by a one-dimen-
sional relativistic electron bunch in a cold plasma, in
which case the electron oscillatory velocity in the pump
field can be close to the speed of light. It was shown that
there are three ranges of parameter values of the pump
wave, bunch, and plasma in which the linear equations
for the induced longitudinal and transverse fields have
three different solutions. The induced fields were stud-
ied only in the parameter range where the plasma is sta-
ble against the parametric instability, which was thor-
oughly analyzed in [20–23]. In this case, the induced
fields were found to be a superposition of two harmonic
oscillations with different amplitudes and frequencies
[19].

The objective of the present paper is to investigate
the role played by a strong electromagnetic wave with
1063-780X/01/2710- $21.00 © 20852
circular polarization in the excitation of one-dimen-
sional linear wake fields in the parameter range in
which the plasma is unstable against the parametric
instability. As in [19], the pump wave–plasma interac-
tion in the absence of a bunch is described by Max-
well’s equations and nonlinear hydrodynamic equa-
tions in the cold plasma approximation. In this case, the
plasma can be in a spatially homogeneous state [18,
20]. Then, perturbation theory is applied to derive and
analyze the expressions for the induced fields under the
assumption that a one-dimensional bunch propagating
in the plasma distorts this state only slightly.

2. BASIC EQUATIONS AND THEIR SOLUTIONS

Assuming that the oscillatory velocity of the plasma
electrons in an external field is much higher than the
electron thermal velocity and the pump frequency ω0 is
far above the electron–ion collision frequency, we start
with the following basic set of equations, which
includes Maxwell’s equations and the relativistic
hydrodynamic equation of motion for a cold electron
plasma:

(1)

(2)

(3)

(4)

— B× 1
c
---∂E

∂t
------- 4πe
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4πe
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(5)

where ξ = z – ut, n0 is the unperturbed electron plasma
density, and nb(ξ) is the density of a given one-dimen-
sional bunch propagating with the velocity u (such that
u = uez, |ez| = 1) in a plasma. Since we are interested in
relativistic bunches, we neglect oscillations of the
bunch electrons in an external electromagnetic pump
wave.

In the field of a circularly polarized electromagnetic
wave propagating along the z-axis, the plasma can be in
a spatially homogeneous state, in which the electro-
magnetic field and electron velocity are given by the
relationships [18, 20]

(6)

(7)

(8)

where ψ = ω0t – k0z, k0 = (ω0/c) , ε(ω) = 1 –

/ω2,  = , βe = v e/c,

(9)

A = eE0/mcω0,  = 4πn0e2/m is the square of the
plasma frequency, and c is the speed of light in vacuum.

We consider small perturbations that are driven in
the plasma by an electron bunch with density nb such
that nb ! n0. We represent all of the quantities in the
form f = f0 + f ', where f0 stands for the unperturbed
quantities in expressions (6)–(9), and switch from the x-
and y-components of the fields and electron plasma
velocities to the new variables

(10)

In other words, we pass over to a rotating frame of ref-
erence associated with the pump wave.

In [19], linearizing Eqs. (1)–(5) with allowance for
transformation (10) yielded the following expressions
for the components of the induced electromagnetic
fields:

(11)
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Here,  and  are the Green’s functions for the

quantities  and %
+
,

(12)

(13)

where ω = ku. According to Eqs. (2), the induced mag-
netic field is related to the transverse electric field as

(14)

where we introduce the notation

(15)

(16)

(17)

The transverse components of the induced electric and
magnetic fields can be found from expressions (10) by
taking either a real or an imaginary part of the complex
quantities %+ and @+ . As a result, we obtain

(18)

where

(19)

Hence, expressions (18) for the transverse components
of the induced fields describe modulational perturba-
tions in the plasma. Note that, in the absence of a pump
wave (βe = 0), the transverse components of the per-
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turbed quantities vanish and expressions (11) and (12)
pass over to the familiar formulas for one-dimensional
linear fields.

Now, we proceed to a calculation of the Green’s
functions defined in expressions (12) and (13). The
poles of the integrals in these expressions are the roots
of the dispersion relation D(k, ω) = 0. In the general
case (i.e., when the Cherenkov resonance condition ω =
ku is not imposed), this dispersion relation was investi-
gated in detail by Kalmikov and Kotsarenko [20]. In the
absence of a pump wave (βe = 0), Eq. (17) yields con-
ventional dispersion relations for plasma waves, ω = ωp,

and for transverse (electromagnetic) waves, ω2 =  +
k2c2. The presence of a pump wave (βe ≠ 0) gives rise to
coupled waves in a plasma. If the pump wave is suffi-
ciently weak (βe ! 1), then the growth rate of the cou-
pled waves increases linearly with βe. Consequently,
the coupled waves are parametrically unstable down to
βe = 0.

Under the Cherenkov resonance condition ω = ku,
Eq. (17) gives the dispersion relation

(20)

where β = u/c and γ–2 = 1 – β2.

We introduce the dimensionless wave vector χ,
which is related to k by k = (ωL/u)χ, in order to repre-
sent the solutions to Eq. (20) in the form

(21)

where

(22)

∆ = ω0/ωp , and a2 = . The character of the solu-
tions to Eq. (20) (and, accordingly, the nature of the
induced fields and electron plasma velocities) is largely
governed by the sign of the expression under the square
root in formula (21). We denote the regions where this
expression is positive and negative by I and III, respec-
tively. The boundary between these regions (at which
this expression vanishes) is denoted by II. We equate
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the expression at hand to zero to obtain the following
expression for ∆ at boundary II:

(23)

where the index µ indicates a plus or minus sign and

(24)

With µ = + and µ = –, expressions (23) are valid for
a > 1 and 1 < a < a0(γ), respectively, where

(25)

Formulas (23)–(25) were obtained under the assump-
tion γ > γ1 ≈ 1.45, where γ1 is the real positive root of the
equation 2γ2(γ2 – 2) = γ – 1, satisfying the condition γ > 1.
For a small-amplitude pump wave (a – 1 ! 1), the func-

tion  coincides with  and the function 

coincides with . The expressions for these func-

tions, which will be denoted by , can be obtained
from formulas (23) and (24):

(26)

Additionally, for a = a0(γ), the function  coincides

with . For this function, which will be denoted by
∆0(γ), formulas (23) and (24) give

(27)

As a result, from the above expressions, we can see that

boundary II is composed of the four curves  and

, which envelop a closed region (the curves 

and  close upon themselves at infinity). We denote

the curves , , , and  by a', b', c', and d ',
respectively. In the case of relativistic bunches, two of
the curves, c' and b', lie in the very narrow region
1 < a < a0(γ) ≈ 1 + 1/16γ2. The pump wave amplitude
is maximum at a = a0(γ) and ∆ = ∆0(γ):

(28)

where Ep = mcωp/e. For relativistic bunches, we have
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Figure 1 shows regions I and III and boundary II
between them for γ = 10 and 100. The curves close upon
themselves at infinity (i.e., for E0  ∞). Figure 1
also shows a part of the dependence of ∆ on E0 at
boundary II (curves a', b', c', and d ') for γ = 100 and
for a small-amplitude pump wave such that 0 ≤ E0 ≤
E0max ≈ Ep/2. For electromagnetic pump waves with
intensities IL ≤ 1016 W/cm2, parameter a is on the order
of unity at a pump frequency of about ω0 ≈ 3 × 1015 s–1.
Consequently, Fig. 1 and formulas (23)–(27) imply
that, in order for the solutions to Eq. (20) in the param-
eter range ω0 ≈ 1015 s–1 and n0 < 1017 cm–3 (ωp < 1013 s–1)
to lie at boundary II, the electron bunch should be
ultrarelativistic (γ ~ a∆ > 100). In what follows, we
restrict ourselves to treating the problem in the param-
eter range corresponding to boundary II and to studying
the induced fields for the relevant parameter values.
The induced fields in region I were investigated in
detail in [19]. As for the solutions in region III, expres-
sion (21) shows that the amplitude of the induced elec-
tric fields decreases exponentially when away from the
bunch, so that these solutions are totally uninteresting
for the generation of high accelerating or focusing elec-
tric fields in plasmas.

Now, we evaluate the Green’s function for the
parameters corresponding to boundary II. In the general
case, expressions (21) describe coupled longitudinal
and transverse waves with the wavenumbers k+ =
(ωL/u)χ+ and k– = (ωL/u)χ– (or the frequencies ω+ =
ωLχ+ and ω– = ωLχ–). At boundary II, the expression
under the square root in formula (21) vanishes and the
equality k+ = k– (or ω+ = ω–) holds. Consequently, at the
boundary, the wave excitation is resonant in character.
Taking into account the fact that the roots of Eq. (20)
are multiple and lie in the upper half-plane of the com-
plex variable k, we integrate expressions (12) and (13)
over k to obtain

(29)
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where
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(32)

(33)

kp = ωp/u, θ(s) is the Heaviside step function, and the
function Fµ is defined by formula (24). In expressions
(29)–(33) with µ = + and µ = –, the parameter values of

our problem lie on the curves  and , respec-
tively. For a = 1 (i.e., in the absence of a pump wave),
the function G⊥  vanishes and the function Gz is given by
the expression that coincides with the corresponding
formulas presented in [24, 25].

3. WAKE FIELDS IN THE CASE 
OF A GAUSSIAN BUNCH

Here, we investigate the fields induced by a Gauss-
ian electron bunch. We assume that the electron density
in the bunch is described by the expression

(34)

where Nb is the mean bunch density such that Nb ! n0.
We substitute formulas (29) and (30) and expression
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Fig. 1. The curves ∆ = ∆(E0) (boundary II), on which the
expression under the square root in formula (21) equals
zero, for γ = 10 and 100. Regions I and III lie outside and
inside the curves, respectively.
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sions for the fields induced by a moving bunch:

(35)

(36)

where ζ = kpξ, λ = kpd, Φ(x) = 1 – erf(x), erf(x) is the
probability integral, and

(37)

(38)

(39)

Note that the functions Φr(x, y) and Φi(x, y) can be
expressed in terms of the probability integral erf(x + iy)
of the complex argument.

From expressions (35) and (39), we can see that, at
large distances ahead of the bunch (ξ > σµkpd2/2), the
longitudinal electric field is exponentially weak,

(40)
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and the transverse electric fields are unmodulated (i.e.,
are essentially independent of ξ),

(41)

Ahead of the bunch, the transverse electric fields are
generated because the phase velocity vϕ = ω0/k0 > c of
the pump wave is higher than the bunch velocity for
arbitrary values of the plasma and wave parameters.
Consequently, part of the perturbations driven by the
pump wave and bunch in the plasma can propagate at a
phase velocity higher than the bunch velocity and can
thereby overtake the bunch. In addition, expressions
(18), (19), and (41) yield the relationships Ei(ξ) @

Er(ξ) ≈ 0,  . –Ei(ξ)sinψ, and  . Ei(ξ)cosψ.

As follows from expressions (18), (19), and (36), the
transverse electric fields are modulated and circularly
polarized. However, although the polarization vector of
the transverse wave spans an entire circle, the circle’s
radius depends on the distance ξ from the bunch. In
fact, from expressions (18) and (19), we have

(42)

In the general case, the electric field amplitude Emax is
a function of ξ. Modulated transverse plasma waves are
generated in the interaction between a pump wave and
induced waves with frequency ωLσµa and wavenumber
(ωL/u)σµa. This interaction gives rise to oscillations
with the combination frequencies ω0 – ωLσµa, ω0 +
ωLσµa and combination wavenumbers k0 – (ωL/u)σµa,
and k0 + (ωL/u)σµa; the modulated wave results from
the interference between these oscillations.

At large distances behind the bunch (ξ < 0, |ξ| >
σµkpd2/2), expressions (35) and (36) take the form

(43)

(44)

In the above formulas, the terms that are proportional to
ξ (or ζ) describe waves whose amplitude increases with
distance from the bunch and whose wavelength is equal

to λp = /σµ, where  = 2πu/ωp is the wavelength
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in the absence of a pump wave. Figure 2 shows the
wavelength computed as a function of the pump wave
amplitude for γ = 10 and 100. The parameters adopted
for numerical calculations correspond to two boundary
curves, a' and d'. One can see that the wavelength is
maximum at E0 ≈ 2–1/4γEp. In accordance with expres-
sion (31), the wavelength of the induced waves for the
parameters corresponding to two other curves, b' and c',

increases monotonically from  to  as the
pump wave amplitude increases from zero to E0max [see
expression (28)]. Consequently, the pump wave can
markedly change the wavelength of the excited waves;
this effect is more pronounced for small values of γ
(Fig. 2). Note that, in region I, the wavelength λp

increases monotonically with the pump wave intensity
[19].

Let us analyze the above formulas for the following,
practically important parameter range: n0 ≤ 1017 cm–3

(ωp ≤ 2 × 1013 s–1), IL ~ 1016 W/cm2, ω0 ≈ 1015 s–1, and
γ @ 1.

The coefficients in expressions (35) and (36) are
comparatively easy to analyze in the two limiting cases

∆ =  (the parts of curves c' and b' in region II) and

∆ =  (the parts of curves d' and a' in region II).
Thus, in the first case, formulas (31)–(33), (37), and
(38) at a ≈ a0(γ) give

(45)

(46)

For ∆ =  and  @ 1, instead of formu-
las (45) and (46), we obtain

(47)

(48)

A comparison of formulas (45) and (46) with formulas
(47) and (48) shows that the coefficients that describe

the induced fields are much larger at ∆ =  (the
parameters of the problem correspond to curve a' or
curve d '). In what follows, we restrict ourselves to con-
sidering curves a' and d '.
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Ahead of the bunch, the transverse electric field at
a > 1 + 1/4γ2 is equal in order of magnitude to |%+ | ≈
Ep(Nb/n0)λ(1 – 1/a4)–1/4γ3/2/2. Behind the bunch, the
amplitude of the longitudinal electric field increases
with the bunch width (the quantity d) and reaches its

maximum at λmax = kpdmax . /σ+ . At sufficiently
large distances from the bunch (|ξ| > σµkpd2/2) and for
a longitudinal field close to its maximum value, formu-
las (47) give L+ @ ^+. Consequently, the longitudinal
electric field behind the bunch is largely determined by
the second term in expression (43). At large distances
behind the bunch, the amplitude of the transverse elec-
tric field is also maximum at λ ≈ λmax; near this maxi-
mum, the transverse field is mainly determined by the
second and third terms in the square brackets in expres-
sion (44). In addition, expressions (43), (44), (47), and
(48) show that the induced field increases with the
pump wave intensity. Consequently, for fixed but suffi-
ciently large values of ζ, the induced field is maximum
for sufficiently narrow bunches (λ ! 1).

Now, we consider the dependence of the induced
fields on the bunch energy (or equivalently on the rela-
tivistic factor γ). According to expressions (43) and
(44), the amplitude of the longitudinal wave depends
weakly on the bunch energy, while the amplitude of the
transverse wave increases with γ approximately as γ3/2

[see expression (44)] and is much larger than the longi-
tudinal field amplitude. Consequently, for γ @ 1, the
induced wave is nearly transverse.

The characteristic features mentioned above are
clearly seen from Figs. 3–5, which display the induced
field amplitudes calculated from formulas (31)–(33)
and (35)–(39) for the parameter values corresponding
to curve d '. Note that, in Fig. 4, the dependence of the

2

λp, µm

103

γ = 10

a'

d'

102

101

100 101 102 103

γ = 100
a'

d'

E0, 108 V/cm
10–1

Fig. 2. Dependence of the wavelength λp of the induced

waves on the pump field amplitude E0 for n0 = 1017 cm–3

and γ = 10 and 100. The results obtained for curves a' and d '
are shown by solid and dashed lines, respectively.
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longitudinal field on the distance from the bunch was
calculated for different intensities of the pump wave
under the condition E0 < 2–1/4γEp. From this figure, we
can see that the wavelength of the excited waves
decreases with increasing E0.

It should be noted that the amplitude of the trans-
verse wake field increases with distance from the bunch
only when the frequency and amplitude of the pump
wave, the plasma density, and the bunch energy (the rel-
ativistic factor γ) all satisfy relationships (23), which
determine boundary II. Although these parameters of
the problem are independent of each other, the situation
in which they exactly correspond to boundary II is very
difficult to realize in practice. Assuming that E0, ω0, and
n0 are fixed, we briefly discuss the question about the
width ∆γ of “region” II; i.e., we determine he maximum
possible deviation of the relativistic factor from bound-
ary II for which the amplitude of the wake waves still
increases. We consider two bunch energies, γ and γ0
(|γ – γ0 | ! γ0), assuming that the quantity γ lies in
region I and that the quantity γ0, together with E0, ω0,
and n0, satisfies relationships (23), or, in other words,
the values of these four parameters exactly correspond
to boundary II. In [19], it was shown that γ values lying
in region I imply the excitation of two wake waves
whose amplitudes and wavenumbers χ± are indepen-
dent of the ξ coordinate [see expression (21)]. More-
over, we have χ+  χ –  aσ± as γ  γ0, in which
case the corresponding formulas derived in [19] yield
expressions (29) and (30) for the Green’s function.
Consequently, the effect of the increase in the ampli-
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Fig. 3. Dependence of the amplitude of the induced longitu-
dinal electric field on ξ at boundary II for n n0 = 1017 cm–3,

nb = 1014 cm–3, ω0 = 1.82 × 1015 s–1, E0 = 3.04 × 109 V/cm,

γ = 100, and  = 16.8 µm. The dotted, solid, and dashed

curves were calculated for kpd = 0.7, kpd = kpdmax = 0.432,
and kpd = 0.1, respectively.
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tude of the excited wake waves will also take place for
region I under the conditions

(49)

where l is the distance from the bunch, L is the longitu-
dinal plasma dimension, and ∆χ = (χ+ – χ –)/2 ! χ± .
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1.228), the dashed curve corresponds to E0 = 5 × 108 V/cm
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to E0 = 109 V/cm (∆ = 101.35, kpdmax . 0.687). The
remaining parameter values are the same as in Fig. 3.

Fig. 5. Dependence of the amplitudes of the induced trans-
verse electric field components Er (dashed curve) and Ei

(dotted curve) and the amplitude Emax =  (solid

curve) on ξ at boundary II for kpd = kpdmax = 0.432. The
remaining parameter values are the same as in Fig. 3.
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The second of the inequalities (49) implies that the
wake wave amplitude will increase up to the plasma
boundary. At kpL = a/∆χ, conditions (49) yield the fol-
lowing estimate for the maximum relative width of
region II:

(50)

Note that expression (50) is valid in the range γ0βe > 1.
For the above parameter values and for kpL ~ 10–103

(L ~ 1–102 cm), the relative width of region II is esti-
mated as S < 0.1%.

4. CONCLUSION

We have investigated the excitation of linear wake
waves by a one-dimensional electron bunch propagat-
ing in a plasma in the presence of an intense electro-
magnetic pump wave with circular polarization. We
have obtained and analyzed expressions describing the
induced electromagnetic fields. It has been shown that
there exist three ranges of the parameter values of the
plasma, bunch, and pump wave in which the equations
derived have qualitatively different solutions. In the
most interesting case of resonant excitation (the parame-
ter values correspond to curves a' and d ' of boundary II),
the amplitude of the transverse waves increases with
increasing electron bunch energy and pump wave inten-
sity. The amplitude of the longitudinal electric field
depends weakly on the relativistic factor γ of the bunch
electrons and increases with the pump wave intensity.
The excitation of wake waves is most efficient in the

case of narrow bunches such that d ≈ dmax ≈ λp/ .
For a sufficiently intense pump wave, the wavelength λp

increases significantly as the bunch energy decreases.
In conclusion, note that, although much attention

has been devoted to one-dimensional wake fields (see,
e.g., [1–18] and the literature cited therein), a more
realistic three-dimensional case is of greater impor-
tance from the standpoint of practical applications. It
can be expected that the characteristic features of the
wake fields that have been revealed in this paper will
also persist in the three-dimensional case, in which,
however, new features may arise, stemming from the
dependence on the radial coordinate.
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Abstract—The properties of a nonlinear plasma wake wave excited by an axially symmetric relativistic elec-
tron bunch are studied. It is shown that the nonlinear dependence of the wake wavelength on the transverse coor-
dinate leads to distortion of the phase front of the wake wave and to steepening and oscillations of the transverse
profile of the wakefield. The magnetic field of the wake wave is nonzero and oscillates at a frequency higher
than the plasma electron frequency. Because of nonlinearity, the amplitude of the excited wake wave changes
with distance from the bunch. The increase in nonlinearity leads to the development of turbulence and chaoti-
zation of the wakefield and results in the switching-on of the thermal effects and plasma heating. © 2001 MAIK
“Nauka/Interperiodica”.
1 1. INTRODUCTION

The problem of the excitation of strong electric
fields (up to tens of GV/m) in plasma by means of
charge separation continues to attract attention in con-
nection with the opportunity of accelerating and focus-
ing charged bunches in these fields. For the acceleration
of charged particles up to ultrarelativistic energies, it is
natural to use plasma waves propagating at nearly the
speed of light. One could excite these waves by laser
radiation or relativistic charged bunches. The amplitude
of waves excited in a cold plasma is limited by the rel-
ativistic wave-breaking field Erel = [2(γ – 1)]1/2EWB/β
[1], where γ = (1 – β2)–1/2 is the relativistic factor, β =
vph/c is the dimensionless phase velocity of the wave,

EWB = meωpevph/e (EWB [V/cm] ≈  [cm–3]) is the
conventional nonrelativistic wave-breaking field, ωpe =
(4πn0e2/me)1/2 is the electron plasma frequency, n0 is the
equilibrium density of plasma electrons, and me and e
are the mass and absolute value of the electron charge.
At present, plasma-based accelerator concepts are
actively being developed both theoretically and experi-
mentally (see review [2] and references therein).

The scheme in which charged particles are acceler-
ated in the wake field of a relativistic bunch or a series
of bunches is called the plasma wakefield accelerator
(PWFA). When the electron density in the bunch nb is
much less than the equilibrium density of plasma elec-
trons n0, the excited wakefield is described by linear
equations that admit analytical solutions [3–5]. The
amplitude of linear fields is proportional to (nb/n0)EWB,
where nb/n0 ! 1. The longitudinal accelerating field in
the wake is maximum in the one-dimensional regime,

1 This article was submitted by the authors in English.

n0
1 2/
1063-780X/01/2710- $21.00 © 0860
when the radius of the bunch is much larger than the
plasma wavelength (kprb @ 1, where rb is the radius of
the bunch and kp = ωpe/v ph is the wavenumber of the
plasma wave) and decreases with decreasing bunch
radius. For narrow bunches (kprb ! 1), the amplitude of
the accelerating field is reduced by a small factor
(kprb)2. The transverse components of the field are neg-
ligibly small in the case of wide bunches (kprb @ 1) and
are appreciable for bunches with kprb < 1.

To obtain high gradients of the focusing field, one
should use narrow bunches. To compensate for the
charge of a bunch, the density of plasma electrons var-
ies by an amount of δne ~ nb. On the other hand, since
the velocity of plasma electrons in the linear regime is
much less than the speed of light (v e ! c), the current
je = –eδnev e ~ enbv e induced in the plasma fails to com-
pensate for the current of the relativistic bunch jb ≈
−enbc. Thus, the electric current and, hence, the mag-
netic field of the bunch are not compensated and,
because of the rough compensation of charges, self-
focusing of the bunch may take place (like the attrac-
tion of parallel current-carrying conductors). In the lin-
ear case, the magnetic field in the wake is absent due to
the smallness of ve and the excited wave is potential.

It is worth noting that, besides the periodical com-
ponent, the field excited inside the bunch also has an
aperiodic component [5, 6] due to the Coulomb field of
the bunch. The aperiodic components of the accelerat-
ing and focusing forces, as well as the components of
the plasma electron momentum, decrease with γ; for
γ @ 1, they are negligible (except for the head of the
bunch, where the Coulomb and periodic fields are com-
parable to each other [5, 6]). However, the aforesaid is
not true for the radial electric field and the magnetic
2001 MAIK “Nauka/Interperiodica”
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field, and one should keep this in mind when choosing
the boundary conditions for numerical simulations.

If the density of the bunch is comparable to or is
higher than the equilibrium plasma density, then, in
general, one should take into account nonlinear effects.
The one-dimensional nonlinear wake waves excited by
wide relativistic bunches (kprb @ 1) have been studied
in sufficient detail [7–10] (including the cases of a train
of bunches [9] and inhomogeneous and positively
charged bunches [10]). These studies show that the
electron bunches with nb ~ n0/2 [7, 8] and positively
charged bunches with nb ~ γ [10] can excite relativisti-
cally strong longitudinal waves with field amplitudes
up to the relativistic wave-breaking field Erel . In reality,
the transverse size of the bunch is usually comparable
to or less than its longitudinal size. The allowance for
the finite transverse size of the bunch and, accordingly,
the transverse motion of the plasma electrons highly
complicates the treatment of the problem in the nonlin-
ear regime. In the general case, an analytical study of
this regime seems impossible and the use of numerical
methods is usually required. The properties of nonlin-
ear two-dimensional (cylindrically symmetric) wake
fields in the PWFA scheme were investigated in a num-
ber of works [11–13]. Mid-nonlinear two-dimensional
wake fields (with an amplitude of the longitudinal elec-
tric field up to 0.6EWB) excited by a Gaussian electron
bunch with characteristic longitudinal and transverse
dimensions equal to 1.3/kp and densities of 0.2n0, 0.4n0,
and 0.6n0 were numerically calculated in [12]. The
authors showed that nonlinearity results in the radial
steepening of the excited fields.

Our aim here is to examine in the general case the
influence of nonlinearity on two-dimensional wake-
fields excited by relativistic bunches and to discuss the
cause of the radial steepening of the field [12]. The
bunches are assumed to be rigid; i.e., γ is assumed to be
large enough. As was shown earlier, the typical time
scales of the transverse and longitudinal dynamics of
the bunch electrons are γ1/2/ωp and γ/ωp, respectively
[14]. Thus, if the time intervals are less than γ1/2/ωp (or
the bunch traverses a distance less than γ1/2/kp in the
plasma), then one can assume the bunch to be rigid. For
example, in a comparatively recent proposal on the
PWFA experiment [15], it was suggested to use an elec-
tron bunch with an energy of 30 GeV, i.e., γ ≈ 6 × 104,
which is fairly large.

This paper is organized as follows. In Section 2, we
present the basic equations. In Section 3, the excitation
of nonlinear two-dimensional waves by a wide bunch is
considered. The results of numerically calculating the
basic equations and their discussion are given in Sec-
tion 4. In the Conclusion, the main results are summa-
rized. The details of the numerical code used are
described in the Appendix.
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2. BASIC EQUATIONS

We will consider nonlinear steady-state fields
excited in a homogeneous plasma by a rigid electron
bunch. We suppose that Te/mec2 ! 1 and mi @ me ,
where Te is the plasma electron temperature and mi is
the plasma ion mass. Under these conditions (which are
typical of laboratory experiments), the plasma can be
considered cold and the ions can be assumed to be
immobile [16]. Let the bunch travel along the z direc-
tion with the velocity v 0, which is close to the speed of
light, and the charge distribution in the bunch not
depend on the azimuthal angle θ. Then, in the labora-
tory frame, the density of the bunch electrons is nb =
nb(r, Z – v 0t) and the current density is jb = –ezenbv0.
The excited steady-state fields are also independent of
the azimuthal angle. Below, for convenience, we will
use dimensionless variables. The space variables are
normalized to λp/2π = 1/kp (i.e., to the linear plasma
wavelength λp, which corresponds the variation of the
dimensionless coordinate by 2π); the momenta and
velocities are normalized to mec and the speed of light,
respectively; the density is normalized to the equilib-
rium density of plasma electrons n0; and the electric
and magnetic fields are normalized to the nonrelativis-
tic wave-breaking field EWB.

The basic nonlinear equations of motion and Max-
well’s equations describing the plasma–relativistic
bunch system are given in a series of works (see, e.g.,
[14]). For nonzero components of the plasma electron
momentum and electromagnetic field, we have the fol-
lowing set of equations:

(1)

(2)

(3)

(4)

(5)

(6)

As usual, Eqs. (1) and (2) were derived taking into
account that the curl of the generalized momentum is
zero, β2H – ∇  × P = 0, or, in our case,

(7)

β
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∂z
-------- βzNe βα+ + + 0,=

β
∂Hθ

∂z
----------

∂Er

∂z
--------–

∂Ez

∂r
--------+ 0,=

Ne 1 α– ∇ ⊥ Er–
∂Ez

∂z
--------.–=

β2
Hθ

∂Pz

∂r
--------

∂Pr

∂z
--------–+ 0.=
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In Eqs. (1)–(6), γe = (1 +  + )1/2, βz, r = Pz, r/γe ,
and Ne = ne/n0 are the relativistic factor, dimensionless
velocity components, and dimensionless plasma elec-
tron density, respectively; β = v 0/c, z = kp(z – v 0t), α =
nb(z, r)/n0, ∇ ⊥  = ∂/∂r + 1/r. Note that, according to
Eq. (5), the field of forces acting on the bunch electrons
F(–eEz , –e(Er – βHθ), 0) is a potential field because
∇ × F = 0. This assertion, which is the subject of the
Panofsky–Wenzel theorem, is valid for arbitrary β both
in linear and nonlinear cases. In the ultrarelativistic
case (γ @ 1, β ≈ 1), for the transverse momentum Pr =
βrγe from Eqs. (3) and (5), we have

(8)

Since γe/Ne > 0, the sign of the transverse momentum is
opposite to that of the derivative ∂Ez/∂r. We will use
this inference in Section 4 when discussing the behav-
ior of nonlinear fields in the wake.

3. CASE OF A WIDE BUNCH (kprb @ 1)

Let us consider a wide bunch. In this case, the trans-
verse components of the excited field are small and the
longitudinal components near the axis are approxi-
mately equal to those predicted by one-dimensional
nonlinear theory. Here, we can apply the perturbation
method, taking the one-dimensional nonlinear mode as
a ground state. Therefore, for wide bunches we will
seek the solution to Eqs. (1)–(6) in the vicinity of the
bunch axis in the form

(9.1)

(9.2)

(9.3)

where P0 and E0 are the longitudinal momentum and the
electric field at the axis (r = 0). Furthermore, we will
suppose that Pz1, Ez1, Pr, Er, Hθ, α1 ! 1. Then, for P0 and
E0, from Eqs. (1)–(6) we have

(10.1)

(10.2)

where β0(z) = P0/(1 + )1/2 is the dimensionless lon-
gitudinal velocity of the plasma electrons. Equations
(10.1) and (10.2) describe the one-dimensional nonlin-
ear regime that has been studied fairly well (see, e.g.,
[7–10]).

Pz
2

Pr
2

Pr γe/Ne( )∂Ez/∂r.–≈

Pz P0 z( ) Pz1 z r,( ),+=

Ez E0 z( ) Ez1 z r,( ),+=

α nb/n0 α0 z( ) α1 z r,( ),–= =

Pz1 ! P0, Ez1 ! E0, α1 ! α0,

d
dz
----- βP0 1 P0

2
+( )

1/2
–[ ] β 2

E0– 0,=

β β0–( )
dE0

dz
--------- 1 α0–( )β0+ 0,=

P0
2

In the first approximation in small values, from
Eqs. (1)–(6) we obtain

(11.1)

(11.2)

(11.3)

(11.4)

(11.5)

In Eqs. (11.1)–(11.5), N0 = 1 – α0 – dE0 /dz = β/(β –

β0) and γ0 = P0 /β0 = (1 + )1/2 are the dimensionless
density and relativistic factor of the plasma electrons in
the one-dimensional case. Since the longitudinal com-
ponents of the field have extrema on the axis of the sys-
tem, while the transverse components are zero, it is evi-
dent that, in the vicinity of the axis, we can write

(12.1)

(12.2)

The quantities ρz, r , lz, r , δ, and hθ are actually the coef-
ficients of the Taylor expansions over the radius. Sub-
stituting expressions (12.1) and (12.2) into (11.1)–
(11.5) and performing some algebraic manipulations,
we obtain the equation for ρz:

(13)

With known ρz , we can calculate the remaining quanti-
ties using the following equations:

(14.1)

(14.2)
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(14.3)

For the gradient of the focusing field, from Eqs. (11.1),
(11.5) and (12) we have

(15)

Expression (13) is the equation of a nonlinear oscil-
lator with friction and a driving force proportional to δ.
In the linear case (β0 ! 1, dβ0/dz ~ E0 ! 1), we have har-
monic oscillations with the plasma frequency, as is pre-
dicted by the linear theory. As the amplitude increases,
the oscillations become more complicated and, in the
general case, it seems hardly possible to find an analyt-
ical solution to Eq. (13). However, we can see that, in
the nonlinear regime, both the period and the amplitude
of oscillations change. This is also confirmed by
numerically solving Eq. (13). In Fig. 1, we show the
results of the numerical solution of Eqs. (10.1), (10.2),
(13), and (15) for the longitudinal electric field E0, den-
sity N0, and focusing gradient fr/r [see expression (15)],
which are excited by a wide bunch with the length σz =
Λb/2 ≈ 4.7 and density α0 = nb(r = 0)/n0 = 0.2, where Λb

is the nonlinear plasma wavelength inside the bunch
(see [10]). The main qualitative differences of the 1D
nonlinear regime from the linear one are the wave
steepening and the increase in the wavelength (see [7–
10] for details). For example, in our case, the nonlinear
wavelength in the wake is Λp ≈ 6.65, while in the linear
regime, Λp ≡ λp = 2π ≈ 6.28. It is seen from Fig. 1 that,
although the amplitude of the excited transverse com-
ponents is small, their wavelength is close to that of the
one-dimensional nonlinear wave. Furthermore, the
amplitude of the focusing gradient periodically changes
with z. The numerical analysis shows that the modula-
tion depth of the focusing gradient increases and the
modulation period decreases as the amplitude of non-
linear longitudinal oscillations increases. This also
takes place for other field components. In Fig. 1, the
positions of the maximums (minimums) of the focusing
gradient do not coincide exactly with those of the
plasma electron density and the longitudinal electric
field. The reason for the latter effect (as well as for the
amplitude modulation) is that the maximums of the
focusing force fr at different r do not coincide, which,
in turn, is related to the nonlinear change in the wave-
length in the radial direction (see Section 4). It can be
seen in Fig. 2 that the amplitude modulation and the
change in the wavelength due to nonlinearity also occur
inside a long bunch. The second term and the factor by
the third term on the left-hand side of Eq. (13) are
“responsible” for the change in the amplitude and
wavelength, respectively.

hθ
1

β2
-----

dρr

dz
-------- 2ρz– 

  .=

f r

r
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βHθ Er–
r

---------------------≡
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4. NUMERICAL RESULTS

In this section, we will discuss the results of the
numerical solution of Eqs. (1)–(6), leaving the details
of the numerical code to the Appendix. The density of
the bunch was taken to have a Gaussian profile both in
the longitudinal and transverse directions:

(16)

where α0 = α(z0, 0) is the maximum value of the bunch
density. The parameters of the problem were taken to be
γ = 10 (β ≈ 0.995), σz = 2, and z0 = 3σz; α0 was varied
in the range 0.05–1; σr ranged from 0.1 to 10; and the
counting was started from the point z = 0. For small
amplitudes of the excited wake wave (at α0 ! 1), the
numerical solution agrees well (see Fig. 3) with the pre-
dictions of the linear theory [3–6]. It is seen in Fig. 3b
that, in the linear case, the magnetic field excited in the
plasma is localized in the region occupied by the bunch,
while in the wake, we have Hθ ≈ 0; i.e., the wake is a

α z r,( ) nb z r,( )/n0=
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2
–[ ] r
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Fig. 1. Nonlinear wake wave excited by a wide bunch for
the bunch length σz = 4.7, α0 = nb0/n0 = 0.2, δ = 0.2α0, and
γ = 10: (a) the longitudinal profiles of (1) the dimensionless
longitudinal electric field E0(z) and (2) normalized plasma
electron density at the bunch axis and (b) the longitudinal
profile of the gradient of the dimensionless focusing field.
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Fig. 2. Gradient of the dimensionless focusing field fr/r
inside a wide bunch for α0 = 0.3, δ = 0.05α0, and γ = 10.

Fig. 3. Linear wakefield excited by an electron bunch with
a Gaussian profile for α0 = 0.1, σz = 2, σr = 0.5, and γ = 10:
(a) the dimensionless longitudinal electric field Ez(z) at r =
(1) 0 (at the axis), (2) 1, and (3) 2; (b) the dimensionless azi-
muthal magnetic field at r = (1) 0.2, (2) 0.75, and (3) 2.
potential wave. We also note that the wave is sinusoidal;
the wavelength does not change with r (see Fig. 3); and,
hence, the equiphase surfaces are planes z = const.

Figure 4 shows the amplitude of the longitudinal
(accelerating) electric field in the wake at the axis (r = 0)
as a function of the transverse bunch size σr for differ-
ent densities α0 of the bunch. In the linear regime (see
the curve corresponding to the value α0 = 0.1), the
amplitude increases only slightly for transverse bunch
sizes higher than the linear plasma wavelength (we
recall that the linear plasma wavelength corresponds to
the change in the spatial coordinates by 2π) and
approaches the value of the amplitude in the one-
dimensional approximation. As the bunch density
increases, the amplitude “saturates” at somewhat
greater transverse bunch sizes, which is obviously due
to nonlinearity.

In the nonlinear regime, the behavior of two-dimen-
sional waves excited by the bunch changes qualita-
tively. In Fig. 5, we can see a nonlinear plasma wave
that is excited by a bunch with σz = 2, σr = 5, and α0 =
0.4. The main difference from the linear case is the
change in the shape and length of the wave with radius
r, as well as the change in the amplitude in the longitu-
dinal direction. For each fixed value of r, the profiles
and wavelengths of the longitudinal components Ez and
Pz are nearly the same as those in the one-dimensional
wave of the same amplitude. For example, at the
periphery of the bunch (at r * σr), where the amplitude
of the wave is small, the wave is almost sinusoidal and
its wavelength is equal to the linear plasma wavelength.
Moreover, the numerical analysis confirms the conclu-
sion made in the previous section: although the ampli-
tudes of the transverse components of the nonlinear
wake wave close to the axis are small, their period in the
longitudinal direction is nearly equal to the nonlinear
wavelength corresponding to the longitudinal compo-
nents for the same r (see Fig. 5c).

For a wide bunch (σr @ 1), the motion of the plasma
electrons behind the bunch at r & σr is mainly longitu-
dinal and the field near the axis conforms well to the
one-dimensional case. When σr < 1, the amplitudes of
transverse components of the field become comparable
to or larger than those of the longitudinal components.
For σr < 1 and α0 ~ 1, the excited electromagnetic field
is linear or weakly nonlinear. For example, for σr = 0.2
and α0 = 0.7, the amplitudes of the wakefield compo-
nents are about 0.1–0.15. However, the field becomes
anharmonic; this is related mainly to the transverse
components Er , Pr, and fr . In addition, the change in the
plasma electron density becomes strongly nonlinear,
δNe ~ α0. Almost all of the plasma electrons leave the
region r & σr , and radial oscillations (at fixed z) of the
transverse electron velocity arise. The latter precedes
the transverse multistream motion of the plasma elec-
trons and the transverse wave breaking [17]. However,
the wave breaking cannot be correctly described in the
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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cold hydrodynamic approach (see below). As |z|
increases, the radial density perturbations become large
(δNe @ 1), the radial density gradient increases, and the
wakefield becomes more and more irregular. A study of
the “blowout” regime (α0 > 1, σr & 1) reveals the devel-
opment of the strongly turbulent motion of plasma elec-
trons immediately behind the bunch, as was also noted
in [11].

As is seen in Fig. 6, the magnetic field in the nonlin-
ear wake wave is nonzero and oscillates at a frequency
higher than the plasma frequency, which agrees with
the predictions of the weakly nonlinear theory [18]. The
magnitude of the higher frequency oscillations of the
magnetic field along the z-axis increases in proportion
to the nonlinearity. Such behavior of the magnetic field
is a purely nonlinear effect. Indeed, in the linear case,
we have Hθ ≈ 0 in the wake wave; i.e., the contribution
of the momentum components oscillating at the plasma
frequency in Eq. (7) is compensated. The nonlinearity
of the wave implies the rise of higher harmonics in Pz

and Pr . According to Eq. (7), the magnetic field arises
due to these harmonics; this explains the appearance of
higher frequency oscillations in Fig. 6. On the other
hand, according to Eq. (7), the presence of a nonzero
magnetic field in the wake means that the motion of
the plasma electrons in the nonlinear wave is turbulent
(∇ × P ≠ 0). The degree of turbulence (the measure of
which is Hθ) increases in proportion to the nonlinearity.
The qualitative behavior of the magnetic field in the
radial direction is the same as that of the other trans-
verse components of the field [18].

It is easily seen that, due to the dependence of the
wavelength on r, the radial profile of the field becomes
more chaotic as distance from the bunch increases. In
fact, the plasma oscillations at different r start behind
the bunch with nearly the same phases but different
wavelengths. As |z | increases, the phase shift in the
transverse direction (for a fixed z) becomes more and
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Fig. 4. Amplitude of the longitudinal electric field at the
bunch axis vs. the transverse size of the bunch for σz = 2 and
γ = 10 at α0 = (1) 0.1, (2) 0.3, (3) 0.5, and (4) 0.7.
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
more pronounced. This leads to the curving of the
phase front and to the appearance of “oscillations” in
the transverse direction. In addition, the dependence of
the wavelength on r leads to a decrease in the acceler-

Ne

2.5

2.0

1.5

1.0

0.5

0

Ez

0.4

0

–0.4

fr

0.1

0

–0.1

–0.2

–0.3
–25 –20 –15 –10 –5 0

z

1

2

3

4

(b)

(c)

(‡)

1

2
3

3

2

1

Fig. 5. Two-dimensional nonlinear wake wave for the bunch
parameters α0 = 0.4, σz = 2, σr = 5, and γ = 10: the longitu-
dinal profiles of (a) the density of plasma electrons Ne at r =
(1) 0 (at the axis), (2) 4, and (3) 6 and (4) the density of the
bunch at the axis α(z, r = 0); (b) the longitudinal electric
field at r = (1) 0, (2) 4, and (3) 6; and (c) the focusing field
fr = βHθ – Er at r = (1) 2, (2) 4, and (3) 6.
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ating field amplitude in the wake because the contribu-
tions to the field from the parts of the bunch with differ-
ent r have different phases. On the other hand, the
amplitudes of the transverse components (Er , Pr, and fr)
increase with |z | (see Fig. 5). These effects also take
place in the wake wave excited by a short laser pulse in
a plasma channel in which the equilibrium plasma den-
sity increases (and the plasma wavelength decreases)
with r (see, e.g., review [2] and the results of experi-
ments on laser wakefield excitation [19]). From the
standpoint of the acceleration and focusing of charged
bunches in the wake wave, the curvature of the nonlin-
ear wave front is undesirable because the quality (the

Hθ
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Fig. 6. The normalized magnetic field in the nonlinear wake
wave for the parameters of Fig. 5 at r = (1) 2, (2) 4, and (3) 6.

–0.6

20 4 6 8 10
r

–0.4

–0.2

0

0.2

–0.8

1

2

Ez, fr

Fig. 7. Radial profiles of the electric field for the parameters
of Fig. 5 for z = –25: (1) the longitudinal electric field Ez(z =
–25, r) and (2) the focusing field fr(z = –25, r).
emittance and monochromaticity) of the driven bunch
worsens. The possibility of the formation of a curved
phase front due to nonlinearity was discussed qualita-
tively in [20]. One can define the spatial longitudinal
parameter characterizing the transverse phase chaotiza-
tion in the following manner. Let Λ0 be the nonlinear
wavelength at the axis. At the periphery of the bunch
(r * σr), where the field is weak (linear), the wave-
length is close to the linear plasma wavelength λp . We
can see that, if for some z1 the oscillation phases at the
axis and at the periphery were the same, then, for |z | ≈
|z1| + λpΛ0/2(Λ0 – λp), the phases will be opposite. We
introduce the value

(17)

as a characteristic longitudinal scale on which the non-
linear wave front becomes curved. As an example, we
show in Fig. 7 the behavior of the longitudinal electric
and focusing fields for |z | ≈ |z1| + ξ. Qualitatively, the
radial dependence of the field differs from that in the
linear case by the change in the field sign and the steep-
ening of the field profile along r due to the curved wave
phase front. The behavior of other variables is analo-
gous. For example, for Pr, this directly follows from
expression (8) and Fig. 7. The behavior of fields shown
in Fig. 7 was also numerically revealed in [12]. The
increase in the focusing force amplitude shown in
Fig. 5c is due to the radial steepening of the accelerat-
ing field (see Fig. 7). According to the Panofsky–Wen-
zel theorem, we have ∂Ez/∂r = ∂fr/∂z. Therefore, the
increase in the radial derivative ∂Ez/∂r leads to an
increase in ∂fr/∂z and, hence, an increase in the focus-
ing force. We also note the extension of the range of the
focusing force (fr < 0) in the nonlinear wake wave (see
Fig. 5c).

Because of the decrease in the typical transverse
scales in the wakefield (this also concerns the electron
density Ne), it is necessary to take into account the ther-
mal term, which is proportional to ∇ (NeTe/γe) [21]. Tak-
ing into consideration the finite plasma temperature is
also important for the description of the wave breaking
even at low temperatures [16]. Moreover, in this case, it
is necessary to use the kinetic approach [16]. Therefore,
the cold hydrodynamic approach used in this paper fails
to correctly describe the wake near the wave breaking.
Thus, the reduction of the characteristic spatial scales
in the wakefield eventually results in the “switching-
on” of the thermal effects and plasma heating. Such
nonlinear behavior of the plasma conforms to the gen-
eral scenario of the conversion of large-scale motions
into heat via the reduction of the typical spatial scales.

We also note that, due to the decrease in the typical
radial scales of the wakefield, they become comparable
to or less than the radial step of the numerical grid at
some distance |z∗ | from the bunch. Hence, for |z | > |z∗ |,
the numerical results become incorrect.

ξ
λ p

2 1 λ p/Λ0–( )
-------------------------------=
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5. CONCLUSION
The investigation of nonlinear effects in two-dimen-

sional wake waves has shown that, in the nonlinear
regime, the dependence of the wavelength on the trans-
verse coordinate leads to the curving of the wave phase
front and to steepening and “oscillations” of the field in
the radial direction. In addition, the wave in the longi-
tudinal direction becomes anharmonic and steepens
similarly to the case of a one-dimensional nonlinear
wake wave. We also note that, in the nonlinear wave,
the longitudinal range of the focusing force is extended.
It is shown that, in contrast to the linear case, the mag-
netic field in the nonlinear wake wave is different from
zero due to the development of turbulence.

Finally, we note that the discussed nonlinear proper-
ties of the wake waves also hold (at least qualitatively)
when the wake wave is excited by a high-intensity short
laser pulse [22]. It was also shown in [22] that the cur-
vature of the wave front of a two-dimensional nonlinear
wake wave can be compensated by the radial variations
of the equilibrium plasma density.
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APPENDIX

Numerical Solution of the Basic Equations

In the fluid code that was developed for the numeri-
cal solution of Eqs. (1)–(6), we use the following dis-
crete forms:

where yi, j = y(zi , rj) is the value of the function in the
nodes of the grid and hz and hr are the steps of the grid
in the longitudinal and transverse directions, respec-
tively. The system of nonlinear algebraic equations in
the discrete form was solved at each ith layer by the
Newton–Seidel iteration method. The calculations
started at the distance 3σz from the center of the bunch
in the forward direction; at this distance, the plasma
was assumed to be unperturbed. In the transverse direc-
tion, calculations were performed up to a certain value

∂y
∂z
-----

yi 1 j,+ yi j,–
hz

--------------------------,

∂y
∂r
-----

yi j 1+, yi j 1–,–
2hr

--------------------------------,

∇ ⊥ y
yi j 1+, yi j 1–,–

2hr

--------------------------------
yi j,

j 1–( )hr

---------------------,+
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rmax(σr) that was sufficient for the calculation results to
remain almost unchanged. At r = rmax, the plasma was
assumed to be unperturbed.

The numerical stability of the scheme used was pro-
vided by choosing a sufficiently small step in the longi-
tudinal direction: hr was in the range (0.5–1) × 10–1, and
hz was in the range (0.2–0.5) × 10–4.
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Abstract—A study is made of the parametric generation of cyclotron radiation by a modulated electron ensem-
ble that is stable against the generation of a monochromatic field—the classical effect characteristic of an inver-
sionless maser. A quasilinear theory of inversionless cyclotron instability is developed. It is shown that, during
quasilinear diffusion, the system of a modulated electron beam and an electromagnetic field relaxes to a certain
steady state. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the course of studies in quantum optics and laser
physics over the past decade, much attention has been
devoted to the effect of inversionless amplification, i.e.,
the amplification of electromagnetic radiation in the
absence of population inversions on the working
atomic transition [1]. This seemingly paradoxical phe-
nomenon has attracted much interest because it holds
great promise for generating and amplifying coherent
radiation in new frequency bands.

Recent attempts to use novel ideas of quantum
optics in classical microwave electronics and plasma
physics have stimulated increased interest in searching
for classical analogues of quantum systems in which
the inversionless amplification effect takes place. In
particular, the possibility of amplifying coherent radia-
tion by an inversionless ensemble of classical electrons
was investigated theoretically in [2–6]. Gaponov-
Grekhov and Tokman [4] were the first to propose a
cyclotron resonance–based inversionless maser, which
is a direct classical analogue of an inversionless laser
operating on the basis of the well-known quantum
Λ-scheme [1]. They showed that, in the parametric
interaction between two high-frequency waves in a
modulated electron ensemble under the conditions of
electron cyclotron resonance at two harmonics of the
cyclotron frequency, the two waves can be amplified
simultaneously in spite of the fact that the electron
ensemble is inversionless; i.e., it is stable against the
generation of each of the waves.

Note that, in classical electronics, the study of the
analogues of inversionless quantum systems in the
microwave frequency range is important for the follow-
ing reason. As the radiation frequency increases, the
spread in the resonant frequencies of the electrons,
which is caused by the spread in their momenta and is
governed by the Doppler effect and/or the relativistic
shift of their gyrofrequency, eventually exceeds the
reciprocal of the characteristic electron transit time
1063-780X/01/2710- $21.00 © 0868
through the interaction region (or through a distance
equal to the reciprocal of the spatial growth rate). In this
case, the energy exchange between the waves and elec-
trons inevitably evolves into the kinetic regime, which
is critical to the gradient of the electron distribution
function along a certain direction in momentum
space—the classical analogue of the population differ-
ence in quantum systems (see [7]). With certain restric-
tions on the properties of electron beams produced by
particular electron sources, the method of modulating
the electron distribution function with resulting inver-
sionless generation may be more promising in compar-
ison with the excitation of the standard kinetic instabil-
ity; at least, this method might be worthy of further
investigation. The fundamental problems of the inver-
sionless generation of cyclotron radiation in classical
systems were considered in [4, 5, 8].

The theory of the parametric generation of cyclotron
radiation was constructed in [4, 5] under certain simpli-
fying assumptions. However, this effect requires a more
detailed investigation. In particular, it is necessary to
refine Gaponov-Grekhov and Tokman’s quasilinear
theory of cyclotron instability [4]. One of the results
obtained in [4] implies that the saturation of the cyclo-
tron instability cannot be described in quasilinear the-
ory without allowance for the “ballistic relaxation” and
nonlinear processes. However, this result is not quite
correct because some nonlinear effects should be taken
into account in advance, i.e., in deriving the relation-
ships of quasilinear theory. In the present paper, we
carry out a more rigorous analysis of the quasilinear
relaxation in a system with inversionless generation of
cyclotron radiation.

Our paper is organized as follows. In Section 2, for
the benefit of readers, we briefly describe the results
obtained in the linear theory of the inversionless para-
metric generation of cyclotron radiation. In Section 3,
we construct a quasilinear theory of parametric cyclo-
2001 MAIK “Nauka/Interperiodica”
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tron instability in the model under consideration. The
results obtained are summarized in the Conclusion.

2. LINEAR THEORY OF THE PARAMETRIC 
CYCLOTRON INSTABILITY

Following [4], we consider the parametric cyclotron
interaction of two linearly polarized plane electromag-
netic waves with a modulated ensemble of relativistic
electrons. We assume that the waves propagate across a
constant magnetic field B = z0B and are described by
the vector potential

(1)

where z0 and y0 are the corresponding unit vectors of
the coordinate system (x, y, z). We also assume that the
waves interact resonantly with electrons with the
energy mc2γ0 at two high harmonics N1 and N2 of the
electron cyclotron frequency

(2)

where ωB = eB/mc, m is the rest mass of an electron, c is
the speed of light, and γ0 is the relativistic gamma-fac-
tor. An electron ensemble with an energy spread near
the resonance energy is described by the distribution
function f(w, θ, X, t), in which w = γ – γ0, θ is the phase
of the electron cyclotron gyration and X is the trans-
verse coordinate of the center of the Larmor circle. In
accordance with the scheme proposed in [4], we con-
sider an electron ensemble that has been modulated
beforehand.1 In other words, we assume that, at the ini-
tial time, the electron distribution function is modulated
in X and θ:

(3)

where L = N1 – N2 and κ = k1 – k2. We also assume that
the field frequencies are close to one another:

(4)

The analysis of [4] was based on the solution of the
kinetic equation

(5)

and the reduced equations for the excitation of high-fre-
quency waves,

(6)

1 The models with a preliminary modulation of an electron ensem-
ble were discussed in [4, 5]. Presumably, the problems with con-
tinuous pumping require a separate analysis and go beyond the
perturbation method used in this paper and in [4].

A y0 Re A j ik jx iωjt–( ),exp
j 1=

2

∑=

ωj N jωB/γ0,=

f in t 0=( ) f 0 ω( ) f L w( ) ϕ0 Lθ κX+ +( ),cos+=

L ! N j.

∂
∂t
----- ωH

∂
∂θ
------+ 

  f F
∂

∂w
------- f– 0=

α̇ j 2πe/mc( )I j.=
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Here,

(7)

(8)

where j = 1, 2; Gj = ( /γ0) (kjrH), rH = /ωB ,

 is the resonant value of the transverse electron

momentum in units of mc;  is the derivative of the
Bessel function with respect to its argument; αj =
eωjAj/(mc2); and the resonant harmonics Ij of the high-
frequency current are expressed in terms of the electron
distribution function (see [4]). Using the linear approx-
imation in the field and neglecting the ballistic relax-
ation of the low-frequency modulation of the distribu-
tion function,2 Gaponov-Grekhov and Tokman [4]
obtained the following set of reduced equations
describing the evolution of the amplitudes of the para-
metrically coupled waves:

(9)

Here,

(10)

2 This indicates that the analysis is restricted to time scales such

that Lt 〈∆w〉ωB/  ! 1, where 〈∆w〉  is the characteristic energy
spread of the modulated component of the initial distribution
function. On such time scales, the ballistic detuning of the tempo-
ral synchronism between the beatings of the high-frequency field
and the low-frequency modulation is unimportant (see [8] for
details).

ωH

ωB

γ0
------ 1 w

γ0
-----– 

  ,=

F F1 F2,+=

F j G j Re α j iN jθ ik j X iωjt–+( ),exp=

ρ⊥
0

JN j
' cρ⊥

0

ρ⊥
0

JN j
'

γ0
2

dα1

dt
--------- γl iδl+( )α1+ a γn iδn+( )α2,–=

dα2

dt
--------- ab γl iδl+( )α2+ γn* iδn*+( )α1.–=

γl

2π2
e

2
G1

2γ0

mω1
--------------------------

d f 0

dw
--------–

w 0=

,=

γn

π2
e

2
G1G2γ0

mω1
-----------------------------

d f L

dw
---------–

w 0=

e
iϕ0,=

δl

2πe
2
G1

2γ0

mω1
------------------------

P f 0/ wdd
w

---------------------- w,d∫–=

δn

πe
2
G1G2γ0

mω1
---------------------------

P f L/ wdd
w

---------------------- we
iϕ0,d∫–=

a
N1

N2
------,=

b
G2

2
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where the symbol P denotes the principal value of the
integral and γl is the standard linear damping rate of the
wave in the absence of parametric coupling. If the elec-
tron ensemble is inversionless (i.e., ∂f0/∂w (w = 0) < 0,
so that the electron ensemble is stable against the gen-
eration of each of the two waves), then the waves can be
amplified at the expense of parametric coupling. In this
case, one of the two exponentially increasing solutions
to Eqs. (9) is unstable. In the simplest case, in which the
coupling coefficients are close to one another (G1 ≈ G2)
or the frequency shifts δl and δn are both zero, the
amplification condition has the form

(11)

3. QUASILINEAR THEORY
OF THE INVERSIONLESS PARAMETRIC 

GENERATION OF CYCLOTRON RADIATION

Here, we apply the methods of quasilinear theory to
the plasma in order to investigate the energy processes
in the system under discussion. As was noted in the
Introduction, a similar problem was analyzed in [4].
However, below we will show that, in this analysis, no
account was taken of the effect associated with the
“partial” action of the components of the bichromatic
field on the evolution of the modulated component of
the electron distribution function. In quasilinear theory,
taking into account this action makes it possible to cor-
rectly determine the conditions under which the cyclo-
tron instability saturates. Let us analyze this point in
more detail.

As is usually done in deriving quasilinear theory
(see, e.g., [9]), we consider electromagnetic waves
whose discontinuous frequency spectra N1ωB/γ0 and
N2ωB/γ0 (with p = 1, 2, 3, …, ∞) are very close to the
frequencies N1ωp and N2ωp ,

(12)

and have random phases. In this case, the effective
“force” in the kinetic equation (5) is represented as

(13)

where αjp(t = 0) = , with φip as the random
phases.

An important aspect of the problem as formulated is
that it is necessary not only to trace the evolution of the
averaged distribution function but also to derive a sepa-
rate equation for the evolution of its low-frequency com-
ponent and to take into account the correlations between
the complex amplitudes α1p and α2p that originate in the
interaction with the modulated electron ensemble.

1
2
--- ∂ f L

∂w
---------

w 0=

∂ f 0

∂w
-------- 

 
w 0=

.–>

N j ωp

ωB

γ
------–  ! 

ωB

γ
------,

F Re G1α1 p iN1θ ik1 pX iω1 pt–+( )exp
p

∑=

+ G2α2 p iN2θ ik2 pX iω2 pt–+( ),exp

α jp
0

e
iφip
We consider the time scales on which the ballistic
relaxation of the modulated component of the distribu-
tion function does not manifest itself (see [4, 8]); in
other words, we are interested in quasilinear processes
that occur on shorter time scales.3 In this case, the
desired electron distribution function averaged over the
ensemble of random phases can be represented as4 

(14)

Under the above assumption that the ballistic relaxation
can be neglected, conditions (4) and (12) allow us to
use the same relationship between the frequencies and
wave vectors for all sets of resonant modes:

(15)

In this case, each pair of waves with amplitudes α1p and
α2p that are in resonance with the identical electrons is
described by Eqs. (9) of the linear theory. Condition (4)
makes it possible to simplify these equations by setting

(16)

Under the assumption that the quasilinear processes are
slower than the linear amplification or absorption, the
general solution to the resulting equations is a superposi-
tion of the linearly independent, exponential solutions:

(17)

Here, taking into account the time dependence of the
coefficients γl, n and δl, n, which is associated with the
time dependence of f0(w, t), fL(w, t), and ϕ(w, t), we have

(18)

where5 

3 Since the characteristic time scale of the ballistic relaxation is
governed only by the energy spread of the electrons and is inde-
pendent of the electron density, the conditions under which the
quasilinear diffusion processes dominate can always be achieved
by varying the electron density and, accordingly, the linear
growth rate of the cyclotron instability.

4 Note that, in the general case, when the coupling coefficients G1
and G2 are not assumed to be equal to one another (as was done
in [4]), it is necessary to take into account the change in the phase
of the modulated component of the distribution function.

5 In the expressions for  and , the sign of the square root
determines a particular exponentially increasing solution and

should be chosen so as to satisfy the condition that (t) and

(t) be smooth functions. This choice becomes important if the
expression under the square root changes sign during the evolu-
tion of the system.
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,exp=
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± µp

± τd

0

t

∫ 
 
 

,exp=

µp
±

Ap
±

µp
±
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±
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(19)

(20)
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Let us derive equations for the slowly varying com-
ponents f0(w, t) and fL(w, t) of the distribution function
and the phase ϕ(w, t). To do this, we as usual find the
second-order corrections (which are proportional to
~α2) in the kinetic equation (5) and then average this
equation over the ensemble of random phases φjp. Tak-
ing into account relationships (15) and (16), we obtain
the following equation for 〈 f 〉φ:

(21)

We use relationships (17) and (18) to express the aver-
aged quantities 〈α ip 〉φ in Eq. (21) in terms of the cor-

relation functions  and . Note that,

∂
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for t > 0, the amplitudes of the modes at the frequencies
ω1p and ω2p become correlated (the quantity 〈α 1p 〉φ
is nonzero) because the presence of the low-frequency
modulation of the electron distribution function causes
the modes to interact parametrically. In the above for-

mulas, we can neglect the quantity .6 We
also convert from summation over the discontinuous
spectrum to integration over the frequency by introduc-
ing the spectral intensity of the bichromatic modes:

(22)

As a result, we arrive at the following equations for the
slow varying components of the distribution function
and the phase:

(23)

6 The quantity  can be neglected because, in accor-

dance with relationships (18) and (19), it decreases at the linear

rate Re(  + ) = –2γpl , when ∂f0/∂w < 0 (i.e., when the elec-

tron ensemble is inversionless).
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where

(24)

The equations for the spectral intensities  follow
from linear theory:

(25)

where the quantities  and  are described by
expressions (19).

Equations (23)–(25) constitute the basic set of equa-
tions in quasilinear theory. They describe the evolution
of the modulated electron distribution function under
the action of the bichromatic modes, which are driven
by parametric instability and are in cyclotron resonance
with the electrons.

Equations (23)–(25) possess the law of conservation
of the number of particles,

(26)

and the energy conservation law,

(27)

where Ie = (m2c2/e2) (1 + )/(4π) + (1 +

)/(4π))dω is the electromagnetic field energy.

In accordance with Eqs. (23)–(25), the evolution of
the distribution function inevitably results in the satura-
tion of the cyclotron instability and the establishment of
a steady state described by the above expressions for
the spectral intensity of the high-frequency field and for
all components of the distribution function, namely, the
“constant” component f0 and the amplitude fL and phase
ϕ of the component modulated at the beat frequency of
the high-frequency field.

We assume that the frequency band in which cyclo-
tron radiation can be generated is fixed by external elec-
trodynamic conditions and that only one particular
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aω
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mode is generated in this frequency band. (To satisfy
these assumptions, it is sufficient to require that the
averaged component of the distribution function be
inversionless and the derivative of the amplitude of the
modulated component with respect to energy be of con-
stant sign within the corresponding range of resonance
energies at the initial time.) Under these assumptions,
we can equate the right-hand sides of the first two equa-
tions in set (23) to zero in order to show that, in the final
steady state, the following two conditions should hold
simultaneously:

(28)

(29)

where the superscript st refers to the steady-state values
of the functions. Taking into account expressions (24),
(19), (20), and (28), we can reduce the second condition
to the following integral condition on the energy-

dependent phase ϕst(w) and function (w):

(30)

Here, the domains of integration “in” and “out” denote
the energy intervals inside and outside the generation

region, respectively; , , and ϕ0 are the compo-
nents of the distribution function at the initial time; and
ϕst(ω) = ϕst(w) . Conditions (28) and (29) are

sufficient conditions for the right-hand sides of the
equations describing the evolution of ϕ(t) and |aω|2(t)
to vanish.

The quasilinear diffusion equations (23)–(25) can
be substantially simplified under the assumption

(31)

which implies that the initial phase of the modulated
component of the distribution function remains
unchanged with time, ϕ(w) = ϕ0. In this case, the diffu-
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sion coefficients and the rates at which the modes grow
exponentially are described by the expressions

(32)

At the decreasing (inversionless) part of the distribution
function f0(w), the mode corresponding to the plus sign
is amplified, while the mode corresponding to the
minus sign is damped, provided that the distribution
function satisfies the condition (1/2)∂fL/∂w > –∂f0/∂w.
Under the condition –(1/2)∂fL/∂w > –∂f0/∂w, the mode
corresponding to the minus sign is amplified and the
mode corresponding to the plus sign is damped. The
two modes can be amplified simultaneously only at the
inverse part of the distribution function, ∂f0/∂w > 0. If
we again assume that only one of the modes can be
amplified over the entire energy interval in which the
energy can be exchanged between the electrons and the
field, then we arrive at the quasilinear diffusion equa-
tions

(33)

where aω is the amplitude of the amplified mode. Note
that Gaponov-Grekhov and Tokman [4] considered pre-
cisely this particular case; however, the equation that
they derived for fL does not contain the term that is pro-

portional to  and describes the evolution of the

modulated component of the distribution function
under the independent action of each component of the
bichromatic field.

In this particular case, in which condition (31) holds,
the relationship (28) between the components of the dis-
tribution function in a steady state becomes evident,
especially if one takes into account the amplification
condition (11). The steady state with relationship (28)
corresponds to the threshold for the parametric instabil-
ity under consideration.

Equations (33) imply that the function f0(w) –

fL(w)  is constant in time. Together with con-

dition (28), this circumstance makes it possible to relate
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the steady-state distribution function to the initial distri-
bution function:

(34)

From Eqs. (34), we can see that, during the inversionless
amplification of one of the bichromatic modes, the elec-
tron distribution function does not relax to the “stan-
dard” plateau shape; instead, its averaged component
relaxes to a state with a negative derivative with respect
to energy. Notably, the energy conservation law (27)
implies that, during inversionless parametric genera-
tion, the high-frequency field acquires its energy from
the electrons that are described by the constant compo-
nent f0(w) of the distribution function, as is the case dur-
ing the conventional maser instability. Moreover, a par-
ticularly important point here is that, in the energy
interval in which the initial inversionless distribution
function is unstable, a decrease in the energy of the
electron ensemble during inversionless parametric gen-
eration is accompanied by the formation of a distribu-
tion function with a steeper slope along the energy axis
in comparison to the slope of the initial distribution
function. This effect corresponds to the depletion of the
population of the upper state associated with the work-
ing atomic transition.

We assume that the width ∆ of the generation region
around w = 0 is small in comparison with the character-
istic scale on which the functions f0(w) and fL(w) vary,
so that they can be regarded as the linear functions of
energy. Under this assumption, the energy conservation
law (27), the conservation law (26) for the number of
particles, and Eqs. (34) allow us to easily obtain an
expression for the energy acquired by the field:

(35)

where the coefficient is equal to K =
m2c2ω∆3/(24π2e2G2γ0) and Reµ is the instability
growth rate at the initial time.7 Expression (35) is obvi-
ously analogous to the expression

(36)

which determines the energy acquired by the field dur-
ing the conventional maser instability, when the distri-
bution function that must be inverted relaxes to a pla-
teau shape.

7 Here and below, the derivatives of the functions  and  with

respect to energy are taken at the point w = 0.
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Hence, in the regime of quasilinear relaxation dur-
ing inversionless generation, the energy exchange
between the electrons and the wave field may be as effi-
cient as that during the conventional maser instability.

4. CONCLUSION
The main results of our study can be summarized as

follows.
We have constructed a quasilinear theory of inver-

sionless parametric cyclotron instability. We have
established that, if such saturating effects as ballistic
relaxation and nonlinear frequency locking and shift
are neglected, then, during the quasilinear diffusion, the
system of a modulated electron ensemble and an elec-
tromagnetic field relaxes to a certain steady state. We
have derived the equations describing this relaxation
process under fairly general assumptions. The equa-
tions obtained have been investigated most completely
for the particular case in which the coefficients G1 and
G2 are close to one another. Note that this case is of spe-
cial interest. As was shown in [4, 5], the inversionless
generation that is governed by the mechanism analyzed
above can be realized in a different scheme of genera-
tion (specifically, in the inversionless version of a maser
based on the cyclotron autoresonance interaction) and
also under the Cherenkov resonance conditions. In such
systems, the coefficients G1 and G2 are automatically
equal to each other.

Of course, in addition to the regime of quasilinear
relaxation, it is also of interest to investigate nonlinear
energy exchange processes with allowance for such
effects as the trapping of particles by the strong field of
a finite-amplitude bichromatic wave and nonlinear fre-
quency shift.
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Abstract—The time evolution of the electric field in the leader channel and other characteristics of the leader
plasma in long air gaps are simulated. Calculations are performed in the one-dimensional time-dependent
model with allowance for the time-varying energy deposition in the channel, the channel expansion, and the
nonequilibrium ionization kinetics in the leader plasma. The calculations show that, at a gas temperature of
4500–6000 K, associative ionization becomes a dominant ionization mechanism in the leader channel; as a
result, the electric field decreases to 100–200 V/cm in 10–4–10–3 s under the conditions typical of the leader
discharge. The calculated electric field agrees well with the data from the experimental modeling of long leaders
by a spark discharge in short gaps. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of a leader in a spark discharge
results in the formation of a plasma channel. The elec-
tron density in the channel does not decrease for a rela-
tively long time (up to several hundredths of a second)
in weak electric fields (down to the arc field). This pro-
cess is enhanced by gas heating in the channel. In air,
the gas temperature gradually grows to 5000–7000 K in
laboratory gaps and even higher in lightning. The initi-
ation and propagation of the leader is a decisive phase
of the long spark: the bridging of the gap by the leader
is inevitably followed by breakdown, i.e., by the forma-
tion of a highly conductive channel with a descending
current–voltage (I–V) characteristic [1–3]. The longer
the leader, the greater is the fraction of the applied volt-
age U that drops across the channel and the lesser is the
fraction of the applied voltage that drops across the
streamer zone, characterized by a higher electric field.
For this reason, the breakdown voltage of very long
gaps, to a great extent, is determined by the electric
field in the leader channel.

Although the electric field in the leader channel is an
important characteristic of spark breakdown, direct
measurements of this quantity are lacking even for air,
which is the best studied gas. Estimates based on indi-
rect measurements differ by several tens of times,
depending on the experimental conditions [4–8] (see
also [3]). Another characteristic important for applica-
tions—the time evolution of the electric field in the
streamer channel—has been little studied experimen-
tally. There is reason to believe that, in a freshly formed
part of the channel with a temperature of ~1000 K, the
reduced electric field E/N (where N is the neutral den-
sity) is close to the critical value 10–15 V cm2, at which
the impact-ionization rate in air is equal to the rate of
electron loss by attachment to é2 molecules [3]. At
atmospheric pressure, this gives E ≈ 10 kV/cm. The
1063-780X/01/2710- $21.00 © 0875
convincing experimental data [9, 10] for very long (L =
150–200 m with allowance for the trajectory bending)
spark discharges point to a substantially lower mean
electric field in the leader channel. In these experi-
ments, the leaders bridged the gap at a voltage U0 no
higher than 4 MV. At the instant of bridging, the applied
voltage dropped partially across the leader channel and
partially across the streamer zone in front of the leader
head. Ignoring a higher electric field in the streamer
zone, the upper estimate for the mean electric field in
the channel is Ö ≈ U0/L ≈ 200–250 V/cm, which is sev-
eral tens of times lower than that at the beginning of the
leader process. It is difficult to expect that, in the imme-
diate future, it will be possible to trace the time evolu-
tion of the electric field in the channel between these
very different values.

Available theoretical models [1, 11–14] assume that
the generation of electrons in the leader channel is gov-
erned by the electron-impact ionization of molecules,
whereas the main effect of gas heating reduces to the
detachment of electrons from negative ions and to the
possibility of heating the electrons in a lower electric
field due to a decrease in N at a constant pressure.
Hence, the reduced electric field E/N does not vary dur-
ing the leader development (at least up to 200 µs) and
remains at a level of 8 × 10–16 V cm2 [13, 14]. Assuming
such behavior, the field E in the well-developed leader
channel heated to nearly 6000 K [3, 6, 13] cannot be
lower than 1 kV/cm, which is higher by a factor of 4 to
5 than that in the experiments providing reliable upper
estimates [9, 10]. There are also leader-channel models
in which the air conductivity is determined assuming
that the plasma is in local thermodynamic equilibrium
[15, 16]. These models allow one to estimate the
plasma parameters in long-lived regions of the channel
where the electric field is weak; however, they are cer-
tainly inapplicable for describing the transition from
2001 MAIK “Nauka/Interperiodica”
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the initial nonequilibrium channel state, which is char-
acterized by a rather strong electric field, to the final
equilibrium state.

A kinetic model adequately describing the genera-
tion and loss of electrons in a nonequilibrium leader
plasma in air was developed in [17]. With this model, it
was shown that gas heating substantially decreases the
reduced electric field E/N because of both the formation
of NO molecules, which have a low ionization energy,
and the associative ionization collisions of O and N
atoms. The latter electron generation reaction becomes
dominant at T > 4500 K. However, in [17], the problem
was solved in the zero-dimensional model. This model
neglects the radial expansion of the channel and, hence,
cannot provide even an approximate description of the
time evolution of the electric field in the leader plasma,
the plasma conductivity, and other characteristics that
vary self-consistently as the cross section of the current
channel increases.

The one-dimensional model of the leader channel
developed in the present paper is free from the above
drawbacks. This model is intended for analyzing the
main mechanisms responsible for variations in the
plasma resistance per unit length in electric fields that
are inherent in the leader from its initiation up to the
transition to the quasi-equilibrium state. The kinetic
model for ionization is basically similar to the model
proposed previously in [17]. In our paper, the evolution
of the leader plasma parameters during the entire dis-
charge in a long air gap is calculated self-consistently.
The results of calculations of the electric field in the
channel are compared with the available experimental
data.

2. MODELING OF THE INITIAL PHASE
OF THE DEVELOPMENT OF THE LEADER 

CHANNEL

In modeling the leader channel, it is necessary to
self-consistently describe the time evolution of the
electric field in the channel, the electron kinetics, the
processes of the energy transfer between different
degrees of freedom of molecules in the heated air, the
change in the chemical composition of the medium due
to chemical reactions, and the radial expansion of the
channel with allowance for varying the energy deposi-
tion in the discharge. Taking into account all the above-
listed effects is a complicated computational problem.
The only realistic way of modeling the process over the
long period of time needed for a long leader to develop
is to introduce reasonable simplifications. The descrip-
tion of freshly formed parts of the leader is additionally
complicated by the lack of reliable data on the initial
conditions, which can be obtained only from the mod-
eling of the streamer–leader transition. However, the
mechanism governing this process is still the subject of
controversy and a plausible quantitative description is
lacking.
The limiting length of laboratory leaders attains sev-
eral hundreds of meters, and the development time is no
longer than 10 ms (for a lightning leader, this time is
one order of magnitude longer). This time determines
the modeling time interval. Many processes incorpo-
rated in the model occur on substantially different time
scales. For example, the time during which the pressure
is equalized over the radius of the leader channel is on
the order of 10−7−10–6 s, the relaxation time of the
energy gained by the molecules due to the electron-
impact excitation of their vibrational and electronic
states is on the order of 10–5 s [13], and the radial cool-
ing of the channel through molecular heat conduction
under the conditions of interest begins only at times
longer than 3 × 10–5 s. Therefore, to simplify the prob-
lem, it is reasonable to separately consider the pro-
cesses associated with different time intervals. Such an
approach is used below.

The modeling of the development of the leader
channel in a long air gap is divided into two steps. First,
we simulate the initial phase of the transformation of a
freshly formed part of the channel. For this phase, the
fast plasma kinetic processes are considered in detail,
whereas the slower hydrodynamic processes are con-
sidered under rough assumptions. The objective of this
simulation is to study the main mechanisms and the
dynamics of the plasma channel heating, as well as the
consequences to which this heating leads directly,
rather than via decreasing the gas density. The descrip-
tion of the initial phase is based on the zero-dimen-
sional model of the leader plasma (see [18–21] for
details). We numerically solve the balance equation for
the densities of electrons, ions, excited molecules, and
neutral chemical compounds in air at a gas temperature
of T > 1000 K and the balance equations for the vibra-
tional temperature of N2 molecules and the translational
temperature of neutral particles. These equations are
solved at a constant electric current I in the channel,

(1)

where j = enew is the current density and e, ne, and w are
the charge, density, and drift velocity of electrons,
respectively. The assumption that the electric current is
constant is justified because the current I is governed by
the ionization processes in the streamer zone, rather
than the conductivity of the leader region under consid-
eration; hence, it is, in fact, an external parameter for
this region. It is assumed that the energy of molecular
rotational states almost instantaneously (in a time on
the order of the collision time) is converted into heat. It
is also assumed that a definite fraction δ of the energy
of electronically excited states of molecules is con-
verted into heat in the same ultrashort time. There is
indirect experimental evidence (see [21]) that δ ~ 30%
for air. The processes of the vibrational–translational
relaxation of N2 molecules involve collisions with N2,

I 2π jr rd

0

∞

∫ const,= =
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O2, H2O, and NO molecules and O atoms. The rate con-
stants for these processes depend on the gas tempera-
ture and are taken from [22]. The initial concentration
of ç2é was assumed to be 1%. For relatively short
times, channel cooling due to heat conduction is
neglected. All the plasma parameters in the channel are
assumed to be radially homogeneous. Calculations are
performed for two extreme cases: at a constant channel
radius (neglecting the channel expansion) and taking
into account the channel expansion in the isobaric
approximation.

We choose the following initial conditions: the ini-
tial electron density is ne(t = 0) = 1013 cm–3, the channel
radius is rc(t = 0) = 0.03 cm, and the initial gas temper-
ature is T(t = 0) = T0 = 1000 K in the channel and 300 K
in the surrounding air. These values, on the whole,
agree with the current concept of the leader channel
state at the instant of leader formation [3]. Calculations
were performed for an air pressure of p = 1 atm and a
typical leader current of I = 1 A.

First of all, we note that the simulation results are
only slightly sensitive to the poorly known value of the
initial electron density in the channel. The choice of a
too low ne(t = 0) at a fixed current results in a sharp
increase in the channel field (Fig. 1), which rapidly (in
several nanoseconds) increases the electron density by
impact ionization. For a too high initial plasma density,
the electron density decreases due to electron–ion
recombination. In tens to hundreds of nanoseconds
(which is negligible as compared to the characteristic
time of the leader process), the self-tuning process
comes to an end, the channel “forgets” the specified ini-
tial conditions, and the reduced field in the channel is
established at a level of 8.5 × 10–15 V cm2. The final
simulation result is also slightly affected by the uncer-
tainty in the energy fraction that is immediately trans-
ferred from the electronic degrees of freedom to heat.
This can be seen from the results of a series of test cal-
culations presented in Fig. 2. When this heating mech-
anism is excluded from calculations (δ = 0), the temper-
ature grows at a lower rate during the first 1–3 µs; how-
ever, the total heating time and the maximum
temperature change only slightly. When we artificially
increase the V–T relaxation time, the effect is more pro-
nounced (Fig. 2, curve 3); however, here again, the
deflection of the result obtained lies within the
methodic error of the model (~10%). Hence, it follows
from model calculations that there is no reason to care
about the uncertainty in the initial parameters in the
energy balance equation.

The time evolution of the gas temperature T and the
vibrational temperature of nitrogen molecules Tv cal-
culated by the zero-dimensional model are shown in
Fig. 3. Regardless of the calculation condition (rc =
const or p = const), the gas in the channel is rapidly
heated; in several microseconds, its temperature
becomes higher than 5000 K. Hence, the freshly
formed, relatively cold region behind the head is short
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
(about 10 cm for a typical leader velocity of vL ~
106 cm/s). As will be shown below, the temperature in
the remaining part of a long leader channel varies only
slightly, because its maximum value is limited from
above by 6000–6500 K. The heating lasts for 20–40 µs.
By this time, the vibrational–translational relaxation
comes to an end (Fig. 3) and the remaining sources of
thermal energy cannot provide a further increase in the
temperature, because, at temperatures of T ≈ 6000 K,
the specific heat of air increases strongly due to the dis-
sociation of N2 molecules.

An important point is that, in times on the order of
the time during which sound waves propagate along the
channel radius, gas heating is moderate (≈300 K) as
compared to the initial temperature. Hence, radial
acoustic perturbations produced due to pulsed energy
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Fig. 1. Time evolution of the electric field in the self-tuning
regime for different initial conditions.

Fig. 2. Growth of the temperature in a 0.03-cm-radius
leader channel at a current of 1 A: (1) δ = 0.3, V–T relax-
ation is included; (2) δ = 0, V–T relaxation is included; and
(3) δ = 0, V–T relaxation is excluded.
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deposition are small and we can use the isobaric
approximation when describing the leader on long time
scales. This is also confirmed by many experiments in
which the velocity of the radial expansion of the leader
channel in air was certainly subsonic [3, 6, 13]. We
emphasize once again that the channel heating on short
time scales is associated with both the fast relaxation of
the energy of molecular electronic states due to colli-
sions with unexcited molecules and the vibrational–
translational relaxation of nitrogen molecules. Both
these heat sources make nearly the same contributions.
As was mentioned above, the artificial “switching-off”
of any of these sources merely results in more pro-
tracted (either initial or final) phases of heating and
does not change the general picture of the process
(Fig. 2).
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Fig. 3. Time evolution of the gas temperature and the vibra-
tional temperature of N2 molecules. The solid curves corre-
spond to rc = const, and the dashed curves correspond to p =
const.

Fig. 4. Time evolution of the electric field under the condi-
tions of Fig. 3.
Figure 4 shows the time evolution of the electric
field in the leader channel. It is seen that, in the zero-
dimensional model, the time behavior of the electric
field is quite different for rc = const and p = const. In the
nonexpanding channel, the field E decreases rather
slowly as the temperature increases from 1000 to
4000 K. In the channel heated to 4000 K, the field still
remains fairly high (about 6 kV/cm). Then, in the tem-
perature range 4000–6400 K, the field drops by a factor
of more than 20 (down to 250 V/cm) in approximately
10 µs. We emphasize that this effect is not related to a
decrease in the gas density, because, for rc = const, the
density even somewhat increases due to the dissocia-
tion of molecules. The only reason why the field
decreases so rapidly is that the reaction of associative
ionization,

N + O ⇒  e + NO+, (2)

comes into play. This reaction proceeds at an increasing
rate in the heated air because both its rate constant and
the densities of reacting atoms increase. The time dur-
ing which the field decreases is ~10–5 s, which is close
to the gas heating time.

Simulations at p = const reflect most clearly the con-
sequences of the increase in the E/N value in the heated
air. In this case, the field in the channel decreases even
before the associative-ionization reaction (2) comes
into play. By the time at which the gas temperature in
the channel reaches 4000 K, E does not exceed
1.3 kV/cm; as the temperature increases to 6400 K, the
electric field drops to 15–20 V/cm. Characteristically,
by 10 µs, E is again close to 250 V/cm. The further
behavior of the electric field depends on the hydrody-
namic processes in the channel, which clearly cannot
be described in the zero-dimensional model.

Thus, the electric field in the channel drops very rap-
idly. At a current of I ~ 1 A, which is typical of labora-
tory leaders, the strong (on the order of 1 kV/cm) field
exists only in a very short (~10-cm-long) region behind
the leader head, where the gas is still cold. In the bulk
of the channel, the field is substantially weaker.
Although the zero-dimensional model fails to provide a
quantitative description, it certainly gives reliable upper
(for simulations with rc = const) and lower (for simula-
tions with p = const) estimates for the electric field;
thus, under any circumstance, the long leader channel,
to a greater extent, resembles a low-voltage arc chan-
nel, rather than a streamer channel with a relatively
strong longitudinal field.

The time behavior of the rate constants of various
electron production reactions in the initial phase of the
leader development is very peculiar (Fig. 5). At t <
0.5 µs, while the temperature is below 3000 K, elec-
trons are produced via the electron-impact ionization of
N2 and é2 molecules in the ground and excited states.
For a short time, as the temperature approaches 3000 K,
the dominant process is the ionization of NO mole-
cules, whose density increases to 5 × 1016 cm–3. One
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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microsecond later, at a temperature of ~4000 K, the
associative-ionization reaction (2), which can proceed
in the absence of the electric field, becomes dominant.
Due to the rapid decrease in the electric field, all of the
other electron-production processes become inefficient
by the time t = 3 µs. A qualitatively similar behavior,
but extended in time by a few microseconds, is also typ-
ical of simulations with p = const.

It is of interest to determine the time needed for neu-
trals to reach thermodynamic-equilibrium densities
during the fast heating of the leader channel. In this
connection, it is most important to know the concentra-
tions of O and N atoms participating in reaction (2). At
a low temperature and strong fields, the densities of
these atoms are considerably higher than the equilib-
rium densities because of the electron-impact dissocia-
tion of molecules; however, even at a temperature of
3000 K, this difference almost disappears (Fig. 6).
Among the active particles, the exception is NO mole-
cules, for which the thermodynamic-equilibrium den-
sity at p = 1 atm has a maximum of ~1017 cm–3 in the
temperature range 3000–3500 K. However, the actual
maximum density in the same temperature range is
nearly five times lower. This is of minor importance
because the ionization of NO molecules plays a signif-
icant role during a very short time interval: it ceases to
affect the processes in the channel just after the field in
the channel begins to drop rapidly. All of this allows us
to use the thermodynamic-equilibrium neutral densities
when modeling the leader plasma at times on the order
of or longer than tens of microseconds.

The zero-dimensional modeling confirms the valid-
ity of another simplification that is important for the
hydrodynamic model. This concerns the calculation of
the electron density at times t > 10 µs, when the elec-
tric field in the well-heated channel is already very
low; for this reason, we can exclude all reactions
except for the associative ionization reaction (2) and
the electron–ion recombination. We believe that these
reactions have time to adapt to the slowly varying tem-
perature T and field, which allows us to use the time-
independent homogeneous balance equation for the
electron density ne ,

(3)

where NO and NN are the densities of O and N atoms
and kia and ker are the rate constants for associative ion-
ization and dissociative electron–ion recombination
with the participation of NO+ ions. The dependences
ne(t) calculated by Eq. (3) are in good agreement with
the simulation results just after the field in the channel
begins to drop at t > 10µs (Fig. 6).

The possibility of using such a simplified kinetic
scheme substantially facilitates the construction of the
hydrodynamic model that should describe the plasma
evolution in the heated leader channel at times from
tens of microseconds to tens of milliseconds. Here, it is
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assumed that the chemical composition of the gas and
the degree of vibrational excitation of molecules corre-
spond to the thermodynamic equilibrium and the elec-
tron density varies slowly. (In the general case, the ther-
modynamic equilibrium for electrons is not achieved
because of their heating in the electric field.) It is this
model that is used below.
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Fig. 5. Time evolution of the ionization rate in various reac-

tions for rc = const; the curve designated as  is calcu-
lated with allowance for electron-impact ionization and the
associative ionization of electronically excited molecules.
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*

Fig. 6. Time evolution of the electron density and the neu-
tral densities for p = const. The solid curves correspond to
the simulation, and the symbols show the thermodynami-
cally equilibrium neutral densities at a current value of the
gas temperature and the ne values determined from equa-
tion (3).
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3. MODEL OF THE MAIN PHASE
OF THE LEADER CHANNEL EVOLUTION

The model is intended for describing the time evolu-
tion of the plasma parameters in a certain cross section
of the leader channel at a distance longer than 10–
30 cm from the leader head. As follows from the fore-
going, the gas in this region of the channel is already
heated and the low electric field cannot maintain the
electron-impact ionization reactions. The one-dimen-
sional model allows for radial variations in the plasma
parameters; substantially smaller longitudinal gradi-
ents are neglected. As initial conditions, we can use the
results of calculations by the zero-dimensional model
at the time corresponding to the end of fast heating
(~10 µs at a current of ~1 A) or the parameters approx-
imately corresponding to a freshly formed region in the
leader channel (T ~ 1000 K and E/N ~ 10–15 V cm2). In
the latter case, Eq. (3) is supplemented with impact ion-
ization reactions. The processes involving negative ions
are neglected, which is valid for T > 1000 K [13, 17].
Moreover, we ignore electron diffusion which is signif-
icantly slower than the volume processes under our
conditions. The densities of neutral species are
assumed to be equal to their thermodynamic-equilib-
rium values. Below, we consider the time evolution of
the leader plasma at times from 30 µs to 10 ms after the
leader initiation, which approximately corresponds to
the channel regions lying at distances from 50 cm to
hundreds of meters from the leader head.

In the E/N range under consideration, the energy
gained by the electrons in the electric field is transferred
to the electronic and vibrational degrees of freedom of
the molecules (first of all, N2 molecules). Since the
modeled time is restricted to t > 30 µs, it is assumed that
the internal energy of molecules has time to be con-
verted into heat and, hence, the electron energy is
almost totally spent on gas heating.

The time-dependent hydrodynamic model adopts
the isobaric approximation. As was already pointed out,
this is valid because many experiments point to the sub-
sonic radial expansion of the leader channel in air at
currents on the order of 1 A, which are typical of the ini-
tial phase of the process (see, e.g., [3, 13]). The set of
equations includes the heat conduction equation

(4)

the time-independent homogeneous electron-density
balance equation (3); and condition (1), assuming the
constant electric field in the channel. Here, r is the
radial coordinate, cp is the specific heat at a constant
pressure, and λ is the thermal conductivity.

According to our calculations, the plasma conduc-
tivity at T > 6000 K becomes so high and the electric
field becomes so low (at a constant current) that the
electron density is close to its equilibrium value. On the
one hand, the kinetic description of the electrons under

cp
∂T
∂t
------ jE

1
r
--- ∂

∂r
----- rλ∂T

∂r
------ 

  ,+=
these conditions becomes more complicated because of
the appearance of additional processes (e.g., the three-
body electron–ion recombination); on the other hand,
such a description is already unnecessary here. For this
reason, in most calculations with T > 6000 K, the elec-
tric conductivity of the plasma was assumed to obey the
local thermal equilibrium and its values were taken
from the experimental data [23] instead of solving
Eq. (3).

The values of cp(T) and the composition of the neu-
tral components of the heated air were taken from the
hydrodynamic calculations [24–26], and the values of
λ(T) were taken from the experimental data available in
the literature [27]. The values of ki(E/N, T) and
w(E/N, T) were determined by numerically solving the
Boltzmann equation for electrons in the two-term
approximation for the expansion of the electron distribu-
tion function in spherical functions. The rate constants

kei(E/N, T) and (T) were taken by analogy with [17].

When it is required to approximately model the pro-
cesses occurring during fast heating (starting from the
instant the leader channel region under consideration is
created) due to electron-impact electron production
reactions, Eq. (3) can be rewritten in the form

where the ionization rate constant ki is averaged over
the main neutral components of the gas (O2, N2, NO, O,
and N in the ground and excited states). In this case, the
boundary and initial conditions have the form

T(t, r = ∞) = T∞,

E/N (t = 0, r = 0) = 10–15 V cm2.

The initial profiles T(t = 0, r) and ne(t = 0, r) were
taken either in the form of a homogeneous distribution
over the channel of radius r0 or in the form of a Gauss-
ian distribution (T(t = 0, r) = (T0 – T∞)exp[–(r/r0)2] + T∞,
ne(t = 0, r) = n0exp[–(r/r0)2]). Most of the calculations
were performed for T∞ = 300 K, T0 = 1000 K, and r0 =
0.005–0.05 cm. The value of n0 at t = 0 was determined
from condition (1). The gas density N is determined
from the condition that the pressure is constant; in all
calculations, the pressure was assumed to be atmo-
spheric.

4. SIMULATION RESULTS AND DISCUSSION

Until the present time, there has been no experimen-
tal data providing reliable information on the initial
radius of a freshly formed part of a channel and, even
more so, the radial profiles of the plasma parameters.
To compensate for the lack of initial data, calculations
were performed for various initial channel radii and
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various radial profiles of the plasma parameters. A
comparison of such calculations is presented in Fig. 7.
Thus, we can conclude that the properties of the leader
plasma at times longer than 50 µs depend slightly
(within 10% or less) on the initial plasma parameters.
The channel rapidly “forgets” its initial state. This is
true for both the initial radial profiles of the plasma
parameters and the value of the initial radius itself. This
circumstance obviates the simulation uncertainty asso-
ciated with the initial conditions.

The main result of the hydrodynamic model is the
conclusion that the plasma in the leader channel is not
steady. Short intense heating accompanied by an
increase in the plasma density is followed by a long
decay phase, during which the channel slowly expands
and cools and the electron density decreases. It is this
decay state that is reliably reproduced by the hydrody-
namic model. The simulation results discussed below
were obtained at a current of 1 A, which is typical of
long laboratory sparks.

It can be seen in Fig. 8 that the temperature at the
channel axis decreases monotonically from its maxi-
mum value of ~6500 K; however, for 10 ms (while the
leader exists), it still exceeds 5000 K. This means that
the main mechanism governing the kinetic processes in
the channel remains the same and the plasma is main-
tained by the associative-ionization reaction (2). The
calculated temperature agrees with the results of spec-
troscopic measurements [3, 6, 13], according to which
the developed leader channel is heated to 5000–6000 K.
The radial profiles of the temperature gradually
broaden (Fig. 9), and the “thermal” radius of the chan-
nel increases with time. The growth of the thermal
radius Rc estimated by the formula

T(r = Rc) = T(r = 0)/2,

is demonstrated in Fig. 10. The channel expands with a
subsonic velocity and increases by one order of magni-
tude in several milliseconds. Thus, the mean expansion
velocity within a 1-ms interval does not exceed 1.5 m/s.
The calculated thermal radii and the channel expansion
velocities correlate (within a factor of 2) with Schlieren
photographs of real leaders in air gaps up to 10 m long
(see [13]).

The electron density in the channel reduces over a
rather long time, following the decrease in the gas tem-
perature (Fig. 11). The reduction factor for ne substan-
tially exceeds the reduction factor for the temperature.
This is due to the exponential dependence of the ioniza-
tion rate on T, so that a small gas cooling leads to a rapid
decrease in the plasma density. For example, by the
time t = 10 ms, the electron density is about seven times
lower than the maximum density equal to 4 × 1014 cm–3,
whereas the temperature decreases by no more than
30%. The same effect is responsible for the peaking of
the radial density profile ne(r). The electron and, conse-
quently, current radii of the channel are several times
smaller than the thermal radius (cf. Figs. 9 and 12).
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However, the increase in the current channel turns out
to be sufficient for the electric field E(t) to monotoni-
cally decrease in the decaying leader plasma (Fig. 13).
This process differs radically in nature from that occur-
ring in a freshly formed part of the channel. For a life-
time of ~1–10 µs, the channel expansion due to heat
conduction has no time to appear, the current cross sec-
tion does not change, and the field decreases due to a
rapid increase in the electron density and, hence, in the
conductivity of the heating channel. According to zero-
dimensional calculations for rc = const in the time inter-
val 1–10 µs, the density ne increases by nearly one order
of magnitude; as a result, a weak field of ~250–
300 V/cm is sufficient to maintain the leader current. In
contrast, on long time scales, the electron density at the
channel axis decreases, whereas the hydrodynamic
model demonstrates the expansion of the current chan-
nel and a noticeable increase in the total number of
electrons Ne (per unit length) producing the current. For
example, in the time interval from 100 to 1000 µs, Ne

increases from 1.7 × 1012 to 3.4 × 1012 cm–1, which
results in a decrease in the field. In this case, the rate of
this decrease is governed by a slow heat conduction
process gradually enlarging the area of the channel
cross section where the temperature is high and the cur-
rent is concentrated, rather than by the rapid heating of
a small gas volume. Evidently, the field decreases rela-
tively slowly: at a current of 1 A, it falls from 250 to
70 V/cm in nearly 10 ms. It is important that this pro-
cess does not terminate on long time intervals charac-
teristic of extra-long (~100 m) leaders.

To solve the problem of optimizing the propagation
conditions for a long leader and to determine the mini-
mum breakdown voltages for gaps many meters long
[3], it is necessary to have detailed data on the field
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Fig. 8. Time behavior of the gas temperature at the axis of
the leader channel.
reduction at various leader currents. The results from a
series of calculations presented in Fig. 13 show that, as
a first approximation, the dependences E(t) can be rep-
resented on the logarithmic scale as parallel straight
lines that are displaced as the leader current varies from
0.1 to 4 A. Hence, the increase in the current leads to the
decrease in both the level to which the field falls in the
initial phase of fast heating (from 800 V/cm at I = 0.1 A
to 140 V/cm at I = 4 A) and the values of E during slow
channel expansion due to heat conduction (from 300 to
30 V/cm at a time of 10 ms for the same current range).
The increase in the leader current I ≈ CLvLUh (where CL

and vL are the capacitance per unit length and the leader
velocity, respectively) requires an increase in the leader
head potential Uh and, consequently, an additional
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increase in the applied voltage. Every specific length of
the leader channel corresponds to a certain optimum
level of the current at which the process requires a min-
imum voltage [3, 28]. The existence of a distinct mini-
mum of the electric strength of long air gaps is a well-
known experimental fact. The calculated dependences
E(t, I) open the possibility of numerically modeling the
bridging of a long air gap under the action of voltage
pulses of various shapes, which is important for high-
voltage engineering.

It should be noted that varying the current over a
wide range relatively weakly affects the maximum
attainable gas temperature in the channel. As the cur-
rent increases by a factor of 40, this temperature
increases by only 60% (Fig. 8). There are two reasons
for the temperature stabilization. First, as was men-
tioned above, the increase in the temperature above
5000 K is strongly hampered by the increase in the spe-
cific heat due to the energy consumption for nitrogen
molecule dissociation, whose rate increases with tem-
perature in the parameter range under consideration.
Second, the Joule heat power per unit length is propor-
tional to the current and the field in the channel, PD = IE.
In the initial phase of fast heating, when the channel

expansion is still unimportant, we have E ~ . The
electron density ne , which, according to Eq. (3), is gov-
erned by the associative-ionization rate, and, conse-
quently, E are very sensitive to the decrease in the tem-
perature. When the temperature is insufficiently high,
the field in the channel sharply increases, which, to a
large extent, compensates for the increase in the depos-
ited energy at low currents. The fact that spectroscopic
measurements in different experiments give close tem-
perature values may be easily explained. In laboratory
experiments, the leader current varies within a rela-
tively narrow range, which results in approximately the
same temperature of 5000–6000 K.

The possibility of experimentally verifying the
developed model is severely limited. Until the present
time, direct measurements of the electric field in the
leader channel are still lacking even for certain
instances. Additionally, there are no experimental data
on the time behavior of the field over extended time
intervals. Indirect results that could be used for this pur-
pose are very scarce. Data on the breakdown of extral-
ong gaps at relatively low voltages indicate a very low
mean field in the leader channel; however, these data
can only be used for order-of-magnitude estimates.
Hence, the measurements of the true channel length
and the voltage distribution between the channel and
the streamer zone at the instant of bridging are required.
The former problem does not involve serious difficul-
ties, because, to solve this problem, it is sufficient to
have photographs of a spark discharge in two different
planes. The latter problem can be resolved only by
exactly measuring the length of the streamer zone at the
instant the streamer makes contact with the surface of
the grounded electrode, which is a rather complicated
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problem from a technical standpoint. A rough estimate
of the mean field made at the beginning of this paper
can be refined in view of the result of theoretical analy-
sis [3, 28], which shows that, under optimum condi-
tions for leader development, the head potential and the
gap voltage are related by the equality Uh = 3/5U.
Hence, the voltage drop across the channel comprises
only 40% of the total voltage across the gap, which
decreases the estimate for the mean field in the channel
of an extralong leader [9, 10] to 80–100 V/cm. The
zero-dimensional model gives nearly the same estimate
at times on the order of 10–3–10–2 s.

Among other experimental data, the measurements
reported in [11] deserve attention. Those measurements
were performed not in the leader, but in a spark channel
produced between two rod electrodes in a 7-cm gap.
The experiment was arranged so as to diminish the
inherent capacitance of the electrodes and other com-
ponents of the circuit (a voltage divider, connecting
wires, etc.) for the accumulated energy to be rapidly
released in the spark channel after bridging the gap.
Along with a high internal resistance of the generator,
this resulted in the discharge current varying only
slightly during the development of the spark, at the
instant of bridging, and for a subsequent 1–2 ms. Such
a spark was considered to be a physical model of part
of a long leader at a fixed current. Figure 13 demon-
strates good agreement between simulation results and
the measured mean field in the spark channel.

We note another important detail concerning exper-
iments [11]. In those experiments, particular attention
was given to the estimates of the field in the channel of
a newborn leader. For this purpose, the measuring-cir-
cuit was modified so as to make the response time of the
gauges as short as possible. However, such a modifica-
tion made the discharge current less stable. As a result,
the actual time resolution was no less than 10–20 µs.
With such a time resolution, attempts to detect fields
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of the field and gas temperature in the channel at a current
of 0.1 A and rc = 0.03 cm.
exceeding 300 V/cm at a current of 1 A failed. Only
when the current was decreased to 0.1 A did the mea-
sured field exceed 1 kV/cm. At that time, this result
remained unexplained and was thought to be a
methodic error caused by the additional heating of the
spark channel due to the incompletely eliminated para-
sitic capacitance. From the present-day standpoint, the
result obtained seems to be quite natural. The zero-
dimensional simulations show that, at times of ~10 µs,
a current of 1 A is sufficient to heat the channel up to
temperatures giving rise to intense associative ioniza-
tion and the field in the channel rapidly drops to 250–
300 V/cm (Fig. 4). At a current of one order of magni-
tude lower, the temperature does not increase above
4000 K because of a lower energy deposition in the dis-
charge; this temperature is close to the threshold of
associative ionization (2) and is not accompanied by a
sharp increase in the field (Fig. 14). Such measure-
ments can be regarded as a qualitative confirmation of
the simulation model.

5. CONCLUSION

In this study, the time evolution of the plasma
parameters in a given cross section of the long-lived
channel of a leader in air has been simulated. It is
shown that the simulation results depend relatively
weakly on the initial conditions, but they are very sen-
sitive to the kinetic scheme of the plasma model. It is
important for the model to be capable of correctly
describing the dependence of the plasma density on
both the electric field and the gas temperature.

According to the calculations, the plasma evolution
in a given cross section of a long leader can be divided
into two phases. In the first phase that lasts for ~10 µs,
the gas in a freshly formed ~10-cm-long region behind
the leader head is heated rapidly up to temperatures of
~6000 K; the electron density sharply increases due to
the associative-ionization reaction with the participa-
tion of O and N atoms; and, consequently, the electric
field in the channel drops by one order of magnitude or
even lower. In the second phase, which lasts until the
streamer-zone of the leader reaches the opposite elec-
trode, the gas slowly cools at the axis of the channel and
heats up at the periphery due to molecular heat conduc-
tion. In this phase, the channel expands and its conduc-
tivity per unit length increases in spite of the decrease
in the plasma density near the channel axis. At a con-
stant current, this leads to a slow decrease in the electric
field to the values typical of the arc discharge.

The results of simulations of the time evolution of
the electric field agree well with the results of experi-
mental modeling of a real leader channel by a short
spark.
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Abstract—A rapid heating of nitrogen–oxygen mixtures excited by gas discharges is investigated numerically
with allowance for the following main processes: the reactions of predissociation of highly excited electronic
states of oxygen molecules (which are populated via electron impact or via the quenching of the excited states
of N2 molecules), the reactions of quenching of the excited atoms O(1D) by nitrogen molecules, the VT relax-
ation reactions, etc. The calculated results adequately describe available experimental data on the dynamics of
air heating in gas-discharge plasmas. It is shown that, over a broad range of values of the reduced electric field
E/N, gas heating is maintained by a fixed fraction of the discharge power that is expended on the excitation of
the electronic degrees of freedom of molecules (for discharges in air, ηE . 28%). The lower the oxygen content
of the mixture, the smaller the quantity ηE. The question of a rapid heating of nitrogen with a small admixture
of oxygen is discussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in investigating the dynamics of heating of
molecular gases stems from the need to optimize laser
systems [1] and plasmochemical reactors [2] with
respect to such parameters as the maximum energy
deposition and the highest repetition rate of the applied-
voltage pulses. The processes responsible for gas heat-
ing largely govern the stable stage of self-sustained vol-
ume discharges [3] and are recognized as a primary
mechanism for the propagation of microwave dis-
charges in fields below the breakdown field [4].

Gas heating is one of the main issues in the theory
of breakdown because, as the gas temperature
increases, additional ionization processes ensuring that
the current–voltage characteristic is decreasing come
into play [5]. It should also be noted that the formation
of each subsequent element of the leader channel dur-
ing the streamer–leader transition in air at atmospheric
pressure is actually associated with the rapid gas heat-
ing (to temperatures of about 1500–2000 K [6]) within
the leader head. For a leader channel propagating in air
with a typical velocity of (1–3) × 106 cm/s, the duration
of such a heating process is no longer than 3 × 10–7 s
[5]. Hence, the gas in the leader head should be heated
at a rate of at least 3 × 109 K/s.

In this paper, the gas heating will be regarded as
being fast if it occurs on time scales much shorter than
the vibrational relaxation time. Papers [7–9] (as well as
other papers devoted to rapid gas heating) present
experimental data and numerical results on the heating
of nitrogen and air in discharges in which the reduced
electric field is relatively weak. In those papers, it was
shown that, for E/N > 40 Td (1 Td = 10–17 V cm2), the
fraction of energy that is expended on the electron-
1063-780X/01/2710- $21.00 © 20886
impact excitation of translational and rotational degrees
of freedom of molecules does not exceed 3–3.5%.
However, in some experiments with stronger reduced
electric fields, E/N > 80–100 Td (see, e.g., [10–16]), the
rate of gas heating in the initial discharge stage was
observed to be anomalously high (in comparison with
the VT relaxation rate), in which case the fraction of the
deposited energy that is expended on gas heating
amounted to 10–15%.

Based on the experimental observations of gas
expansion, Baranov et al. [10] determined how the tem-
perature of molecular nitrogen evolves in the course of
a self-sustained pulsed discharge (with the parameters
P = 100 torr and τpul = 1 µs, the deposited energy being
about 0.5 J/(cm3 atm)). They revealed that nitrogen was
heated in two stages: a short stage with a duration of
about 30 µs, during which nearly 10% of the deposited
energy was released, was followed by a longer stage
with a duration of about 500 µs, during which the
energy release amounted to about 38%. Based on the
results of theoretical investigations, Baiadze et al. [11]
explained the longer stage of gas heating by the model
of VV exchange in a system of anharmonic oscillators.
At the same time, they failed to explain the experimen-
tal data on rapid heating in terms of the relaxation of the
rotational energy of gas particles or the elastic colli-
sions between the electrons and gas particles. However,
they noted that the rapid gas heating may be a conse-
quence of the energy release during the quenching of
the electronically excited states of nitrogen molecules.
Analogous results were obtained in [12, 13] for broader
ranges of the released energy.

A major series of investigations [14, 15] was
devoted to determining the temperature of molecular
gases in pulsed microwave discharges. Most of the
001 MAIK “Nauka/Interperiodica”



        

INVESTIGATION OF THE MECHANISM FOR RAPID HEATING 887

                                                                                         
measurements were carried out in nitrogen and air in
the pressure range P = 10–40 torr for an effective
reduced electric field Ee/N ranging from 80 to 250 Td

(here, Ee = , where ν is the effective elec-

tron collision frequency and E and ω are the amplitude
and frequency of the microwave field). The gas temper-
ature in the discharge volume was determined from the
relative intensity of the lines (0, 2) of the rotational
spectrum of the second positive nitrogen system. In the
postdischarge stage, the heating was investigated with
the help of the second, lower power diagnostic pulse,
which made it possible to record the emission intensity
of the 2+ system of N2 molecules without changing the
gas temperature. It should be noted that Berdyshev
et al. [14] additionally determined the gas temperature
by measuring the relative population of the rotational
levels of the ground state of NH2 radicals (from the
absorption of laser light in the visible spectrum). Also,
the experiments of [14, 15] were aimed at measuring
the electron density and other parameters of the dis-
charge plasma.

The results obtained in the cited experiments with
microwave discharges confirmed earlier conclusions
that there exists a mechanism for the rapid heating of a
molecular gas at a strong reduced electric field E/N.
Aleksandrov et al. [15] also showed that the heating
rate increases with gas pressure and substantially
increases with E/N.

Based on the analysis of the available experimental
data, most researchers attribute rapid gas heating dur-
ing the discharge to energy relaxation in the quenching
processes of the electronically excited nitrogen mole-
cules. The quenching processes may serve to explain
the rapid heating at a strong reduced electric field E/N,
when the fraction of the deposited energy that is
expended on the excitation of the electronic states of
molecules is large.

In [14, 15], it was supposed that the mechanism for
rapid gas heating is associated with the self-quenching

of the excited molecules N2 ( ):

However, the mechanism proposed in [14, 15] fails
to explain the full set of experimental data. Thus, Boga-
tov et al. [16], who measured not only the gas temper-

ature but also the concentration of N2( ) mole-
cules, emphasized that the experimental data on the
dynamics of the gas temperature cannot be explained in
terms of this mechanism. It is also well known that the

concentrations of N2( ) molecules in air and nitro-
gen differ by several times because, in air, the
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N2( ) molecules are efficiently quenched by oxy-
gen. Consequently, the gas heating rate should be lower
in mixtures with higher oxygen contents. However, this
conclusion contradicts the available experimental data
[14–16].

The heat release processes associated with the
quenching of vibrational-electronic levels of nitrogen
molecules were studied by Bezmenov et al. [17] under
the assumption that, during the quenching of high-lying
electronic levels of nitrogen molecules, up to the levels

N2( , v = 3.4) with an excitation energy of 6.6 eV,
the deposited energy is entirely expended on gas heat-
ing. In other words, during the quenching of, e.g., the
N2(a1Πg) state with an excitation energy of 8.6 eV,
about 2 eV of the deposited energy should be expended
on gas heating. However, the assumption made in [17]
contradicts the experimental data obtained in [18, 19]
(as well as some other papers), where it was shown that
the electronic-vibrational transitions in molecular
nitrogen are accompanied by a minimum energy trans-
fer into the translational degrees of freedom of the reac-
tion products.

Hence, at present, there exist several models for heat
release [15, 17]. Although the processes underlying
these models are poorly investigated, the models never-
theless make it possible to explain some of the experi-
mental data on rapid gas heating in microwave dis-
charges.

This paper is devoted to the development of a model
of kinetic processes that occur in nitrogen–oxygen mix-
tures excited by a gas discharge. The gas heating is
described with allowance for the processes of electron-
impact dissociation of N2 and O2 molecules, quenching
of electronically excited nitrogen molecules by oxygen
molecules, and quenching of the metastable atoms
O(1D) by N2 molecules. The results of calculations are
compared with the available experimental data.

2. DESCRIPTION OF THE MODEL

The proposed kinetic model is aimed at describing
the dynamics of the main components of a nitrogen–
oxygen mixture excited by a discharge with a relatively
strong reduced electric field (when a significant frac-
tion of the discharge energy is expended on the excita-
tion of the electronic states of molecules). It is assumed
that, under the conditions adopted in the model, the gas
particles in the discharge are excited from the ground
electronic state mainly by electron impact. The depen-
dences of the rates of the corresponding processes on
the reduced electric field E/N and the degree of vibra-
tional excitation of molecules are taken from [20–22].
The main reactions involving neutral particles and
related rate constants are presented in [20, 23–25].

A
3Σu

+

A
3Σu

+
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Table

No. Reaction Rate constant References

1  + O2  N2(v) + 2O(3P) + ε1 1.7 × 10–12 cm3/s [28, 29]

2  + O2  N2(v) + O2(b1 , v) 7.5 × 10–13 cm3/s [28, 29]

3  +   N2(v) + N2(B3Πg) 7.7 × 10–11 cm3/s [30]

4  +   N2(v) + N2(C3Πu) 1.6 × 10–10 cm3/s [31]

5  + N2(v ' > 4)  N2(v) + N2(B3Πg) 10–10exp(–1500/T) cm3/s [20]

6  + O(3P)  N2(v) + O(1S) 3.0 × 10–11 cm3/s [32]

7 N2(B3Πg) + O2  N2(v) + 2O(3P) + ε7 3.0 × 10–10 cm3/s [20]

8 N2(B3Πg, v  = 0) + N2   + N2(v) 1.0 × 10–11 cm3/s [30, 20]

9  + O2  N2(v) + O(3P) + O(1D) + ε9 2.8 × 10–11 cm3/s [33]

10  + N2  N2(v) + N2(v) 2.0 × 10–13 cm3/s [33]
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The dynamics of gas heating during the discharge
was modeled with allowance for the following pro-
cesses.

1. Recombination of Molecular Ions with Electrons

e +   O(3P) + O(1D) + εR ,

e + NO+  O(3P) + N(2D) + εR ,

e +   N(4S) + N(2D) + εR .

The energy released in these reactions is distributed
between the electronic and translational degrees of
freedom of the produced atoms. Thus, in the electron–

ion dissociative recombination reactions involving 

and  ions, the quantity εR should be about 5 eV and
3.5 eV, respectively. However, for E/N ≤ 300 Td, these
reactions do not play a governing role in gas heating
because the energy expended on exciting the molecules
is relatively low.

2. Dissociation of Nitrogen and Oxygen Molecules
by Electron Impact

e + N2  e + ,   N(4S) + N(2D) + εR ,

e + O2  e + O2( , v ),

O2( , v )  O(3P) + O(1D) + εR , 

e + O2  e + O2( , C3∆u),

O2( , C3∆u)  O(3P) + O(3P) + εR .
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The N2 and O2 molecules are dissociated during a
preliminary dissociation of the electronic states of these
molecules [20], which are excited from the ground state
by electron impact. The kinetic energy of the products
of preliminary dissociation reactions may be significant
(this is evidenced by the behavior of the vibrational and
electronic terms of the N2 and O2 molecules [26, 27]).

3. Quenching of the Electronically Excited States 
of Nitrogen Molecules by Oxygen Molecules

These quenching processes are also accompanied by

the population of the excited states O2( , v ),

( , v ), O2( , v ), etc., of oxygen molecules. A
preliminary dissociation of these states leads to the dis-
sociation of é2 molecules and the transfer of the excess
energy into the translational degrees of freedom of the
produced oxygen atoms. In turn, “hot” oxygen atoms
are thermalized during several collisions; the energy
released in these collisions is expended on the rota-
tional excitation of molecules and gas heating. The
rotational energy relaxes into the translational degrees
of freedom during 10–30 collisions [20]. Hence, we can
see that essentially all of the kinetic energy of the atoms
produced in the quenching processes fairly rapidly goes
into heating the gas mixture.

The main reactions of quenching of electronically
excited states of N2 molecules in nitrogen–oxygen mix-
tures are listed in the table.

It should be noted that the relative role of the disso-
ciation and excitation of the bound states of oxygen
molecules was investigated only for the reaction of
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quenching of the vibrationally excited state N2( )
[28] (see reactions 1 and 2 in the table). It is also well
known that an increase in the population of the vibra-

tional state N2( ) may change not only the total
rate constant of reactions 1 and 2 [29] but also the rela-
tive role of these reactions (in particular, the reactions
of the dissociation of é2 molecules begin to play a more
important role in gas heating).

The reactions of the dissociation of é2 molecules
can also involve the electronically excited triplet states

N2(B3Πg , , W3∆u), which are efficiently pro-
duced from the ground state by electron impact. Incor-
porating the resonant nature of the energy exchange
between the levels of these states [18–20] into the
model makes it possible to describe the processes of
oxygen dissociation by introducing the effective state
N2(B), whose population rate is determined by the total
concentration of molecules in these electronically
excited states and whose quenching rate is determined
from the corresponding data on the molecular state
N2(B3Πg).

Analogous considerations are also valid for the

excited singlet states N2(a1Πg, , w1∆u) [34], which
can be described in terms of the effective state N2(a).
The quenching rate of the N2(a) state is set equal to that

of the N2( ) state [33]. An analysis of the scheme
of electronic terms of the singlet states of nitrogen mol-
ecules (Fig. 1) makes it possible to suggest that é2 mol-
ecules that quench these excited states will be dissoci-

ated primarily by nitrogen molecules in the  state.

The amount εR of the energy that is transferred to the
translational degrees of freedom of the products of
reactions 1, 7, and 9 is determined from the scheme of
the electronic terms of N2 and O2 molecules [26, 27]. A
fragment of this scheme is shown in Fig. 1. Let us con-
sider as an example reactions 1 and 9 of quenching of

the states N2( ) and N2( ) by oxygen mole-
cules.

The state N2( ) is quenched in the reactions

N2( ) + O2(X3Σg) ⇔ N2( ) + O2( , v *),

O2( , v *)  O(3P) + O(1D) + ε9.

According to Fig. 1, the energy of the state

O2( , v *) is about εa . 8.48 eV. The dissociation

limit O(3P) + O(1D) of the term O2( , v ) is charac-
terized by the energy εd = 7.08 eV; consequently, we
have ε9 = εa – εd . 1.4 eV. Since, among the products of

the reaction of quenching of the state N2( ), no
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oxygen molecules in the excited state O2( , v)

were recorded [35], it is presumably the O2( , v )
state that is mainly populated in reaction 1 (Fig. 1). A
preliminary dissociation of this state governs the gas
heating in reaction 1, in which case we have εA .
6.22 eV, εd . 5.12 eV, and ε1 . 1.1 eV.

For a high degree of dissociation of é2 molecules, it
is necessary to take into account the quenching of the
electronically excited nitrogen molecules by oxygen

atoms. For nitrogen molecules in the state N2( ),
this quenching process was investigated in detail in [32,
36]. The data on the rate constants of quenching of the
other metastable states of N2 molecules by oxygen
atoms are lacking. However, the role of other processes
in the quenching of the electronic states under consid-
eration seems to be less important, because these states
are quenched by oxygen molecules far more rapidly

than the state N2( ) (see table).

4. Quenching of the Excited Atoms O(1D)

The excited oxygen atoms O(1D) are produced in a
significant number of reactions in which the O2 mole-
cules are dissociated. The excited atoms O(1D) are
quenched primarily by é2 and N2 molecules:

O(1D) + N2  O(3P) + N2(v ) + εR , 

O(1D) + é2  O(3P) + O2( , v  = 2). 
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Fig. 1. Scheme of the electronic terms of N2 and O2 mole-
cules [26, 27].
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The quenching of the excited atoms O(1D) by nitro-
gen molecules was studied in a number of papers, in
which it was shown that the quenching reaction pro-
ceeds through the formation of an intermediate com-
plex. The quenching rates calculated in [37] and some
other papers agree well with experimental data. Later
measurements [38] confirmed the theoretical predic-
tions that 30 ± 10% of the energy released in this exo-
ergic reaction is expended on the vibrational excitation
of N2 molecules. In accordance with the results of those
papers, the model is supplemented with the assumption
that about 70% of the excitation energy of the metasta-
ble atoms O(1D) is expended on gas heating.

5. Reactions of the VT Relaxation of the Vibrational 
Levels N2(v )

The most important among these reactions is the
reaction of VT relaxation by the excited oxygen atoms
O(3P):

N2(v ) + O(3P)  N2(v  – 1) + O(3P) + εR . 

These reactions make a significant contribution to
the total rate of gas heating when the degree of dissoci-
ation of é2 molecules is sufficiently high. For calcula-
tions, the rate constants of the VT relaxation reactions
were taken from [39].

3. RESULTS OF CALCULATIONS

The gas heating dynamics was simulated for condi-
tions corresponding to the experiments of [40, 41],
which were aimed at investigating the heating of nitro-
gen–oxygen mixtures by high-current pulsed dis-
charges initiated in a tube with the radius R = 0.5 cm at
pressures P = 0.4–1 torr. The discharge current density
was j = 0.5–10 A/cm2, the pulse duration being τ ≤
100 µs. The gas temperature was determined from the
relative emission intensities of the lines of the rotational
structure of the (0  2) transition in the second posi-
tive nitrogen system, the time resolution being about
1 µs. This method made it possible to determine the
rotational temperature of the N2(C3Πu) state. It was
found that the time scale τrot on which this temperature
became equal to the gas temperature was about the
mean free time [20]. The method of relative line inten-
sities can be used to measure the gas temperature under
the condition

(1)

where τC is the lifetime of the N2(C3Πu) state and νg is
the frequency of the gas-kinetic collisions. Since the
radiative lifetime of the N2(C3Πu) state is about τC .
36 ns [20], condition (1) is satisfied for P ≥ 2 torr.

However, it should be noted that condition (1) is not
a necessary one [42]. In fact, the method of relative line
intensities can also be applied when the state from

τC τ rot . νg
1–
,>
which the excited state at hand is produced is in equi-
librium with respect to the translational and rotational
degrees of freedom and, additionally, when the law
according to which the rotational distribution function
changes during the excitation is known. Since the ratio

of the rotational constants of the N2( ) and
N2(C3Πu) molecular states is on the order of unity and
the rotational temperature of the ground state of nitro-
gen molecules is essentially always equal to the gas
temperature, the latter quantity in the pressure range
P < 2 torr can be determined by applying the method of
relative line intensities to the 2+ system of nitrogen mol-
ecules [42].

In the model proposed here, the evolution of the dis-
charge parameters and the content of the N2 : O2 mix-
ture is described by solving a set of balance equations
for neutral and charged particles together with the
equation for the electric field. For a given discharge
current I, the electric field at each instant is determined
from the equation

(2)

where Ne(r) and µe(r) are the radial profiles of the elec-
tron density and electron mobility.

The electron density is calculated from the equation

(3)

Here, Da is the ambipolar diffusion coefficient; νion is
the ionization rate; νatt is the electron attachment rate;
Qrec is the electron–ion recombination rate; and the rate
constant Qdet accounts for all the processes of electron
detachment from negative ions by O(3P) atoms, meta-
stable O2(a1∆g) molecules, etc. [23]. The model
includes analogous balance equations for the charged
particles of all species, specifically, the following ten

species of positive and negative ions: , ,  · N2,

, , NO+, O–, , , and .

The dynamics of the gas temperature is described by
the equation

(4)

Here, Cv is the specific heat capacity of the gas at a con-
stant volume, λ(T) is the thermal conductivity, N is the
concentration of molecules in the mixture, εv is the
mean vibrational energy per N2 molecule, τVT is the
characteristic time of the VT relaxation of N2(v ), and
WR is the gas heating rate in chemical reactions. Equa-
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tion (4) describes isochoric gas heating corresponding,
in particular, to the experimental conditions of [40, 41],
under which the discharges were initiated over almost
the entire volume of the system.

The boundary conditions for Eqs. (3) and (4) were
chosen to conform to the assumptions that the central
region of the discharge is axisymmetric, the charged
particles at the wall of the discharge tube are absent,
and the gas temperature at the wall is equal to the tem-
perature Tw of the wall material:

Under the above conditions and for P . 0.5 torr, R =
0.5 cm, and T . 800 ä (λ = 5.7 × 10–4 W/(cm K) [43]),
the characteristic time during which the gas is cooled
due to the heat conduction is about τR . 18 µs, which is
appreciably shorter than the pulse duration [40]. For
this reason, the equation for gas temperature is supple-
mented with the heat conduction term.

Kalinin et al. [41] measured not only the gas tem-
perature but also the relative concentration of oxygen
atoms as functions of time. The concentration of the
excited atoms O(3P) was reconstructed by applying the
method of [44] to the experimental data on the relative
intensity I0/ —the ratio of the intensity of the line

emission from the transition O(3p3P  3s3S) to the
intensity of the 2+ band system N2(C3Πu , v  = 0 
B3Πg) of nitrogen. The radiating states O(3p3P) and
N2(C3Πu , v  = 0) are excited from the ground states
mainly by electron impact [44]; the threshold energies
for the excitation of these states from the ground state
are equal to 10.99 and 11.03 eV, respectively. The Ein-
stein coefficients for the transitions in question are
nearly the same and are approximately equal to 2.5 ×
107 s–1 [45]. Also, the dependences of the excitation
cross sections on the electron energy are close to one
another, as well as the maximum values of the cross
sections [20, 45]. Consequently, in the first approxima-
tion, it can be assumed that [O(3P)] ∝  [N2] · I0/ . The
relative concentrations of oxygen atoms that were
found as functions of time in the above manner in [41]
are shown in Fig. 2 for P = 0.4 torr and j = 1 A/cm2 and
for different oxygen contents δ of the mixture. For com-
parison with the calculated results (which are illus-
trated in Fig. 2 by solid curves), the corresponding rel-
ative concentrations are multiplied by 6 × 1014 cm–3.
One can see that, regardless of the oxygen content of
the mixture, the calculated results correlate reasonably
well with the experimentally recorded dynamics of the
concentration of oxygen atoms.

Figure 3 illustrates the results of modeling the
dynamics of the main excited components at the axis of

∂Ne
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---------
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0,
∂T
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a discharge in air for the experimental conditions of
[40, 41] and for P = 0.5 torr and j = 2 A/cm2. A decrease
in the concentration of nitrogen molecules in the

excited state N2( ) at t ≥ 30 µs is associated with
the production of atomic oxygen and an increase in the
rate of quenching of this state in reaction 6. On time
scales t ≥ 7–10 µs, the concentrations [O(1D)],

[N2( )], and [N2( )] of the excited particles
that take part in gas heating change insignificantly.
Consequently, on these time scales, the gas heating rate
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Fig. 2. Dynamics of the density of O(3P) atoms at the axis
of a discharge in an N2 : O2 mixture for P = 0.4 torr; j =

1 A/cm2; and different oxygen contents in the mixture, δ =
(1) 20, (2) 8.5, and (3) 4%. The symbols refer to the exper-
imental data of [41], and the solid curves show the numeri-
cal results.

Fig. 3. Dynamics of the main excited components at the axis
of a discharge in air for P = 0.5 torr and j = 2 A/cm2.
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Fig. 4. Radial profiles of the air temperature calculated
under the experimental conditions of [40, 41] for P =
0.5 torr and j = 2 A/cm2 at t = (1) 10, (2) 20, (3) 30, and
(4) 40 µs.

Fig. 5. Dynamics of the gas heating at the discharge axis for
R = 0.5 cm; P = 0.5 torr; and different discharge current den-
sities: (1) 4, (2) 2, and (3) 1 A/cm2. The closed circles refer
to the experimental data of [40], and the results calculated
with and without allowance for heat conduction are shown
by the solid curves and the dashed curve, respectively.

Fig. 6. Parameters ηR and ηE as functions of E/N in a dis-
charge in an N2 : O2 = 4 : 1 mixture.
should be expected to be approximately constant,
∂WR/∂t . const.

Figure 4 displays radial profiles of the gas tempera-
ture calculated at different times for the experimental
conditions of [40, 41] and for P = 0.5 torr and j =
2 A/cm2. In the axial region of the discharge, the gas
temperature in the radial direction changes only
slightly. Presumably, the experimentally measured tem-
peratures correspond to those in the central discharge
region.

Figure 5 compares the experimental data of [40] and
the results of numerical calculations of the dynamics of
air heating near the discharge axis for P = 0.5 torr.
Curves 1–3 were calculated for the discharge current
densities j = 4, 2, and 1 A/cm2, respectively. The dashed
curve was calculated for j = 4 A/cm2 without allowance
for gas cooling via heat conduction. We can see that the
results of calculations based on the proposed model
adequately describe the experimental data. The effect
of heat conduction becomes important for gas tempera-
tures T ≥ 700–800 K.

Note that, under the conditions adopted in the
model, an important role is played by the heteroge-
neous quenching of the excited particles at the wall of
the discharge tube. The excited particles are quenched
mostly in the diffusive regime. Thus, the rate of the het-

erogeneous quenching of N2( ) molecules, which
play a significant role in gas heating, is equal to

, (5)

where DA . 310 cm2/s is the diffusion coefficient for

N2( ) molecules in air at the pressure P = 0.5 torr
[46]. Under the experimental conditions of [40, 41], the
rate νhet is comparable in magnitude to the volume

quenching rates for N2( ) molecules. The mea-
sured probabilities of quenching of the excited

N2( ) molecules at the walls of the discharge tubes
made of different materials were found to be close to
unity. According to [46], such high probabilities indi-
cate that the fraction of energy that is released during

the heterogeneous quenching of N2( ) molecules
and is expended on heating the gas and the wall will
unlikely be high. For this reason, the heterogeneous
quenching processes were not incorporated into the
model for rapid gas heating.

For a simplified description of heat release in the
discharge, it is worthwhile to analyze the behavior of
the plasma parameters
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Here, ηR and µE are the fractions of the discharge power
that are expended on gas heating and the electronic
excitation of molecules, respectively, and ηE is the frac-
tion of the energy of the electronic degrees of freedom
of molecules that is expended on gas heating. Figure 6
presents the parameters ηR and ηE calculated as func-
tions of the reduced electric field in the discharge. We
can see that the parameter ηE changes only slightly with
E/N (as well as with the electron density and gas pres-
sure). That is why this parameter can be used for a sim-
plified description of gas heating in discharges.

The parameter ηR(E/N), which describes the role of
rapid gas heating in the overall energy balance of the
discharge, decreases sharply with E/N (Fig. 6). In this
case, the fraction of the discharge energy that is
expended on the vibrational excitation of molecules
increases [20] and, accordingly, the role of VT relax-
ation reactions becomes greater. However, in relatively
weak electric fields such as E/N = 50–70 Td, the pro-
cesses responsible for rapid gas heating may signifi-
cantly influence the dynamics of the gas temperature.
The reason for this influence is that the rate constants of
the vibrational–translational exchange reactions
depend strongly on the gas temperature [1]. Conse-
quently, even an insignificant heating of the gas mixture
in the initial stage of the discharge may have a great
effect on the dynamics of the subsequent VT relaxation
processes.

In [47], Klimov et al. presented the results of mea-
surements of the gas temperature as a function of time
in pulsed glow discharges with the current density j =
125 mA/cm2 in air at the pressure P = 6 torr, the diam-
eter of the discharge tube being 2R = 3 cm. In those
experiments, the radial profiles and temporal behavior
of the gas temperature were investigated by means of
optical interferometry.

The model presented here was also tested by model-
ing gas heating in discharges with the parameters
described in [47]. Under the experimental conditions of
that paper, the reduced electric field lies within the
range 50–70 Td and the bulk of the discharge energy is
expended on the vibrational excitation of nitrogen mol-
ecules. Consequently, the gas is heated most efficiently
in the reactions of VT relaxation on oxygen atoms. Fig-
ure 7 shows the radial profiles of the gas temperature
calculated at different times. Under the experimental
conditions of [47], heat conduction plays an insignifi-
cant role, so that the temperature profiles T(r) follow
the corresponding radial profiles of the deposited
energy.

Figure 8 illustrates the experimental data of [47] and
the related numerical results on the dynamics of the gas
temperature near the discharge axis. We can see that the
results obtained from the complete model, i.e., with
allowance for rapid gas heating due to the relaxation of
the electronically excited states of nitrogen molecules
(curve 1), agree well with the experimental data. For
comparison, the time evolution of the temperature of
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
the gas heated only via the processes of VT relaxation
on oxygen atoms (the rapid gas heating is not taken into
account) is also shown (curve 2). In this case, the time
delay in gas heating in the discharge volume amounts to
500–600 µs.

In the proposed model of gas heating, an important
role is played by reactions involving oxygen molecules.
For this reason, the parameter ηE and the gas heating
rate are expected to change with the oxygen content δ
of the mixture. Figure 9 illustrates the experimental
data of [41] and the results from calculations of the gas
heating rate as a function of the oxygen content of an
N2 : O2 mixture for P = 0.4 torr and j = 1 A/cm2. The
calculations based on the presented model (solid line)
agree satisfactorily with experiments for mixtures with
an oxygen content δ ≥ 4%. However, for a low oxygen
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Fig. 7. Radial profiles of the gas temperature calculated
under the experimental conditions of [47] for P = 6 torr and
j = 125 mA/cm2 at t = 1 and 1.6 ms.

Fig. 8. Dynamics of the gas temperature at the axis of a
glow discharge with the current density j = 125 mA/cm2 in
air at the pressure P = 6 torr. The closed triangles refer to the
experimental data of [47], and the results calculated with
and without allowance for rapid gas heating are shown by
curves 1 and 2, respectively.
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content δ, disagreement between the numerical results
and the experimental data is far greater. This disagree-
ment indicates that, in pure nitrogen with no é2 admix-
tures, there may be an additional mechanism for gas
heating. The dashed curve in Fig. 9 illustrates the calcu-
lations of the gas heating rate in reaction 3 with ε3 .
4 eV. Recall that this reaction is one of the processes
underlying the model of rapid gas heating that was
developed in [15, 40, 41] for nitrogen–oxygen mix-
tures. Reaction 3 makes it possible to explain the data
of experiments with discharges in nitrogen with small
é2 admixtures. However, for mixtures with a higher
oxygen content, the discrepancy with the experimental
data becomes very significant, because, in reaction 3,

the excited molecules N2( ) are efficiently
quenched by oxygen molecules.

However, special emphasis should be placed on the
substantial disagreement between the results obtained
in different experimental investigations of the rapid
heating of nitrogen. The experiments of [14, 15] were
aimed at studying nitrogen heating in microwave dis-
charges at pressures P = 10–40 torr, the reduced electric
field being E/N . 80–150 Td. In those experiments, in
which the total energy deposition amounted to
1.6 J/(cm3 atm), the increment ∆T in the nitrogen tem-
perature was measured to be higher than 450 K. On the
other hand, in high-current pulsed discharges with
energy depositions higher than 1 J/(cm3 atm) in nitro-
gen at pressures P = 115 torr [48] and P = 60 torr [49]
and at reduced electric fields in the range E/N = 150–
200 Td, nitrogen was found to be heated insignificantly,
∆T . 20 K. In [48], Valyanskiœ et al. determined the
rotational distribution function from the spectrum of
the Q-branch of the transition v  = 0  1 in the 2+ sys-
tem of nitrogen molecules. They found that, 20 µs after
the discharge came to an end, the distribution function
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Fig. 9. Gas heating rate as a function of the oxygen content
δ in the mixture for P = 0.4 torr and j = 1 A/cm2. The sym-
bols refer to the experimental data of [41], and the curves
show the numerical results.
was of the Boltzmann type, with the temperature T =
320 ± 20 K. Analogous results were obtained by Devya-
tov et al. [49].

Akishev et al. [7] measured the fraction of energy
that is expended on gas heating at reduced electric
fields in the range E/N = 40–80 Td. They carried out
experiments with self-sustained volume discharges in
nitrogen of very high purity at pressures P = 20–80 torr.
The experimental conditions were thoroughly con-
trolled to keep the spatial distributions of the discharge
parameters uniform. The gas temperature was recon-
structed from the results of the interferometric mea-
surements. Since, in the experiments of [7], the depos-
ited energy was no higher than 0.25 J/(cm3 atm), the
gas-dynamic processes near the electrodes had an
insignificant influence on the interferograms of a vol-
ume discharge plasma. It was found that, for E/N ≥
75 Td, the fraction of the deposited energy expended on
gas heating did not exceed 1%. These results also con-
tradict the experimental data of [14–16].

Hence, it seems that experimental data that can pro-
vide reliable and fairly complete information on rapid
gas heating in microwave discharges in nitrogen are
still lacking. That is why further investigations are
required for an adequate description of rapid gas
heating.

4. CONCLUSION

In this paper, a model has been developed that
makes it possible to investigate the rapid heating of
nitrogen–oxygen mixtures excited by microwave dis-
charges. According to this model, the gas is heated
mainly in the reactions of preliminary dissociation of
highly excited electronic states of oxygen molecules
that are produced either by electron impact or during
the quenching of the excited states of N2 molecules.
The results of model calculations are found to ade-
quately describe available experimental data on the
dynamics of air heating in gas-discharge plasmas.

It is shown that, over a broad range of the reduced
electric field E/N, the fraction of the discharge power
that goes into heating the gas is fixed; specifically, it is
the fraction that is expended on the excitation of the
electronic degrees of freedom of molecules (for dis-
charges in air, ηE . 28%). This circumstance can be
used to simplify a description of heat sources in gas dis-
charges. However, it should be noted that the condition
ηE = const may fail to hold for high degrees of dissoci-
ation of oxygen molecules (i.e., for high energy deposi-
tions), when the electronically excited nitrogen mole-
cules are quenched primarily by O(3P) atoms. In this
case, the reactions of VT relaxation on oxygen atoms
may also play an important role in gas heating.

One of the calculated results, namely, the weak
dependence of the parameter ηE on the gas pressure,
seems to be especially important, because it character-
izes the relative role of the mechanisms for rapid gas
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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heating and for gas heating in the VV and VT exchange
processes. For prescribed values of Ne and E/N, the spe-
cific power of the heat released during the quenching of
electronically excited nitrogen molecules is approxi-
mately constant, while the VT relaxation rate increases
with gas pressure because of the increase in the concen-
tration of O(3P) atoms. As a result, the contribution of
the VT relaxation reactions to the total rate of gas heat-
ing should increase with gas pressure.

According to the model proposed, the lower the
oxygen content in the mixture, the smaller the parame-
ter ηE. For mixtures with an oxygen content δ ≥ 4%, the
results of the related model calculations agree with the
experimental data. The question of the rapid heating of
pure nitrogen or nitrogen with small oxygen admix-
tures remains open and requires further investigation. It
is also of interest to study the heating of air at relatively
strong reduced electric fields, E/N = 200–300 Td.
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Abstract—The emission from the plasma of a steady-state electric discharge in a çÂ/ç2é mixture in the
wavelength range 130–670 nm is investigated. It is shown that, at a water vapor partial pressure of P = 2.0–
2.5 kPa, the discharge mainly emits within the range 306–315 nm. The emission consists of an OH (A–X; 0–0)
307.4-nm narrow peak and a broad band with a maximum at λmax = 309.1 nm. As the partial pressure of water
vapor decreases to 50–150 Pa, VUV emission at wavelengths of λ = 186, 180, and 157 nm becomes dominant.
In the visible region, çα 656.3-nm and çβ 486.1-nm spectral lines and HeI lines in the range 447.1–667.8 nm,
which are of interest for diagnosing the plasma, prevail. The intensities of the main bands and spectral lines
are determined as functions of the helium partial pressure and discharge current. © 2001 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Water vapor plasmas have been extensively studied
in plasmochemistry for the purpose of hydrogen pro-
duction [1]. Small admixtures of water vapor may sub-
stantially affect the output parameters of some gas
lasers [2] and the performance of electric discharge sys-
tems for cleaning air of toxic agents [3, 4]. At large con-
centrations of water vapor (≥1017 cm–3) in air/H2é mix-
tures, the plasma is overcooled and the production of
long-lived (t ≥ 1 s) plasma structures, like ball light-
ning, is possible [5]. Most attention in these studies has
been concentrated on plasmas of air/H2é and
air/H2é/ëé2 mixtures. Recently, it was shown that an
ecologically safe, highly efficient (η ≥ 25%) lamp
based on the OH (A–X; 0–0) 306.4-nm transition in the
plasma of a glow (or an RF) discharge in çÂ(Är)/ç2é
mixtures can be created. These experiments dealt with
the optical and energy characteristics of the plasma in
the 300- to 1000-nm wavelength range at low water
vapor partial pressures (P ≤ 50 Pa). In the short-wave-
length spectral range or at higher water vapor partial
pressures, the optical characteristics of the plasma of a
glow discharge in the mixtures of noble gases with
water vapor have been studied insufficiently. Under
these conditions, the water clusters (éç)n · (ç2é)m and
combined clusters like Ärn · (ç2é)m are of importance
[6, 7]; however, their influence on the optical character-
istics of an electric discharge plasma has not yet been
studied.

In this paper, we present the results of studies of the
emission from water vapor–helium plasmas.
1063-780X/01/2710- $21.00 © 0897
2. EXPERIMENTAL SETUP

A dc glow discharge was ignited in a quartz tube
with an inner diameter of 7 mm. The distance between
the hollow cylindrical electrodes made of Ni foil was
50mm. A discharge tube with open ends was placed in
a 10-liter buffer chamber connected (via a ë‡F2 win-
dow) to a half-meter-long vacuum monochromator
with a spectral resolution of 0.7 nm. The emission from
the 6-mm-diameter central part of the cross section of
the discharge tube was recorded. The emission from the
other end of the tube in the visible and near UV spectral
regions was recorded with the help of a monochromator
(MDR-2)–photomultiplier (FEU-106) system. The
emission was focused on the monochromator entrance
slit with a quartz lens. The spectral resolution of the
MDR-2 monochromator was 0.2 nm. The spectrome-
ters were calibrated in the wavelength range 165–
680 nm with the help of a band lamp and the continuous
emission of molecular hydrogen. The data obtained for
the 165- to 350-nm range were used to approximate the
spectral sensitivity of the vacuum monochromator in
the 130- to 165-nm range. The recording system is
described in detail in [8, 9]. The glow discharge was
powered from a high-voltage dc power supply (U ≤
30 kV, I ≤ 100 mA). The discharge current varied
within the range 2–50 mA, and the power deposited in
the discharge was 40–60 W. Saturated water vapor at
room temperature was produced by placing a reservoir
with distilled water into the buffer chamber. The pres-
sure of the saturated water vapor was determined using
the data from [10]. At T = 17–21°ë, it was within the
range 2.0–2.5 kPa. Unsaturated water vapor was sup-
plied from a separate vessel into a mixing tank, in
2001 MAIK “Nauka/Interperiodica”
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which çÂ/ç2é mixtures were also prepared. Then, the
working mixture was puffed into the buffer chamber
and the discharge tube.
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Fig. 1. Current–voltage characteristics of a glow discharge
in (1) water vapor at a pressure of 2.5 kPa and in the
(2) 2.0/2.5-kPa, (3) 4.0/2.5-kPa, and (4) 8.0/2.5-kPa
çÂ/ç2é mixtures.

Fig. 2. VUV–UV emission spectra from the plasma of a
glow discharge in a çÂ/ç2é mixture.
3. ELECTRICAL AND OPTICAL 
CHARACTERISTICS

A glow discharge in saturated water vapor or
çÂ/ç2é mixtures was longitudinally homogeneous
over the entire length of the discharge tube. The diam-
eter of the discharge plasma was 3–4 mm; the distribu-
tion of the emission intensity over the tube radius was
nonuniform, which was characteristic of a glow dis-
charge in electronegative gases. The normal mode of
the discharge operation, in which the discharge voltage
depended only slightly on the discharge current, came
into play at Ich ≥ 25–35 mA (Fig. 1). At low currents, the
discharge operated in the subnormal mode [11]. In the
normal mode of the discharge in çÂ/ç2é = (1.0–
8.0)/(2.0–2.5)-kPa mixtures, the value of Uch increased
from 930 to 1100 V with increasing helium pressure. In
our experiments, Uch was one order of magnitude
higher and Ich was one order of magnitude lower than
those in [7, 12], respectively, although the average pow-
ers deposited in the glow discharge plasma were
approximately the same.

The VUV–UV emission spectra from the plasma of
saturated water vapor or water vapor–helium mixtures
(Fig. 2a) were almost identical. The main constituents
of the spectra were broad bands with edges at 313, 286,
262, and 185 nm. The 313-nm band had a fine structure,
which was recorded using a higher-resolution spec-
trometer (Fig. 2b). The 286-nm and 262-nm bands had
no fine structure. A typical spectrum of visible emission
from the plasma of a çÂ/ç2é mixture is shown in Fig. 3.
The emission spectra were identified using the data
from [13–15]. In the water vapor plasma, OH radicals
are the main excited particles that emit in the VUV–UV
range [12]. It is seen in Fig. 2b that the most intense
band on the short-wavelength side contains a series of
peaks at λmax = 307.0, 309.6 (the main one), 312.4, and
315.2 nm. These peaks do not coincide with the edges
of the OH (A–X; v1–v2) electronic–vibrational bands.
The closest to the recorded peaks are the OH (A–X;
0−0) 306.4-nm (R-branch), OH (A–X; 0–0) 308.9-nm
(Q-branch), OH (A–X; 1–1) 312.2-nm, and OH (A–X;
2–2) 318.5-nm bands. A broad band in the 300–310 nm
range with peaks at 307.0, 308.3, and 309.1 nm (the
main one) was also recorded in the emission from the
plasma of an RF discharge in water vapor (P = 100 Pa);
in [16], this band was assigned to the emission of the
cluster molecules (ç2é)2. The edges of the 286-nm and
262-nm bands correlate to the wavelengths of the OH
(A–X; 1–0) 281.1- to 282.9-nm, OH (B–A) 278-nm, and
OH (A–X; 2–0) 260.9- to 262.2-nm bands. The UV
185-nm band is close to the OH (C–A) 179.1-nm band.
The control experiments with a glow discharge in
çÂ/ç2é = (1–8)/(0.05–0.15)-kPa mixtures show that,
under the given discharge conditions, the edge of the
VUV band shifts from 185 to 180 nm and a new intense
band with λmax = 157 nm, which corresponds to the OH
(B–X) emission, arises. The total emission intensity in
PLASMA PHYSICS REPORTS      Vol. 27      No. 10      2001
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the range 130–190 nm is one order of magnitude higher
than the intensity of the 306- to 315-nm band. Based on
the correlation between the locations of the edges of
characteristic bands in the emission spectrum of the
plasma of saturated water vapor and their behavior with
decreasing water vapor pressure, these bands can be
assigned to the emission of (éç  and (éç  ·
(ç2é)m (n ≥ 2, m ≥ 1) cluster molecules. In the simplest

case, they are (éç  hydroxyl dimers. If the plasma
contains cluster water molecules, then the main reac-
tion producing the excited hydroxyl molecules is [17]

e + (ç2é)m  ç– · (ç2O)m – 1 + éç*.

When two or more OH radicals (one of which is in an
excited state) collide, cluster molecules like (éç  can

be produced and then transform into (éç  · (ç2é)m

clusters via hydration. As a result, the energies of the
cluster upper energy levels become lower and the edges
of the OH (A–X, C–A, B–X, etc.) characteristic bands
shift to the long-wavelength side of the spectrum.

For çÂ/ç2é mixtures, the linear emission of
excited hydrogen atoms in the visible spectral region is
accompanied by HeI 667.8-nm, 587.6-nm, 501-nm,
and 447.1-nm lines. In the emission spectra of the water
vapor plasma, a weak OH band with a maximum at λ =
628–630 nm is also observed. In the water vapor
plasma, at Ich = 50 mA, the ratio of the intensities of çα,
çβ, and çγ spectral lines is 1000/40/10, which only
qualitatively correlates to the ratio of the effective cross
sections for the excitation of these lines via the elec-
tron-impact (ε = 50 eV) dissociative excitation of ç2é
and ç2 molecules [18]. The ratio of the intensities of
HeI 667.8-nm and 587.6-nm spectral lines was found to
be 4.2, which was quite different from that obtained
using the table data [15] (χ = 0.12). The upper levels of
the HeI (3D, 1D) lines have an energy of 23.07 eV,
whereas the energies of the lower levels of the yellow
(2p 3P0) and red (2p 1P0o) HeI lines are 20.96 and
21.22 eV, respectively. The increase in the intensity of
the HeI 667.8-nm line may be related to the high-speed
reactions depopulating the HeI 2p 1P0 state in collisions
with water molecules and the products of water disso-
ciation in the discharge.

The intensities of the main emission bands (λ = 313
and 286 nm) from the discharge in a çÂ/ç2é mixture
slightly decrease with the helium partial pressure
(Fig. 4). The dependences of the intensities of these
bands and the çα, β and HeI spectral lines on the dis-
charge current are close to linear (Fig. 5). At discharge
currents of 3–50 mA, the band and line intensities
increase with no tendency to saturation. This indicates
that direct electron-impact excitation processes prevail
in the plasma under study.

)n* )n*

)2*

)n*

)n*
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Fig. 3. Visible emission spectrum from the plasma of a glow
discharge in a çÂ/H2O mixture.

Fig. 4. Intensities of the characteristic emission bands from
the plasma of a glow discharge in çÂ/H2O mixtures vs. the
helium partial pressure for a water vapor partial pressure of
2.5 kPa and Ich = 50 mA: λ = (1) 306–315 nm and
(2) 286 nm.

Fig. 5. Intensities of the main emission lines in the visible
spectral region from the 1.0/2.5-kPa çÂ/H2O mixture vs.
the discharge current: (1) HeI 667.8, (2) çβ 486.1, (3) HeI
587.6, (4) çα 656.3, and (5) HeI 501 nm.
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4. CONCLUSIONS
The results of investigations of the optical character-

istics of a glow discharge in water vapor and çÂ/ç2é
mixtures can be summarized as follows:

(i) At a water vapor partial pressure of 2.5 kPa, the
most intense emission bands are broad bands with
edges at 309 and 286 nm, which are associated with the
spontaneous decay of the excited OH-based cluster
molecules.

(ii) At lower water vapor partial pressures of 50–
150 Pa, the emission in the wavelength range140–
190 nm, which is associated with the OH (C–A, B–X)
bands, becomes the most intense. This emission is of
interest for use in continuous-wave VUV lamps.

(iii) As the parameter E/N increases by an order of
magnitude as compared to that used in the lamp based
on the OH (A–X; 0–0) transition with λ = 306.4 nm [12]
(the average discharge power being the same), the
emission in the λ ≤ 190 nm range from either high-
lying OH (C, B) electronic states or OH-based clusters
becomes dominant.

(iv) The intensities of the characteristic emission
bands from the plasma of saturated water vapor depend
slightly on the helium partial pressure, whereas the
dependence of the intensities of these bands and the
Hα, β, γ and HeI spectral lines on the discharge current
indicates that direct electron-impact excitation of atoms
and molecules is dominant.

(v) Spectral lines in the visible region are of interest
for the optical diagnostics of a glow-discharge plasma
(e.g., for the determination of ne , Te , and the metastable
atom density).
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Abstract—The effective cross section for the  +    + p reaction in the energy range 5.7–11.5 eV
is measured by the split beam method. The cross-section maximum at an energy of ~8 eV is related to the pro-
duction of the  compound system. The reaction threshold Wthr ≈ 5 eV provides evidence in favor of the

classical model with the  ion charge fixed on one of the two nuclei during the entire collision event. © 2001
MAIK “Nauka/Interperiodica”.
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Among the processes that lead to the increase in the
content of protons in low-temperature plasmas of the
gas-discharge sources of proton beams, the reactions

involving collisions between  ions,

are of significant importance.

Previously, we measured the cross section for one of
these reactions, namely, simultaneous dissociation of
both colliding ions [reaction (2)] in the energy range
7.5–18.8 eV [1]. The results obtained show that this
reaction is of minor importance for the production of
protons at interaction energies of several eV, which is
characteristic of plasmas of gas-discharge sources. The
reason is that the overall probability of proton produc-
tion in reactions (1)–(4) estimated for the lower limit of
the energy range of interest is much higher [2]. Taking
into account the fact that the effective cross section for
reaction (1) is several times lower than for reaction (2)
(see the calculations of [3]), it seems that proton pro-

duction in collisions between  ions at energies lower
than 10 eV proceeds mainly via reactions (3) and (4);
the former reaction, which has the lowest reaction
threshold, results in the production of two protons,
whereas the latter is an exothermic process.

The measured energy dependence of the  ion

production probability in collisions between two 
ions in an energy range of several electronvolts has a
pronounced maximum at 7–8 eV (see figure).
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The measurements were carried out by the split
beam method [1]. To ensure pair collisions, a ribbon-
shaped ion beam is split into two beams and then is
focused so that the ion trajectories of the newly formed
beams intersect in the focal region at a small angle ϕ. In
the center-of-mass frame, the total kinetic energy of the
colliding ions W (the interaction energy) is significantly
less than in the laboratory frame. For equal ion masses,
we have W = 0.5ϕ2E. Therefore, it is possible to carry
out measurements in an energy range of several elec-
tronvolts for particle beams with energies of several
keV, which greatly facilitates the experiment. The prob-
ability of an elementary process is determined by the
production rate of the new (secondary) particles in the
beams after they have crossed each other.

The experiments were carried out at the DIVO
device (see [1] for details). The system for separating
and recording the produced  ions was modified tak-
ing into account the fact that their energy was 1.5 times
higher than that of  ions, because both the magni-
tude and direction of the ion velocity remained almost
unchanged in the laboratory frame.

In our experiments, an RF discharge ion source pro-
duced  ions in various vibrationally excited states.
According to the calculations of [4], the ion lifetime
outside the source is ~106 s. Since the probability of the

 ion production may depend substantially on the

vibrationally excited states of  ions at the instant of
collision, we decreased the number of vibrationally
excited ions in the source using a procedure described
in [5]. A hydrogen–neon mixture (rather than pure
hydrogen) with a volume ratio of 1 : 5 at a pressure of
~10–2 torr was supplied to the source. Under these con-
ditions, among the reactions involving collisions of
vibrationally excited (v ) ions with Ne atoms, the
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ion–molecular reaction (v  ≥ 2) + Ne  NeH+ + H
proceeds at a high rate because, for v  ≥ 2, it is exother-
mic. For v  ≤ 1, the reaction is endothermic and pro-
ceeds at a low rate [6]. As a result, most of the ions that
leave the source and form a beam are in the ground (v  = 0)
and first (v  = 1) excited states with dissociation ener-
gies of 2.645 and 2.374 eV, respectively. Since the esti-
mated reaction threshold for this reaction is 2.1–2.2 eV

[7], a certain amount of  (v  = 2) ions with a dissoci-
ation energy of 2.118 eV may also be present.

The measurements were carried out in the energy
range W = 5.7–11.5 eV. The energy dependence of the
σ(W)/σ(W∗ ) ratio, where W∗  = 9.75 eV, is shown in the
figure. Preliminary calibration measurements showed
that, at W = W∗ , the effective cross section for ion–
molecular reaction (4) can be estimated from below by
a value equal to approximately 10–16 cm2.

It is reasonable to interpret the results obtained
based on the concept of [8], which was successfully
used to analyze ion–molecular reactions. According to
[8], the  ions are produced via the formation of a

compound system (in our case,  molecules). At the
interaction energies of colliding particles W < 20 eV,
the energy of molecular electrons changes adiabati-
cally, because the velocity at which the molecules

approach each other, V( ) ≈ (2–4) × 106 cm/s, is
much less than the electron velocity V(e) ~ e2/" ~ 2 ×
108 cm/s. Since the ion de Broglie wavelength is much
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Energy dependence of the effective cross section (normal-

ized to σ(W∗ ), where W∗  = 9.75 eV) for the  +  

 + p ion–molecular reaction. The value of σ(W∗ ) is no

less than 10–16 cm2.
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less than the molecular size, the collisions can be
described within classical mechanics.

The compound system forms when the distance

between the  ions becomes so small that the electron
clouds of the ions overlap. This distance depends not
only on the mutual orientation of the  molecular
axes (linear, T-type, or collinear) but also on the theo-
retical model used to describe the molecular structure.
Within the classical approach, both the hydrogen atom
and proton in the  molecular ion keep their individ-
uality. In this case, the molecule can be regarded as a
dumbbell with a charge concentrated on one of its ends.
In contrast, the quantum mechanical approach implies
that the electron cloud is distributed uniformly between
the two nuclei and, consequently, each end of the
dumbbell carries one-half of the proton positive charge.
The center of the positive charge of the  molecular
ion resides exactly midway between the nuclei. As a
result, the interaction energy required to create the
compound system turns out to be quite different within
the quantum mechanical and classical models of the

 ion. To overcome the Coulomb repulsion during the

formation of the  system when the mutual orienta-
tion of the molecules is linear, the quantum mechanical

model requires an interaction energy of  ≈ 7.8 eV,

whereas, in the classical model, we have  ≈ 5.0 eV
and the cross section is σ ~ (0.5–0.7) × 10–16 cm2. For the
T-type mutual orientation of the axes, the classical

model predicts  ≈ 8.0 eV and a substantially higher
cross section σT ~ 2 × 10–16 cm2. In the classical model,
the threshold for reaction (3), in which two protons are

produced, is  ≈ 5.8 eV for the linear orientation of
the molecules and 8.6 eV for the T-type orientation.

In the quantum mechanical model, for the T-type
mutual orientation of the molecules, the thresholds for

reactions (4) and (3) are  ~ 12.2 eV and  ~
13 eV, respectively. Unlike reactions (3) and (4), which

proceed via the formation of the  molecular ion, the
dissociation via reaction (1) or (2) can proceed as a
direct reaction in which the momentum is transferred
directly to the molecular protons. With allowance for
the direct reaction (1) and especially reaction (2), the
probability of producing the compound system is sub-
stantially reduced. According to [9], this probability
may become zero when the interaction energy exceeds
the threshold for reaction (4) by the so-called critical
value
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where WA ~ 4 eV is the H2 molecule–proton affinity,

WD is the  dissociation energy, and m denotes the
masses of the corresponding particles. Consequently,
the steep fall in the cross section of reaction (4) is related
to the increasing role of the direct reactions (1)–(3).

Thus, the measured thresholds for reactions (2) [1]
and (4) can be regarded as evidence in favor of the clas-
sical approach to describing the charge distribution dur-
ing molecular collisions accompanied by ion–molecu-
lar reactions proceeding via the formation of compound
systems. The main feature of the quantum mechanical
model of the  molecule is the averaging of the elec-
tron wave functions over positions with respect to the
nuclei. In this case, a wave function corresponding to
the one-center problem is actually used and the ques-
tion of how often an electron jumps from one center to
another remains open. In the classical approach, a pro-
ton is attracted to an H atom due to the polarization
effect; as the proton moves inside the electron cloud,
the attraction force decreases, whereas the Coulomb
repulsion between the nuclei increases. Obviously, the
equilibrium between nuclei in a molecule can only be
dynamical: as the nuclei vibrate, the exchange of the
electron cloud between them must correlate to the fre-
quency of these vibrations. Since the duration of the

collision event between  ions, which results in the

creation of the  compound system, is much shorter
than the period of nuclei vibrations, the “instant pic-
ture” of the electron cloud (rather than the averaged
quantum mechanical picture) is of importance. Thus,
studying ion–molecular reactions in the near-threshold
energy range may provide important data on electron
cloud dynamics and its correlation with nuclear vibra-
tions.
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Abstract—The potential of a slowly moving test charge in a positive-dust–electron plasma is calculated taking
into account dust grain charge fluctuations, as well as collisions between neutral atoms and electrons and dust
grains. The results should be useful for understanding the shielding in a dusty plasma sheath with levitated
grains. © 2001 MAIK “Nauka/Interperiodica”.
1 It is well known [1–3] that the far-field potential of
a moving test charge in a uniform electron–ion plasma
decreases as the inverse cube of the distance r from the
test charge. On the other hand, the far-field potential
in a collisional electron–ion plasma [4, 5] may decay
as r–2.

Recently, several authors [6–9] investigated the
potential around charged dust grains in a multicompo-
nent dusty plasma when the dust grains are negatively
charged. However, the dust grains can also be charged
positively [10, 11] when they are heated by infra-
red/visible lasers or irradiated by UV radiation. This
leads to a positive-dust–electron (PDE) plasma because
most of the ions from the background are attached to
the surface of the dust grains, which, in turn, acquire
huge positive charges. Since, due to different charging
models for positive dust grains, the dielectric properties
[12] of such a two-component dusty plasma differ sig-
nificantly from those of a plasma with negatively
charged dust grains, it is of urgent interest to study the
test charge potential in a collisional PDE plasma. This
is the objective of this paper.

The electric potential of a test particle (with charge
qt) moving with a constant velocity v0 is [1]

(1)

where r = R – v0t and D(k, –k · v0) is the dielectric func-
tion of the PDE plasma. Following Montgomery et al.
[1], the term  has been included to ensure

proper convergence of the integrals.
The calculation of the dielectric function for longi-

tudinal disturbances in a PDE plasma containing a suf-
ficient number of immobile neutrals requires knowl-
edge of the number density perturbations of the elec-
tron and dust fluids. Employing the recently proposed

1 This article was submitted by the authors in English.
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model of Shukla [12], which accounts for the dust grain
charge fluctuations, we readily obtain, for |k · v0 | !
kv tj , the dielectric function

(2)

For |k · v0 | ! νjn ! kv tj , where νjn is the effective
collision frequency of the particle species j ( j equals e
for the electrons and d for the dust grains) with the neu-
trals and v tj = (Tj/mj)1/2 is the thermal speed, the dielec-
tric susceptibilities for our purposes are

(3)

(4)

(5)

where Tj is the temperature; mj is the mass; and νen ~

σenv tenn and νdn ~ π v tnnnmn/md are the electron–neu-
tral and dust–neutral (for hard sphere) collision frequen-
cies, respectively (here, σen is the cross section for colli-
sions of electrons with neutrals; nn and mn are the neutral
density and mass, respectively; and v tn is the thermal
speed of the neutrals). The inverse Debye radii of the

two species are defined as ke =  = (Te/4πne0e2)–1/2 and

kd =  = (Td/4πnd0 e2)–1/2, where e is the magni-
tude of the electron charge and the equilibrium densi-
ties are related by ne0 = Zd0nd0. Here, Zd0 refers to the
number of positive charges that reside on the surface of
the dust grains, which are assumed to be spherical with
radius rd . We also have introduced the notation F =

4πnd0λe (1 + γ0), γ0 = Zd0e2/rdTe ≡ eϕ0/Te, and ωpe =
(4πne0e2/me)1/2. Furthermore, ν is equal to the fre-

D k k– v0⋅,( ) 1 χe χd χq.+ + +=

χe

ke
2

k
2

----- 1 i
π
2
---

k v0⋅
kv te

------------ 1
νen

kv te

----------+ 
 – ,≈

χd

kd
2

k
2

----- 1 i
π
2
---

k v0⋅
kv td

------------ 1
νdn

kv td

----------+ 
 – ,≈

χq
F

k
2λ e

2
-----------

ωpe

ν ik v0⋅+( )
-----------------------------,=

rd
2

λ e
1–

λd
1–

Zd0
2

rd
2

001 MAIK “Nauka/Interperiodica”



POTENTIAL OF A TEST CHARGE IN A DUST–ELECTRON PLASMA 905
quency ν1 associated with dust charge fluctuations dur-
ing the thermionic emission of the electrons and is
equal to ν2 during the emission of the electrons from the
dust grain surface due to UV radiation [12]:

,

where " is the Planck constant, W is the work function,
J is the UV photon flux, Y is the yield of photons, σ =
Te/Tp , and Tp is the average temperature of the photo-
electrons. We note that χq is associated with the dust
grain charge fluctuations [12] caused by the imbalance
of the oscillating electron currents that are induced by
the moving test charge in our PDE plasma. We have
assumed that the electron mean free path in the gas is
much larger than the dust radius. Furthermore, the effi-
ciency of absorption of UV radiation is on the order of
unity for 2πrd/λ * 1, where λ is the radiation wave-
length. Rosenberg et al. [11] have discussed in detail the
underlying physics of positively charged dust grains.

Shukla [12] has shown that the dust charge fluctua-
tions cause spatiotemporal damping of the dust acous-
tic waves in a PDE plasma. Below, we examine the
influence of collisions and dust charge perturbations on
the far-field potential of a moving test charge.

Let us consider the case where ν @ |k · v0 |, so that
dielectric function (2) takes the form

(6)

where  =  + Fωpe/ν ≡ δ and δ =
1 + (Zd0Te/Td) + Fωpe/ν. It turns out that the effective
equilibrium electron number density ne0δ in a PDE
plasma is larger than ne0. We note that, for typical labo-
ratory dusty plasma parameters, namely, ne0 ~ 108 cm–3,
nd0 ~ 106 cm–3, and Te ~ 1 eV, we obtain Fωpe/ν ~ 7 for
rd ~ 1 µm and Zd0 ~ 100.

Since our test charge is supposed to move very
slowly (|v0| ! v tj), we have from expression (6)

(7)
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Substituting Eq. (7) into Eq. (1) and carrying out the
integration in a straightforward manner, we readily
obtain

(8)

where α2 ≈ , α3 ≈ , and

α4 ≈ /λeν2v te . Furthermore, γ is the angle
between r and v0 and r = |R – v0t | is the distance
between the test charge and the observation point. The
first term on the right-hand side of Eq. (8) is the usual
Debye shielding term in which the electron Debye

radius is reduced by a factor of 1/  due to the consid-
eration of the dust charge fluctuations in a PDE plasma.
The α3 term on the right-hand side of Eq. (8) is the far-
field potential of a moving test charge caused by Lan-
dau damping, while the α2 and α4 terms represent the
far-field potentials associated with collisions (between
neutrals and electrons/dust grains) and dust charge per-
turbations, respectively. For large r (r @ λ0), we note
that exp(–r/λ0) can be so small that the first term in
Eq. (8) is smaller than the three last (small) terms. Fur-
thermore, we observe that the contribution of the α2
term is smaller than that of the α3 term (i.e., the far-field
term which is well known in plasmas [1, 2]) for r !

( )/ .

In conclusion, we have investigated the potential
around a slowly moving (in comparison with the elec-
tron and dust thermal speeds) test charge in an unmag-
netized plasma whose constituents are electrons and
positively charged dust grains. By employing an appro-
priate dielectric constant for such a dusty plasma,
which also includes the contribution from dust grain
charge fluctuations, we have derived an expression for
the test charge potential. It is found that the Debye
shielding as well as the far-field potentials of a moving
test charge are considerably affected by the dust charge
fluctuation dynamics. In fact, in our dusty plasma, the
electron Debye screening radius is shorter than that in
the electron–ion plasma; this, in turn, yields a weaker
Debye–Hückel potential. Furthermore, the newly found
far-field potentials are also significantly affected by
collisions and dust charge perturbations. Finally, we
stress that the results of our investigation should be use-
ful for understanding the electric field profiles around a
test charge in low-temperature laboratory [13] and
space [14–16] plasmas in which dust grains are posi-
tively charged.
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